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Editorial: Real-world applications
of game theory and optimization

Dun Han1*, Jianrong Wang2*, Jianbo Wang3* and
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1School of Mathematical Sciences, Jiangsu University, Zhenjiang, China, 2School of Mathematical
Sciences, Shanxi University, Taiyuan, China, 3School of Computer Science and Software Engineering,
Southwest Petroleum University, Chengdu, China, 4Faculty of Natural Sciences and Mathematics,
University of Maribor, Maribor, Slovenia, 5Complexity Science Hub Vienna, Vienna, Austria, 6Community
Healthcare Center Dr. Adolf Drolc Maribor, Maribor, Slovenia, 7Department of Physics, Kyung Hee
University, Seoul, Republic of Korea
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Editorial on the Research Topic
Real-world applications of game theory and optimization

Researching real-world applications of game theory and optimization is crucial due to its
significant impact on decision-making, efficiency, and innovation across various sectors. Game
theory provides valuable insights into strategic interactions among rational agents, aiding
businesses in developing competitive strategies and assisting governments in policy design.
Optimization techniques enhance operational efficiencies in industries such as logistics and
manufacturing, leading to cost reductions and productivity gains. These fields are fundamental
in technological advancements, particularly in artificial intelligence andmachine learning, where
they underpin many algorithms. Additionally, they play a vital role in addressing social and
environmental challenges by optimizing resource management and promoting sustainable
practices. In healthcare, they improve resource allocation and patient outcomes. By fostering
interdisciplinary collaboration and theoretical advancements, research in these areas drives
innovation and provides comprehensive solutions to complex problems. Ultimately, studying
real-world applications of game theory and optimization not only enhances academic
understanding but also delivers practical solutions that significantly benefit economic,
technological, social, and environmental domains.

This Research Topic centers on the practical application of game theory and optimization
methods to address complex challenges in real-world contexts. At its core, game theory provides
a framework for analyzing strategic interactions among rational decision-makers, while
optimization techniques seek the most favorable outcomes. These tools have proven to be
powerful assets across a wide range of domains, from economics and computer science to social
sciences and engineering. The goal of this Research Topic in Frontiers in Physics is to produce a
comprehensive understanding of the real-world applications of game theory and optimization,
highlighting their practical impact and potential for future use. It will provide valuable insights
for professionals and researchers working in fields where these techniques can be applied and
contribute to the body of knowledge in game theory and optimization.

Within this Research Topic, Wu et al. employ a game-theoretic approach to explore the
dynamics of status transitions and the enhancement of employee performance in
organizations. Zhang et al. utilize evolutionary game theory to examine the role
transitions of employees in family businesses. To investigate the evolutionary game
rules of strategic interactions between enterprises and employees during deviant
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innovation, Zheng et al. construct a 2 × 2 asymmetric payoff matrix
and use numerical simulations to demonstrate the influence of
varying decision parameters and initial conditions on
evolutionary outcomes. Sang et al. employ reinforcement learning
algorithms to identify the optimal policy or equilibrium solution. Li
et al. conduct an in-depth study on maritime area detection,
proposing a cloud-edge cooperative-based scheme to address
communication limitations by deploying edge computing nodes
on the ship side of the gateway. Zhao and Yang establish a three-
party evolutionary game model comprising an agricultural product
data sharing platform, agricultural data providers, and agricultural
data consumers. Zhou et al. propose a coupled disease-behavior
model to describe the dynamic evolution of vaccination behavior
during the spread of infectious diseases. Kan et al. explore a mixed
updating strategy for vaccination decisions, where some individuals,
termed intelligent agents, update their decisions based on a
reinforcement learning strategy, while others, termed regular
agents, use the Fermi function. Finally, Ma et al. investigate the
decision-making behaviors of opinion leaders and netizens in the
context of uncertain information dissemination, aiming to
effectively manage online public opinion crises triggered by
major sudden events.

Based on the contributions of these papers, it is evident that this
Research Topic is highly valuable for understanding social systems. We
hope that the theoretical models and practical applications presented in
this research will inspire further exploration and development of real-
world applications of game theory and optimization in social systems.
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Research on task offloading
optimization strategies for
vehicular networks based on
game theory and deep
reinforcement learning

Lei Wang1, Wenjiang Zhou2, Haitao Xu1,3*, Liang Li1, Lei Cai4 and
Xianwei Zhou1

1School of Computer and Communication Engineering, University of Science and Technology Beijing,
Beijing, China, 2China Academy of Information and Communications Technology, Beijing, China, 3Shunde
Innovation School, University of Science and Technology Beijing, Foshan, China, 4The North China
Institute of Computing Technology, Beijing, China

With the continuous development of the 6G mobile network, computing-
intensive and delay-sensitive onboard applications generate task data traffic
more frequently. Particularly, when multiple intelligent agents are involved in
tasks, limited computational resources cannot meet the new Quality of Service
(QoS) requirements. To provide a satisfactory task offloading strategy, combining
Multi-Access Edge Computing (MEC) with artificial intelligence has become a
potential solution. In this context, we have proposed a task offloading decision
mechanism (TODM) based on cooperative game and deep reinforcement learning
(DRL). A joint optimization problem is presented to minimize both the overall task
processing delay (OTPD) and overall task energy consumption (OTEC). The
approach considers task vehicles (TaVs) and service vehicles (SeVs) as
participants in a cooperative game, jointly devising offloading strategies to
achieve resource optimization. Additionally, a proximate policy optimization
(PPO) algorithm is designed to ensure robustness. Simulation experiments
confirm the convergence of the proposed algorithm. Compared with
benchmark algorithms, the presented scheme effectively reduces delay and
energy consumption while ensuring task completion.

KEYWORDS

multi-access edge computing, cooperative game, task offloading, proximate policy
optimization, deep reinforcement learning

1 Introduction

With the advent of the Internet of Things (IoT), many sensing devices have been
deployed in networks. The data generated by these devices and related large-scale mobile
applications are growing explosively [1]. In the context of IoT, the Internet of Vehicles (IoV)
is a study hotspot. It uses IoV technology to provide services for vehicles through onboard
processors [2,3]. However, task data also increase with a significant increase in the number of
vehicles. The emergence of various computing-intensive tasks poses a significant challenge to
the onboard computing capability of the vehicle itself Zhou et al. [4]. Multi-Access Edge
Computing (MEC) is considered a feasible method to tackle this issue. MEC has significant
advantages in addressing compute-intensive tasks in the IoV system. By moving
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computational and data processing functions to the network edge, it
reduces task processing latency, enabling faster real-time decision-
making, which is crucial for areas such as autonomous driving,
traffic optimization, and intelligent traffic management. Moreover,
MEC alleviates the burden on TaV, optimizes network load, and
reduces energy consumption. MEC is considered a prevalent
computing paradigm that has been widely studied to promote
data processing efficiency, which can perform computation
services closer to the data sources Porambage et al. [5].

Specifically, in the IoV system, tasks are offloaded to the service
nodes (SNs) with computing power, and tasks are processed
cooperatively to improve efficiency. The premise of task
offloading is that jobs can be split into multiple subtasks and
offloaded to SNs. Parked or moving vehicles, as idle resources,
can provide specific computing and storage resources for task
processing Sookhak et al. [6]. In addition to offloading tasks to
the service vehicles (SeVs), task vehicles (TaVs) can also offload
tasks to the MEC servers. The MEC servers coexist with the base
station (BS) and connect the roadside units (RSUs) to provide
services Xiao and Zhu [7]. In recent years, the issue of task
offloading in the IoV system has received extensive research
Zhou et al. [8], and task processing delay and energy
consumption are essential indicators. It is challenging to
minimize overall delay and energy consumption while
completing the task Li et al. [9]. When the amount of task data
is large, the task transmission delay is high, increasing the total task
delay and energy consumption. To solve this problem, integrated

radar sensing and communication is a feasible solution. The
integrated radar sensing and communication technology aims to
reduce the task processing latency and energy consumption in the
IoV, improving the efficiency and performance of task processing in
IoV. By collecting data through radar sensing and sharing, instead of
traditional data transmission, it reduces node waiting energy
consumption and enhances the response speed of the IoV
system. Its advantage lies in optimizing the overall performance
of the IoV system, including perception of traffic data, improvement
of communication quality, and increased accuracy of vehicle
positioning, thereby enhancing the efficiency and safety of the
entire IoV system. Game theory and optimization techniques
provide technical support for it. In this study, a game theoretic
approach was utilized to construct a game model, analyze the
cooperative relationship between TaVs and SNs, and define the
utility function for task offloading. This facilitated the development
of an optimal task offloading decision strategy, encompassing task
allocation and resource coordination. Optimization techniques were
employed to achieve an optimal allocation of resources, including
computing, storage, and communication resources, maximizing
system utility while minimizing task processing delay and energy
consumption.

Some scholars have conducted some studies on this issue. For
example, in [10], a relatively practical IoV scenario was considered,
and a matching game method was used to model the task allocation.
The simulation results show that the input data transmission delay
accounts for 73% of the total task processing time. In [11], the task is
assigned to the MEC and the SeVs for processing. The results show
that when the task size is 80 Mb, the input data transfer delay
accounts for 50%. The delay in uploading data can significantly
affect delay-sensitive applications. Therefore, several cars have an
integrated radar system to sense the surrounding environmental
data for local processing or assist connected vehicles in processing
task data to ensure safe driving [12]. Furthermore, RSUs use radar to
sense environmental data and use ecological data as input to reduce
the transmission delay [13]. In summary, instruction transfer and
environmental data sensing provide new possibilities for task
offloading. For the issue of transmission delay, consider perceived
environmental data and calculation instructions to reduce
transmission delay [14].

FIGURE 1
Intelligent architecture network of IoV.

TABLE 1 Parameter setting.

Parameter Value

The transmission path loss index α 3.4

The transmission power of noise σ2n/σ
2
N+1 10−13w

The wired transmission power from RSUs to MEC P′N+1 2w

The height of RSUs HN+1 20m

The distance from RSUs to the road center DN+1 6m

The strength of vehicle coordinate transformation Mtra 1000 cycles/bit
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Energy is currently a major concern worldwide, and the increase
in the number of IoV equipment will lead to increased energy
demand and higher energy costs. Therefore, reducing energy
consumption has become one of the issues that the IoV system
needs to resolve [15]-[16]. To tackle this issue, Cesarano et al.
designed a greedy heuristic algorithm to reduce the energy
consumption of the task [17]. Some scholars applied minimizing
of energy consumption and execution delay as the objective
functions and reasonably selected the task offloading strategies
[18]. In [19], the IoV system data transmission scheme adopts
the deep Q-network (DQN) method to reduce transmission
costs. Altogether, energy consumption is a key factor influencing
the task offloading strategy. The focus of future study will be the
proper selection of task offloading strategies to ensure delay and
energy consumption.

For the aforementioned issues, many studies have adopted
heuristic algorithms to solve them. For example, the author
considers the reliability of task offloading in the IoV scenarios
and uses heuristic algorithms to optimize the reliability [20].
Aiming at the issue of poor robustness of traditional heuristic
algorithms for continuous state and action space in the IoV
scenario [21], an offloading strategy-based method was studied to
learn the optimal mapping from constant input state to discrete
output and deal with continuous state space and action space
scenarios. Although the aforementioned algorithm can solve the
issue of the task offloading strategy in the IoV, the algorithm used
has poor robustness in ensuring the reliability of data
transmission [22].

DRL algorithms have significant advantages over heuristic
algorithms. First, DRL algorithms can automatically learn and
optimize decision strategies through large-scale data, eliminating
the need for manual design of complex rules. Second, DRL

algorithms can handle high-dimensional and complex state and
action spaces, making them suitable for solving complex real-world
problems. Additionally, DRL algorithms have the ability to
generalize learned knowledge to unseen environments, enabling
more intelligent and flexible decision-making. Given the more
significant potential and application value of policy-based deep
reinforcement learning (DRL) [23], this paper discusses task
offloading based on DRL. For sensitive applications with
environmental data as input, we proposed a task offloading
decision mechanism (TOMD) based on cooperative game and
DRL. This paper is based on cooperative game theory, considered
the overall task processing delay (OTPD) and overall task energy
consumption (OTEC), and constructed a joint optimization issue.
We transformed the joint optimization issue into a DRL issue and
used the PPO algorithm to solve the issue. The main contributions
are summarized as follows:

1. Considering dynamic wireless edge computing networks, a
framework for joint task offloading is designed. On this basis,
according to the wireless transmission requirements of SNs,
combined with the game theory and communication function,
a cooperative game and DRL-based TODM is proposed. The
joint optimization issue is derived to minimize the delay and
energy consumption.

2. DRL is more robust than the heuristic algorithm as it can make
real-time online decisions. Therefore, combined with DRL, the
designed joint optimization issues transformed into
reinforcement learning (RL) issues. This paper develops an
algorithm based on PPO to solve the aforementioned issues
and theoretically analyze the algorithm’s complexity.

3. Finally, we designed a simulation experiment to evaluate the
algorithm’s performance. The results show that the algorithm

FIGURE 2
Training curve of PPOTR.
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converges better than the soft actor-critic (SAC) algorithm, which
can achieve the goal of a reasonable choice of the task offloading
strategy. The proposed algorithm can reduce the task delay and
energy consumption cost while improving the performance of the
IoV system.

The remainder of this paper is arranged as follows: Section 2
presents relevant work. Section 3 presents the system model in
detail, expounds on the task offloading mechanism TODM, and
gives the issue formulation. Section 4 proposes a task offloading

algorithm based on DRL to solve the aforementioned issues. Section
5 proposes a simulation for evaluating the solution. Finally, Section 6
summarizes this paper.

2 Related works

This section summarizes the current study of the IoV, including the
connected study of task offloading, radar sensing and communication,
game theory, and DRL of the IoV edge intelligent system.

FIGURE 3
Convergence curve of PPOTR. (A) Unsmoothed convergence curve of PPOTR. (B) Smoothed convergence curve of PPOTR.
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2.1 Task offloading of IoV

With the advent of the 6G era, mission data volume has
experienced a blowout growth. With the intellectual development
of the IoV intelligent system applications, the requirements for
task data computation have also improved. Because the cloud is
relatively far from users, traditional cloud computing has
relatively high latency, which has become the focus of the task
offloading strategy [24]. Researchers considered MEC as an
effective technique to address the delay issue. Because the
MEC servers are closer to users than the cloud, they can
reduce the delay in task processing and enhance the user
experience [25].

In light of MEC characteristics, it will be widely used in the
future IoV system. In [26], the architecture of the vehicle
network was defined according to the properties of the MEC,
which can enhance the scalability of the network. In [27], an
SDN-enabled network architecture assisted by the MEC was
proposed to provide low-latency and high-reliability
communication. In [28], the optimal task offloading issue in
MEC was studied, which was transformed into two subproblems,
task offloading and resource allocation, to minimize the
delay.[29], considers an edge server and describes the
computing and physical resource problems as optimization
issues. In [30], a new offloading method was proposed to
minimize transmission delay while improving resource
utilization. In [31], a task offloading scheme fuzzy-task-
offloading-and-resource-allocation (F-TORA) based on
Takagi–Sugeno fuzzy neural network (T-S FNN) and game
theory is designed.[32] proposes a UAV-assisted offloading
strategy, which has been experimentally verified to reduce the
delay by 30%.

2.2 Radar sensing and communication in
the IoV

The integrated radar and communication design has great potential
in cost-constrained scenarios. For example, by combining radar and
communication functions, an IoV system can be designed to solve the
issues of high latency and energy consumption. Some scholars have
proposed a path estimation method to realize longitudinal and lateral
vehicles followed only by radar and vehicle-to-vehicle (V2V) [33]. This
paper introduces an intelligent real-time dual-functional
radar–communication (iRDRC) system for autonomous vehicles
(AVs) [34]. Obstacle detection is a very important part of the
realization of intelligent vehicles. To avoid the problem that metal
objects seriously block the millimeter wave, an active obstacle detection
method based on amillimeter-wave radar base station is proposed [35].
The radar and communication integrated system (RCIS) can overcome
the time-consuming problems of data format transfer and complex data
fusion across multiple sensors in autonomous driving vehicles (ADVs)
[36]. In summary, the integrated radar and communication design is a
promising direction for future autonomous driving technology
development.

2.3 Game theory in ToV

Game theory provides a framework for analyzing strategic
interactions among rational decision-makers, while optimization
techniques are designed to seek the most favorable outcomes. Some
scholars have proposed a dependable content distribution
framework that combines big data-based vehicle trajectory
prediction with coalition game-based resource allocation in
cooperative vehicular networks [37]. This paper proposes an

FIGURE 4
Training curve of SAC.
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energy-efficient matching mechanism for resource allocation in
device-to-device (D2D)-enabled cellular networks, which employs
a game theoretical approach to formulate the interaction among end
users and adopts the Gale–Shapley algorithm to achieve stable D2D
matching [38]. Some scholars have proposed a novel game
theoretical approach to encourage edge nodes to cooperatively
provide caching services and reduce energy consumption [39]. In
[40], the author has developed a two-player Stackelberg game-based
opportunistic computation offloading scheme, which can

significantly shorten task completion delay. In conclusion, game
theory holds significant and extensive application prospects within
the realm of the IoV.

2.4 DRL methods for IoV

Regarding resource optimization for the IoV, DRL has strong
sensing and decision-making capabilities compared to traditional

FIGURE 5
Convergence curve of SAC. (A) Unsmoothed convergence curve of SAC. (B) Smoothed convergence curve of SAC.

Frontiers in Physics frontiersin.org06

Wang et al. 10.3389/fphy.2023.1292702

12

https://www.frontiersin.org/journals/physics
https://www.frontiersin.org
https://doi.org/10.3389/fphy.2023.1292702


heuristic algorithms and can analyze the long-term impact of
current resource allocation on the system. Many scholars have
applied DRL techniques to the study of the IoV. For example, in
[41], DRL technology was used to transfer vehicle tasks to the edge
server when facing the challenge of task delay. In [42], a UAV was

placed in the vehicle network to assist resource allocation, and the
deep deterministic policy gradient (DDPG) method was used to
reduce the task delay. In [43], an online computation offloading
strategy based on DQN was proposed, which takes the discrete
channel gain as input to minimize energy consumption and delay

FIGURE 6
Total delay under different policies.

FIGURE 7
Total energy consumption under different policies.
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and realize computation offloading and resource allocation. In [44],
a hybrid scheduling mechanism to reduce computation was
proposed for vehicle-to-vehicle communication in a specific area.
In [45], the author proposed a priority-sensitive task offloading and
resource allocation scheme in an IoV network to validate the
feasibility of distributed reinforcement learning for task
offloading in future IoV networks. In [46], the author proposed a
multi-agent deep reinforcement learning (MA-DRL) algorithm for
optimizing the task offloading decision strategy, while improving the
offloading rate of the tasks and ensuring that a higher number of
offloaded tasks are completed.

Given the preponderance of DRL techniques in the IoV system,
two metrics are considered: delay and energy consumption. This
paper aims to select the optimal task offloading strategy to save delay
and resource costs. Consequently, we propose a framework for task
offloading that uses a DRL-based algorithm to achieve optimal
solutions in the network.

3 System description and problem
formulation

In this section, Section 3.1 presents an edge computing network
of the IoV. Section 3.2 presents an optimization issue.

3.1 System model

3.1.1 TODM mechanism based on the cooperative
game

In light of the issue that the large amount of task data in the IoV
leads to significant overall task delay and energy consumption, we

build an intelligent system for the IoV by using the sensing
capabilities of SNs. To achieve a practical and distributed
solution, we realize that the task assignment problem in MEC
architectures can also be formulated as a cooperative game. The
cooperative game is applicable to the case of multi-node
cooperation, where multiple agents work together to formulate
resource allocation strategies to minimize overall delay and
energy consumption. First, this paper defines the participants of
the game, i.e., TaV, SeVs, and MEC. Second, it defines the strategies
for task offloading, decomposing tasks into multiple subtasks
assigned to different SNs, with the delay and energy
consumption for nodes completing the task as the criteria for
cooperative cost allocation. Finally, cooperative constraints are
introduced to construct a cooperative game theory model.

The intelligent architecture network of the IoV is featured in
Figure 1. A BS andMEC servers are deployed at the same location to
improve MEC computing power and save costs. For RSUs
reasonably deployed along the road, each RSU is equipped with
storage resources and radars for real-time sensing of ambient data.
The storage resources of RSUs support the storage of all sensed task
data and are periodically cleared to maintain usability. RSUs are
linked to the MEC via wired links. Each car is equipped with
computing, storage resources, and radars. The TaV is linked to
the SeVs and RSUs via wireless transmission. The communication
between nodes adopts frequency division multiplexing (FDM)
access technology, and the upload and feedback process adopts
the time division duplexing (TDD) mode. This paper assumes that
BS covers the entire IoV system, including all RSUs and vehicles.
The coverage of RSUs is tangential to each other, and the TaV is
always within the range of the nearest RSUs when processing the
task. The task can be divided into several subtasks. Each subtask is
independent and can be processed in parallel [47]. Considering the

FIGURE 8
Reward under different policies.
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impact of the delay and energy consumption on the offloading
strategy, the MEC sends the offloading decision to the TaV and then
offloads the task. In real-life scenarios, two-way roads are more
practical. However, the study is still in its infancy. This paper only
considers one-way lanes and ignores the car service in the opposite
direction to the TaV in our model.

The delay and energy consumption are critical technical
indicators in the TODM design, and this paper aims to
minimize the OTPD and OTEC. The OTPD includes task
description delay, offloading decision delay, offloading
decision transmission delay, task upload delay, task processing
delay, and task feedback delay. In this paper, each variable is
represented by 64 bits, i.e., a double float. The task description
size is a few kilobits, and the delay can be disregarded. The
offloading decision comprises task allocation, transmission
bandwidth, transmission power, and transmission policy.
Compared with the amount of the task input data, the size of
the offloading decision is small, so the offloading decision delay
and transmission delay are disregarded. The amount of data after
the task is completed is smaller than the amount of data input,
and the task feedback delay can be disregarded. Thus, the OTPD
consists of the task upload and computation delays. Similarly, the
OTEC consists of the task upload energy consumption and the
task computation energy consumption. It should be noted that if
SNs perform other tasks, there will be waiting delays, and energy
consumption is possible. In this paper, it is assumed that only one
task needs to be processed, and the waiting delay and energy
consumption are neglected. Multi-tasking will be considered in
future study.

Due to the different perspectives of sensing environmental data,
the TaV coordinate in the calculation instruction is used for
coordinate transformation (CdT) preprocessing to eliminate
differences [48]. The TaV has two ways to transmit the task:
conventional data transmission (DaT) and instruction
transmission (InT) with cooperative environment awareness.
Different transfer methods offer new options for task offloading.
The delay and energy consumption constraints affect the task
upload mode, further affecting the task offloading strategy.
Therefore, the transmission strategy can be chosen adaptively
based on the objective function, traffic size, propagation
capability, transmission delay, energy consumption, etc.
Compared to the traditional offloading mechanism, TODM can
potentially reduce energy consumption and transmission delay
caused by the inputs. However, this mechanism incurs an
additional cost to the overall IoV system, which is ignored in this
paper.

3.1.2 Task model
The task of TaV is computationally intensive and delay-

sensitive. The total task data are denoted by SDaT and can be
arbitrarily divided into infinitely many subtasks. The task ratio is
denoted as xn(xn ∈ [0, 1]), n ∈ N ≔ {0, 1, 2, . . . , n,N + 1}.H is used
to denote the task, and the h-th subtask is denoted as h,
h ∈ N ≔ {0, 1, 2, . . . , n,N + 1}, where h ∈ H. Some subtasks select
local computations, while others select DaT or InT for SNs
according to the task ratio. Task offloading to SNs can satisfy
the delay and energy consumption constraints. Vn,
n ∈ N ≔ {0, 1, 2, . . . , n,N + 1}, is used to denote the SNs; the

wireless bandwidth ratio is denoted as bn(bn ∈ [0, 1]),
n ∈ N ≔ {0, 1, 2, . . . , n,N + 1}; and the transmission power is
denoted as Pn(Pn ∈ [0.5w, 1.5w]), n ∈ N ≔ {0, 1, 2, . . . , n,N + 1}.
TaV is denoted as V0, and the SeVs are denoted as Vn. The
computational resources of both TaV and SeVs satisfy all
computing tasks. RSUs and MEC are connected by wires,
denoted by VN + 1. The choice of the aforementioned three
variables ensures the optimal task offloading strategy.

3.1.3 OTPD and OTEC of the TaV
When a subtask is selected to perform a local computation on

V0, the OTPD of the subtask is the local computation. The OTEC of
the subtasks is the energy consumption computed locally and
uploaded without energy consumption. The delay is denoted as
Tcomput
0 , and the energy consumption is denoted as Ecomput

0 . The
Tcomput
0 and Ecomput

0 are given as follows [49]:

Tcomput
0 � tcomput

0 x0( ) � SDaTx0M

F0
, (1)

Ecomput
0 � ecomput

0 x0( ) � K0 f0( )2C0, (2)
C0 � SDaTx0M. (3)

Here, M (in cycles/bit) is the task calculation strength, which refers
to the computing resources required to input 1 bit of data. F0
represents the CPU cycles of V0. K0 is the effective switching
capacitance related to the chip structure in the car. f0 is the
computing capacity of the car itself. C0 represents the number of
CPU revolutions required for processing the subtasks h0.

3.1.4 OTPD and OTEC of the SeVs
When a subtask is offloaded to the SeVs for processing, data or

calculation instructions are transmitted wirelessly to the SeVs. For
DaT, it is essential to consider the upload delay. For InT, the
transmission delay is not considered, but it is essential to
consider the CdT delay.

Uploading delay model: Based on comparing the delays
between the two upload modes, the mode with the smaller delay
is selected as the upload mode. The DaT and InT upload methods
are considered, and an energy consumption model is built. The
energy consumption corresponding to different upload methods is
calculated. Tupload

1 is used to denote the uploading delay for V0

transmitting the task to Vn. The uploading rate from V0 to Vn is
given by

RDaT
V0→ Vn

t( ) � BToTbn log2 1 + Pn
~hn
∣∣∣∣∣ ∣∣∣∣∣2d−α

n t( )
σ2
n

⎛⎜⎝ ⎞⎟⎠. (4)

Here, RDaT
V0→ Vn

(t) denotes the upload rate in time t. BToT denotes the
total bandwidth of the wireless transmission. bn denotes the
transmission bandwidth ratio. Pn denotes the transmission
power. σ2n denotes the noise power. ~hn denotes the channel
fading coefficient from V0 to Vn. dn(t) denotes the distance from
V0 to Vn in time t. d−αn (t) denotes the path loss from V0 to Vn. α
denotes the path loss index.

During the task data upload, the car’s motion causes changes in
dn(t). We assume that the coordinate of V0 is 0, and SDaTxn is Gn,
where Gn ≠ 0. The moving speeds of the cars are v0 and vn. The
formula for calculating dn(t) is given by
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dn t( ) �
��������������
Gn + vn − v0( )t| |2

√
, Gn ≠ 0, n ∈ N . (5)

The cars are running on the expressway, and the maximum
difference between their relative speeds does not exceed 30 km/h
[50]. Take 10 ms as an example; (vn − v0)t � 0.008 m. The relative
position changes are relatively small and do not affect the
optimization results. This paper ignores the change in position.
The calculation formula of dn(t) is given by

dn t( ) � Gn| | Gn ≠ 0 n ∈ N . (6)
For DaT, SDaTxn represents the amount of the task data allocated

to Vn. BToTbn represents the transmission bandwidth from V0 to Vn.
The upload delay Tupload

1a is given by

Tupload
1a � tDaT

1a xn, bn, Pn( ) � SDaTxn

RDaT
V0→ Vn

� SDaTxn

BToTbn log2 1 + Pn
~hn
∣∣∣∣∣ ∣∣∣∣∣2 Gn| |−α

σ2n
⎛⎜⎝ ⎞⎟⎠

. (7)

For InT, this paper needs to consider the delay of CdT. Assume
Vn stores the environmental data sensed by the radar and performs
CdT immediately after receiving the calculation instruction. The
delay of CdT depends on the amount of sensed data and the strength
of the CdT calculation. Tupload

1b is used to denote the upload delay;
Tupload
1b is given by

Tupload
1b � ttra1b xn( ) � SDaTxnMtra

Fn
, (8)

where Mtra represents the computation intensity of CdT. Fn
represents the CPU cycles of Vn.

Considering the TODM, DaT or InT with a lower delay is
chosen as the upload method to minimize the task upload delay. The
calculation formula of upload delay Tupload

1 from V0 to Vn is given by

Tupload
1 xn, bn, Pn( ) � min Tupload

1a , Tupload
1b{ }. (9)

Uploading energy consumption model: Given the selected
upload mode, the upload energy consumption model is built, and
the upload energy consumption Eupload

1a and Eupload
1b are calculated.

Eupload
1 is used to denote the upload energy consumption; Eupload

1 is
given by [51]

Eupload
1 �

Eupload
1a � eupload1a xn, bn, Pn( ) � PnT

upload
1a

or
Eupload
1b � eupload1b xn( ) � Kn fn( )2Cn1

⎧⎪⎨⎪⎩ , (10)

Cn1 � SDaTxnMtra, (11)
where Kn is the effective switching capacitor related to chip structure
in cars. fn is the calculation capacity of the car itself. Cn1 represents
the number of CPU revolutions required for processing the
subtasks hn.

Computing delaymodel: After the task is uploaded, the SeVsVn

start the parallel computation of the subtasks and obtain the
computation delay. Tcomput

1 is used to denote the computing
delay; Tcomput

1 is given by

Tcomput
1 � tcomput

1 xn( ) � SDaTxnM

Fn
. (12)

Computing energy consumption model: The computing
energy consumption model is designed according to the assigned
task. Cn2 is used to denote the number of CPU revolutions required
for processing the subtasks hn. Ecomput

1 is used to denote the
computing energy consumption; Ecomput

1 is given by

Ecomput
1 � ecomput

1 xn( ) � Kn fn( )2Cn2, (13)
Cn2 � SDaTxnM. (14)

3.1.5 OTPD and OTEC of MEC
When a subtask is offloaded to the MEC servers for processing,

the upload delay includes both wireless and wired transmission
delays. The upload energy consumption includes both wireless
transmission energy consumption and wired transmission energy
consumption.

Uploading delay model: The V0 transmits the subtasks’ data to
RSUs via wireless transmission. RSUs transmit the subtasks’ data to
the MEC servers via wired transmission. The uploading rate from V0

to VN+1 is given by

RDaT
V0→ VN+1 t( ) � BToTbN+1 log2 1 + PN+1 ~hN+1

∣∣∣∣∣ ∣∣∣∣∣2d−α
N+1 t( )

σ2
N+1

⎛⎜⎝ ⎞⎟⎠, (15)

where RDaT
V0→ VN+1(t) denotes the upload rate in time t. bN+1 denotes

the transmission bandwidth ratio. PN+1 denotes the transmission
power. σ2N+1 denotes the noise power. ~hN+1 denotes the channel
fading coefficient fromV0 toVN+1. dN+1(t) denotes the distance from
V0 to VN+1 in time t. d−αN+1(t) denotes the path loss from V0 to VN+1.
During the upload of the task data, the movement of cars causes
changes in dN+1(t). We assume that the coordinate of V0 is 0, and
VN+1 is GN+1, where GN+1 ≠ 0. The moving speed of the car is v0; the
calculation formula of dN+1(t) is given by

dN+1 t( ) �
�����������������������
GN+1 − v0t| |2 +D2

N+1 +H2
N+1

√
, GN+1 ≠ 0, N ∈ N ,

(16)
where DN+1 is the distance from RSUs to the centerline. HN+1

represents the height of RSUs. Take t = 20 ms as an example;
when the speed of the car is 120 km/h, v0t = 0.67 m. The change
in position is ignored compared with tens of meters. The calculation
formula of dN+1(t) is given by

dN+1 t( ) �
�������������������
GN+1| |2 +D2

N+1 +H2
N+1

√
, GN+1 ≠ 0, N ∈ N . (17)

For DaT, SDaTxN+1 represents the amount of the task data
allocated to VN+1. BToTbN+1 represents the transmission
bandwidth from V0 to VN+1. The upload delay Tupload

2a is given by

Tupload
2a � tDaT

2a xN+1, bN+1, PN+1( ) � SDaTxN+1
RDaT
V0→ VN+1

� SDaTxN+1

BToTbN+1 log2 1 + PN+1 ~hN+1
∣∣∣∣∣ ∣∣∣∣∣2d−α

N+1 t( )
σ2
N+1

⎛⎜⎝ ⎞⎟⎠
. (18)

After the task data are uploaded to RSUs, RSUs will transmit the
data to MEC via wired transmission. Tupload

2R is used to denote the
wired upload delay. Rwired is used to denote the wired transmission
speed. The wired upload delay Tupload

2R is given by
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Tupload
2R xN+1( ) � tupload2R xN+1( ) � SDaTxN+1

Rwired
. (19)

Thus, let Tupload
2aR be the total upload delay, which is equal to the

sum of Tupload
2a and Tupload

2R . Tupload
2aR is given by

Tupload
2aR � Tupload

2a + Tupload
2R . (20)

For InT, this paper assumes CdT is carried out immediately after
the MEC servers receive the calculation instruction. Let Tupload

2b be
the CdT delay. The calculation formula of Tupload

2b is given by

Tupload
2b � tRtra2b xN+1( ) � SDaTxN+1Mtra

FN+1
, (21)

where FN+1 denotes the CPU cycles of the MEC. Tupload
2bR denotes the

total upload delay, which is equal to the sum of Tupload
2b and Tupload

2R .
The Tupload

2bR is given by

Tupload
2bR � Tupload

2b + Tupload
2R . (22)

Similarly, DaT or InT with a lower delay is chosen as the upload
method. The formula for the upload delay fromV0 toVN+1 is given by

Tupload
2 xN+1, bN+1, PN+1( ) � min Tupload

2aR , Tupload
2bR{ }

� min Tupload
2a , Tupload

2b{ } + Tupload
2R .

(23)

Uploading energy consumption model: In light of the selected
upload mode, build the upload energy consumption model and
calculate the upload energy consumption Eupload

2a and Eupload
2b . Each

transmission mode shall transmit data from RSUs to the MEC via
wired mode, using Eupload

2R to denote the energy consumption of
wired transmission. The Eupload

2R is given by

Eupload
2R � eupload2R xN+1( ) � PN+1′ Tupload

2R , (24)
where PN+1′ denotes the wired transmission power. Eupload

2 denotes
the total upload energy consumption. Eupload

2 is given by

Eupload
2 �

Eupload
2aR � Eupload

2a + Eupload
2R

or
Eupload
2bR � Eupload

2b + Eupload
2R

⎧⎪⎨⎪⎩ , (25)

Eupload
2 �

eupload2a xN+1, bN+1, PN+1( ) + eupload2R xN+1( )
or
eupload2b xN+1( ) + eupload2R xN+1( )

⎧⎪⎨⎪⎩
�

PN+1T
upload
2a + PN+1′ Tupload

2R

or
KN+1 fN+1( )2C1

N+1 + PN+1′ Tupload
2R

⎧⎪⎨⎪⎩ ,

(26)

C1
N+1 � SDaTxN+1Mtra, (27)

where KN+1 is the effective switching capacitor related to chip
structure in the MEC. fN+1 is the calculation capacity of the
server itself. C1

N+1 represents the number of CPU revolutions
required for processing the subtasks hN+1.

Computing delay model: After the task is uploaded, the MEC
servers start the parallel computation of the subtasks and obtain the
computation delay. T2

comput is used to denote the computing delay;
T2

comput is given by

Tcomput
2 � tcomput

2 xN+1( ) � SDaTxN+1M
FN+1

. (28)

Computing energy consumption model: The computing
energy consumption model is created according to the assigned

task. Let C2
N+1 be the number of CPU revolutions required for

processing the subtasks hN+1. Let E
comput
2 be the computing energy

consumption; Ecomput
2 is given by

Ecomput
2 � ecomput

2 xN+1( ) � KN+1 fN+1( )2C2
N+1, (29)

C2
N+1 � SDaTxN+1M. (30)

3.2 Problem formulation

This paper aims to solve the issue of joint task offloading based
on the edge computing network of IoV, that is, to minimize the task
delay and energy consumption under the constraints of limited
system resources. The payoff function is the weighted sum of task
processing, energy consumption, and delay. The additional weight
balances the effect of energy consumption and delay on the payoff
function. Ttotal is used to denote the total delay, which is given by

Ttotal � Tcomput
0 + Tupload

1 + Tcomput
1 + Tupload

2 + Tcomput
2 . (31)

Etotal is used to denote the total energy consumption, which is
given by

Etotal � Ecomput
0 + Eupload

1 + Ecomput
1 + Eupload

2 + Ecomput
2 . (32)

The payoff function StotalR is expressed as

StotalR x, b, P( ) � ζTtotal x, b, P( ) + 1 − ζ( )Etotal x, b, P( ). (33)
The payoff function is transformed into the total objective function

of the joint optimization issue. The optimization problem can be
described as minimizing the delay and energy consumption under
task allocation, transmission bandwidth allocation, and transmit
power control constraints. Thus, the optimization issue can be
formulated as

P1( ): minimize
x,b,P

StotalR x, b, P( ) :� min
n�0,1,......,N+1

StotalR xn, bn, Pn( ){ }
s.t. C1: ∑N+1

n�0
xn � 1

C2: ∑n+1
n�1

bn ≤ 1

C3: 0≤ xn ≤ 1, n � 1, 2, . . . . . . , N + 1
C4: 0≤ bn ≤ 1, n � 1, 2, . . . . . . , N + 1
C5: 0.5≤Pn ≤ 1.5, n � 1, 2, . . . . . . , N + 1
C6: 0≤ ζ ≤ 1

.

(34)
In problem P1, constraint C1 represents the task allocation ratio,

and the sum of the ratio is 1. C2 denotes the allocation ratio of wireless
bandwidth. The sum of the wireless bandwidth allocation ratios is less
than 1. C3 and C4 represent the value range of the task allocation ratio
and wireless bandwidth ratio, respectively. C5 limits the transmit
power of the uplink transmission rate. C6 represents the weight value.

4 DRL-based algorithm for task
offloading

Section 4.1 presents DRL techniques and the Markov decision
process (MDP). Section 4.2 proposes the conversion of the
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optimization issues in the model into DRL issues. Section 4.3
proposes a PPO-based approach to address the task offloading issue.

4.1 DRL-based framework

4.1.1 DRL techniques
Deep learning (DL) has strong perception ability but lacks specific

decision-making abilities; RL has decision-making abilities but does not
address the solving of perception issues. DRL integrates DL’s perception
ability and RL’s decision-making ability, which solves the perceptual
decision issue of complex systems. DRL is an end-to-end sensing and
control method with strong generality. Its learning process can be
described as follows: (i) at each moment, the agent interacts with the
environment to get a high-dimensional observation and specific state
characteristics. (ii) The current state is mapped to the corresponding
action through the strategy, and the value function of each action is
evaluated. (iii) The environment gives feedback to the action to obtain
the next observation object. The optimal policy is obtained by successive
cycles of the aforementioned procedure.

4.1.2 Markov decision process
Almost all issues can be formulated as MDP in the formal

description of RL environments. MDP refers to the decision-maker
who periodically or continuously observes the stochastic dynamic
system with Markov properties and makes decisions. It includes the
environmental state, action, reward, state transition probability matrix,
and discount factor. The process is given a state. The agent obtains the
new state by performing actions based on the state transition probability
matrix. Each strategy is rewarded for its implementation.

4.2 Problem transformation

The IoV scenario has continuous state and action space, which will
increase the issue’s complexity. So, it is a challenge to find the best task
offloading strategy. Traditional optimization algorithms require
significant iterations to achieve an approximate solution when solving
such issues, which does not meet the requirements of time-varying
systems. However, DRL algorithms can meet real-time decision-making
requirements. Therefore, this paper adopted the DRL algorithm to solve
the aforementioned issues. Get the optimal task offloading strategy
through continuous interaction with the IoV environment.

Problem P1 is a complex issue with continuous real variables,
which have strong coupling. Task allocation, transmission power, and
transmission bandwidth are all continuous real variables. Therefore,
P1 is a non-convex combined issue that cannot be solved directly
through mathematical calculation. In light of this, this paper turns the
optimization issue into a DRL issue and proposes adopting the DRL
algorithm to solve the global optimization issue. Thus, the
optimization issue (34) is established as follows:

P2( ): minimize
x,b,P

~S
total

R Δ� E lim
|T|→∞

1
|T| ∑t∈T StotalR

⎡⎣ ⎤⎦
s.t. C1 − C6

, (35)

where E(·) represents the mathematical expectation.

In the IoV system, the cars are moving, and the vehicle status,
edge server status, wireless transmission channel status, and RSU
status are changing. The system needs to make different decisions to
minimize delay and energy consumption and meet the reasonable
allocation of resources. The transmission bandwidth and computing
resources allocated by the IoV system to cars and RSUs are
continuous values. Traditional DQN is mainly for discrete space.
The DDPG is mainly for constant action space. The SAC and PPO
can be applied to discrete and continuous spaces. Therefore, this
paper designs a PPO-based method to find the optimal task
offloading strategy. Next, the paper delves into the environmental
state, action space, and reward function of Markov games.

4.2.1 Environment state
The environment state S(t) reflects the impact of the channel

condition information and agent behavior on the environment [52].
The state information includes the state of the cars, BS, and RSUs. The
state of the car consists of the vehicle coordinates, transmission
bandwidth, transmission power, and task allocation. The state of BS
and RSUs includes the task size, transmission power, and transmission
bandwidth. Each agent observes that the environment state is

S t( ) � Un t( ), Nn t( ), Rn t( ){ }, (36)
where Un(t), Nn(t), and Rn(t) denote the status of vehicles, BS, and
RSUs, respectively.

4.2.2 Action space
Although the computational complexity of DRL is relatively low

in large-scale network scenarios, the spatial dimension changes as
the number of agents increases. The high-dimensional space will
make the system calculation difficult and affect the best decision.
The algorithm’s performance will suffer from dimension disaster
due to the high-dimensional action and state space [53]. The agent
takes actions according to the currently observed state to avoid the
high computational complexity, that is, jointly optimize the task
allocation, transmission bandwidth allocation, uplink power
control, and offloading decision. Hence, the action is

a t( ) � xn t( ), bn t( ), Pn t( ){ }. (37)

• xn represents the task allocation policy.
• bn represents the uplink transmission bandwidth.
• Pn(t) represents the uplink transmission power.

The agent selects the offloading decision based on the present
state. If the agent sets local computing for the task, the computing
resources must meet the requirements. However, if the agent selects
to calculate the task on the SeVs or MEC, the transmission
bandwidth and computing resources must meet the needs.

4.2.3 Rewards
This paper should strictly follow constraints C1–C6 in the design

of state space, action space, and reward function to optimize the task
offloading strategies. The sum of the reward functions of nodes in all
states is constant, and there is a competitive and cooperative
relationship between nodes. Therefore, the paper sets the reward
value as the opposite of the objective function. In optimization issue
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P2, the agent maximizes the interests through action selection to affect
the system’s state. The reward function is

Rt � −StotalR . (38)

4.3 PPO-based algorithm framework

This paper proposes a PPO-based task offloading and resource
allocation (PPOTR) algorithm to obtain stable performance in the
actual changing network. The agent chooses the action to interact with
the environment according to the policy, thus affecting the environment
state and updating the environment parameters. Next, according to the
new policy, the agent chooses actions to interact with the environment.
Let rt(θ) denote the action probability ratio of new and old strategies.

rt θ( ) � πθ at, st( )
π′θ at, st( ). (39)

When rt(θ) > 1, it indicates that the current strategy is more inclined
to select the sampling action. Otherwise, it is not. The PPO
algorithm improves the original policy gradient (PG) algorithm,
and the formula of the new objective function is given by

L θ( ) � Et
πθ at, st( )
π′θ at, st( ) · At[ ]. (40)

4.3.1 Training algorithm
PPO uses a new objective function to control the change in the

strategy in each iteration, which is uncommon in other algorithms.
The objective function is

Lclip θ( ) � Et min rt θ( )( )At, clip rt θ( ), 1 − ε, 1 + ε( )At)[ ], (41)
where θ denotes the policy parameters. Et denotes the empirical
expectation of the time step. rt denotes the probability ratio under
the new and old strategies. At represents the estimated advantage. ε
denotes the hyperparameter. The value is usually 0.1 or 0.2. clip
(rt(θ), 1 − ε, 1 + ε) is given by

clip rt θ( ), 1 − ε, 1 + ε( ) �
1 − ε, ifrt θ( )≤ 1 − ε
1 + ε, ifrt θ( )≥ 1 + ε
rt θ( ), otherwise

⎧⎪⎨⎪⎩ . (42)

4.3.2 Replay buffer
The static data in the DL differ from the data in the DRL, which is

obtained according to machine learning. At each time step, the agent
observes the current environment state and saves the state, action, reward,
andprediction data datat � (st, at, rt, st+1) of the following environment
state to the replay buffer [54]. In particular, in our model, the data of the
training network will be aggregated after 1,000 time steps.We can see the
data changes in the training process and avoid the correlation in the
observation state sequence to reduce the update variance. Moreover, the
data of each experiment can be used continuously in otherweight updates
to improve the efficiency of data use.

4.3.3 Algorithm steps
In the aforementioned architecture, the agent is the car, MEC is the

policy decision center, and the SeVs and RSUs are the intermediaries of

perception information. The algorithm’s input is the environment state
information, and the output is the optimal offloading policy and target
value. Algorithm 1 presents the pseudo-code.

Input: initial policy parameters and initial value

function parameters ϕ0

1: for k = 0,1,2 . . . do do

2: Collect a set of trajectories Dk � τi{ } by running

policy πk = π(θk) in the environment.

3: Compute rewards-to-go Rt
4: Compute advantage estimates, At (using any method

of advantage estimation) based on the current

value function Vθk.

5: Update the policy by maximizing the PPO-clip

objective, normally via stochastic gradient

ascent with Adam.

θk+1 � argmax
θ

1
|Dk |T ∑

τ∈Dk

∑t�0
T

m · ( πθ(at |st )
π′θk(at |st)A

π′θk(st ,at),g(,Aπ′θk

(st ,at)))
6: Fit value function by regression on the mean-squared

error, normally via some gradient descent

algorithm.

ϕk+1 � argmin
ϕ

1
|Dk |T ∑

T∈Dk

∑t�0
T

(Vϕ(st) − Rt)2
7: end for

Algorithm 1. PPO-based algorithm for task offloading and resource
allocation.

The following illustrates the steps of the proposed PPOTR
algorithm. First, enter the initial policy parameter θ0 and the
value function parameter ϕ0. Second, start iteration and collect a
set of trajectories Dk � τi{ } by running policy πk = π(θk) in the
environment. Then, in the fourth and fifth steps, calculate the
reward value Rt and use the advantage estimation method based
on the current value function Vθk to calculate the advantage
estimation At. Then, in the sixth and seventh steps, update the
strategy θk+1 through PPO-clip objective function Lclip(θ) and the fit
value function ϕk+1 through mean square error regression. Finally,
the algorithm iteration is ended.

Complexity analysis: The algorithm’s main computational
costs include the interaction with the environment, the action,
and evaluation under the old and new strategies. In the process of
interacting with the environment, the agent determines the input
state according to the policy. Furthermore, the agent calculates the
probability ratio of the action under the new and old policies
through the transmission between the action network and the
critic network. The time complexity of the training process
interacting with the environment is given by [55]

C1
PPOTR � O N rN ed

max ∑X
x�0

ΩA
xΩA

x+1⎛⎝ ⎞⎠. (43)

The time complexity of policy updates is given by

C2
PPOTR � O N rN s ∑X

x�0
ΩA

xΩA
x+1 + ∑Y

y�0
ΩC

yΩC
y+1⎛⎝ ⎞⎠⎛⎝ ⎞⎠, (44)

where x, y are the quantities of full connection layers of the network,
respectively. ΩA

x represents the unit of the x-th actor network, and
ΩC

y represents the artificial neuron of the y-th critic network. Then,
the total time complexity of Algorithm 1 is given by
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CPPOTR � O N r N s +N ed
max( )∑X

x�0
ΩA

xΩA
x+1⎛⎝ ⎞⎠

+O N rN s ∑Y
y�0

ΩC
yΩC

y+1⎛⎝ ⎞⎠. (45)

The space complexity of the algorithm [56] is given by

Cspace
PPOTR � O N r N s +N ed

max( )∑X
x�0

ΩA
xΩA

x+1⎛⎝ ⎞⎠

+O N rN s ∑Y
y�0

ΩC
yΩC

y+1⎛⎝ ⎞⎠ +O N( ), (46)

where N is the space complexity of the experience replay buffer in
the algorithm.

5 Simulation results

In this section, a series of simulation experiments to verify the
performance of the proposed algorithm have been proposed. The
simulation results of different algorithms under the same network
settings are given to compare the characteristics of different
algorithms. This paper analyzes the convergence curves of delay,
energy consumption, and objective function under the offloading
strategy and shows that the algorithm is reasonable. This paper
adopts four benchmark schemes from the perspective of
convergence, and the effectiveness and efficiency of the algorithm
are verified through the analysis of energy consumption and delay.
The four schemes are as follows:

• Actor critical (AC) algorithm based on SAC [57]: Under the
same environmental settings, this paper uses the AC algorithm
with a soft update mechanism to solve the issue.

• Local computing policies for all the tasks (AllLocal): All the
tasks are performed locally, and the local computing resources
meet the requirements of task calculation. Calculate the
corresponding delay, energy consumption, and objective
function value.

• All-edge server-only execution policy (AllEdge): Offload all
the tasks to the edge server, and the edge computing resources
and transmission bandwidth meet the task’s requirements.

• Random offloading policy (Random): Offload the task
randomly and allocate resources randomly.

5.1 Simulation setup

This paper evaluates the performance of the proposed algorithm
through multiple simulation experiments. We assume that four
RSUs are set at the roadside, the coverage diameter of each RSU
is 160 m, and the coverage is tangential to each other. For the sake of
driving safety, we assume that there is one TaV and ten SeVs within
the coverage of RSUs. The TaV and SeVs are always within the
coverage of RSUs. Assume the input data SDaT size is 25 Mb (one
frame with a resolution of 1920*1080, 12 bits per pixel), and the total
transmission bandwidth BToT is 100 MHz [58].

The calculation strength is 2,640 cycles/bit [59]. The CPU
frequency of each car is randomly selected within the range of
0.3 × 1012 ~ 0.6 × 1012 cycles/s, and the CPU frequency of the MEC
servers is randomly selected within the range of 1 *1012 ~ 2*1012

cycles/s [60]. The effective switching capacitor of the vehicle and
MEC is 10–27. The transmission rate Rwired for RSU wired
transmission to the MEC is 100 Gb/s [50]. The calculation
capacity of cars and MEC is set to 1.4 Gr/s and 2.8 Gr/s,
respectively Song et al. [51].

This paper considers the effect of small-scale fading on
transmission performance; the channel fading coefficients |~hn|2
and |~hN+1|2 are 1 [61]. The simulation experiment is completed
in the environment of Pytorch 1.11.0 using Windows 10 system and
Python 3.10 software. Other system parameters used in simulations
are shown in Table 1.

5.2 Results

The learning curve of the PPOTR algorithm is shown in Figure 2,
including the training losses of the action and criticism network. In
the simulation experiment, if the value function of training loss does
not tend to 0 for the action network, it proves that the whole action
space has many places not explored, and there are still differences
between the new and old action space. For the critic network, if the
value function of training loss does not tend to 0, it proves that the
critic network cannot perfectly predict the value of the state space. The
simulations show that starting from the 50th training set, the value
function fluctuates in a small range, and the gradient of the loss value
decreases gradually. This indicates that the algorithm begins to
converge and can quickly learn the optimal strategy.

Figures 3A, B show the convergence curves of the delay, energy
consumption, and objective function of the PPOTR algorithm to
solve the aforementioned issues. Figure 3A shows the unsmoothed
curve of the training process, illustrating the total delay sum_OTPD
in seconds, the total energy consumption sum_OTEC tin joules, and
the reward value. Figure 3B is the convergence curve after smoothing
in Figure 3A; the smooth curve is obtained by averaging the data
under each training step with the previous 999 data. The simulations
show that, although the curve fluctuates, the whole process tends to
be flat and the algorithm converges.

The learning curve of the SAC algorithm is shown in Figure 4,
including the training loss of the action and critic networks. It can be
seen from the simulation results that the convergence speed of the
loss function of the SAC algorithm is fast. Therefore, the algorithm
can quickly learn the optimal strategy.

Figure 5A, B show the convergence curves of the delay, energy
consumption, and objective function of the SAC algorithm to solve
the aforementioned issues. Figure 5A shows the unsmoothed curve of
the training process, illustrating the total delay sum_SAC_OTPD in
seconds, the total energy consumption sum_SAC_OTEC in joules,
and the reward value. Figure 5B is the convergence curve after
smoothing in Figure 5A. The simulations show that the SAC
algorithm converges quickly and can solve the aforementioned issues.

The aforementioned two algorithms can solve the issue in this
paper. The SAC algorithm has a fast convergence rate because it
scales the state characteristics before inputting data parameters into
the model. There is no difference in orders of magnitude between
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variables, which is conducive to optimizing the initial model.
However, the convergence effect of the PPOTR algorithm is
better because the algorithm is trained based on dynamic fitting
data parameters. In this paper, the simulation is set to train once
every 2,048 steps, so the convergence speed of the PPOTR algorithm
is slow, but the convergence effect is good.

5.3 Performance comparison

In this part, this paper compares the PPOTR algorithm with the
four benchmark algorithms in terms of delay, energy consumption,
and reward value to verify the proposed algorithm’s performance.

As shown in Figure 6, it represents the total delay of different
policies under the same task data. Each scheme will converge to the
optimal value with increased training times. Under the same computing
task, the SAC algorithm converges faster, but the PPOTR algorithm
converges better. When the task volume increases to 25 Mb, the
proposed algorithm saves approximately 17.33%, 32.74%, 56.63%,
and 32.63%, respectively, compared with the SAC algorithm, local
computing, edge execution, and random computing of the time cost.
This shows that the algorithm proposed in this paper can achieve better
performance in terms of task processing delay.

Figure 7 illustrates the total energy consumption corresponding
to different policies under the same task data. When the task data
volume is 25 Mb, the energy consumption cost of edge execution
calculation is about 2.3 times that of the PPOTR algorithm. The
simulations show that the PPOTR algorithm saves approximately
25.79%, 77.53%, and 63.31%, respectively, compared with SAC,
AllLocal, and Random of the energy consumption. The proposed
algorithm achieves the lowest energy consumption cost.

Finally, this paper normalizes the delay and energy consumption
and converts the objective function value into the reward value in
DRL, as shown in Figure 8. The reward value is composed of delay and
energy consumption, with these variables being highly coupled and
interactive. Under the constraint conditions, the reward value is
minimized to obtain the best task-unloading strategy. The reward
values of the proposed algorithm in this paper were improved by 15%,
28%, 30%, and 44% compared to four baseline algorithms. Numerical
comparative analysis provides strong evidence for the reliability of the
algorithm and approach proposed in this paper. Compared with the
four benchmark algorithms, the algorithm proposed in this paper is
superior in terms of delay, energy consumption, and reward value.
Therefore, this scheme can guarantee to minimize the energy
consumption cost under the tolerable delay.

6 Conclusion

This paper investigates a joint optimization strategy for task
offloading in the IoV edge computing network. In the IoV scenario,
while considering the timeliness of task data and resource
constraints, we constructed a model based on cooperative games

and transformed it into a joint optimization issue. This paper
models the optimization issue as a Markov game based on
intelligent edge, game theory, communication, and DRL. The
reward function is devised as the sum of delay and energy
consumption. We adopted the PPO-based algorithm to solve
the previously mentioned issue. Finally, the performance of the
algorithm is verified using the simulation experiments. The
numerical results show that, compared with SAC and other
baseline schemes, this scheme can achieve stable convergence in
the system environment and obtain the optimal reward value. This
scheme minimizes the system cost and meets the development
needs of the future IoV.
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This investigation delves into the dynamic optimization of the progression from
outsider to insider status within the context of family businesses. Utilizing a
dynamic game model that incorporates three agents—leaders, insiders, and
outsiders—it conducts a rigorous examination of the optimal pathway for the
status transition of outsider employees in family businesses. The paramount
objective of this study is to generate theoretical insights that may inform the
optimization of human resources management and thereby bolster the overall
performance of family businesses. The key findings of the research are as follows:
1) Outsider employees necessitate support from both leaders and insiders for a
successful elevation in ranks. A collaborative relationship with insiders significantly
enhances their performance. 2) The harmonious functioning of the workplace
demands concerted efforts from all parties—leaders, insiders, and outsiders. The
upward mobility of outsiders is contingent upon synergistic cooperation amongst
all stakeholders. 3) A myriad of factors such as potential costs, benefits, and
favoritism heavily influence the degree to which leaders endorse the upward
mobility of outsiders. 4) Encouraging outsiders to move up in the ranks can
instigate a sense of urgency among insiders, serving as a deterrent against
complacency. This urgency can act as a catalyst for insiders to enhance their
performance and mitigate the perceived threat to their own status.

KEYWORDS

dynamic optimization, family businesses, differential leadership, evolutionary game,
optimal pathway

1 Introduction

Family businesses, representing a prevalent organizational form, contribute significantly
to China’s economic development by virtue of their quantity and substantial contribution to
the Gross Domestic Product (GDP). Leadership, an essential organizational context factor,
exhibits variations across different social and organizational settings, largely attributable to
their unique cultural nuances. In this landscape, Differential Leadership emerges as a
leadership style deeply rooted in the Chinese cultural milieu and social structure,
wielding considerable influence over the survival and long-term growth of family
businesses. This approach entails leaders categorizing employees into two groups,
“insiders” and “outsiders”, predicated on factors such as relational proximity, loyalty,
and talent. This categorization often results in preferential treatment towards insiders in
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management practices and resource allocation [1]. Research
indicates that this insider-outsider dichotomy instigates an out-
group favoritism among outsiders, fueling their desire to attain
insider status [2]. Given the permeable boundaries between the two
categories, outsiders are often motivated to strive for upward
mobility, rendering the status transition a dynamic process. The
transition from outsider to insider is a challenging journey,
demanding consistent effort and a long-term commitment to
surpass the established classification criteria. Outsiders typically
employ an upward mobility strategy [3], exhibiting proactive
attitudes in job performance and interpersonal interactions [4]. If
sufficiently recognized and supported by leaders and insiders, their
behavior can potentially enhance overall employee performance,
mitigating conflicts and negative impacts [5]. Therefore, to facilitate
the transition of outsiders to insider status, active collaboration
between the two groups is encouraged. This dynamic optimization
of upwardmobility involves multiple agents and is a crucial aspect of
maintaining equilibrium in the organizational structure.

The transition from outsider to insider status within an
organization constitutes a multi-agent game, necessitating the
reconciliation of divergent interests to achieve equilibrium. In
this context, differential leadership assumes the pivotal role of
decision-making and strategizing, acting as the organization’s
representative. Insiders, functioning as de facto leaders within
their teams, establish substantial leadership relationships with
outsiders [6,7]. The upward mobility of outsider employees to
insider status mandates the collaborative involvement of leaders,
insiders, and outsiders, thus establishing a dynamic interplay among
them. To investigate this phenomenon, this study adopts dynamic
game theory and identifies leaders, insider employees, and outsider
employees as the three game agents. A tripartite dynamic game
model is constructed to scrutinize the game relationships and
strategic choices among these agents. The ultimate aim of this
exploration is to elucidate the path optimization of outsider
employees’ transition to insider status. It was found that the
mobility of external employees’ status not only does not reduce

employee performance, but also can further improve employee
performance based on the existing level, due to the efforts and
input made by external employees, as well as the cooperation and
interaction between them and internal employees. The insights
gleaned from this study hold significant implications for the
enhancement of human resources management strategies and the
overall performance of family businesses.

2 The methods

In the context of this study, leaders, insider employees, and
outsider employees are considered as participants in the transition
from outsider to insider status. Each participant has a set of
strategies: leaders can either encourage the status transition of
outsiders (D1) or refrain from doing so (D2), with respective
probabilities of x and 1−x. Insider employees can accept the
status transition of outsiders (E1) or resist it (E2), with respective
probabilities of y and 1−y. Outsider employees can actively engage in
status transition (F1) or participate passively (F2), with respective
probabilities of z and 1−z. Here, 0 ≤ x, y, z ≤ 1. The study presumes
that the three agents are rational, each seeking to maximize their
individual interests during the status transition process. Leaders aim
to amplify team performance through member collaboration,
enhancing leadership efficiency and personal benefits. Insider
employees are primarily interested in improving their own
performance, reaping benefits, and preserving their insider status.
Outsider employees seek to boost their performance, gain benefits,
and achieve upward mobility to become insiders.

Given the inherent incompleteness of information in practical
game scenarios, the study assumes that despite having worked
together for an extended period, leaders, insider employees, and
outsider employees possess incomplete information about each
other. As the de facto organizational representative, differential
leadership assumes the role of decision-making. Insiders function
as “colleague leaders,” establishing factual leadership relations with

FIGURE 1
Three-agent game tree of leaders, outsiders, and insider employees.
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outsiders [6,7]. The study further presumes that the actions of the
three parties occur sequentially rather than simultaneously.
Subsequent actors can observe the actions of the preceding actors
and infer the probabilities based on those actions. Thus, the study
constructs a dynamic game model involving three parties with
incomplete information. The game tree is illustrated in Figure 1,
and the corresponding payoff parameters for the participants are
delineated as follows:

(1) Leaders

In this study, V1 denotes the leaders’ payoff when they encourage
outsider employees to transition, even though these outsiders choose
not to participate in the transition but contribute to team performance.
The conversion rate of team performance to personal benefits for
leaders is represented by η, hence the leaders’ payoff is ηV1. Similarly,V2

signifies the leaders’ payoff when they do not encourage the outsiders’
transition, and these employees still decide not to participate in the
transition while contributing to team performance. Therefore, the
payoff for leaders in this scenario is ηV2. In both situations, we can
assert that V1 = V2 = V. On the other hand, π1 embodies the leaders’
payoff when they encourage the transition of outsiders who actively
participate in the process, thereby enhancing team performance. This
additional performance improvement translates into supplementary
benefits for leaders, denoted by ηπ1. π2 represents the leaders’ payoff
when they refrain from encouraging the transition of outsiders who,
nonetheless, actively participate and contribute to the team’s improved
performance. In this case, the additional performance improvement
converts into extra benefits for leaders, expressed as ηπ2. Notably, π1 >
π2. The term G denotes the additional cost incurred by leaders to
persuade insider employees to support and collaborate with the policy
of encouraging the outsiders’ transition. This cost encompasses
subsidies or appeasements directed towards insider employees,
which consequently enhance their authorization level and
psychological empowerment [8,9].

(2) Insider Employees

S1 denotes the payoff for insider employees when they accept the
status transition of outsider employees who choose not to participate in
the transition. In this scenario, insiders receive their standard benefits.
Similarly, S2 signifies the payoff for insiders when they resist the status

transition of outsiders who also opt not to participate in the transition.
In this instance, insiders also receive their typical benefits. In both
situations, S1 and S2 can be equated as S1 = S2 = S. A1 represents the
payoff for insiders when they accept the transition of outsiders and
cooperate with them by sharing resources. The active participation of
outsiders in the transition results in an improvement in insiders’
performance. This performance enhancement is converted into
additional benefits for insiders at a rate of θ, thus yielding
additional benefits of θA1. In contrast, A2 corresponds to the payoff
for insiders when they do not accept the transition of outsiders, yet the
outsiders actively participate in the transition and collaborate with
insiders, thereby leading to enhanced performance. The additional
benefits for insiders are θA2, with the assumption thatA1>A2. Lastly,B
encapsulates the potential cost incurred by insiders when they accept
the outsiders’ transition and cooperate with them. This cost may
include resource sharing with outsiders, the investment of time and
effort in collaboration, and the potential threat to insiders’ status.

(3) Outsider Employees

In this framework, R designates the payoff for outsider employees
when they abstain from participating in the status transition, thereby
receiving their usual benefits. Q1 signifies the payoff for outsider
employees when insider employees accept the outsiders’ status
transition, and these outsiders actively engage in the transition,
investing added time and effort to enhance performance. This
additional performance improvement is converted into extra
benefits for outsiders at a rate of ζ, culminating in benefits of ζQ1.
The performance improvement is positively correlated with the
investment cost by outsider employees, which aligns with empirical
research findings suggesting a positive association between work
engagement and employee performance [10,11]. Thus, Q1 =
f(C1) = f(λC0). Q2 represents the payoff for outsider employees
when insider employees resist the status transition of outsiders,
who still actively participate in the transition, thereby leading to
performance enhancement. The additional benefits for outsiders are
ζQ2, and it is assumed that Q1 > Q2 and Q1 = Q2 + Q0. Here, Q2 =
f(C2) = f(λD0). Ci encapsulates the cost and effort that outsider
employees are willing to invest to actively participate in the status
transition. Specifically, C1 = λC0 and C2 = λD0. The parameter λ ∈ [0,
1] reflects the degree of outsider employees’ out-group favoritism,
varying from 0 to 1. The greater the degree of out-group favoritism,

TABLE 1 Payoff matrix for different strategy profile of leader, insider and outsider.

Strategy profile Leader Insider Outsider

(Encourage, accept, actively) △11 = η(V + π1)−G △12 = S + θA1 + G−B △13 = R + ζQ1−λC0

(Encourage, accept, passively) △21 = ηV−G △22 = S + G △23 = R

(Encourage, do not accept, actively) △31 = η(V + π1) △32 = S + θA2 △33 = R + ζQ2−λD0

(Encourage, do not accept, passively) △41 = ηV △42 = S △43 = R

(Do not encourage, accept, actively) △51 = η(V + π2) △52 = S + θA1−B △53 = R + ζQ1−λC0

(Do not encourage, accept, passively) △61 = ηV △62 = S △63 = R

(Do not encourage, do not accept, actively) △71 = η(V + π2) △72 = S + θA2 △73 = R + ζQ2−λD0

(Do not encourage, do not accept, passively) △81 = ηV △82 = S △83 = R

Frontiers in Physics frontiersin.org03

Zhang et al. 10.3389/fphy.2023.1295646

26

https://www.frontiersin.org/journals/physics
https://www.frontiersin.org
https://doi.org/10.3389/fphy.2023.1295646


the higher the cost that outsiders are willing to bear for achieving
status mobility to insiders [12,13]. C0 denotes the maximum cost that
outsiders are willing to bear to participate in the transition when
insiders accept the transition. Meanwhile, D0 signifies the maximum
cost that outsiders are willing to bear to participate in the transition
when insiders do not accept the transition, with C0#D0.

Table 1 presents the payoff matrices for the eight strategic
options corresponding to the game tree illustrated in Figure 1.

3 Results

3.1 Model analysis and solution

Based on the game analysis described above, we can obtain the
total expected payoff functions for the three major game agents:
leaders, insider employees and outsider employees.

(1) The expected payoff for leaders is:

∑
L
� xyzΔ11 + xy 1 − z( )Δ21 + x 1 − y( )zΔ31 + x 1 − y( ) 1 − z( )Δ41

+ 1 − x( )yzΔ51 + 1 − x( )y 1 − z( )Δ61 + 1 − x( ) 1 − y( )zΔ71

+ 1 − x( ) 1 − y( ) 1 − z( )Δ81

(1)

(2) The expected payoff for insider employees is:

∑
Z
� xyzΔ12 + xy 1 − z( )Δ22 + x 1 − y( )zΔ32 + x 1 − y( ) 1 − z( )Δ42

+ 1 − x( )yzΔ52 + 1 − x( )y 1 − z( )Δ62 + 1 − x( ) 1 − y( )zΔ72

+ 1 − x( ) 1 − y( ) 1 − z( )Δ82

(2)

(3) The expected payoff for outsider employees is:

∑
W
� xyzΔ13 + xy 1 − z( )Δ23 + x 1 − y( )zΔ33 + x 1 − y( ) 1 − z( )Δ43

+ 1 − x( )yzΔ53 + 1 − x( )y 1 − z( )Δ63 + 1 − x( ) 1 − y( )zΔ73

+ 1 − x( ) 1 − y( ) 1 − z( )Δ83

(3)
Since dynamic games are sequential, backward induction is the

fundamental method for solving equilibrium solutions in dynamic
game models. Based on the previous assumptions, the sequence of
the dynamic game is leaders, insider employees and outsider employees.
Therefore, we first solve for the maximum expected payoff value of
outsider employees, then substitute it into the expected payoff function
of insider employees to obtain their maximum expected payoff value.
Finally, we derive the maximum expected payoff value for leaders.

To determine the equilibrium solution for the maximum
expected payoff of outsider employees, we first set the first
derivative of Eq. 1 equal to zero:

d∑W

dz
� xyΔ13 − xyΔ23 + x 1 − y( )Δ33 − x 1 − y( )Δ43 + 1 − x( )yΔ53

− 1 − x( )yΔ63 + 1 − x( ) 1 − y( )Δ73 − 1 − x( ) 1 − y( )Δ83 � 0

� xy Δ13 − Δ23( ) + x 1 − y( ) Δ33 − Δ43( ) + 1 − x( )y Δ53 − Δ63( )
+ 1 − x( ) 1 − y( ) Δ73 − Δ83( ) � 0

(4)

y � λD0 − ζ Q1 − Q0( )
λ D0 − C0( ) + ζQ0

(5)

Equation 5 represents the probability of insider employees
accepting the strategy of outsider employees’ status movement to
insiders, where their expected payoff is maximized.

To find the equilibrium solution for the maximum expected
payoff of insider employees, we set the first derivative of Eq. 2 equal
to zero:

d∑Z

dy
� xzΔ12 + x 1 − z( )Δ22 − xzΔ32 − x 1 − z( )Δ42 + 1 − x( )zΔ52

+ 1 − x( ) 1 − z( )Δ62 − 1 − x( )zΔ72 − 1 − x( ) 1 − z( )Δ82 � 0

� xz Δ12 − Δ32( ) + x 1 − z( ) Δ22 − Δ42( ) + 1 − x( )z Δ52 − Δ72( )
+ 1 − x( ) 1 − z( ) Δ62 − Δ82( ) � 0

(6)
x � B − θ A1 − A2( )[ ]z

G
(7)

Equation 7 represents the probability of leaders encouraging
outsider employees’ status movement to insiders, where their
expected payoff is maximized.

To find the equilibrium solution for the maximum expected
payoff of leaders, we set the first derivative of Eq. 1 equal to zero:

d∑L

dx
� yzΔ11 + y 1 − z( )Δ21 + 1 − y( )zΔ31 + 1 − y( ) 1 − z( )Δ41

− yzΔ51 − y 1 − z( )Δ61 − 1 − y( )zΔ71 − 1 − z( ) 1 − y( )Δ81 � 0

� yz Δ11 − Δ51( ) + y 1 − z( ) Δ21 − Δ61( ) + 1 − y( )z Δ31 − Δ71( )
+ 1 − y( ) 1 − z( ) Δ41 − Δ81( ) � 0

(8)
z � Gy

η π1 − π2( ) (9)

Equation 9 represents the probability of outsider employees
actively and diligently participating in status movement, where their
expected payoff is maximized.

By substituting Eq. 5 into Eq. 9, we obtain the probability of
outsider employees actively participating in status movement under
the condition of maximizing their payoff:

z � G λD0 − ζ Q1 − Q0( )[ ]
η π1 − π2( ) λ D0 − C0( ) + ζQ0[ ] (10)

By substituting Eq. 10 into Eq. 7, we obtain the probability of
leaders encouraging outsider employees’ status movement under the
condition of maximizing their payoff:

x � B − θ A1 − A2( )[ ] λD0 − ζ Q1 − Q0( )[ ]
η π1 − π2( ) λ D0 − C0( ) + ζQ0[ ] (11)

Considering Eqs 7, 10 and 11, the equilibrium solution for the
dynamic game is:

x*, y*, z*( ) � B − θ A1 − A2( )[ ] λD0 − ζ Q1 − Q0( )[ ]
η π1 − π2( ) λ D0 − C0( ) + ζQO[ ] ,{

λD0 − ζ Q1 − Q0( )
λ D0 − C0( ) + ζQO

,
G λD0 − ζ Q1 − Q0( )[ ]

η π1 − π2( ) λ D0 − C0( ) + ζQO[ ]}
(12)
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3.2 Game equilibrium solution analysis

Under the equilibrium of the three-agent dynamic game, the
probability of outsider employees actively participating in status
movement to insiders is:

z* � G λD0 − ζ Q1 − Q0( )[ ]
η π1 − π2( ) λ D0 − C0( ) + ζQO[ ] (13)

Firstly, to ensure z* � G[λD0−ζ(Q1−Q0)]
η(π1−π2)[λ(D0−C0)+ζQO]> 0, because π1 > π2,

λ(D0−C0) + ζQO > 0, so λD0−ζ(Q1−Q0) > 0, λD0 > ζ(Q1−Q0), λD0 >
ζQ2. This indicates that when insider employees do not accept the
status movement of outsider employees, the cost λD0 incurred by
outsider employees to achieve status movement is greater than the
benefits ζQ2 they receive. The benefits are derived from the
performance improvement resulting from the cost invested by
outsider employees to achieve status movement, and for those
outsiders with a higher degree of out-group favoritism λ, they are
willing to invest more to achieve status movement. This further
demonstrates that under differential leadership, the status
movement of outsider employees requires acceptance and
cooperation from insider employees.

From Eq. 10, it is evident that the probability z of outsider
employees actively participating in status transition is directly
proportional to G. This relationship implies that an increase in G
corresponds to an increase in z. In practice, this suggests that in
order to foster insider employees’ support and collaboration with
the strategy of encouraging outsider employees’ status transition,
leaders should extend additional subsidies and appeasements to
insider employees. This action confers greater psychological
authority to the insiders. This is because, in the highly
personalized leadership atmosphere of China, leaders control
and allocate resources within the organization. Insiders play the
role of ‘colleague leaders’ within the organization or team, and
they have the responsibility to support and execute the decisions
of the leaders. If leaders provide larger subsidies and
appeasement costs to insiders and increase their level of
authorization, thereby reducing the concerns of insiders,
insiders will be more proactive in responding to the policies of
the leaders, accepting the status mobility of outsiders, and
cooperating with them. This, in turn, reduces the costs and
obstacles that outsiders face when striving for status mobility,
making them more willing to invest in the long-term process of
achieving their status mobility to insiders.

By solving the first derivative of z with respect to λ, we obtain
∂z
∂λ � ζG[D0Q1−C0(Q1−Q0)]

η(π1−π2)(−λC0+λD0+ζQ0)2 > 0. It can be observed that the probability
z of outsider employees actively participating in status movement is
a monotonically increasing function of λ. This means that as the
degree of out-group favoritism λ of outsider employees, the
probability of outsider employees actively participating in status
movement also increases. This is consistent with reality, as
individual attitudes determine behaviors. Therefore, only when
outsider employees have a greater degree of out-group favoritism,
they are more motivated to participate in the status movement.

Furthermore, by solving the first derivative of z with respect to
C0, we get ∂z

∂C0
� λG[λD0−ζ(Q1−Q0)]

η(π1−π2)(−λC0+λD0+ζQ0)2 > 0. The probability of outsider
employees actively participating in status movement is a
monotonically increasing function of C0. This indicates that

when insider employees accept the status movement of outsider
employees, and thus reduce the obstacles faced by outsider
employees in the status movement process, it increases the
enthusiasm of outsider employees to participate in status
movement. However, on the other hand, the realization of status
movement for outsider employees is not an instantaneous process
and requires significant time and long-term investment. Therefore,
the higher the subjective willingness of outsider employees to invest
and make efforts for status movement, the greater their likelihood of
participating in status movement. Since employee performance is
positively correlated with their effort invested in their work, outsider
employees’ willingness to invest more effort and cost for status
movement leads to higher employee performance.

In the three-agent dynamic game equilibrium, the probability y
of insider employees accepting the status movement of outsider
employees is:

y* � λD0 − ζ Q1 − Q0( )
λ D0 − C0( ) + ζQ0

(14)

Taking the derivative of y with respect to λ, we get:
∂y
∂λ � ζ[D0Q0+(Q1−Q0)(D0−C0)]

(−λC0+λD0+ζQ0)2 > 0. This shows that the probability y of
insider employees accepting the status movement of outsider
employees is directly proportional to the degree of λ. In real life,
when outsider employees have a stronger desire to become part of
the insider employee group, the probability of the insider employees
accepting the status movement of outsiders increases. This reflects
the mutual influence between outsider employees, who are both the
implementers of “colleague leader”, and the decision-making of the
“colleague leader”.

Further, when we take the derivative of y with respect to C0, we
get: ∂y

∂C0
� λ[λD0−ζ(Q1−Q0)]

(−λC0+λD0+ζQ0)2 > 0. It is evident that the probability y of
insider employees accepting the status movement of outsider
employees is a monotonically increasing function of C0. This
means that when insider employees accept the status movement
of outsiders, the greater the cost and effort that outsider employees
are willing to invest C0, the higher the probability of insider
employees accepting their movement. It because when insiders
accept the status movement of outsiders, if outsider employees
are willing to put in more effort and investment to their status
movement, it not only improves their own performance but also
demonstrates greater support for the organization, the team, the
leader and especially their insider colleagues. It leads to more
involvement in completing their work and actively assisting
insider employees in overcoming work challenges. Such
interactions between insider and outsider employees contribute to
an increase in the performance of the insider employees, thereby
increasing the likelihood of them accepting the status movement of
outsider employees.

In order to ensure x* � [B−θ(A1−A2)][λD0−ζ(Q1−Q0)]
η(π1−π2)[λ(D0−C0)+ζQO] > 0, it follows

that B−θ(A1−A2) > 0, B > θ(A1−A2). It implies that for insider
employees, choosing to accept the status movement of outsider
employees and cooperating with them may lead to an improvement
in their performance level, but the net benefits derived from this
improvement are not enough to compensate for the costs and threats
they need to bear in accepting the status movement. Moreover, x is
positively correlated with B, meaning that when insider employees
have higher costs and face more threats in accepting the status
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movement of outsider employees, they need stronger support from
the leader to encourage the status movement. In this case, the leader
needs to explicitly demonstrate their encouragement and support
for the status movement of outsider employees, thereby exerting
pressure on the insider employees. To encourage outsider
employees’ participation in status movement, the leader not only
needs to apply pressure to the insiders to show their determination
to encourage the movement of outsiders but also needs to provide
them with subsidies and reassurance to alleviate their concerns and
worries. Simultaneously, the leader’s encouragement of outsider
employees’ status movement instills a sense of crisis and urgency
to the insiders, keeping them vigilant throughout the long-term
process of the status movement and maintaining and improving
their performance.

From Eq. 11, we observe an inverse proportionality between x
and A1. This suggests that as insider employees accept the status
transition of outsider employees and experience a substantial
performance enhancement, the necessity for the leader to
facilitate the status transition of outsider employees decreases.
The rationale behind this is that the leader’s facilitation of
outsider employees’ status transition, coupled with significant
performance improvement and benefit increases for insider
employees, results in minimal resistance to policy
implementation from insiders. Consider that the status transition
of outsider employees constitutes a long-term process. The sustained
improvement in insider employees’ performance not only yields
additional benefits but also solidifies their status. This consolidation
of status reduces insiders’ perception of threat, thereby alleviating
their concerns.

In this context, the derivative of x with respect to λ is
∂x
∂λ � ζ[B1−θ(A1−A2)][Q0D0+(Q1−Q0)(D0−C0)]

η(π1−π2)(−λC0+λD0+ζQ0)2 > 0, indicating that the
probability x of the leader encouraging outsider employees’ status
movement is directly proportional to the degree of λ. In real-life, if
outsider employees do not have out-group favoritism, the leader
would be even less likely to provide opportunities for status
movement. If outsider employees have a strong motivation to
become insiders and if the leader perceives their desire, the
probability of the leader encouraging outsider employees’ status
movement will increase.

4 Discussion

4.1 Conclusions

This study utilized a dynamic game methodology to establish an
equilibrium among leaders, insider employees, and outsider
employees. Findings underscore the positive impacts of effective
status transition for outsider employees on the overall performance
of the workforce. The research also highlighted the importance of
synergy and alignment between leaders and employees for the
successful status transition of outsiders. Variables such as the
degree of outgroup favoritism, costs borne by employees, and
leadership endorsement significantly affected the facilitation of
status transition. The study offers valuable insights for future
longitudinal inquiries and establishes a foundation for subsequent
empirical research. Based on the dynamic game model

encompassing leaders, insider employees, and outsider employees,
the study yielded key findings:

1) Effective status transition of outsider employees is contingent on
the support from both leaders and insider employees. This is
attributed to the cooperative efforts between outsider and insider
employees during the status transition process, which can
subsequently enhance the performance of both employee groups.

2) To achieve equilibrium among leaders, insider employees, and
outsider employees, effective collaboration is essential. The status
transition of outsider employees can only be facilitated when all
stakeholders work in a synergistic manner.

3) The facilitation of status transition for outsider employees by
leaders is influenced by several factors. These include potential
costs and threats that insider employees may face when accepting
the transition, net benefits gained by insiders from endorsing and
cooperating with outsiders, and the degree of favoritism that
outsiders have towards the insider group.

4) The role of crisis and urgency is crucial in this context. Leaders’
facilitation of outsider employees’ status transition creates a sense
of crisis and urgency among insider employees, deterring
complacency or opportunistic behavior. This sense of urgency
motivates insider employees to enhance their performance and
mitigate the perceived threat to their own status.

4.2 Practical significance

1) Maintain dynamic employee categorization. Leaders should
maintain a dynamic employee categorization system and
cultivate a fair and dynamic corporate culture. Emphasizing
the advantages of differential leadership over time can have a
long-term impact on improving employee performance. This
approach can encourage outsider employees to accept
differential treatment and find suitable justifications for this
treatment. However, it is essential to ensure that accepting
such treatment serves as a source of motivation for outsider
employees.

2) Address the sense of crisis and urgency. Leaders should
encourage outsider employees’ status movement to instill a
sense of crisis and urgency among insider employees. This
will prevent insider employees from becoming complacent
due to perceived preferential treatment from leaders. The
encouragement of outsider employees’ status movement,
coupled with the motivation of outsider employees to improve
their status, can further enhance employee performance and
contribute to the sustainable development of the organization.

3) Promote synergy among leaders and employees. Leaders should
maintain the dynamic categorization of insider and outsider
employees, particularly in encouraging outsider employees’
status movement. This can motivate outsider employees and
also create a sense of crisis and urgency among insider
employees. The long-term efforts and cooperation between
outsider and insider employees during the status movement
process can lead to mutual improvement in employee
performance, thereby further enhancing overall employee
performance.
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Reward shaping using directed
graph convolution neural
networks for reinforcement
learning and games
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Game theory can employ reinforcement learning algorithms to identify the
optimal policy or equilibrium solution. Potential-based reward shaping (PBRS)
methods are prevalently used for accelerating reinforcement learning, ensuring
the optimal policy remains consistent. Existing PBRS research performs message
passing based on graph convolution neural networks (GCNs) to propagate
information from rewarding states. However, in an irreversible time-series
reinforcement learning problem, undirected graphs will not only mislead
message-passing schemes but also lose a distinctive direction structure. In this
paper, a novel approach called directed graph convolution neural networks for
reward shaping φDCN has been proposed to tackle this problem. The key
innovation of φDCN is the extension of spectral-based undirected graph
convolution to directed graphs. Messages can be efficiently propagated by
leveraging a directed graph Laplacian as a substitute for the state transition
matrix. As a consequence, potential-based reward shaping can then be
implemented by the propagated messages. The incorporation of temporal
dependencies between states makes φDCN more suitable for real-world
scenarios than existing potential-based reward shaping methods based on
undirected graph convolutional networks. Preliminary experiments
demonstrate that the proposed φDCN exhibits a substantial improvement
compared to other competing algorithms on both Atari andMuJoCo benchmarks.

KEYWORDS

Markov decision process, reinforcement learning, directed graph convolutional network,
reward shaping, game

1 Introduction

Over the past few decades, game theory has utilized the concepts and methods of
reinforcement learning (RL) to solve decision-making problems [1]; [2]; [3]. An RL problem
can be seen as a game between individual decision-makers and the environment [4]; [5]. RL
can be expressed as a Markov decision process (MDP) [6]; [7]. Through interaction between
agents and the environment, RL is able to receive rewards and take actions to maximize those
rewards. During the training of RL, agents often encounter situations where they cannot
obtain rewards most of the time [8]; [9]. Providing rewards in a sparse environment makes
learning difficult for agents [10]. It is important to note that RL has always been hampered by
sparse rewards [11].
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Reward shaping is a widely used technique to address the
challenge of reward sparsity. The purpose of reward shaping is to
guide agents in learning through providing artificially designed
additional rewards. Nevertheless, artificially designed reward
functions may result in agents learning non-optimal policies in
certain situations. Therefore, potential-based reward shaping
(PBRS) is proposed in literature [12]. In this manner, the
optimal policy is maintained when the additional reward value
can be expressed in the differential form of a potential function.
Thus, PBRS effectively avoids the reward hacking problem while
addressing the sparse reward issue. On the other hand, RL
problems can be considered probabilistic inference problems in
hidden Markov models, where forward–backward messages can
be used for inference. According to existing research, the potential
function is defined in the probabilistic inference view of RL. The
probability of an optimal trajectory is usually defined as a
potential function under a given state. Due to the complexity
of computation, it is difficult to obtain the messages. As a
consequence, reward shaping using graph convolution
networks is developed since projections of functions on the
eigenspace of the graph Laplacian produce smooth
approximation with respect to the underlying state-space
topology of the MDP.

Previous research relies on a traditional spectral-based GCN to
leverage reward shaping [13], but often overlooks crucial temporal
dependencies between states. Sami et al. [14] employed a recurrent
neural network to record reward-shaping values at different times,
but the issue of temporal dependencies is not addressed essentially.
Their use of the undirected graph and symmetric Laplacian matrix
resulted in messages being interfered with and discarded in different
directions, which may lead to serious logical errors. From a macro
perspective, there are indeed some tracks that are sequential and
irreversible in the real world.

To tackle the aforementioned problem, we propose an approach
termed directed graph convolution neural networks for reward
shaping φDCN. Our approach extends spectral-based undirected
graph convolution to a directed graph which is built on a state
probability model of trajectory. The state transition matrix is
approximated by a directed graph Laplacian in the process of
reward shaping. Messages about states that are propagated on
this directed graph Laplacian serve to learn potential functions.
The incorporation of temporal dependencies between states makes
φDCN more suitable for real-world scenarios than existing potential-
based reward-shaping methods based on undirected graph
convolutional networks. We have demonstrated that φDCN
outperforms competitive baselines on both Atari [15] and [16]
benchmarks.

The main contributions are summarized as follows.

• We implement reward shaping through the message-
passing mechanism of directed graph neural networks
for the first time, which is more in line with the logic of
the real world.

• The stationary distribution of the classical directed graph the
Markov chain builds on is not necessarily unique since the
graph might not be necessarily irreducible and aperiodic. To
counteract this, we added a PageRank-based teleportation
back to each node.

• Experiments demonstrate that the performance of the
proposed φDCN exceeds that of the baseline algorithm on
the Atari and MuJoCo benchmark.

2 Related work

2.1 Reward shaping

Reward shaping is used to accelerate learning when the
environment only provides sporadic, incomplete, or delayed
rewards. Ng et al. [12] proposed an extended version called
potential-based reward shaping. Its most acclaimed characteristic
is its ability to ensure that the optimal policy remains unchanged, as
supported [12]. On this basis, there are two development paths of
potential-based reward shaping: a) potential-based advice [17]; [18]
and b) dynamic potential-based reward shaping [19]. Potential-
based advice adds state–action pairs into potential functions rather
than individual states. It is possible to vary the potential energy
function over time using the latter approach. [20] is a book about
reward shaping, which provides a detailed summary of the methods,
theories, and applications of reward shaping.

In addition to the potential-based reward-shaping methods,
other outstanding research studies on reward shaping also
embrace belief reward shaping, ethics shaping, and reward
shaping via meta-learning. These works are different from ours
as we utilize convolutional networks to leverage reward shaping. In
this sense, we focus more on the message-passing mechanism in the
network to learn the potential function.

2.2 Digraph convolution

Digraph convolution is a method for performing convolution
operations on a directed graph, which aims to comprehensively
analyze the topological structure of the graph and the feature
information of nodes or edges. Compared to undirected graph
convolutional networks, digraph convolutional networks have
the advantage of better reflecting the directional relationships
between nodes. [21] extended the graph convolutional kernel
originally designed for an undirected graph to a directed graph
by introducing a trainable binary gating mechanism. This
enables the model to regulate information dissemination
based on the directionality of edges. Moreover, Li et al.
proposed a new neural network architecture that can directly
process graph structured data [22], including graph convolution
operations for directed graphs. [23] proposed a new graph
convolution method called MixHop, which can simultaneously
consider the information of all neighboring nodes and handle
directed graphs.

Some GCNs are designed to adapt to directed graphs (digraphs)
by looking for structural patterns and reformulating the graph [24];
[25]. In addition to their limitations, these methods rely on pre-
defined structures and are not capable of handling complex
structures. Similar to our approach, another approach [26]
redefines the propagation scheme only for strongly connected
digraphs. In contrast, our approach is universally applicable to
digraphs, which is the most important difference.
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3 Background

3.1 Basic notions

As a mathematical expression, an MDP is represented by the
tuple 〈S, A, γ, r, P〉, where S is the state space, A is the action space, r
is the reward function, P is the transition probability matrix with
P(s′ | s, a) giving the probability of transitioning to state s′ when
action a is taken at state s, and γ ∈ (0, 1) is the discount factor. The
state–action trajectory of a policy can be modeled by τ = (s0, a0,
s1, a1.. . .).

The policy π value function is defined as follows:

Vπ
r s( ) � Eτ~π ∑∞

t�0γ
tr st, at( ) s0 � s|[ ]. (1)

The policy π action-value function is denoted as follows:

Qπ
r s, a( ) � Eτ~π ∑∞

t�0γ
tr st, at( ) s0 � s, a0 � a|[ ]. (2)

The policy π expected discounted return is defined as follows:

J π( ) � Eτ~π ∑∞
t�0γ

tr st, at( )[ ]. (3)
Algorithms that learn from RL can determine the optimal policy π*:

π* � argmaxπJ π( ). (4)
Hence, given the initial state s0 and its distribution d (s0), the
gradient of the J(π) over a parameterized policy πθ can be
expressed as

∂J θ( )
∂θ

� ∑
s
d s; θ( )∑

a

∂πθ a s|( )
∂θ

Qπθ s, a( ),
d s; θ( ) � ∑s0

d s0( )∑∞
t�0γ

tPπθ St � s S0 �| s0( ).
(5)

3.2 Control as inference

In existing studies, the RL problems have been translated directly
into probabilistic inference problems [27]; [28]. So we use probability
graph models to approximate RL. We then implement probabilistic
inference through a message-passing mechanism. When the states are
represented by nodes and the edges represent the transition
probability between two different states, MDPs were considered
probability graph models in previous RL research studies. As

shown in Figure 1, the RL structure approximates hidden Markov
models (HMMs). Taking this into account, we introduce a binary
variable O = 0 or 1 based on the action At and the state St. When Ot =
1, the state–action pair is optimal in time t.

In the probabilistic inference view of RL, the value function
Vπ(S) can be approximately inferred through a message-passing
mechanism. The forward–backward algorithm is an effective
approach for performing inference in an HMM. A backward
message is defined as β(St, At) � P(Ot: T|St, At), and a forward
message is defined as α(St, At) � P(O0: t−1|St, At)P(St, At), where
Ot:T is the observation variable from time t to the end.
Correspondingly, O0:t−1 is the observation variable from the
beginning to time t − 1. In the RL graph, given the current state
St, the backward message reflects the probability that the current
trajectory will lead to an optimal one in the future. This forward
message indicates the probability of a past optimal trajectory for the
current state St. By projecting maximum-entropy RL into
probability space, the mapping function f (·) can be determined. f
(·) maps rewards to a probability space by defining the distribution
of this optimality variable as P(O � 1|St, At) � f(r(St, At)).

As a result of recursion, the forward α(St, At) and backward β(St,
At) messages can be expressed as follows:

α St, At( ) � ∑
St−1

∑
At−1

P St St−1, At−1|( )P At( )P Ot−1 St−1, At−1|( )α St−1, At−1( ),
β St, At( ) � ∑

St+1
∑
At+1

P St+1 St, At|( )P At+1( )P Ot St, At|( )β St+1, At+1( ).

(6)

It should be noted that only the current state and reward are
visible, not the action space. So the potential function of PBRS is
designed in the state space. Once the actions are marginalized, we
redefine the forward message α(St) and backward message β(St) for
learning potential functions.

According to [12], the optimal policy will remain unchanged
after φDCN implements potential-based reward shaping. By replacing
the original reward function r (St, At) with a new reward function R
(St, At, St+1), potential-based reward shaping can guarantee the
optimal policy unchanged in RL:

R St, At, St+1( ) � r St, At( ) + F St, St+1( ). (7)
Here, F(St, St+1) is the shaping function calculated as follows:

F St, St+1( ) � γΦαβ St+1( ) −Φαβ St( ). (8)
Literature reports have shown that the propagated messages can be
used as potential functions [13]; [29]. Given the marginalized
messages α(St) and β(St), the potential function Φ(·) is defined as

Φαβ St( ) � α St( )β St( ). (9)
The potential function represents the probability of an entire
trajectory being optimal. A high-return pathway is indicated by
their likelihood.

4 Directed graph convolution neural
networks for reward shaping

A DCN utilizes directed graph convolution to propagate
messages α(St) and β(St). Here, we illustrate digraph Laplacian,

FIGURE 1
Graphical model with the variable Ot.
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network structure, and loss function. In addition, we present a
directed graph Laplacian. The structure of the directed graph
convolutional neural network is shown in Figure 2.

4.1 Digraph Laplacian

The spectral-based graph convolution is first extended to the
directed graph (digraph) by using the inherent relationship
between the graph Laplacian and the stationary distribution of
PageRank. Using the properties of Markov chains, we can solve
the problem in digraphs using the internal relationship between
graph Laplacian and PageRank. In a digraph G = (Vd, Ed), a
random walk on G is a Markov process with transition matrix
Prw � D−1

d Ad, in which Dd (i, i) = ∑jAd (i, j) is the diagonal degree
matrix and Ad is the adjacency matrix. The stationary
distribution of PageRank may not be unique if the transition
matrix is not necessarily irreducible and aperiodic, especially
when a graph contains isolated nodes in the periphery or can be
formed into a bipartite graph. Irreducibility means that there
exists a path between any two nodes in the network, while

aperiodicity means that the probability of returning to a node
after a certain number of steps is not periodic. If a graph contains
isolated nodes, then there is no path from those nodes to other
nodes in the network, and the matrix is not irreducible. Similarly,
if a graph can be formed into a bipartite graph, then there are no
links between nodes in the same partition, which means that the
matrix is not aperiodic.

Consequently, we slightly modify the random walk to PageRank
which makes teleporting back to each node possible. In this way, the
PageRank transition matrix Ppr is strictly irreducible and aperiodic,
which is defined as Ppr � (1 − μ)Ppr + μ

n1
n×n. It should be noted that

the variable μ is small enough. Thus, according to the
Perron–Frobenius theory [30], Ppr has a unique left eigenvector
ξpr which is strictly positive with eigenvalue 1.

The row-vector ξpr corresponds to the stationary distribution of
Ppr, and we have ξpr(i) = ∑i,i→jξpr(i)Ppr(i, j). According to the
equation, the ξpr of node i is the sum of all incoming
probabilities from node j to node i. Therefore, the ξpr and an
undirected graph degree matrix Du have similar properties. The
digraph Laplacian using PageRank ϕpr in symmetric normalized
format is defined as

Lpr � I − 1
2

Π
1
2
prPprΠ−1

2
pr + Π−1

2
prP

T
prΠ

1
2
pr( ), (10)

where we employΠpr � 1
‖ξpr‖1Diag(ξpr) to replace degree matrix Du

in an undirected graph. The definition is based on strongly
connected digraphs, so it is not universally applicable. To deal
with it, μ → 0 provides a generalized solution.

4.2 Loss function

One of the core characteristics of the GCN is that the message-
passing mechanism is built on the graph Laplacian. Currently, PBRS
is based on a traditional undirected GCN, where the undirected
graph convolution is defined as Zu � ~AuXW. ~Au represents the
normalized self-looped adjacency matrix of the undirected graph,
and W represents the weight. The GCN and its variants require the
undirected symmetric adjacency matrix Au as the input. This not
only aggregates features with incorrect weights but also discards

FIGURE 2
Network structure in φDCN. The trajectory in the MDP is defined as a graph, where each state is a node. The edge is the transition probability between
two nodes. This probability directed graph is the input of φDCN.

TABLE 1 Configuration for experiments.

Hyperparameter Value

Learning rate 2.5e-4

γ 0.99

Entropy coefficient 0.01

PPO steps 128

PPO clipping value 0.1

Mini batches 4

Processes 8

φDCN: μ 0.01

φDCN: λ 10

φDCN: δ 0.9
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structures in different directions. In the MDP with temporal
attributes, the undirected symmetric adjacency matrix Au cannot
be adopted. To approximate the transition matrix in the MDP, we

use the digraph Laplacian. Given a directed graph (digraph) G = (Vd,
Ed), the adjacency matrix is expressed as Ad � 0, 1{ }n×n, where the
number of nodes is denoted by n. X ∈ Rn×c denotes the node features,

FIGURE 3
Comparison of rewards per episodes between a2cw/our attention, HGT,ΦGCN, and φDCN on Atari. (A) Assault. (B) Beamrider. (C) Berzerk. (D) Amidar.
(E) Fishing Derby. (F) Frostbite. (G)Gopher. (H): IceHockey. (I) James Bond. (J)Ms. Pac-Man. (K)Q*bert. (L) Robo Tank. (M) SeaQuest. (N)Wizard Of Wor.
(O) Zaxxon.
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with c being the number of features. Using Eq. 10 to define the
digraph Laplacian, which is symmetric, we can then derive the
digraph convolution definition as follows:

Zd � 1
2

Π
1
2
pr
~PprΠ−1

2
pr + Π−1

2
pr
~P
T

prΠ
1
2
pr( )XW, (11)

where ~Ppr denotes a transition matrix with self-loops. Therefore, the
message propagated by φDCN is as follows:

mi � ReLU WT∑
j

1
2

Π
1
2
pr
~PprΠ−1

2
pr + Π−1

2
pr
~P
T

prΠ
1
2
pr( )

ij
mj( ), (12)

where the node j is a neighbor of node i and mj is a message from
node j.

Throughout φDCN, each state is represented by a node, while
edges represent the transition probability between these states.
Information about rewarding states is propagated through the
message-passing mechanism of a directed graph convolutional
network. In this paper, we propose a two-layer network as
follows:

φDCN � sof tmax
1
2

Π
1
2
pr
~PprΠ−1

2
pr + Π−1

2
pr
~P
T

prΠ
1
2
pr( )(

ReLU
1
2

Π
1
2
pr
~PprΠ−1

2
pr + Π−1

2
pr
~P
T

prΠ
1
2
pr( )XW 0( )( )W 1( )).

(13)
Then, we can express the loss function ℓ of φDCN as follows:

ℓ � ℓ0 + ηℓprop, (14)
where the parameter η is the weight assigned to the propagation
loss ℓprop. Here, the supervised loss ℓ0 is defined as the cross-
entropy between the prediction result Ŷ and the ground-truth
label Y, denoted by the symbol H(Y, Ŷ). Y represents the
probability that the path taken at the moment is the optimal
trajectory. It is worth mentioning that Ŷ, found at the output of
φDCN, is defined as a probability distribution φDCN(S). According
to the results of this study, we have calculated the supervised loss
ℓ0 as follows:

ℓ0 � H P O S|( ),φDCN S( )( ) � ∑SP O S|( )log φDCN S( )( ). (15)
A propagation loss implemented as a recursive case is identified as

ℓprop in Eq. 14. The recursive case of the message-passing mechanism
can be implemented by the propagation loss ℓprop as follows:

ℓprop � ∑vi,vj
~Advi,vj

φDCN Xvi( ) − φDCN Xvj( )����� �����2. (16)

4.3 Training

This paragraph describes the training process of φDCN. We
propagate information about rewarding states through the
message-passing mechanism of this directed graph convolution
neural network. Then, the potential function Φαβ(·) is learned on
propagated messages α(St, At) and β(St, At) (as in Eq. 9). Once the
potential function Φαβ(·) is learned, the new reward function R (St,
At, St+1) is calculated to accelerate RL by replacing the original
reward function r (St, At).

In this case, the combined value function Qπ
comb of RL can be

calculated using the sum of two value functions
Qπ

comb(s, a) � δQπ(s, a) + (1 − δ)Qπ
φ(s, a), where Qπ(s, a) �

E[∑tγ
tr(St,At)] is the original Q-value function and Qπ

φ(s, a) �
E[∑tγ

tr(St,At) + γφDCN(St+1) − φDCN(St)] is the reward-shaped
function. Two value functions can be weighted by the parameter δ.
In this paper, we execute reward shaping φDCN on the underlying
method PPO [31], which is a policy-based approach. The training
process of φDCN is described in Algorithm 1.

1: Create an empty digraph G

2: for Episode = 0, 1, 2, . . . do

3: while t < T do

4: Add transition (St, St+1) to digraph G

5: end while

6: if mod(Episode, N) then

7: Train φDCN on the digraph G

8: end if

9: Qπ
comb � μQπ + (1 − μ)Qπ

Φ

10: Maximize Eπ[∇log π(At |St)Qπ
comb(St ,At)]

11: end for

Algorithm 1. Directed graph convolution neural networks for reward

shaping.

TABLE 2 Mean reward for 10 training processes on Atari. The better result is
bolded.

Alien Amidar Assault

ϕGCN 1,385.2 406.2 4,845.1

φDCN 1,423.6 549.5 4,403.4

Beamrider Berzerk Breakout

ϕGCN 2,357.9 818.7 150.2

φDCN 2,631.1 973.3 164.2

Demon Attack Fishing Derby Frostbite

ϕGCN 9,807.9 −13.1 296.3

φDCN 12,448.6 12.5 305.2

Gopher IceHockey James Bond

ϕGCN 1,010.4 −5.4 511.2

φDCN 1,045.8 −5.7 519.2

Ms. Pac-Man Q*bert Robo Tank

ϕGCN 1,422.3 8,968.0 19.4

φDCN 1,754.4 8,551.5 18.9

SeaQuest Wizard Of Wor Zaxxon

ϕGCN 1,310.4 3,670.0 5,591.2

φDCN 1,459.1 4,054.2 6,134.0
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5 Experiment

5.1 Experimental setup

In the experiment, the benchmarks from Atari and MuJoCo are
adopted for evaluation.

Atari plays an important role in the field of RL [15]. Atari
includes many classic games, such as Pac-Man, Space Invaders,
Asteroids, and Pitfall. These games have become indelible symbols
in the history of electronic games. Atari games are widely used as test
platforms and benchmarks in the field of RL. Atari games have
diversity, complexity, and challenges, covering various types of
games, such as shooting, action, and adventure, at various
difficulty levels. Therefore, they are used to evaluate the
performance of the RL algorithm on complex tasks and help

researchers understand the advantages and limitations of the
algorithm.

MuJoCo is a physics engine and simulator, which provides
researchers and developers with an efficient and accurate
physical simulation environment for training and evaluating
RL algorithms [16]. MuJoCo provides a high-performance
physics simulation engine that can simulate the dynamics and
physical interactions of complex multi-joint robots and objects.
This allows researchers to quickly test and verify RL algorithms in
a simulation environment without the need for actual robots or
real environments. MuJoCo supports various types of tasks and
environmental settings, including robot control, object grasping,
and movement [32]; [33,34]. It also allows users to customize the
environment as needed to meet various research and application
needs.

For the two categories of games, Atari and Mujoco, Table 1
shows the hyperparameters in the φDCN. The hardware components
of our system include an RTX2070 GPU, CPU E5-2670V3, and
32 GB RAM.

We set ϕGCN as the baseline algorithm for comparison. In the
literature [13], ϕGCN has been experimentally demonstrated to have
better performance than others, such as the PPO [31], RND [35],
ICM [36], and LIRPG [37]. For the purpose of comparing the
proposed approach φDCN directly with other latest algorithms, PPO
+ RISE [38], a2c w/our attention [39], and HGT [29] are adopted as
contenders. For a fair comparison, all competing algorithms use the
default hyperparameters.

FIGURE 4
Delay rewards. Comparison of rewards per episode between HGT, PPO + RISE, ΦGCN, and φDCN on MuJoCo. (A) HalfCheetah. (B) Hopper. (C)
Walker2D. (D) Ant. (E) Swimmer. (F) Humanoid.

TABLE 3 Mean reward for 10 training processes onMuJoCo. The better result is
bolded.

HalfCheetah Hopper Walker2D

ϕGCN 3,543.9 1,550.4 2,413.5

φDCN 4,496.8 2,630.6 4,620.9

Ant Swimmer Humanoid

ϕGCN 3,660.1 116.6 625.7

φDCN 3,722.5 115.0 633.3
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5.2 Experimental results on Atari

Due to its reactive and hard-exploration nature, the Atari
benchmark is used for experiments. We repeat the experiment
10 times over ten million frames from each game in order to
assess the applicability and effectiveness of the proposed φDCN.

In this experiment, we use potential-based reward shaping
approaches HGT and ϕGCN as comparison methods, where HGT
is an extended version of ϕGCN. We notice that HGT mines the
logical correlations between states by enriching the propagated
messages. In addition, we also compare a2c w/our attention as it
is designed to improve exploration ability. However, a2c w/our
attention does not guarantee the invariance of the optimal
policy.

Figure 3 presents the mean rewards obtained from the
10 training processes using Atari tasks. In accordance with this,
the proposed φDCN demonstrated good improvements in most
games, including Ms Pac-Man, which displayed a 23% higher
reward than the baseline ϕGCN. It is also observed that similar
results are observed for Gopher, Demon Attack, and Amidar.
Based on the results given in Table 2, the φDCN approach
performs better than all other games in terms of improving
learning performance by an average of 12.3%. It is concluded
that reward shaping is enhanced by the message-passing
mechanism in directed graph convolutional networks. A further
analysis is conducted, with the results given in Table 2, which
demonstrates empirically that the use of a directed graph
Laplacian leads to performance improvement.

5.3 Experimental results on MuJoCo

In this experiment, we evaluate the performance of φDCN in
continuous control tasks. We considered six standard environments
inMuJoCo, namely, Ant, Humanoid, Hopper, Swimmer,Walker2D,
and HalfCheetah. In order to increase the difficulty of the
experiment, we used an environment with a delayed reward
version that makes reward sparse. In this setting, agents only
receive accumulated rewards for a period of time (20 steps),
rather than receiving rewards for each step. Here, we choose
ϕGCN, PPO + RISE, and HGT for comparison, which are
considered strong state-of-the-art baselines.

According to Figure 4, when φDCN is trained on delayed reward
environments, it is generally faster than baselines in all six MuJoCo
environments. Particularly, φDCN achieves significant performance
improvement in delayed reward environmental HalfCheetah,
Hopper, and Walker2D. Although our approach φDCN performs at a
similar level to ϕGCN which executes reward shaping through the
message-passing mechanism on undirected graphs, we have
surpassed the other two algorithms, namely, HGT and PPO + RISE.
It is evidenced from Table 3 that our proposed approach has achieved
much better rewards (37.1% higher) than the baseline ϕGCN. In this
study, it is evident that the performance of the φDCN is improved in
continuous control tasks. This suggests that the proposed approach

holds promise for accelerating RL in continuous control tasks when
rewards are sparse.

5.4 Ablation analysis

An ablation analysis is conducted to determine how the
directed graph Laplacian affects performance, as illustrated in
Table 2 and Table 3. It should be noted that the bold one is the
better one. The only difference between φDCN and ϕGCN is the
graph Laplacian, where φDCN is the directed graph Laplacian and
ϕGCN is the undirected graph Laplacian. According to this study,
directed graph convolution networks have significantly
improved performance in most of environments. Message
passing with directional attributes can improve its
performance. There is an improvement of 12.3% in the Atari
experiment as compared to ϕGCN. The generalizability of φDCN is
also demonstrated in several Atari tasks. Particularly in the
continuous control tasks (MuJoCo), the performance is
improved by an average of 37.1%.

6 Conclusion

Game theory utilizes the concepts and methods of RL to solve
decision-making problems. However, the challenge of sparse
rewards often exists in RL. Our proposed approach φDCN has
been shown to be more effective in this issue as the message-
passing mechanism of the directed graph Laplacian can be
utilized to accelerate RL. In preliminary experiments conducted
on Atari and MuJoCo, the proposed φDCN has demonstrated
substantial improvement over conventional graph convolutional
networks with an impressive increase of 12.3% and 37.1%
compared to competing algorithms in terms of rewards per episode.

Despite this, there are still some shortcomings in certain aspects
of φDCN, such as the high computational overhead of directed graph
convolution operations. We are planning to conduct further
research on this issue as the primary focus of our next project.
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Game-theoretic approach to
understanding status transition
dynamics and employee
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organizations
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To foster high-quality economic development, it is critical to not only enhance the
“hard environment,” such as infrastructure, but also to make significant strides in
the “soft environment,” such as the relationship between government and
businesses. This study posits that the government, industry associations, and
enterprises should collectively participate in fostering a “cordial and clean”
government-business relationship. By resolving the equilibrium solution of the
three-party game, it has been identified that achieving the goal of constructing a
cordial and clean government-business relationship and aligning with the
ambitions of enterprises necessitates policy guidance and a balance of
interests among the government, industry associations, and enterprises. The
research also contributes to the beneficial exploration of game theory, by
constructing a network model from the perspective of public management
and integrating it with the practice of local administrative reform. This
integration is particularly relevant for industry associations, and their systematic
analysis further enhances the practical applicability of the research.

KEYWORDS

economic development, industry associations, three-party game, governance, public
management

1 Introduction

The government-business relationship is a timeless subject of discourse. It can be
examined from a macroscopic perspective, where it pertains to the connection between the
government and enterprises, or from a microscopic viewpoint, where it concerns the
relationship between officials and entrepreneurs [1]. The proposition of a “cordial” and
“clear” reformation of the existing government-business relationship provides innovative
solutions to the challenges inherent in the current dynamics between enterprises and the
government. It also outlines a direction for adjusting these existing relationships. Existing
research on the government-business relationship primarily focuses on two levels: the macro
and the micro. (1) Macro level: the relationship between the government and the market.
Liberal economic theory, represented by thinkers such as Adam Smith, posits that the
government’s role should be limited to establishing andmaintaining a strict law enforcement
system, providing minimum public services like education, and minimally interfering with
economic activities of enterprises. [2] further elaborates on this role from the perspective of
the digital content industry, underscoring the government’s various functions in the creation

OPEN ACCESS

EDITED BY

Jianbo Wang,
Southwest Petroleum University, China

REVIEWED BY

Tan Zhidong,
Nanjing Audit University, China
Nengzhi Yao,
Nanjing Normal University, China

*CORRESPONDENCE

Yuqing Zhu,
846763679@qq.com

RECEIVED 05 October 2023
ACCEPTED 01 November 2023
PUBLISHED 13 November 2023

CITATION

Wu M, Zhu Y, Yang T and Xu Y (2023),
Game-theoretic approach to
understanding status transition dynamics
and employee performance
enhancement in organizations.
Front. Phys. 11:1307672.
doi: 10.3389/fphy.2023.1307672

COPYRIGHT

© 2023 Wu, Zhu, Yang and Xu. This is an
open-access article distributed under the
terms of the Creative Commons
Attribution License (CC BY). The use,
distribution or reproduction in other
forums is permitted, provided the original
author(s) and the copyright owner(s) are
credited and that the original publication
in this journal is cited, in accordance with
accepted academic practice. No use,
distribution or reproduction is permitted
which does not comply with these terms.

Frontiers in Physics frontiersin.org01

TYPE Original Research
PUBLISHED 13 November 2023
DOI 10.3389/fphy.2023.1307672

40

https://www.frontiersin.org/articles/10.3389/fphy.2023.1307672/full
https://www.frontiersin.org/articles/10.3389/fphy.2023.1307672/full
https://www.frontiersin.org/articles/10.3389/fphy.2023.1307672/full
https://www.frontiersin.org/articles/10.3389/fphy.2023.1307672/full
https://www.frontiersin.org/articles/10.3389/fphy.2023.1307672/full
https://crossmark.crossref.org/dialog/?doi=10.3389/fphy.2023.1307672&domain=pdf&date_stamp=2023-11-13
mailto:846763679@qq.com
mailto:846763679@qq.com
https://doi.org/10.3389/fphy.2023.1307672
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/journals/physics
https://www.frontiersin.org
https://www.frontiersin.org/journals/physics
https://www.frontiersin.org/journals/physics#editorial-board
https://www.frontiersin.org/journals/physics#editorial-board
https://doi.org/10.3389/fphy.2023.1307672


of government-business relationships, including policy formulation
and resource provision. Nationalistic economic theory, represented
by [3], argues that a “visible hand” government can alleviate
economic depression and unemployment through judicious and
correct fiscal and monetary policy interventions. [4] also emphasizes
that, considering the challenges to China’s economic structure, the
government should shift from a management focus to a service
provider role, hence emphasizing the “cordial” aspect of the
government-business relationship. (2) Micro level: the
relationship between officials and entrepreneurs. The limited
government theory, represented by [5], posits that the
government is merely an agent entrusted by the people. It
suggests that an alienation of the government-business
relationship can occur, necessitating the establishment of a
“limited government” subject to strict legal regulations. The
distortion of the government-business relationship, evident in
rent-seeking between the government and enterprises [6],
underlines the importance of a “clear” relationship. On the other
hand, public choice theory, represented by [7], views politics as
essentially an exchange process. Here, the government, as a
rational economic agent, acts as a ‘shrewd buyer’ providing
paid services to enterprises. This results in enterprises
receiving property protection and development opportunities,
reflecting the “cordial” aspect of the government-business
relationship. The shared interests and responsibilities between
government and citizens reaffirm the importance of a “cordial”
and “clear” relationship at the micro level.

In conclusion, a wealth of research on the construction,
evolution, and governance of government-business
relationships has been conducted by scholars both
domestically and abroad [8]. Nonetheless, given that the
concept of cordial and clean relationship between government
and business is distinctively Chinese, most Chinese scholarly
investigations have concentrated on its connotation or practical
significance. A limited number of studies have attempted to
develop network models within the realm of public
management [9]. Furthermore, there is a scarcity of game-
theoretic investigations that integrate with the practice of local
administrative reform, particularly with regard to industry
associations. These areas have not received systematic analysis
and in-depth consideration. This study aims to redress this gap
by embarking on a beneficial exploration of these less-explored
aspects of government-business relations. The contributions of
this paper are as follows: firstly, through the tripartite game
model of government, industry association and enterprise, (1) it
helps to promote the high-quality development of non-public
economy; (2) It helps create a positive image of the government
as friendly to the people and clean, and optimizes the business
environment; (3) It helps to purify the political ecology and lead
the social atmosphere. Secondly, the game model is used to
simulate the influence of the cordial and clean relationship
between government and business on the different decisions of
the government, industry associations and enterprises, so as to
provide practical support for narrowing the regional gap in the
future and realizing the leapfrog development of the latecomer
regions. Finally, the conclusions of this paper can enrich the
relevant literature on the economic consequences of the pro-
clean relationship between government and business and

regional economic development, and also provide valuable
decision-making reference for realizing the strategic goal of
coordinated development of regional economy and common
prosperity of all people.

2 The methods

This study postulates that the government, industry
associations, and enterprises are all participants in the
construction of a cordial and clean relationship between
government and business. For the government, there are two
strategic alternatives: to construct “cordial” and “clean” policies
that encourage enterprise behavior devoid of rent-seeking, or to
abstain from constructing such policies. The probability of the
government choosing to construct these policies is denoted by x,
and the probability of refraining from construction is 1 − x. In
response to the government’s policies, industry associations also
have two strategic options: to supervise enterprises in promoting
their actions, or to refrain from such supervision. The probability of
choosing supervision is denoted by y, while the probability of not
supervising is 1 − y. In accordance with government policies,
enterprises also have two strategic alternatives: proactive action
or passive action. The probability of choosing a proactive action
is symbolized by z, and the probability of choosing a passive action is
1 − z. Simultaneously, this study assumes that the three participants
in the dynamic game are rational economic actors, each pursuing the
maximization of their self-interests in the process of constructing a
“cordial” and “clean” policy for government-business relations. The
government’s interests primarily manifest in an increase in fiscal
revenue and the maintenance of a positive governmental image.
Trade associations’ benefits are chiefly reflected in promoting
economic development and enhancing government performance
assessment. For businesses, the benefits mainly lie in increased
operational income and profit. Given that the tripartite game
involving the government, industry association, and enterprise is
sequential, each subsequent actor can observe the behavior of the
preceding actor and adjust their actions accordingly. Therefore, this
study establishes a tripartite dynamic game model involving the
government, industry association, and enterprise. The game tree is
illustrated in Figure 1.

The corresponding benefit-cost parameters of participants in
the dynamic game model are as: (1) The Government: B1: Basic
benefits for local governments (credibility, performance
assessment and regional economic benefits, etc.); C1: The cost
of building a cordial and clean relationship between government
and business; S1: For the strong supervision of industry
associations, the government subsidizes them; S2: For the
positive actions of enterprises, the government subsidizes them;
R1: For the positive actions of enterprises, the government gains
benefits; R2: For the strong regulation of industry associations, the
government gains benefits. (2) Industry associations: B2: Gains
from participation in supervision by trade associations; C2: Strong
supervision costs for industry associations (construction labor
costs, equipment costs and policy publicity, etc.); C3: Weak
regulatory costs for industry associations (policy advocacy); T1:
The additional benefits gained by industry associations for the
establishment of cordial and clean relationship between
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government and business or the active actions of enterprises; T2:
The extra cost paid by industry associations for the government’s
failure to build a cordial and clean relationship between
government and business or the passive actions of enterprises;
S3: For enterprises to actively act, industry associations to
subsidize them. (3) Enterprises: B3: The basic profit for the
enterprise actively acts; C4: The cost of doing something
positive for the business; T3: Build a cordial and clean
relationship between government and business or strong
supervision of industry associations, and the additional
benefits obtained by enterprises; T4: For the government does
not build a cordial and clean relationship between government
and business or the negative actions of enterprises, the additional
losses caused by enterprises. Therefore, according to the
assumptions of the model and the benefit-cost parameters
mentioned above, there are eight strategy combinations
among the three stakeholders of the government, industry
associations and enterprises, which are 1 {construction, strong
regulation, positive}, 2 {construction, strong regulation,
negative}, 3 {construction, weak regulation, positive}, 4
{construction, weak regulation, negative}, 5 {no construction,

strong regulation, positive}, 6 {no construction, strong
regulation, negative}, 7 {no construction, weak regulation,
positive}, 8 {no construction, weak regulation, negative}, the
payoff payment matrix of the three-game players under
different strategy choices is shown in Table 1.

3 Results

3.1 Construction of dynamic equation

Based on the aforementioned game analysis, we can formulate
the dynamic equation for the tripartite participants—government,
industry association, and enterprise—as follows:

3.1.1 The government
(i) The expected return of constructing the cordial and clean

relationship between government and business x

EX1 � yz B1 + R1 + R2 − C1 − S1 − S2( ) + y 1 − z( ) B1 + R2 − S1 − C1( )
+ 1 − y( )z B1 + R1 − C1( ) + 1 − y( ) 1 − z( ) B1 − C1( )

� −S2yz + R2 − S1( )y + R1z + B1 − C1

FIGURE 1
Dynamic game tree of government, industry association and enterprise.

TABLE 1 Income payment matrix under different strategy combinations of government, industry association and enterprise.

Id Strategy combinations Payoff matrix

The government Industry associations Enterprises

1 {construction, strong regulation, positive} B1 + R1 + R2 − C1 − S1 − S2 B2 + S1 + T1 − S3 − C2 B3 + T3 + S2 − C4

2 {construction, strong regulation, negative} B1 + R2 − S1 − C1 B2 + S1 + T1 − T2 − C2 T3 − T4

3 {construction, weak regulation, positive} B1 + R1 − C1 B2 + T1 − S3 − C3 B3 + T3 − C4

4 {construction, weak regulation, negative} B1 − C1 B2 + T1 − T2 − C3 T3 − T4

5 {no construction, strong regulation, positive} B1 + R1 − S1 − S2 B2 + S1 + T1 − T2 − S3 − C2 B3 + T3 + S2 − C4 − T4

6 {no construction, strong regulation, negative} B1 + R2 − S1 B2 + S1 − T2 − C2 T3 − T4

7 {no construction, weak regulation, positive} B1 + R1 B2 + S1 + T1 − T2 − S3 − C3 B3 + S2 − C4

8 {no construction, weak regulation, negative} B1 B2 − T2 − C3 −T4
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(ii) The expected return of 1 − x without constructing the “pro-
clean” relationship

EX2 � yz B1 + R1 − S1 − S2( ) + y 1 − z( ) B1 + R1 − S1 − S2( )
+ 1 − y( )z B1 + R1( ) + 1 − y( ) 1 − z( ) B1( )

� −R1yz + R1 − S1 − S2( )y + R1z + B1

(iii) Average expected return

EX � xEX1 + 1 − x( )EX2

� x EX1 − EX2( ) + EX2

� x R1 − R2( )yz + R2 − R1 + S2( )y − C1[ ] − R1yz
+ R1 − S1 − S2( )y + R1z + B1

� R1 − S2( )xyz + R2 − R1 + S2( )xy − R1yz − C1x
+ R1 − S1 − S2( )y + R1z + B1

(iv) Government replicates dynamic
equations: F(x) � dx

dt � x(EX1 − EX)
F x( ) � x EX1 − EX( )

� x 1 − x( ) EX1 − EX2( )
� x 1 − x( ) yz R2 − C1( ) + y 1 − z( ) R2 − R1 + S2 − C1( )[
+ 1 − y( )z −C1( ) + 1 − y( ) 1 − z( ) −C1( )]

� x x − 1( ) C1 + R1 − R2 − S2( )y + S2 − R1( )yz[ ]
Let F(x) = 0, when y � y* � C1

R1z−S2z+R2−R1+S2, F(x) is always 0.
However, if y ≠ C1

R1z−S2z+R2−R1+S2, we obtain that x = 0 and x = 1 are
two possible equilibrium points for F(x). According to the
stability theorem of the replicated dynamic equation, When
F′(x) < 0, this point is the stable strategy point of the
evolutionary game. Take the derivative of F of x, F′(x) = (1 −
2x)[C1 + (R1 − R2 − S2)y + (S2 − R1)yz]. When
0<y< C1

R1z−S2z+R2−R1+S2, F′(x)|x=0 < 0, F′(x)|x=1 > 0, in this case,
x = 0 is the stable strategy point of the evolutionary game. The
government tends not to build a cordial and clean relationship
between government and business. When C1

R1z−S2z+R2−R1+S2 <y< 1,
F′(x)|x=0 > 0, F′(x)|x=1 < 0, in this case, x = 1 is the stable strategy
point of the evolutionary game. The government tends to build a
cordial and clean relationship between government and business.

3.1.2 Industry associations
(i) Expected returns from implementing “strong regulation” y

EY1 � xz B2 + S1 + T1 − S3 − C2( ) + x 1 − z( )
× B2 + S1 + T1 − T2 − C2( )
+ 1 − x( )z B2 + S1 + T1 − T2 − S3 − C2( ) + 1 − x( ) 1 − z( )
× B2 + S1 − T2 − C2( )

� T2 − T1( )xz + T1x + T1 − S3( )z + B2 + S1 − T2 − C2

(ii) Expected benefits of implementing “weak regulation” 1 − y

EY2 � xz B2 + T1 − S3 − C3( ) + x 1 − z( ) B2 + T1 − T2 − C3( )
+ 1 − x( )z B2 + S1 + T1 − T2 − S3 − C3( ) + 1 − x( ) 1 − z( )
× B2 − T2 − C3( )

� T2 − T1 − S1( )xz + T1x + S1 − S3 + T1( )z + B2 + S1 − T2

−C3

(iii) Average expected return

EY � yEY1 + 1 − y( )EY2

� S1xyz + T2 − T1 − S1( )xz − S1yz + T1x + S1 + C3 − C2( )y
+ S1 − S3 + T1( )z + B2 − T2 − C3

(iv) Government replicates dynamic equations: F(y) �
dy
dt � y(EY1 − EY)

F y( ) � y EY1 − EY( )
� y 1 − y( ) EY1 − EY2( )
� y 1 − y( ) −S1z + S1 − C2 + C3 + S1xz( )

let F(y) = 0, when z � z* � C3+S1−C2
S1−S1X , F(y) is always 0. However, if

z ≠ C3+S1−C2
S1−S1X , we obtain that y = 0 and y = 1 are two possible

equilibrium points for F(x). According to the stability theorem of
the replicated dynamic equation, when F′(y) < 0, this point is the
stable strategy point of the evolutionary game. Take the derivative of
F of y, F′(y) = (1 − 2y)(−S1z + S1 − C2 + C3 + S1xz). When
0< x< T4y−B3−S2+C4−T4

S2y+T4y−S2 , F′(z)|z=0 < 0, F′(z)|z=1 > 0, z = 0 is the
stable strategy point of the evolutionary game. That is, firms tend
to act positively. When 0< z< C3+S1−C2

S1−S1X , F′(y)|y=0 > 0, F′(y)|y=1 < 0,
y = 1 is the stable strategy point of the evolutionary game. That is,
trade associations favor strong regulation. When C3+S1−C2

S1−S1X < z< 1,
F′(y)|y=0 < 0, F′(y)|y=1 > 0, y = 0 is the stable strategy point of the
evolutionary game. That is, trade associations favor weak regulation.

3.1.3 Enterprises
(i) The expected benefits of implementing “positive” z

EZ1 � xy B3 + T3 + S2 − C4( ) + x 1 − y( ) B3 + T3 − C4( )
+ 1 − x( )y B3 + T3 + S2 − C4 − T4( ) + 1 − x( ) 1 − y( )
× B3 + S2 − C4( )

� S2 + T4 − T3( )xy + T3 − S2( )x + T3 − T4( )y + B3 + S2 − C4

(ii) Expected returns from implementing “negative” 1 − z

EZ2 � xy T3 − T4( ) + x 1 − y( ) T3 − T4( )
+ 1 − x( )y T3 − T4( ) + 1 − x( ) 1 − y( ) −T4( )

� −T3xy + T3x + T3y − T4

(iii) Average expected return

EZ � zEZ1 + 1 − z( )EZ2

� S2 + T4( )xyz − T3xy − S2xz − T4yz + T3x + T3y

+ B3 + S2 − C4 + T4( )z − T4

(iv) Government replicates dynamic
equations: F(z) � dz

dt � z(EZ1 − EZ)
F z( ) � z EZ1 − EZ( )

� z 1 − z( ) EZ1 − EZ2( )
� z 1 − z( ) S2 + T4( )xy − S2x − T4y + B3 + S2 − C4 + T4[ ]

let F(z) = 0, when x � x* � T4y−B3−S2+C4−T4

S2y+T4y−S2 , F(z) is always 0. While
x ≠ T4y−B3−S2+C4−T4

S2y+T4y−S2 , we obtain that z = 0 and z = 1 are two possible
equilibrium points for F(z). According to the stability
theorem of the replicated dynamic equation, when F′(z) < 0,
this point is the stable strategy point of the evolutionary
game. Take the derivative of F of z, F′(z) = (1 − 2z)[(S2 +
T4)xy − S2x − T4y + B3 + S2 − C4 + T4]. When
0< x< T4y−B3−S2+C4−T4

S2y+T4y−S2 , F′(z)|z=0 < 0, F′(z)|z=1 > 0, z = 0 is the
stable strategy point of the evolutionary game. That is, firms
tend to act positively. When T4y−B3−S2+C4−T4

S2y+T4y−S2 <x< 1, F′(z)|z=0 > 0,
F′(z)|z=1 < 0, in this case, z = 1 is the stable strategy point of the
evolutionary game. That is, trade associations tend to behave negatively.
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3.2 Strategy analysis

Fx x, y, z( ) � x x − 1( ) C1 + R1 − R2 − S2( )y + S2 − R1( )yz[ ]
Fy x, y, z( ) � y 1 − y( ) −S1z + S1 − C2 + C3 + S1xz( )
Fz x, y, z( ) � z 1 − z( ) S2 + T4( )xy − S2x − T4y + B3 + S2 − C4 + T4[ ]

⎧⎪⎨⎪⎩
The Jacobian matrix of the system:

A �

∂Fx x, y, z( )
∂x

∂Fx x, y, z( )
∂y

∂Fx x, y, z( )
∂z

∂Fy x, y, z( )
∂x

∂Fy x, y, z( )
∂y

∂Fy x, y, z( )
∂z

∂Fz x, y, z( )
∂x

∂Fz x, y, z( )
∂y

∂Fz x, y, z( )
∂z

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
�

x C1 + R1y − R2y − S2y − R1yz + S2yz( )
+ x − 1( ) C1 + R1y − R2y − S2y(
−R1yz + S2yz) x 1 − x( ) R2 − R1 + S2 + R1z − S2z( ) x 1 − x( ) R1y − S2y( )

S1yz 1 − y( ) −y C3 − C2 + S1 − S1z + S1xz( )
− y − 1( ) C3 − C2 + S1 − S1z + S1xz( ) y y − 1( ) S1 − S1x( )

z 1 − z( ) S2y − S2 + T4y( ) z 1 − z( ) S2x − T4 + T4x( )
−z B3 − C4 + S2 + T4(
−S2x − T4y + S2xy + T4xy)
− z − 1( ) B3 − C4 + S2 + T4(
−S2x − T4y + S2xy + T4xy)

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

In this study, a total of thirteen equilibrium points have been
derived. The stability of eight of these points, which represent pure
strategy equilibria within the evolutionary system, is extensively
analyzed. The difference between benefits and costs determines the
choice of three subjects. It is more important to maintain the

relationship between government and business. According to the
time sequence of the cordial and clean relationship between
government and business, the evolution process is divided into
three stages: the initial stage, the development stage and the
mature stage which is shown in Table 2.

Initial stage (Figure 2A): The economic base determines the
superstructure, and a good relationship between government and
business plays an important role in promoting government,
industry and enterprise [10]. In the early stage of the
establishment of the cordial and clean relationship between
government and business, most government departments lack
the grasp of the policy and do not advocate the establishment
of cordial and clean relationship between government and
business; Industry associations do not have the case support to
promote the success of government-entrepreneur cooperation, so
they lack the consciousness to build a good relationship between
government and business, and tend to choose the “weak
regulation” strategy; Because enterprises fail to understand and
grasp the essence of the new government-business relationship
promptly and lack understanding of relevant policy publicity, they
take negative actions. Therefore, this stage corresponds to the
equilibrium point A1(0, 0, 0), We know from the table that it must
be satisfied① C2 < C3 + S1: The cost of weak regulation is less than
that of strong regulation; ② B3 < C4 − S2 − T4: The stable point is
when the enterprise actively takes the condition that the profit is
lower than the cost.

TABLE 2 Stability analysis of pure strategy equilibrium points.

Equalization point λ1 λ2 λ3 Stability condition

(0,0,0) −C1 C3 − C2 + S1 B3 − C4 + S2 + T4 C3 < C2 − S1, B3 < C4 − S2 − T4

(1,0,0) C1 C3 − C2 + S1 B3 − C4 + T4 Unstable point

(0,1,0) R2 − R1 − C1 + S2 C2 − C3 − S1 B3 − C4 + S2 R2 < R1 + C1 − S2, C3 > C2 − S1, B3 < C4 − S2

(0,0,1) −C1 C3 − C2 C4 − B3 − S2 − T4 C3 < C2, B3 > C4 − S2 − T4

(1,1,0) C1 + R1 − R2 − S2 C2 − C3 − S1 B3 − C4 + S2 + T4 C1 < R2 − R1 + S2, C3 > C2 − S1, B3 < C4 − S2 − T4

(1,0,1) C1 C3 − C2 + S1 C4 − B3 − T4 Unstable point

(0,1,1) R2 − C1 C2 − C3 C4 − B3 − S2 C1 > R2, C2 < C3, C4 < B3 + S2

(1,1,1) C1 − R2 C2 − C3 − S1 C4 − B3 − S2 − T4 C1 < R2, C2 < C3 + S1, B3 > C4 − S2 − T4

FIGURE 2
(A) System evolution path in the initial stage. (B) System evolution path during development stages. (C) System evolution path in the mature stage.
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Development stage (Figure 2B): The government is inclined to
actively build a new type of government-business relationship of
“affinity, Qing and unity” and allocate more resources to enterprises
and associations [11]. Industry associations began to improve the
sound regulatory channels, motivated by government subsidies,
keen to promote the connection between the government and
entrepreneurs, and inclined to a “strong regulation” strategy;
Entrepreneurs are gradually affected by the government’s
propaganda role, irregularly participate in the discussion, but the
effect is still lower than expected, so they take negative actions.
Therefore, this stage corresponds to the equilibrium point A5(1, 1,
0), We know from the table that it must be satisfied① C1 < R2 − R1 +
S2: The cost of government’s construction of cordial and clean
relationship between government and business is lower than the
benefit of government’s strong supervision of industry associations;
② C2 < C3 + S1: The cost of strong supervision is greater than that of
weak supervision;③ C4 < B3 + S2 + T4: The stable point is when the
enterprise actively takes the condition that the profit is lower than
the cost. Because the evolution of the relationship between
government and business has a historical stage, the traditional
relationship between government and business is restricted by
the social system in the development stage, which easily leads to
the absence of government and market failure. The implementation
of the policy of cordial and clean relationship between government
and business through deepening the transformation of government
functions, rationalizing the market order, so that the decisive role of
the “invisible hand” and the strategic role of the “visible hand” are
coordinated, laying the foundation for the return of healthy
development of government-business relations. The government
is highly motivated to build good relations and is willing to invest
more energy and resources to build relations.

Maturity stage (Figure 2C): To realize the stable development
of society, the government vigorously promotes the establishment
of “pro-clean” government-business relationship [12]; Influenced

by government policy welfare and entrepreneur donation
behavior, industry associations can improve their own
supervision and management ability, and tend to “strong
supervision” strategy; Entrepreneurs are governed by relevant
policies and profit maximization goals, and are willing to take
positive actions. Therefore, this stage corresponds to the
equilibrium point A8(1, 1, 1), We know from the table that it
must be satisfied① C1 < R2: The cost of constructing a cordial and
clean relationship between government and business is lower than
the benefit of strong supervision; ② C2 < C3 + S1: The cost of
strong supervision is less than that of weak supervision;③ C4 < B3
+ S2 + T4: The stable point is when the enterprise actively takes the
condition that the profit is higher than the cost. The government
pays more attention to sticking to the original intention. Take the
initiative to be close to entrepreneurs in thought and emotion,
have better platforms and support from industry associations, and
actively guide entrepreneurs to communicate and exchange, so
that they can get more sense of gain from the benign interaction
with the government. In the mature stage, the market
environment for fair competition is more optimized. The
system and mechanism to prevent conflicts of interest will be
more complete, and the norms of behavior for government and
business exchanges are more perfect, so that the government can
spend less energy to gain more trust.

3.3 Initial strategy simulation analysis

The influence of the initial strategy ratio on system evolution
outcomes, given the initial parameter values, is explored in this
research, as depicted in Table 3; Figure 3. The initial strategy
selection ratios of the government, industry associations, and
enterprises significantly affect the system’s convergence speed
[13]. A proximity between the initial strategy selection ratio and

FIGURE 3
The impact of strategy proportion on system evolution results. (A) The initial choice probability of the three parties is 0.1 (B) The initial choice
probability of the three parties is 0.5 (C) The initial choice probability of the three parties is 0.9.

TABLE 3 The initial value of the parameter.

B1 C1 S1 S2 R1 R2 B2 C2 C3 T1 T2 S3 B3 C4 T3 T4

4 1.4 0.5 0.5 2 3 2 1.2 1.1 0.6 0.5 0.8 2 2.5 0.8 0.5
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the equilibrium point accelerates system convergence, highlighting
the criticality of the initial strategy ratio in enabling the tripartite
stakeholders to align in the direction of construction, robust
supervision, and positivity. This suggests that industry
associations should stimulate both the government and
enterprises to actively engage in establishing a favorable pro-
clean relationship. Concurrently, they should enhance their
supervisory role through cooperative alliances, thus fostering a
virtuous cycle within the system.

4 Discussion

Upon solving the game’s equilibrium solution, it becomes
evident that the realization of a “cordial” and “clean”
government-business relationship necessitates policy guidance
and interest balance between the government, industry
associations, and enterprises. The following points elucidate this
conclusion: 1. The extent of enterprise proactivity is directly
proportional to the financial subsidies provided by the
government to incentivize industry associations’ supervision
[14]. However, the costs incurred by enterprises due to active
action, equipment transformation, and technological innovation
exceed the opportunity loss from inaction. 2. Industry associations
need to provide robust support and subsidies to enterprises to
counterbalance profit reduction and cost increase [15]. Yet, they
should avoid excessive investment in local enterprises to maintain
a balanced relationship. 3. Enterprises require strong
governmental support in response to profit reduction [16]. The
government must grant sufficient subsidies to industry
associations to overcome resistance and encourage policy
compliance. Consequently, the government’s macro-decisions
guide industry associations, affecting the implementation of
policies and subsequent enterprise behavior [17]. 4.
Government governance should promote a rule of law, service
orientation, and efficiency, providing high-quality public services
[18]. The government’s positive role in market system
construction can be realized through strict power supervision
and innovative service methods [19]. 5. Trade associations,
based on market and enterprise, play a crucial role in market
mechanism operation and industry interest realization [20]. Legal
norms are necessary to ensure their healthy development,
clarifying their legal status, power, responsibility, governance
structure, and operation mechanism. Efficient undertaking of
government service projects reflects the rule of law,
specialization, and socialization of industry association
governance [21].
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Double-edged sword role of
reinforcement learning based
decision-makings on vaccination
behavior

Jia-Qian Kan1, Feng Zhang2 and Hai-Feng Zhang2*
1School of Information and Network Engineering, Anhui Science and Technology University, Bengbu,
China, 2School of Mathematical Science, Anhui University, Hefei, China

Pre-emptive vaccination has been proven to be the most effective measure to
control influenza outbreaks. However, when vaccination behavior is voluntary,
individuals may face the vaccination dilemma owing to the two sides of vaccines.
In view of this, many researchers began to use evolutionary game theory tomodel
the vaccination decisions of individuals. Many existing models assume that
individuals in networks use the Fermi function based strategy to update their
vaccination decisions. As we know, human beings have strong learning capability
and they may continuously search for the optimal strategy based on the
surrounding environments. Hence, it is reasonable to use the reinforcement
learning (RL) strategy to reflect the vaccination decisions of individuals. To this
end, we here explore a mixed updating strategy for the vaccination decisions,
specifically, some individuals called intelligent agents update their vaccination
decisions based on the RL strategy, and the other individuals called regular agents
update their decisions based on the Fermi function. We then investigate the
impact of RL strategy on the vaccination behavior and the epidemic dynamics.
Through extensive experiments, we find that the RL strategy plays a double-edged
sword role: when the vaccination cost is not so high,more individuals arewilling to
choose vaccination if more individuals adopt the RL strategy, leading to the
significant suppression of epidemics. On the contrary, when the vaccination
cost is extremely high, the vaccination coverage is dramatically reduced,
inducing the outbreak of the epidemic. We also analyze the underlying reasons
for the double-edged sword role of the RL strategy.

KEYWORDS

epidemic spreading, vaccination game, reinforcement learning strategy, fermi function,
double-edged sword role

1 Introduction

The spreading of large-scale epidemics, such as the Severe Acute Respiratory Syndrome
(SARS), Avian influenza and Corona Virus Disease 2019 (COVID-19), not only seriously
endangers human health, but also causes huge economic losses. Therefore, how to develop
effective strategies to suppress the spreading of epidemics has always been an important
issue. It has been proven that vaccination is the most successful intervention against the
spread of epidemics, increasing life expectancy, and decreasing morbidity [1,2]. When
considering the voluntary vaccination principle, an individual’s vaccination decision may
depend on the perceived risk of infection, cost of infection, cost of vaccination, and the
vaccination behaviors of other individuals [3–5]. Thus, whether to take vaccination or not
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represents a dilemma: vaccination protects not only those who are
vaccinated but also their neighbors. In this case, many others in the
community can also be benefited, so they have less incentive to be
vaccinated. This scenario naturally leads to the “free-riding”
problem commonly observed in public goods studies [6–8].

Inspired by these facts, researchers have investigated the impacts
of vaccination behaviors on the epidemiological models within the
game-theoretical framework [9–12]. For instance, Bauch et al. [9,10]
analyzed the collective behavior of voluntary vaccination for various
childhood diseases within a game-theoretic framework, and found
that this voluntary strategy can not lead to the group-level optimum
due to the risk perception pertaining to the vaccine and the effect of
“herd immunity”. The imitation dynamics inherent in the strategy-
updating process was considered in the game-based vaccination
model in Ref. [13], where the oscillations of vaccine uptake can
emerge under some specific conditions, such as the change of disease
prevalence or a high perceived risk of vaccine. Vardavas et al. [14]
studied the effects of voluntary vaccination on the prevalence of
influenza based on a minority game, and they demonstrated that
severe epidemics could not be prevented unless vaccination
programs offer incentives.

Since complex network provides an ideal and effective tool to
describe the spreading of epidemics among populations, more works
begun to study the voluntary vaccination behaviors within the
network science framework [15–18]. For example, Perisic et al.
studied the interplay of epidemic spreading dynamics and individual
vaccination behavior on social contact networks. Compared to the
homogeneously mixing model, they observed that increasing the
neighborhood size of the contact network can eliminate the disease if
individuals decide whether to vaccinate by accounting for infection
risks from neighbors [19]. Mbah et al. considered the effects of both
imitation behavior and contact heterogeneity on vaccination
coverage and disease dynamics, and they found that the imitation
behavior may impede the eradication of infectious diseases [20]. Fu
et al. developed a network-based model to explore the effects of
individual adaptation behavior and network structure on
vaccination coverage as well as final epidemic size. Their findings
indicate that the network structure can improve vaccination
coverage when cost of vaccination is small; conversely, the
network structure inhibits vaccination coverage when cost of
vaccination is large [12]. Recently, a great deal of study has also
focused on the impacts of various factors on individual vaccination
behavior, such as perception [21], stubborn [22], social influence
[23], different subsidy strategies [16,24,25], strategy conformity
[15,26], anti-social behavior [27], hypergraph structure [28] and
so on.

Given that individuals may have no complete information of the
entire network and are not completely rational, the Fermi function
based rule is often used to characterize the vaccination decision of
individuals, i.e., the probability that individual i adopts individual j’s
strategy is determined by their current payoff differences and the
rationality level of individuals [12,16]. Nevertheless, the Fermi
function based rule only considers the difference of the current
payoffs, without fully considering the strong learning capability of
human beings. In fact, individuals can continuously interact with the
environment and then search for the best policy for themselves.
Reinforcement learning (RL) is an aspect of machine learning where
an agent tries to maximize the total amount of reward it receives

when interacting with a complex, uncertain environment, and it
utilizes a Q-table to record and update the values for each state-
action pair [29]. In practical scenarios, the number of state-action
pairs is not fixed, so the deep reinforcement learning (DRL) was
proposed to solve the problem [30]. As a pioneering work of DRL,
the deep Q-network (DQN) algorithm is a representative method
and has garnered widespread attention in recent years [31,32].

Motivated by the above considerations, in this work, we consider
a mixed updating strategy for vaccination decision of individuals
composed of Fermi function strategy and RL strategy, and then
study the impact of such a mixed strategy on the vaccination
behaviors and epidemic dynamics. Specifically, we divide
individuals in networks into two categories: one group of
individuals update their vaccination decisions based on Fermi
function (referred to as regular agents), while the other group of
individuals update their vaccination decisions based on RL strategy
(referred to as intelligent agents). Since each individual’s local
information is flexible and dynamically changing, such as the
number of neighbors, vaccinated neighbors or infected neighbors,
we utilize DQN algorithm to update the decisions of intelligent
agents. Experiments demonstrate that the RL strategy plays a
double-edged sword role in vaccination behavior as well as
epidemic dynamics. When the vaccination cost is not very high,
a higher proportion of intelligent agents promotes vaccination
coverage, leading to a dramatic reduction in the epidemic.
However, when the vaccination cost is very high, the presence of
intelligent agents can hinder the willingness to vaccinate, leading to
an outbreak of the epidemic.

The rest of this paper is structured as follows. In Sec. 2, the
descriptions of our model are introduced. In Sec. 3, main
experimental results are presented and analyzed. Finally, the
conclusions are summarized in Sec. 4.

2 Proposed model

We study the vaccination dynamics for the prevention of the flu-
like disease, in which individuals in networks must make vaccination
decision before the onset of each epidemic season. Due to the
periodic outbreaks of flu-like diseases and the limited validity of
the vaccines, individuals who receive vaccinations can only gain
immunity to the disease during the current season. In this situation,
we also model the vaccination dynamics as a two-stage iterative
process [12]: the first stage is a public vaccination campaign, in
which individuals determine whether to vaccinate or not based on
the previous season’s conditions. The second stage is the epidemic
season stage, where vaccinated individuals cannot be infected, while
unvaccinated individuals face a certain probability of being infected.
In previous studies, individuals within social networks relied on the
Fermi function to decide whether to vaccinate or not. In this work,
we assume that some individuals update their vaccination decisions
using the DQN method. As illustrated in Figure 1, the overall
architecture of our proposed model can be subdivided into four
steps: the initialization process, the decision-making process, the
epidemic spreading process, and the payoff calculation process,
where the last three steps repeatedly iterate until convergence or
a given number of iterations. It should be noted that, the step 2 and
step 4 correspond to the first stage of the two-stage iterative process,
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i.e., public vaccination campaign, where individuals make decisions
based on the calculated payoffs. The step 3 is the epidemic season
stage of the two-stage iterative process, after this step the payoff of
each node can be calculated. Below, we provide detailed
explanations for each of them.

2.1 Initialization process

In initialization phase, a proportion ρ of the total number of
nodes in the network is randomly selected as the intelligent agents/
nodes (i.e., updating vaccination decision based on DQN), and the
other nodes are the regular agents/nodes (i.e., updating vaccination
decision based on Fermi function). Once the categories of these
nodes are established, they remain unchanged throughout the entire
process. Meanwhile, we randomly select one-third of nodes to be
vaccinated to begin the iterative process. After that, individuals need
to use Fermi function or DQN method to decide whether to
vaccinate or not based on the prior season’s information, such as
the vaccination status, epidemic infection situation, payoffs of
individuals, and so forth.

2.2 Decision-making process

Since we consider a mixed updating strategy composed of the
Fermi function and the DQNmethod, we will respectively introduce
the details of them.

2.2.1 Fermi function based strategy
The regular nodes determine whether to vaccinate or not based

on the Fermi function. In detail, for a regular node i, updates his/her
vaccination decision by randomly choosing one of its immediate
neighbors, say j, compares their costs, and adopts the strategy of j
with the following probability [16]:

πi→j � 1

1 + e−β Pj t( )−Pi t( )( ) (1)

where Pi(t) defined in Eq. 5 represents the payoff of individual i in
the previous season, and β quantifies the uncertainty in the decision-
making process [12]. In this work, we fix β = 10. Node i will adopt
the strategy of neighbor j with a probability πi→j, and it will retain its
own strategy with a probability 1 − πi→j.

2.2.2 DQN based strategy
The intelligent nodes decide whether to vaccinate or not based

on the DQN method. The specific steps are illustrated in Figure 2.
We employ an ϵ − greedy strategy, which means randomly selecting
an action with a probability of ϵ and choosing the action with the
highest Q-value with a probability of 1 − ϵ.

The overall process of predicting the Q-values for actions can be
divided into three steps. In the first step, all intelligent agents are
encoded, and they can be categorized into three types: a) vaccinated
and get immunity; b) unvaccinated and not being infected; c)
unvaccinated and being infected. We encode these three
categories as (1, 0, 1, 0, 0), (0, 1, 0, 0, 1), (0, 1, 0, 1, 0)
respectively. The first two digits of the code represent vaccination

FIGURE 1
Overall architecture of the proposed model.
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status, while the following three digits represent immunity,
infection, and non-infection, respectively. It is important to
emphasize that the encoding method for intelligent agents is not
unique. Similar to Ref. [33], we also define a virtual node to represent
the global information of the network. And the encoding with the
largest number of individuals in three categories (i.e., a, b and c) is
defined as the encoding of the virtual node, meanwhile, the
neighborhood of the virtual node is the entire network.

In the second step, we utilize a Graph Neural Network (GNN) to
generate their embedding representations for the encoded intelligent
agents. The specific process is defined as follows [34]:

h l−1( )
N v( ) � ∑

j∈N v( )
h l−1( )
j (2)

and

h l( )
v � ReLU W1 · h l−1( )

v ,W2 · h l−1( )
N v( )[ ]( ), (3)

where h(l−1)N(v) represents the aggregated features of the neighbors of
node v at the (l − 1) − th convolutional layer, with N(v) being the
neighborhood set of node v. ReLU represents the non-linear
activation function. Eq. 2, 3 represent a single layer of graph
convolution. During the convolution process, the virtual node
aggregates information from its neighbors, its neighbors do not
aggregate information from the virtual node.

In the last step, we need to predict the Q-values for the actions
that intelligent agents may potentially undertake in a given state.
Let [zi, zg] be the state of intelligent node i, where zi and zg

represent the embeddings of node i and the virtual node,
respectively. zi and zg also represent the local information of
node i and global information, respectively. There are two
situations in which node i may take action: taking vaccination
or not. We encode it as A = {a1, a2} = {[1, 0], [0, 1]}. We then input
the state and action into a Multilayer Perceptron (MLP) to
predict the current state of node i and the Q-values of
potential actions, namely,:

y � WT
4 · ReLU WT

3 · zi, zg, aj[ ]( ), (4)

where aj (j = 1 or 2) represents the actions that intelligent node imay
take, and Wi (i = 1, 2, 3, 4) in Eq. 3, 4 are the learnable parameters.
The action with the highest Q-value prediction result among all
possible actions is chosen. The training process and loss function of
DQN are defined in Sub Section 2.5.

2.3 Epidemic spreading process

We use the Susceptibility-Infection-Recovery (SIR) model to
simulate the epidemic spread process, with a transmission rate of λ
and a recovery rate of μ [35]. In the beginning of each epidemic
season, a small proportion of unvaccinated individuals are randomly
selected as initial infection seeds I0. Vaccinated individuals will not
be infected in the upcoming season. The epidemic evolves until there
are no more newly infected individuals.

FIGURE 2
The whole process of Q-network. The encode module is to encode nodes in the network. The graph embedding module is responsible for
representing both local and global information related to nodes through graph embeddings. The Q-values prediction module predicts the Q-values for
an node’s states and actions, allowing the selection of the action with the highest Q-value for the node’s current state.
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2.4 Payoff calculation process

When the epidemic season ends, it is necessary to calculate the
payoffs of individuals in the previous season. Let CV and CI be the
cost of vaccination and infection, respectively. Without loss of
generality, one can set c = CV/CI as the relative cost of
vaccination with 0 < c < 1. Namely, the cost of infection is 1.
Further let Pi(t) be the payoffs of node i in the t − th season,
according to the costs of vaccination and infection, one has

Pi t( ) �
−c, vaccination;
−1, infected;
0, free − rider.

⎧⎪⎨⎪⎩ (5)

2.5 DQN training process and loss function

Next, we will introduce the training process and loss function of
DQN. The overall training process of DQN is depicted in Figure 3.
Intelligent agents can obtain the current season’s state st and the
chosen action at based on the previous season’s infection situation.
Meanwhile, each intelligent agent can obtain its payoff according to
their vaccination decision and whether to be infected or not, i.e., as
defined in Eq. 5, which can be treated as the reward value rt for (st,
at). Similarly, based on the current season’s infection situation, we
can obtain the state st+1 for the next season, and this process
continues iteratively. We define (st, at, rt, st+1) as an experience
and store it in a fixed-size experience pool. We regard the experience
of five seasons as an episode of DQN.

We need to define two identical models: one is the Q-network,
and the other is the Target Q-network. After a fixed number of C
episodes, the parameters of the Q-network are copied to the Target
Q-network. To update the parameters of the Q-network, small
batches of experiences from the experience pool are randomly

selected. We then need to compute the loss for each experience
and then update the parameters of the Q-network through the Back-
Propagation algorithm. The loss function consists of two
components. The first component is the network embedding loss,
which is defined as:

LE � ∑N
i,j

Aij‖zi − zj‖ � 2tr ZTLZ( ), (6)

whereN andAij are the size and the adjacencymatrix of the network,
respectively. zi and Z represent the embedding vector of node i and
the matrix formed by embedding vectors of all nodes, respectively,
and L is the Laplacian matrix. tr(·) denotes the trace of a matrix.

The second part is the Q-value prediction loss. For each
experience, the objective of the Q-value prediction loss is to
minimize the reward error between the predicted and actual
values, which is described as:

LQ � rt + γ ·max
a∈A

Qt st+1, a( ) − Q st, at( )( )2

, (7)

where the predicted reward value Q(st, at) is predicted by the
Q-network based on the state and action, and the current reward
value rt plus γ · maxa∈AQt(st+1, a) from the Target Q-network is
regarded as the actual reward value. γ represents the reward discount
factor, which is used to balance the importance of future and current
rewards. The overall loss for each experience is defined as a
combination of LE and LQ with a balancing parameter α, i.e.,

L � LQ + α · LE. (8)
The specific steps of the above process are outlined in Algorithm

1. The first line represents the initialization process for classifying
individuals into intelligent or regular agents. Lines 3–14 depict how
nodes with different categories decide whether to take vaccination
based on various decision rules. Lines 15–16 simulate the epidemic

FIGURE 3
Training process of DQN.
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season, in which SIR model is used to model the spreading of
epidemic, and line 17 indicates the payoff calculation process.

Input: The intelligent agents proportion ρ, the initial

infection seed I0 = 5, the season number 2000;

Output: The fraction of vaccination/infection/free-

riders;

1: Number N · ρ of nodes are randomly selected as the

intelligent agents, and the rest are the regular

agents;

2: for t = 1 to 2000 do

3: if node is intelligent agents then

4: if t < = 1500 then

5: Decide whether to vaccinate according to

Q-network, and the parameter Θ of Q-network

is updated;

6: else if t > 1500 then

7: Decide whether to vaccinate according to

Target Q-network;

8: end if

9: else if node is regular agents then

10: The decision rule is the Fermi function, as

shown in Eq. (1);

11: end if

12: if t%50 == 0 then

13: The parameter of Target Q-network is updated

as Θ̂ � Θ;
14: end if

15: The unvaccinated individuals are randomly

selected as initial infection seeds I0;

16: epidemic spreads via the SIR model until there are

no new infected individuals;

17: The payoffs of individuals are calculated;

18: end for

19: Calculate the fraction of vaccination/infection/

free-riders based on the Target Q-network.

Algorithm 1 Algorithm for the model.

3 Experiment

In this section, we investigate the impacts of different
proportions of intelligent agents on the vaccination behaviors
and the epidemic dynamics.

3.1 Experimental setup

Our experiments are employed on three types of networks: the
Barabási-Albert (BA) network with m = 3 (number of edges with
which a new node attaches to existing nodes) and N = 2000 [36], the
Erdős-Rényi (ER) random network with average degree 〈k〉 = 6 and
N = 2000 [37], and a real-world Email network [38]. The GNN has
2 embedding layers with a dimensionality of 64 for the embeddings.
As in Ref. [33,39], the reward discount factor γ, the size of the
experience pool, and the ϵ for ϵ − greedy strategy are set as 0.99,
10000, and 0.05, respectively. We conduct a total of 2000 seasons,

with the initial 1500 seasons designated for model training, followed
by the subsequent 500 seasons for testing. Meanwhile, the
Q-network’s parameters are copied to the Target Q-network for
every fixed 50 seasons. In all experiments, without specification, the
balancing parameter is α = 0.01, the recovery rate is μ = 0.25 and the
initial infection seed I0 = 5.

3.2 Experimental results

Figure 4 presents the heatmap results regarding ρ and c on the
BA network, demonstrating their impacts on the fraction of
vaccination (Figures 4A, C) and the fraction of infection (Figures
4B, D). Several observations can be concluded from Figure 4: Firstly,
when the cost of vaccination c is not so high, such as c < 0.6 for λ =
0.10 (Figures 4A, B) and c < 0.8 for λ = 0.18 (Figures 4C, D), the
fraction of vaccination increases with the value of ρ, leading to the
reduction of the infection. In particular, when ρ is close to 1, almost
all nodes take vaccination, giving rise to the complete extinction of
epidemic; Secondly, when the cost of vaccination c is very high, such
as c = 0.9, the opposite phenomenon happens, larger value of ρ
induces lower level of vaccination, yielding higher level of infection.
The result is also universal for different values of λ. Based on the two
observations, one can conclude that the RL based strategy plays a
double-edge sword role in the vaccination behavior and the
epidemic dynamics. Thirdly, by comparing Figure 4A with
Figure 4C, it is found that the fraction of vaccination for the case
of λ = 0.18 is generally higher than that of λ = 0.10 when the values of
ρ and c are not so large. That is to say, higher risk of infection
encourages more individuals to take vaccination.

To validate the universality of our observations, we conduct
experiments on the ER network (Figures 5A–C) and the Email
network (Figure 5D–F) as well. To reflect the double-edge sword
role of RL based strategy more clear, the fraction of vaccination,
infection and free-riders as the function of ρ are shown in Figure 5.
Similar to the results on the BA network, the double-edge sword
role of RL based strategy can be observed in Figure 5. In other
words, the existence of the intelligent agents has a beneficial impact
on suppressing the spreading of epidemic when the cost of
vaccination is not very high, whereas, it has a detrimental effect
otherwise. As we know, taking vaccination is a better choice when
the cost of vaccination is low, however, taking vaccination is
almost unnecessary when the cost of vaccination is also equal
to the cost of infection. Under different situations, intelligent
agents prefer to select so-called “better choice” for themselves,
therefore, the double-edge sword role of RL strategy is explainable.

To further elucidate the findings, we define V(k) as the
vaccination ratio among nodes with degree k, and let PV(k),
PN(k) and PA(k) be the average payoffs of vaccinated nodes,
unvaccinated nodes, and of all nodes with degree k, respectively.
First, the experimental results for λ = 0.18 and c = 0.1 (low
vaccination cost) on the BA network are presented in Figure 6.
When ρ = 0 (i.e., without intelligent agents), Figure 6A indicates that
the vaccination ratioV(k) is proportional to the degree k. The reason
is that the nodes with a higher degree are more susceptible to
infection since they have a greater number of neighbors, thus nodes
with higher degrees exhibit a greater inclination towards choosing
vaccination.When ρ = 0.5, a notable increase in the vaccination ratio
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is observed compared to Figure 6A, especially for nodes with lower
degrees (Figure 6B). Because the majority of nodes in the BA
network are of low degree, it leads to a significant improvement
in the vaccination coverage. When ρ = 1.0, it can be observed that all
nodes have a high probability of vaccination, all exceeding 0.95
(Figure 6C). This results in a high overall vaccination coverage in the
entire network. Figures 6D–F display the average payoffs of nodes
with different degree k in various states. Overall, the average payoffs
of unvaccinated nodes decreases with degree k, it is because nodes
with lower degrees have a lower probability of being infected.
Furthermore, the payoffs of vaccinated nodes significantly
surpass unvaccinated nodes. As a result, individuals are more
willing to get vaccination. This also explains why, in situations
with a relatively low vaccination cost, the introduction of intelligent
agents can encourage more nodes to take vaccination. Figures 6D–F
also demonstrate that the average payoff of all nodes PA(k) increases
with ρ, which indicates that the presence of intelligent agents also
contributes to an overall increase in group benefits when c is
relatively small.

Figure 7 displays the experimental results for λ = 0.18 and c =
0.9 (high cost of vaccination) in the BA network. When ρ = 0

(Figure 7A), the vaccination ratio V(k) still increases with the
degree k, however, owing to the higher cost of vaccination, its
growth trend is slower than that shown in Figure 6A. In addition,
the vaccination ratio V(k) decreases dramatically as ρ increases to
0.5 (Figure 7B) and further to 1.0 (Figure 7B), especially for the
case of ρ = 1, the values of V(k) are almost equal to zero for
different degree k. The observations imply that the presence of
intelligent agents further lower the vaccination proportion when
the vaccination cost is extremely high. The average payoffs of
nodes with different degrees in different states are further
illustrated in Figures 7D–F, they also imply that the average
payoffs of unvaccinated nodes decrease with degree k. However,
differing from the scenario with low vaccination cost, the average
payoff of unvaccinated nodes with lower degrees, such as degree
value is 3 or 4, is higher than that of vaccinated nodes. It is
because the vaccination cost is extremely high (i.e., average
payoff is very low), while the average payoff of unvaccinated
nodes with lower degrees is not very small owing to the lower
infection risk of them. One can also observe that the average
payoff of all nodes PA(k) decreases with the value of ρ. This
indicates that in scenarios with high vaccination cost, the

FIGURE 4
Experimental results on the BA network. (A, B) are heatmaps depicting the fractions of vaccination and infection, respectively, with transmission rate
λ = 0.10. (C, D) are heatmaps depicting the fractions of vaccination and infection, respectively, with transmission rate λ = 0.18.
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FIGURE 5
Experimental results on the ER and Email networks. (A–C) show the results for the ER network with vaccination cost set to c =0.1, 0.5, and 0.9,
respectively. (D–F) display the results for the Email network with vaccination cost set to c= 0.1, 0.5, and 0.9, respectively. The transmission rate is λ= 0.18.

FIGURE 6
Vaccination ratio and payoffs of nodes with different degrees. (A–C) are the vaccination proportion V(k) for ρ=0.0,0.5 and 1.0 respectively. (D–F) are
the average payoffs of nodes in different states for ρ = 0.0, 0.5 and 1.0 respectively. The cost of vaccination is c = 0.1.
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presence of intelligent agents not only reduces the vaccination
coverage but also leads to a decrease in overall group benefits.

Finally, we conduct the sensitivity analysis regarding the
balancing parameter α, and the experimental results are shown in
Figure 8. By varying the values of α from 1 to 1e-4, and one can
observe that different values of α have minor impact on the fraction
of vaccination, no matter c = 0.1 (Figure 8A) or c = 0.9 (Figure 8B).
This indicates that the double-edged sword role of RL based strategy
is robust to the value of α.

4 Conclusion

In this work, considering the strong learning capability of human
beings, we introduced a mixed updating strategy for the vaccination
decision of individuals. Specifically, we categorized individuals in the
social networks into two groups: regular agents make vaccination
decisions based on the Fermi function, primarily considering the
difference in current payoffs, while intelligent agents’ vaccination
decisions are determined by the RL strategy, which relies on local

FIGURE 7
Vaccination ratio and payoffs of nodes with different degrees. (A–C) are the vaccination proportion V(k) for ρ=0.0,0.5 and 1.0 respectively. (D–F) are
the average payoffs of nodes in different states for ρ = 0.0, 0.5 and 1.0 respectively. The cost of vaccination is c = 0.9.

FIGURE 8
Sensitivity analysis of the balancing parameter α on the BA network. (A) is for c =0.1. (B) is for c = 0.9. Here the transmission rate is λ = 0.18.
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and global information. Since individuals’ local information in the
network is flexible and dynamic, we have further integrated the DQN
algorithm into the RL strategy for intelligent agents. By varying the
proportion of intelligent agents in networks, we found that under
appropriate vaccination cost, increasing the proportion of intelligent
agents can lead to a significant improvement of vaccination and an
effective suppression of epidemic, also inducing an increase of the group
benefits. Nevertheless, when the vaccination cost is extremely high, we
observed an inverse relationship between the proportion of intelligent
agents and vaccination coverage, which consequently leads to a decrease
in the group benefits. That is to say, intelligent agents have a double-
edged sword effect on vaccination behaviors and group benefits in
pursuit of maximizing their own utilization. The findings enrich our
understanding on the interplay of the human behavioral responses and
epidemic spreading, and may also provide some insights for
policymakers regarding the protection and control of epidemics.

There are a number of ways our methods can be extended in future
work. For instance, we can consider more decision options for
individuals, the incomplete effectiveness of vaccines, the subsidy of
vaccines, the distinct structures of epidemic transmission and the
vaccination decision updating process, and so on. In addition, we
mainly focus on the repeated season model, namely, the vaccination
decision should be repeatedly made before each epidemic season. In
many situations, the decisions of individuals are often made before or
during one emerging diseases. In this case, we should adjust our model
to characterize the interplay of the vaccination behavior and the
epidemic dynamics for the single season model [40].

Data availability statement

The raw data supporting the conclusion of this article will be
made available by the authors, without undue reservation.

Author contributions

J-QK: Validation, Writing–original draft, Writing–review and
editing. FZ: Validation, Writing–original draft, Writing–review and
editing. H-FZ: Conceptualization, Supervision, Writing–original
draft, Writing–review and editing.

Funding

The author(s) declare financial support was received for the
research, authorship, and/or publication of this article. This work
is supported by the National Natural Science Foundation of
China (61973001) and the Key Project of Natural Science
Research of Education Department of Anhui Province
(KJ2021A0896).

Conflict of interest

The authors declare that the research was conducted in the
absence of any commercial or financial relationships that could be
construed as a potential conflict of interest.

Publisher’s note

All claims expressed in this article are solely those of the
authors and do not necessarily represent those of their affiliated
organizations, or those of the publisher, the editors and the
reviewers. Any product that may be evaluated in this article,
or claim that may be made by its manufacturer, is not guaranteed
or endorsed by the publisher.

References

1. Stöhr K, Esveld M. Will vaccines be available for the next influenza pandemic?
Science (2004) 306:2195–6. doi:10.1126/science.1108165

2. Wang Z, Bauch CT, Bhattacharyya S, d’Onofrio A, Manfredi P, Perc M, et al.
Statistical physics of vaccination. Phys Rep (2016) 664:1–113. doi:10.1016/j.physrep.
2016.10.006

3. Yin Q, Wang Z, Xia C, Bauch CT. Impact of co-evolution of negative vaccine-
related information, vaccination behavior and epidemic spreading in multilayer
networks. Commun Nonlinear Sci Numer Simulation (2022) 109:106312. doi:10.
1016/j.cnsns.2022.106312

4. Wang W, Liu Q-H, Liang J, Hu Y, Zhou T. Coevolution spreading in complex
networks. Phys Rep (2019) 820:1–51. doi:10.1016/j.physrep.2019.07.001

5. Kabir KA, Kuga K, Tanimoto J. The impact of information spreading on epidemic
vaccination game dynamics in a heterogeneous complex network-a theoretical approach.
Chaos, Solitons & Fractals (2020) 132:109548. doi:10.1016/j.chaos.2019.109548

6. Wu B, Fu F, Wang L. Imperfect vaccine aggravates the long-standing dilemma of
voluntary vaccination. PLoS One (2011) 6:e20577. doi:10.1371/journal.pone.0020577

7. Chen X, Fu F. Imperfect vaccine and hysteresis. Proc R Soc B (2019) 286:20182406.
doi:10.1098/rspb.2018.2406

8. Chang SL, Piraveenan M, Pattison P, Prokopenko M. Game theoretic modelling of
infectious disease dynamics and intervention methods: a review. J Biol Dyn (2020) 14:
57–89. doi:10.1080/17513758.2020.1720322

9. Bauch CT, Galvani AP, Earn DJ. Group interest versus self-interest in smallpox
vaccination policy. Proc Natl Acad Sci (2003) 100:10564–7. doi:10.1073/pnas.
1731324100

10. Bauch CT, Earn DJ. Vaccination and the theory of games. Proc Natl Acad Sci
(2004) 101:13391–4. doi:10.1073/pnas.0403823101

11. Ndeffo Mbah ML, Liu J, Bauch CT, Tekel YI, Medlock J, Meyers LA, et al. The
impact of imitation on vaccination behavior in social contact networks. PLoS Comput
Biol (2012) 8:e1002469. doi:10.1371/journal.pcbi.1002469

12. Fu F, Rosenbloom DI, Wang L, Nowak MA. Imitation dynamics of vaccination
behaviour on social networks. Proc R Soc B: Biol Sci (2011) 278:42–9. doi:10.1098/rspb.
2010.1107

13. Bauch CT. Imitation dynamics predict vaccinating behaviour. Proc R Soc B: Biol
Sci (2005) 272:1669–75. doi:10.1098/rspb.2005.3153

14. Vardavas R, Breban R, Blower S. Can influenza epidemics be prevented by
voluntary vaccination? PLoS Comput Biol (2007) 3:e85. doi:10.1371/journal.pcbi.
0030085

15. Wang X, Jia D, Gao S, Xia C, Li X, Wang Z. Vaccination behavior by coupling the
epidemic spreading with the human decision under the game theory. Appl Math
Comput (2020) 380:125232. doi:10.1016/j.amc.2020.125232

16. Zhang H-F, Shu P-P, Wang Z, Tang M, Small M. Preferential imitation can
invalidate targeted subsidy policies on seasonal-influenza diseases. Appl Math Comput
(2017) 294:332–42. doi:10.1016/j.amc.2016.08.057

17. Han D, Sun M. An evolutionary vaccination game in the modified activity driven
network by considering the closeness. Physica A: Stat Mech its Appl (2016) 443:49–57.
doi:10.1016/j.physa.2015.09.073

18. Han D, Wang X. Vaccination strategies and virulent mutation spread: a game
theory study. Chaos, Solitons & Fractals (2023) 176:114106. doi:10.1016/j.chaos.2023.
114106

19. Perisic A, Bauch CT. Social contact networks and disease eradicability under
voluntary vaccination. PLoS Comput Biol (2009) 5:e1000280. doi:10.1371/journal.pcbi.
1000280

Frontiers in Physics frontiersin.org10

Kan et al. 10.3389/fphy.2023.1320255

57

https://doi.org/10.1126/science.1108165
https://doi.org/10.1016/j.physrep.2016.10.006
https://doi.org/10.1016/j.physrep.2016.10.006
https://doi.org/10.1016/j.cnsns.2022.106312
https://doi.org/10.1016/j.cnsns.2022.106312
https://doi.org/10.1016/j.physrep.2019.07.001
https://doi.org/10.1016/j.chaos.2019.109548
https://doi.org/10.1371/journal.pone.0020577
https://doi.org/10.1098/rspb.2018.2406
https://doi.org/10.1080/17513758.2020.1720322
https://doi.org/10.1073/pnas.1731324100
https://doi.org/10.1073/pnas.1731324100
https://doi.org/10.1073/pnas.0403823101
https://doi.org/10.1371/journal.pcbi.1002469
https://doi.org/10.1098/rspb.2010.1107
https://doi.org/10.1098/rspb.2010.1107
https://doi.org/10.1098/rspb.2005.3153
https://doi.org/10.1371/journal.pcbi.0030085
https://doi.org/10.1371/journal.pcbi.0030085
https://doi.org/10.1016/j.amc.2020.125232
https://doi.org/10.1016/j.amc.2016.08.057
https://doi.org/10.1016/j.physa.2015.09.073
https://doi.org/10.1016/j.chaos.2023.114106
https://doi.org/10.1016/j.chaos.2023.114106
https://doi.org/10.1371/journal.pcbi.1000280
https://doi.org/10.1371/journal.pcbi.1000280
https://www.frontiersin.org/journals/physics
https://www.frontiersin.org
https://doi.org/10.3389/fphy.2023.1320255


20. MbahMLN, Liu J, Bauch CT, Tekel YI, Medlock J, Meyers LA, et al. The impact of
imitation on vaccination behavior in social contact networks. PLoS Comput Biol (2012)
8:e1002469. doi:10.1371/journal.pcbi.1002469

21. Feng X, Wu B, Wang L. Voluntary vaccination dilemma with evolving
psychological perceptions. J Theor Biol (2018) 439:65–75. doi:10.1016/j.jtbi.2017.11.011

22. Fukuda E, Tanimoto J. Effects of stubborn decision-makers on vaccination and
disease propagation in social networks. Int J Automation Logistics (2016) 2:78–92.
doi:10.1504/ijal.2016.074909

23. Xia S, Liu J. A computational approach to characterizing the impact of social
influence on individuals’ vaccination decision making. PLoS One (2013) 8:e60373.
doi:10.1371/journal.pone.0060373

24. Zhang H-F, Wu Z-X, Xu X-K, Small M, Wang L, Wang B-H. Impacts of subsidy
policies on vaccination decisions in contact networks. Phys Rev E (2013) 88:012813.
doi:10.1103/physreve.88.012813

25. Wang J, Zhang H, Jin X, Ma L, Chen Y, Wang C, et al. Subsidy policy with
punishment mechanism can promote voluntary vaccination behaviors in structured
populations. Chaos, Solitons & Fractals (2023) 174:113863. doi:10.1016/j.chaos.2023.
113863

26. An T, Wang J, Zhou B, Jin X, Zhao J, Cui G. Impact of strategy conformity on
vaccination behaviors. Front Phys (2022) 10:972457. doi:10.3389/fphy.2022.972457

27. Utsumi S, Arefin MR, Tatsukawa Y, Tanimoto J. How and to what extent does
the anti-social behavior of violating self-quarantine measures increase the spread
of disease? Chaos, Solitons & Fractals (2022) 159:112178. doi:10.1016/j.chaos.2022.
112178

28. Nie Y, Su S, Lin T, Liu Y, Wang W. Voluntary vaccination on hypergraph.
Commun Nonlinear Sci Numer Simulation (2023) 127:107594. doi:10.1016/j.cnsns.
2023.107594

29. Kaelbling LP, Littman ML, Moore AW. Reinforcement learning: a survey. J Artif
Intelligence Res (1996) 4:237–85. doi:10.1613/jair.301

30. Arulkumaran K, Deisenroth MP, Brundage M, Bharath AA. Deep reinforcement
learning: a brief survey. IEEE Signal Process. Mag (2017) 34:26–38. doi:10.1109/msp.
2017.2743240

31. Mnih V, Kavukcuoglu K, Silver D, Rusu AA, Veness J, Bellemare MG, et al.
Human-level control through deep reinforcement learning. Nature (2015) 518:529–33.
doi:10.1038/nature14236

32. Hafiz A (2022). A survey of deep q-networks used for reinforcement learning: state
of the art. Intell Commun Tech Virtual Mobile Networks: Proc ICICV 2022, 393–402.

33. Fan C, Zeng L, Sun Y, Liu Y-Y. Finding key players in complex networks through
deep reinforcement learning. Nat Machine Intelligence (2020) 2:317–24. doi:10.1038/
s42256-020-0177-2

34. Wu Z, Pan S, Chen F, Long G, Zhang C, Philip SY. A comprehensive survey on
graph neural networks. IEEE Trans Neural Networks Learn Syst (2020) 32:4–24. doi:10.
1109/tnnls.2020.2978386

35. Pastor-Satorras R, Castellano C, Van Mieghem P, Vespignani A. Epidemic
processes in complex networks. Rev Mod Phys (2015) 87:925–79. doi:10.1103/
revmodphys.87.925

36. Barabási A-L, Albert R. Emergence of scaling in random networks. Science (1999)
286:509–12. doi:10.1126/science.286.5439.509

37. Erdös P, Rényi A. On the evolution of random graphs. Publ Math Inst Hung Acad
Sci (1960) 5:43.

38. Rossi RA, Ahmed NK (2015). The network data repository with interactive graph
analytics and visualization, West Lafayette: Purdue University

39. Yan D, Xie W, Zhang Y, He Q, Yang Y. Hypernetwork dismantling via deep
reinforcement learning. IEEE Trans Netw Sci Eng (2022) 9:3302–15. doi:10.1109/tnse.
2022.3174163

40. Tanimoto J. Sociophysics approach to epidemics, 23. Berlin, Germany: Springer
(2021).

Frontiers in Physics frontiersin.org11

Kan et al. 10.3389/fphy.2023.1320255

58

https://doi.org/10.1371/journal.pcbi.1002469
https://doi.org/10.1016/j.jtbi.2017.11.011
https://doi.org/10.1504/ijal.2016.074909
https://doi.org/10.1371/journal.pone.0060373
https://doi.org/10.1103/physreve.88.012813
https://doi.org/10.1016/j.chaos.2023.113863
https://doi.org/10.1016/j.chaos.2023.113863
https://doi.org/10.3389/fphy.2022.972457
https://doi.org/10.1016/j.chaos.2022.112178
https://doi.org/10.1016/j.chaos.2022.112178
https://doi.org/10.1016/j.cnsns.2023.107594
https://doi.org/10.1016/j.cnsns.2023.107594
https://doi.org/10.1613/jair.301
https://doi.org/10.1109/msp.2017.2743240
https://doi.org/10.1109/msp.2017.2743240
https://doi.org/10.1038/nature14236
https://doi.org/10.1038/s42256-020-0177-2
https://doi.org/10.1038/s42256-020-0177-2
https://doi.org/10.1109/tnnls.2020.2978386
https://doi.org/10.1109/tnnls.2020.2978386
https://doi.org/10.1103/revmodphys.87.925
https://doi.org/10.1103/revmodphys.87.925
https://doi.org/10.1126/science.286.5439.509
https://doi.org/10.1109/tnse.2022.3174163
https://doi.org/10.1109/tnse.2022.3174163
https://www.frontiersin.org/journals/physics
https://www.frontiersin.org
https://doi.org/10.3389/fphy.2023.1320255


Frontiers in Medicine 01 frontiersin.org

Transforming medical equipment 
management in digital public 
health: a decision-making model 
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Introduction: In the rapidly evolving field of digital public health, effective management 
of medical equipment is critical to maintaining high standards of healthcare service 
levels and operational efficiency. However, current decisions to replace large medical 
equipment are often based on subjective judgments rather than objective analyses and 
lack a standardized approach. This study proposes a multi-criteria decision-making 
model that aims to simplify and enhance the medical equipment replacement process.

Methods: The researchers developed a multi-criteria decision-making model 
specifically for the replacement of medical equipment. The model establishes a 
system of indicators for prioritizing and evaluating the replacement of large medical 
equipment, utilizing game theory to assign appropriate weights, which uniquely 
combines the weights of the COWA and PCA method. In addition, which uses the 
GRA method in combination with the TOPSIS method for a more comprehensive 
decision-making model.

Results: The study validates the model by using the MRI equipment of a tertiary hospital 
as an example. The results of the study show that the model is effective in prioritizing 
the most optimal updates to the equipment. Significantly, the model shown a higher 
level of differentiation compared to the GRA and TOPSIS methods alone.

Discussion: The present study shows that the multi-criteria decision-making model 
presented provides a powerful and accurate tool for optimizing decisions related to 
the replacement of large medical equipment. By solving the key challenges in this 
area as well as giving a solid basis for decision making, the model makes significant 
progress toward the field of management of medical equipment.

KEYWORDS

medical equipment, decision-making, MCDM, game theory, hospital management

1 Introduction

Large medical equipment is an essential material foundation for maintaining the normal 
operation of hospitals and improving their competitiveness (1, 2). With the iterative development 
of medical technology, hospitals should match the acquisition of medical equipment to the 
actual needs. In one survey, it was shown that nearly 60% of the total cost of a hospital project 
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involves hospital equipment (3). The Malaysian government invested 
about MYR27 million in healthcare facilities in 2018 by implementing 
a program of new and upgraded medical equipment purchases (4). 
According to the Chinese government, the total value of medical 
equipment in all hospitals rose from RMB320 billion to RMB629 
billion from 2010 to 2015, thus medical equipment occupies an 
important investment in public hospitals (5).

In practice, however, some hospitals blindly pursue the advancement 
of equipment, leading to unbalanced resource allocation and waste of 
resources. The phenomenon of under-utilization and over-utilization of 
equipment occurs repeatedly, adding an invisible burden to patients, 
reducing the operational efficiency of hospitals, and neglecting the actual 
needs of hospital work use (6, 7). Hospital management decision makers 
are faced with the challenge of replacing medical equipment in an orderly 
manner, especially when it comes to old equipment, and need to prioritise 
the replacement of various medical equipment through assessment and 
quantitative tools for effective allocation of state funds and the healthy 
development of clinical departments in hospitals (8). Too little or too slow 
replacement of equipment can easily lead to stagnation in the development 
of the department, hindering the healthy development of the hospital and 
affecting the patient’s experience.

Multiple Criteria Decision Making (MCDM) is a decision analysis 
method used to assist decision-makers in evaluating and selecting the 
best decision alternative among multiple decision criteria or standards 
(9). Evaluating major medical equipment replacement priorities is 
closely related to problem-solving using multicriteria decision-making 
(10). Due to the particular ambiguity and difficulty in defining 
indicators in solving multicriteria problems, MCDM calculates an 
overall score based on the weight of each criterion by quantifying the 
ranked quantitative criteria and provides effective decision-making on 
a more accurate basis (11). Common methods available include 
hierarchical analysis (AHP) (12), network analysis (ANP) (13), ideal 
solution similarity preference ranking (TOPSIS) (14), and data 
envelopment analysis (DEA). Presently, domestic and foreign scholars 
have thoroughly researched medical equipment replacement decisions. 
Mazloum Vajari S et al. (15) a proposed decision system that uses a 
hybrid SWOT-ANP-WASPAS approach provides solutions for medical 
equipment replacement programs. Ben Houria et al. (16) developed a 
multicriteria decision model based on AHP, TOPSIS and MILP 
methods to select the best maintenance strategy for the equipment by 
quantitatively ranking the different maintenance strategies of the 

equipment according to their importance. Mora-García T et al. (17) 
using an assessment tool based on multicriteria decision analysis, 12 
indicators were defined for technical and economic aspects, resulting 
in the Medical Equipment Replacement Priority Indicator (MERUPI), 
which provides supporting criteria for deciding which medical 
equipment should be replaced and for the purchase plan. Faisal M et al. 
(18) proposed an analytical hierarchy processes -group decision-
making (AHP-GDM) model, which includes 11 quantitative and 
qualitative indicators as primary and secondary criteria to prioritize 
medical equipment replacement priorities.

The focus of this paper is to develop a comprehensive MCDM 
model to test the feasibility and superiority of the improved 
COWA-PCA and GRA-TOPSIS methods in evaluating the 
replacement priorities of large medical equipment based on the 
example of four MRI devices.

2 Constructing the evaluation 
indicator system

This article follows the principles of systematicity, operability, 
independence and measurability (19), and combines the demand 
characteristics of the hospital and the technical characteristics of the 
equipment to construct an evaluation system for the replacement 
priority of large medical equipment, so as to assists hospitals and 
related departments in managing and replacing medical equipment 
more effectively (20, 21), ensuring that the equipment is operated 
efficiently, and to reduce the operating costs.

First, relevant data involving the renewal of large medical equipment 
were studied, and the indicators related to the equipment were initially 
screened. Subsequently, experts engaged in medical equipment 
management and hospital management were consulted using the Delphi 
method (22, 23), and the initially selected evaluation indicators were 
refined and perfected from the 20 indicator datasets based on the 
criteria of high sensitivity and collectability of the indicators. Finally, the 
evaluation index system was constructed from four aspects, namely, 
operation guarantee, social benefits, technical indicators (24) and 
economic benefits, in order to comprehensively evaluate the 
performance, efficiency and effectiveness of the equipment in actual 
operation, and to provide a more comprehensive and objective basis for 
the decision-making of equipment renewal, as shown in Table 1.

TABLE 1 Large medical equipment renewal priority evaluation indicator system.

First-level indicator Second-level indicator Meaning of indicator Property

Operational security(X1)

Work Saturation(X11) actual working load of the equipment +

Equipment Usage(X12) actual working condition of the equipment +

Work Intensity(X13) work density during the rated working time +

Social benefits(X2)
Average Patient Waiting Time (X21) patient satisfaction with the examination +

Average Patient Interval Length (X22) efficiency of the equipment examination +

Technical specifications(X3)
Life Index(X31) current condition and performance of the equipment +

Failure Frequency(X32) reliability of the equipment in actual operation +

Economic benefits(X4)
Cost–benefit Ratio(X41) ratio of revenue generated to operating costs −

Payback Period(X42) payback time of the equipment investment −
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2.1 Operational security (X1)

Operational assurance indicators reflect the stability and reliability 
of the equipment during actual use. These indicators allow us to 
understand how the equipment operates and whether it can meet the 
existing workload and demands.

 1) Operating saturation (X11): higher operating saturation may 
lead To overworking of the equipment, thus affecting its 
stability and reliability.

 
X

Zi
b

11
2

=
+( )×∑ττ
ηη

  
(1)

Where τ refers to the average inspection time per patient, Z refers 
to the total number of inspections andηb the equipment’s powered-on 
runtime, and 2 refers to the preparation time set aside.

 2) Equipment utilization (X12): a low equipment utilization rate 
may mean that equipment is sitting idle for a more extended 
period and resources are not being fully utilized.

 
X w

b
12 =

ηη
ηη

  
(2)

Whereηw refers to the total working time of the equipment, from 
the start of the first patient’s inspection to the end of the last 
patient’s inspection.

 3) Work intensity (X13): higher work intensities can lead to 
excessive wear and tear and equipment breakdowns

 
X

Zi
r

13
2

=
+( )×∑ττ
ηη   

(3)

Where ηr refers to the rated working time, generally 8 h daily.

2.2 Social benefits (X2)

The social effectiveness indicators focus on patient satisfaction 
and quality of care. Understanding how well the equipment performs 
in meeting the needs of patients helps to evaluate the impact of the 
equipment on the overall reputation of the hospital and patient 
satisfaction. Societal benefits are important for decisions on 
equipment replacement.

 1) Average patient waiting time (X21): longer waiting times may 
affect patient satisfaction and, thus, the impact of equipment 
on patient service quality.

 
X

Z
bi ci

i
21 =

∑ −( )
∑ ′
ττ ττ

  
(4)

Where τbi  refers to the patient’s examination start time, τci refers 
to the patient’s examination end time, Zi′ and refers to 
appointment times.

 2) Average patient interval length (X22): longer examination 
intervals may mean that the equipment is insufficiently used, 
possibly due to poor appointment scheduling or operational 
delays resulting in longer waiting times for patients, which 
helps to understand the efficiency of the equipment.

 
X bi e i22 1= ∑ −( )−( )ττ ττ

  
(5)

Whereτe i−( )1  refers to the previous patient’s end time.

2.3 Technical specifications (X3)

Technical indicators focus on the technical performance and 
status of the equipment and can directly reflect the technical 
advancement and reliability. Technical indicators help to 
understand whether the equipment is at or near its expected 
service life and the failure rate of the equipment in 
actual operation.

 1) Life index (X3): equipment has a reference useful life of 6 years, 
and a higher life index means that the equipment is close to or 
Has reached its estimated useful life, which can help in 
planning for replacement or upgrading of the equipment and 
affect the efficiency of the equipment

 
X a

p
31 =

ψψ
ψψ

  
(6)

Where ψ a  refers to the current age of equipment, ψ prefers to 
the Estimated valid lifetimes of equipment, generally taken to 
6 years.

 2) Failure frequency (X32): a high number of failures may mean 
that the performance of the equipment decreases and helps to 
understand the stability and reliability of the equipment.

 X b32 = ∑φ   (7)

Where φb refers to several breakdown times.

2.4 Economic benefits (X4)

The economic efficiency indicator looks at the equipment’s cost-
effectiveness and investment recovery. It reflects the value of the 
equipment on an economic level and helps to determine whether 
the economic performance of the equipment is in line 
with expectations.

 1) Cost–benefit ratio (X41): reflects the revenue generated To 
operating costs. A lower cost–benefit ratio may mean The 
equipment Is more expensive, reducing economic efficiency.

 
X R

C
t

t
41 =

  
(8)

Where Rt  refers to total equipment inspection revenueCt  and 
equipment running costs, including staffing, maintenance, 
servicing, etc.

 2) Payback period (X42): reflects the payback time of the 
equipment investment. A more extended payback period may 
mean a lower rate of return on the equipment and the need to 
delay the replacement of the equipment, helping to understand 
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the economic value of the equipment and the benefits of 
the investment.

 
X C

R C
v

t t
42 =

−   
(9)

Where Cv refers to the price when the equipment was purchased.

3 Materials and methods

3.1 Research framework

The research framework of this article is shown in Figure 1. In 
Part 1, the evaluation indicator system for prioritizing the replacement 
of large medical equipment is constructed by looking up the literature 
as well as consulting with experts (see Table 2).

In Part 2, COWA, PCA, and game theory methods (25) are 
combined to determine the weights of the indicators. The COWA 
method is mainly used to assign weights to different expert opinions 
to determine the key factors affecting the decision of equipment 
replacement. The PCA is used to calculate the objective weights of the 
indicators, and the raw indicators are transformed into principal 

components. The weights are determined based on the contribution 
of each principal component to the variance, thus reducing subjective 
bias. Game theory is used to promote balance and co-operation 
between multiple stakeholders to develop an optimal weight 
allocation strategy.

In Part 3, the GRA-TOPSIS method was used to prioritise 
equipment replacement. The relative correlation between equipment 
is determined by gray relational analysis (GRA) and the distance of 
each piece of equipment relative to the ideal solution is calculated 
using the TOPSIS method to prioritise the replacement decision. By 
integrating these methods, a combination of expert opinion, reducing 
information loss and analysing weighting relationships was achieved 
and the validity of the method was tested by comparing multiple 
methods and the Kendall method, ultimately providing excellent 
guidance for the decision-making process surrounding the 
replacement of large medical equipment.

3.2 Combined weighted averaging(COWA)

Text for this sub-section. C-OWA (26) is a method for 
determining experts’ weights. Based on the concept of Combined 
Ordered Weighted Average (OWA) and Compatibility Ranking (CO), 

FIGURE 1

Flow chart.
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the COWA operator first calculates the ranking compatibility of each 
expert on different evaluation indicators and then assigns weights to 
each expert based on the compatibility score. The method fully uses 
the experts’ experience, eliminates the negative effects of individual 
extremes, improves the scientific nature of the indicator assignment 
and avoids the extremes of the experts’ perceptions (27).

Step 1: by inviting n experts in the field of medical equipment to 
rate the importance of the indicators at each level (0 to 10 scale), the 
initial scoring data of the experts from the data set 
a a a aj n1 2, , , , , ( )  the scoring data in the data set are sorted 

from 0 to the smallest, and the result is b b b bn0 1 2 1≥ ≥ ≥ ≥ − .
Step  2: using the combination number b0 to determine the 

weights of the data, the weighting vector is applied to the decision data 
to obtain the absolute weights of the indicators ωωi :

θθj 1 n 1
j

k 0
n 1

n 1
k

n 1
j

n 1
C

C

C
2

j 0 1 2 n 1+
−

=
−

−

−
−= = = −

∑
, , , , ,  (10)

 

ωωi
j

n
j j¸ b i m= =

=

−

+∑
0

1
1 1 2, , , ,

  
(11)

Where Cn
j
−1 is the combinatorial formula that calculates the 

number of methods to select j  data from n −1 data, 2n 1−  represents 
all possible combinations when selecting any quantity of data out of 
n −1, ̧ j 1+  offers a normalized weight for each j .

Step 3: Calculate the relative weights of the indicatorsωi, which 
achieved by normalizing the absolute weights Éi  such that their 
aggregate is equal to 1.

 

ωω
ωω

i
i

i
m

iw
i m= =

=∑ 1

1 2, , , ,

 

(12)

Where 
i

m
iw

=
∑

1
 represents the summation of all absolute weights for 

all m indicators. This normalization ensures that the relative weights 
are proportional to the absolute weights, and their collective sum is 1, 
rendering them appropriate for scenarios where the relative 
significance between indicators is paramount.

3.3 Principal component analysis (PCA)

Principal Component Analysis (PCA) (28) is a method of 
multivariate statistical analysis in which multiple factors in an 
evaluation system are described by a few unrelated important 
variables, using linear equations to summarize and integrate all the 
factors so that they are used to reflect the variance at the higher level 
(29). All linear combinations are a type of principal component, and 
the information reflected in the selected composite factors is 
interpreted to make the overall evaluation model more balanced.

Step  1: The evaluation indicators are normalized to obtain a 
judgment matrixΥij

 
ϒϒ ij

ij
, , , ; , , ,=

−
−

= =( )x x
x x

i n j mmin

max min

, 1 2 1 2 

  
(13)

Where xmaxand xmin are the highest and lowest values within a 
given unit.

Step 2: Calculate the correlation coefficient between the variables 
using the standardized data and calculate the correlation 
coefficient matrix R rij m n= ( ) ×

 
r

y y

n
i n j mk

n
ki kj

ij , , , ; , , ,=
−

= =( )=∑ 1
1

1 2 1 2,  

  
(14)

Step 3: Calculate the eigenvalues and eigenvectors to solve for the 
eigenvalues and eigenvectors of the correlation coefficient matrix. The 
characteristic equation for the correlation moment R E− =λ 0
calculates the eigenvalues λ λ λ1 2, ,L n, and the non-zero 
solution R E X− =λ 0 is the eigenvector ∝ ∝ ∝1 2, ,L n.

Step  4: Calculate the variance contribution and cumulative 
variance contribution of each principal component:

 

a bj
j

j
n

j
p

k
p

k

k
m

k
= =

=

=

=∑
∑
∑

λλ

λλ

λλ

λλ1

1

1

,

  

(15)

TABLE 2 Results of principal component analysis weights.

Indicator Components 1 Component 2 Component 3 Component 4 Score Weights

Characteristic 
roots

4.013 1.652 1.186 0.924

Explanation of 
variance

44.59% 18.36% 13.18% 10.27%

X11 0.443 0.158 0.297 0.218 0.333 0.124

X12 0.402 0.246 0.325 0.321 0.347 0.129

X13 0.392 0.195 0.123 0.335 0.302 0.113

X21 0.226 0.576 0.062 0.057 0.255 0.095

X22 0.358 0.151 0.229 0.348 0.293 0.109

X31 0.388 0.151 0.367 0.397 0.335 0.125

X32 0.097 0.612 0.336 0.046 0.237 0.088

X41 0.381 0.099 0.432 0.328 0.322 0.120

X42 0.065 0.339 0.549 0.588 0.259 0.096
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Where a jis the variance contribution, bp is the cumulative 
variance contribution，p is the number of principal components.

Step 5: Calculate the composite score:

 
Z a P

j

p

j j=
=
∑

1   
(16)

Where P is the main component.

3.4 Game theoretical portfolio weights

In order to improve the objectivity, science and accuracy of 
the indicator assignment, game theory is introduced into the 
indicator weights (30). The game principle means that each 
player in the game decides which action to take, according to 
their interests and taking into account the possible impact of 
their decision-making behavior on the behavior of others, by 
considering the equilibrium between the mutually influencing 
behaviors, to achieve the goal of optimization of the subject’s 
objectives in a state of compromise between the factors (31). 
Therefore, game theory is introduced to consider the COWA and 
the PCA methods as two sides of the game, seeking the optimal 
combination of weights that will bring both sides to equilibrium. 
At this balance level, the sum of the deviations between the 
optimal combination weights and the two is minimized.

Step  1: Using L methods to determine the weights of the n 
indicators, the set of indicator weights is expressed as 
W W W Wk k k kn= ( )

1 2
, , ,  where k L=1 2, , ,  then the weight L  vectors  

Wk combination weights w are

 
W W k L

k

L
k k= =

=
∑
1

1 2λλ , , , ,

 
(17)

Where λk  is the linear combination factor.
Step 2: Minimize the divergence ∆ = −( )W Wk between W  and 

Wk , and according to game theory principles, the corresponding 
optimization model is

 
min , , , ,

k

L
k k

T
kW W k L

=
∑ − =
1 2

1 2λλ 

  
(18)

Step  3: Uses two weighting methods, taking the value L = 2. 
According to the principle of differentiation, the set of linear equations for 
the optimal first-order derivative condition is obtained by substituting Eq:
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(19)

Step  4: The combination coefficients λ1 and λ2 are obtained 
according to Eq. and normalized to λk

∗, which in turn gives the game 
combination weights W ∗:

 
W W WT T∗ = +λλ λλ1 1 2 2   (20)

3.5 Gray relational analysis and technique 
for order of preference by similarity to 
ideal solution (GRA-TOPSIS)

Text for this sub-section, the TOPSIS method (32) is suitable 
for applying large multi-factor systems, which avoids the 
subjectivity of data and describes the overall evaluation of multiple 
factors. GRA (33) can be used to judge an indicator’s merits by the 
degree of similarity in geometric shape trends between factors. 
Each of the above two methods has its advantages (34). The 
combination of the weighted TOPSIS and GRA to construct a 
medical equipment replacement priority model makes the 
conclusions of the model calculation more consistent with practice 
and scientific.

Step  1: Construct a weighted normalized decision matrix S , 
calculate the Euclidean distance to the positive and negative ideal 
solutions for each evaluation object d di i

+ −, :

 S s w zij m n j ij m n= ( ) = ×( )× × ′  (21)
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d s s i m j n

 
(22)

Where s s s sj j ij j j ij
+ −= =max min; .

Step  2: Calculate the matrix of gray correlation coefficients 
between each solution and the positive and negative ideal solutions:

 
H h H hij m n

ij
m n

+ +
×

− −
×′ ′

= { } = { },
  

(23)
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(25)

Where ρ  is the resolution factor and ρ ∈( )0 1,  is 
taken from ρ = 0 5. .

Step  3: Calculate the gray correlation coefficients of each 
evaluation object and the positive and negative ideal solutions l li i

+ −, , 
and dimensionless process the Euclidean distance d di i

+ −,  and the 
correlation l li i

+ −, :
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Step 4: Combine the Euclidean distance D Di i
+ −,  and the gray 

correlation coefficient L Li i
+ −,  and calculate the replacement decision 

factor ξi :

 
T D L T D Li i i i i i
+ − + − + −= + = +αα αα αα αα1 2 1 2,

  (29)
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+
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ii

T
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(30)

Whereα α1 2,  reflects the decision maker’s preference for location 
and shape, andα α α α1 2 1 21 0 1+ = ∈[ ], , , . α α1 2,  values are empirically 
taken as 0.5  in general. The more significant the corresponding 
replacement decision factor ξi , the better the object; the smaller the 
corresponding replacement decision factor ξi , the worse the object.

4 Results

4.1 Case presentation and data sources

Text for this sub-section. Four magnetic resonance imaging (MRI) 
machines in the hospital are used alternately with old and new 
equipment. The equipment types are Signa HDx, MR750, MR750W 
and Prisma, located in different parts of the hospital.

In order to fully access the evaluation indicators for equipment 
replacement, multiple data sources are used to ensure the accuracy and 
completeness of the required information. Firstly, data collectors were 
installed on the large equipment to collect critical data such as hours of 
operation, start-up time and workload in real-time. These data collectors 
use advanced image recognition technology to accurately monitor the on/
off status of the equipment. At the same time, the data collectors read 
information from the equipment’s examination interface through a 
frequency divider and use image recognition technology to identify 
essential information such as patient numbers and examination 
sequences, enabling accurate calculation of the equipment’s total working 
examination time.

In order to obtain more effective data, the real IoT collection data is 
matched with other information systems in the hospital as well as data 
integration. By interfacing with PACS, HIS, RIS, reservation system, ERP 
and other related systems, data acquisition of data fields required by 
indicators is achieved, to obtain metric fields such as patient appointment 

days, average interval length, and revenue. Through in-depth analysis of 
patient payments and examination moments in these systems, key 
indicators such as patient appointment days, average interval length, and 
revenue were obtained. This process uses rigorous data cleaning and 
validation methods to ensure the reliability and accuracy of the data. In 
addition, a close working relationship is maintained with the equipment 
manufacturers to obtain data on failures data. Equipment manufacturers 
regularly provide information on equipment failure fills, which is carefully 
verified and collated to provide a reliable data source for assessing 
equipment failure count indicators.

In summary, the multiple data sources and rigorous data 
processing methods ensure that the indicator data used in assessing 
equipment replacement decisions are accurate and comprehensive. 
This provides a solid study database and helps make more scientific 
and rational equipment replacement decisions.

4.2 Correlation analysis

Text for this sub-section. Pearsons’ method in SPSS is used to 
calculate correlations between indicators. It can reveal the strength and 
direction of linear relationships between variables, which indicators have 
strong positive or negative correlations with each other (35), to understand 
the interactions between indicators and provide a basis for the subsequent 
principal component analysis. The result is shown in Figure 2.

The evaluation indicators were subjected to Pearson correlation 
analysis to reveal their interrelationships. The analysis results show a high 
positive correlation between equipment utilization, work saturation and 
work intensity, indicating that these indicators may influence each other. 
The payback period was positively correlated with the average interval 
length, indicating that the average interval length also tends to increase 
when the payback period increases. In contrast, there is a negative 
correlation with equipment utilization, work saturation, average 
appointment length, work intensity, equipment life index and cost–benefit 
ratio, indicating that these indicators tend to decrease when the payback 

FIGURE 2

Indicator correlation.
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FIGURE 4

COWA weighting results.

period increases. The average appointment length positively correlated 
with the number of breakdowns, suggesting that more equipment 
breakdowns may lead to increased appointment length.

4.3 Determination of weights

Text for this sub-section. To assess the importance of the 
indicators, eight experts in the field of medical device management 
were invited to score the indicators and weight them using the 
C-OWA method. The scores are shown in Figure 3.

Expert scores (0–10) for the evaluation indicators covered in this 
paper, with larger scores representing higher importance of the indicators. 

Take indicator X11 as an example, sort the scores of indicator X11 from the 
largest to the smallest to get (7–9), and calculate the weight vector by the 
formula to get: (0.07, 0.44, 1.31, 2.19, 2.19, 1.15, 0.38, 0.05). The results of 
the weight values are shown in Figure 4.

As shown in Figure  5, the gravimetric plot is a visual tool 
commonly used to present the results of principal component analysis, 
determining the number of principal components that should 
be retained. The graph shows the percentage of variance explained by 
each principal component and the cumulative percentage of variance 
explained. An inflection point can be found where the number of 
principal components retained explains most of the variance in the 
original data while avoiding the problem of overfitting due to retaining 
too many principal components. The curve begins to level off at the 
fourth eigenvalue point. The variance explained by these four principal 
components are 44.59, 18.36, 13.18 and 10.27% respectively, and the 
cumulative variance explained is 86.39%.

After calculating the PCA weights and COWA subjective weights, 
these weights were combined using a game-theoretic approach to 
obtain a combined weight value for each evaluation indicator. The 
comparison of the weights calculated by the three methods is shown 
in Figure  6, which takes into account both the variability of the 
evaluation indicators and the conflicting and variable nature of the 
indicator data, reflecting the objectivity of the data itself and helping 
to provide more targeted guidance to decision-makers, making the 
weight calculation results more reasonable.

4.4 Updating decision factor determination

Text for this sub-section. The Euclidean distances of the positive 
and negative ideal solutions s sj j

+ −,  and the positive and negative ideal 
solutions d di i

+ −,  can be obtained by using Eq. The gray correlation 

matrix H h H hij
m n

ij
m n

+ +
×

− −
×′ ′

= { } = { },  and the correlation degree 

FIGURE 3

Experts Scoring.
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l li i
+ −,  are calculated for each device according to Eq. The correlations 

between the indicators are reflected in the three-dimensional space. 
Furthermore, the Euclidean distances D Di i

+ −,  and the 
correlations L Li i

+ −,  for each device are processed dimensionless 
according to (26)–(28). The results are shown in Table 3.

The more significant the replacement decision factor, the 
more the device needs replacement. The results of ranking the 
four MRI devices using the combined weight GRA-TOPSIS 
evaluation model are SignaHDx < MR750 < Prisma < 

FIGURE 5

Principal component feature results.

FIGURE 6

Comparison of weight values for different methods.
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FIGURE 7

Updating decision results.

MR750W. The GRA-TOPSIS model calculates a uniform and 
reasonable distribution of the resulting values, shown in Figure 7.

The VIKOR method (36) is also applicable to multi-attribute decision 
problems and is able to take into account the complementarity and 
conflict between attributes when determining the weights of each 
attribute. This article compares the results of the calculations of several 
methods of the GRA method, TOPSIS method, GRA-TOPSIS method 
and VIKOR method were used to calculate the replacement priority of 
large medical equipment, respectively, and the data were standardized to 
take complete account of the closeness of individual indicators to the 
indicator series. The replacement decision results and ranking results are 
shown in Table 4.

The results in the table show that compared to the GRA and 
TOPSIS methods alone, the GRA-TOPSIS method has significantly 
improved in terms of correlation coefficients, thus better coping with 
the uncertainties and limitations in the evaluation process. The 
accuracy of the traditional GRA method may be limited when dealing 
with decision problems with complex quantitative attributes. In 
contrast, the accuracy of the TOPSIS method suffers when correlations 
exist between attributes. The VIKOR method is not applicable when 
the result values differ too much in the replacement decision 
evaluation process. This suggests that the GRA-TOPSIS method has 
higher accuracy and reliability in evaluating replacement priorities for 
large medical equipment. A comparison of the results obtained from 
the four methods is shown in Figure 8.

Kendall’s test (37) can measure the correlation between 
multiple evaluation methods and assess their consistency in solving 
the problem of prioritizing the replacement of large medical 
equipment, which helps to reveal the similarities and differences 
between different methods in terms of evaluation results so that 
the best evaluation method suitable for the actual problem can 
be selected in a targeted manner. Kendall’s test was used to analyze 
the consistency of the three methods, GRA, TOPSIS and 
GRA-TOPSIS, to better understand the strengths and weaknesses 
of the different methods and to provide a reference for subsequent 
research, which is shown in Table 5.

The table gives Kendall’s W coefficient of 0.812, an X2 value of 6.5 
and a value of p of 0.039. Kendall’s W coefficient is close to 1, 
indicating a high level of consistency in the replacement decision 
factors between the three methods. Also, as the value of p is less than 
0.05, the overall data level shows significance. Therefore there is a 
significant correlation between the three methods regarding the 
replacement decision factor.

5 Discussion

This research constructs a large medical equipment renewal priority 
evaluation indicator system, covering four aspects: operational security, 
social benefits, technical indicators and economic benefits. This system is 
designed to provide a robust framework for medical equipment 
administrators and policymakers, thereby facilitating empirically 
informed renewal decisions. The employed methodology harnesses the 
combined strengths of the COWA and PCA methods, bridging both 
subjective judgment and objective data attributes. Through an 
amalgamation of subjective weights derived from COWA with objective 
weights from PCA, realized via game-theoretic reasoning, a 
comprehensive weighting system is established. This approach not only 
minimizes the potential for information loss, which is often inherent in 
isolated weighting schemes, but also augments error resilience and 
alignment, ensuring enhanced methodological precision and relevance. 

TABLE 3 Results of principal component analysis weights.

Equipment 
Type

European distance Gray correlation

Positive Negative Positive Negative

Signa HDx 1.000 0.646 0.873 1.000

MR750 0.622 0.985 0.979 0.875

MR750W 0.410 1.000 1.000 0.818

Prisma 0.570 0.959 0.982 0.859
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Building on this foundational methodology, the research introduces an 
integrative multicriteria decision model, combining the attributes of 
COWA-PCA and GRA-TOPSIS. The GRA method, adept at handling 
sparse and fragmented data sets, aligns seamlessly with the attributes of 
TOPSIS, which excels in analyzing multi-attribute decision matrices. The 
union of gray correlation (from GRA) with Euclidean distance (from 
TOPSIS) ensures a model capable of addressing both uncertainty and 
information incompleteness. This fusion not only circumvents the 
limitations of unilateral approaches but also amplifies the accuracy and 
robustness of evaluations regarding equipment renewal priorities.

Significant preparation and groundwork has been invested to 
ensure that the research has solid utility and enhances the full lifecycle 
management of large medical devices. The deployment of advanced 
IoT collectors, the development of interfaces with third-party systems, 
and rigorous database management have combined to create a robust 
dataset. Although the proposed model requires some computational 
power and computational cost, in terms of economic and social 
benefits, the model can better guide the management of medical 

devices, thus saving costs and improving service quality for healthcare 
organizations, and bringing considerable economic dividends to 
hospitals, thus achieving greater economic benefits. The scalability 
and replicability of this project offer great prospects for subsequent 
data-centric exploration in this area.

For empirical validation, data from MRI equipment in a 
selected third-tier hospital was utilized. The results revealed that 
the GRA-TOPSIS method returned an R^2 value of 0.9667, 
attesting to its alignment with empirical realities. In addition, 
Kendall’s test validates the robustness of GRA-TOPSIS with 
respect to the GRA and TOPSIS methods, emphasizing its 
usefulness as an effective tool for decision-making on equipment 
replacement in various industries.

6 Conclusion

This article constructs a comprehensive medical equipment 
replacement priority evaluation indicator system and proposes a 
comprehensive multicriteria decision model based on COWA-PCA 
and GRA-TOPSIS. In practical application, the medical equipment 
replacement priority evaluation model proposed in this paper can 
help hospital managers and policymakers to better understand and 
evaluate the need for equipment replacement so as to formulate more 
scientific and rational replacement strategies. Comparing and 
analyzing the equipment replacement priorities of different hospitals 
can provide a basis for resource allocation and policy formulation. In 
addition, the findings of this paper can also inspire equipment 
replacement decisions in other fields.

In future, research could further expand the study area and 
methodology to include a wider and more diverse range of data sources, 
diversifying the range of evaluation metrics to capture a broader range of 
operational realities and patient-centered outcomes. Continuous 
refinement and integration of evaluation methods is essential to improve 
the accuracy, robustness and generalisability of evaluation models. In 
addition, with the development of big data technology, artificial 
intelligence technology and other technologies (38, 39), in hopes of 
building an intelligent management platform for large medical 
equipments, ensuring a more scientific, rational and effective decision-
making process driven by data. Through in-depth research and practical 
application, it is expected to provide more scientific, rational and effective 
support for medical equipment decision-making.

Data availability statement

The raw data supporting the conclusions of this article will 
be made available by the authors, without undue reservation.

TABLE 4 Updating decision results.

Equipment type GRA TOPSIS GRA-TOPSIS VIKOR

Score Sort Score Sort Score Sort Score Sort

Signa HDx 0.864 1 0.613 1 0.568 1 0.000 1

MR750 0.756 3 0.393 2 0.433 2 0.831 3

MR750W 0.707 4 0.296 4 0.380 4 0.807 2

Prisma 0.742 2 0.379 3 0.424 3 0.990 4

FIGURE 8

Sorting chart of replacement results.

TABLE 5 Kendall’s result.

Methods Rank 
average

Median Kendall’s 
W

X2 p

GRA 3 0.749

0.812 6.5 0.039TOPSIS 1.25 0.386

GRA-TOPSIS 1.75 0.428
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Emergency disposal is a critical aspect for railway stations to ensure safety.
This requires the implementation of emergency plan simulations and cost-
effective immersive drills. In the paper, we incorporate a set of disposals for
events into emergency processes and model the personnel, supplies, and
equipment to create multiple emergency scenarios. Additionally, we introduce
a digital twin-based solution for multiple scenarios of emergencies. This
solution completely restores the key components of a station in the
information space and provides an immersive way for emergency disposals.
The four-dimensional model used in the solution simulates and interacts with
the station, and it is composed of the details of passenger station physical
entity, multi-scenario emergency virtual entity, digital twin connection, and
emergency twin service. The digital twin for versatile emergency events such
as fire disaster, natural disaster (e.g., flood, earthquake), social security
incident, and public health event have been constructed using the model.
The solution was tested at Qinghe, a station during Beijing-Zhangjiakou high-
speed railway in China. By utilizing the actual operation data of Qinghe, we
validated the multi-scenario emergency drills, simulated the corresponding
emergency disposal plans, and assessed the proposed solution from three
aspects: the fidelity of the real-world simulation, coverage of the multiple
emergency scenarios, and the user-friendliness. The evaluations indicate that
the proposed solution attains good score and the acceptable level of system
usability scale.

KEYWORDS

railway passenger stations, digital twin, emergency, emergency drill, disposal plan

1 Introduction

In China, the safety of passengers who board and alight at train stations is of utmost
importance. Emergency events [1] such as fire disaster, natural disaster, public health
event, and social security incident directly threaten the passengers’ lives and property.
According to regulations [2,3], station staff address these issues through emergency
measures that comprise regular drills and validation of plans during emergencies.
Existing emergency drill uses either tabletop exercises or live drills to enhance
response capabilities, but they both have limitations. Tabletop exercises lack an
immersive experience, while live drills waste resources and are limited in simulating
multiple potential hazards. Additionally, management cannot ascertain the effectiveness
of response plans during emergencies, nor assess their scientific validity. Recently, the
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research [4] proposes to use IoT for Railway Emergency
Detection and Response System. In China, currently the
Intelligent Railway Passenger Station (IRPS) [5] system is used
to enable real-time tracking of emergency processes and develop
emergency drill plan for staff. Additionally, research has focused
on railway 3-dimensional (3D) exercises, providing staff with
single-scenario training [6,7]. To provide staff with a method to
instantly validate emergency plans and offer immersive training
in multiple disaster scenarios, we introduce digital twin
technology. By replicating the real-world scenarios in a virtual
environment and using actual data from station personnel,
equipment, trains, passengers, and the environment, we enable
the simulation of emergency processes and immersive training
for various disaster events. The primary contributions of this
paper can be summarized as follows.

• This study builds upon existing station emergency
management protocols to meticulously construct a
comprehensive outline of multi-emergency scenario,
including fire, natural disaster (such as flood, earthquake),
social security incident, and public health event. This outline
provides a systematic approach to analyze and manage these
situations.

• In analyzing emergency disposal process, this paper
employs the Generalized Stochastic Petri Net (GSPN) [8]
model. We have transformed each step of the response
process into places, tokens, and transitions within the
GSPN. The model calculates the duration of each
transition through parallel, branching, and sequential
structures. GSPN is then formulated as a Markov chain.
It enables the study to identify weaknesses in the emergency
disposal process, providing a basis for personnel
adjustments.

• This research successfully integrates digital twin
technology into emergency management. In this paper,
we use a Digital Twin-Based model for Multi-Scenario
Emergency (ED4D) to provide a detailed description of the
process, which will furnish digital twin for process entities,
facilitate interfaces to interact with reality, and offer
services to manage emergency events. This model
consists of the Passenger Station Physical Entity, Multi-
Scenario Emergency Virtual Entity, Digital Twin
Connections and Emergency Twin Services. By
replicating the actual situation of the physical world in a
virtual environment in real time, we allow the information
exchange between both spaces. The characteristics
facilitates the deduction of emergency processes and
immersive drills for various disaster events.

• The ED4D model was validated at Qinghe Station,
encompassing fire disasters, natural disaster (e.g., flood,
earthquake), social security incidents, and public health
events. By utilizing actual operational data from Qinghe
Station (such as passenger numbers, staff, emergency
resources, equipment status) through digital twin
connections, we confirmed the effectiveness of the solution.
This enables us to simulate emergency processes and conduct
more efficient emergency drills.

2 Related works

2.1 Modeling techniques for
emergency process

There are numerous tools proposed for modeling the common
business process, such as the conditional directed graph [9],
extended event-driven process Chain [10], Petri Net [8,11], and
Integrated Computer Aided Manufacturing [12]. Among these
methods, Petri Net and its extension have the strongest ability to
explain the stochastic nature of events in business process. As a
result, they are well-suited for representing random events that
occur with a certain probability in business processes. Petri Net has
gained extensive usage in the modeling of processes across diverse
fields. In the context of emergency processes, they have found
application in modeling emergency decision-making [13],
scenario evolution of mass emergency events [14], emergency
response to flood [15], and emergency capability assessment of
meteorological disasters [16]. In the field of railway processes, Petri
Net has been employed in the modeling of customs clearance
analysis of the China-Laos railway [17], emergency dispatching
and cooperative disposal of high-speed railways [18], emergency
evacuation of complex passenger flow in railway passenger stations
[19], as well as safety assessment and risk control [20].

2.2 Digital twin technology

The concept of the digital twin, as referenced in [21], involves
creating a replica of the physical world in a digital space. This allows
for the exchange of data between the two realms. By connecting with
real-world entities, it is able to gather real-time data on the current
state of affairs, mimic real-life situations, simulate operational
scenarios, make intelligent decisions, and relay this information
back to the existing system for control interaction. This technology
has found its way into various fields such as industry [22–24],
culture [25,26], medicine [27–29], construction [30]; [31], and
intelligent maritime transportation [32]. In the railway operation
industry, digital twin technology can be leveraged to merge different
data sources and models for monitoring [33], turnout management
[34], diagnostics [35], and prognostics [36]. It has the advantages of
acquiring the actual state, mirroring the real situation, simulating
the operation scenario, making generation-assisted decisions, and
realizing control interaction.

2.3 Emergency drill based on 3D technology

The advancement of computer technology has facilitated the
integration of 3D technology in skill training programs, including
automobile maintenance training [37], railway axle disc brake
maintenance [38], tunnel fire emergency drills [39], ship fire
emergency drills [40], railway workers’ skill training [41], and
train crew management [42]. The use of 3D technology enables
the creation of a natural world in the information space that
dynamically simulates disaster occurrences with negative
outcomes, such as damages, losses, injuries, and fatalities. This

Frontiers in Physics frontiersin.org02

Wang et al. 10.3389/fphy.2023.1291785

73

https://www.frontiersin.org/journals/physics
https://www.frontiersin.org
https://doi.org/10.3389/fphy.2023.1291785


technology resolves the challenge of large resource consumption and
enhances the sense of immersion.

2.4 Systems usability evaluation

User evaluation is a common approach to determine whether a
software application is meeting its intended usage requirements.
The system usability scale (SUS) [43] is a widely accepted
questionnaire standard that consists of ten questions designed
to assess usability. The after-scenario questionnaire [44] is
composed of three questions that evaluate time, difficulty, and
information support. The usability metric for user experience [45]
is a rating system that involves four questions covering three
dimensions: usefulness, efficiency, and satisfaction. The
Happiness-Engagement-Adoption- Retention-Task Success
(HEAR) framework [46] is an evaluation tool used for internal
enterprise software applications, which assesses the time required
to complete tasks and their level of difficulty.

3 The modeling of multi-
scenario emergency

Multi-Scenario Emergency is a comprehensive framework that
encompasses various types of emergency situations. A scenario,
which is a delineation of emergency events, serves as the impetus
for emergency response procedures and the mobilization of
resources by personnel to execute a series of disposal actions
aimed at mitigating and controlling the escalation of the
situation. There are several types of emergencies in the station,
categorized into four groups[1]: fire disaster, natural disaster,
social security incident, and public health event. In the paper,
we focus on five events for Multi-Scenario Emergency: fire, flood,
earthquake, social security incident, and public health event.
Although the fundamental process of emergency disposal
remains constant for different events, the disposal personnel,
resources and tasks differ. This paper provide a detailed outline
of the disposal scenes for various emergency events in Section 3.1
and present a GSPN to describe the process of emergency disposal
in Section 3.2, thereby defining a multi-scenario emergency
disposal model.

3.1 Multiple emergency scenarios

Scenarios consist of a combination of events, equipment,
personnel, resources, and individual actions. In accordance with
the chronological progression of events, personnel execute a series of
action measures to steer the events towards the intended outcome.
In relation to transportation stations confronted with circumstances
such as fire, flood, earthquake, social security incident, and public
health event, we have undertaken an evaluation of emergency
procedures, outlining personnel requirements, resource allocation,
equipment utilization, and disposal methodologies. The specifics are
presented as follows.

• Fire disaster. In the occurrence of a fire alarm signal, the
passenger station is responsible for taking prompt measures
to guarantee the security of its passengers. The primary
action involves reporting the occurrence to the station
manager, who will evaluate the extent of the incident and
determine whether to initiate the emergency response plan.
Pursuant to the plan, station employees must conduct
various tasks, including consoling passengers, safely
evacuating them, contacting local rescue services for aid,
utilizing firefighting equipment, and extinguishing the fire.
After the fire has been contained, the site must be restored,
and a post-event summary should be created to evaluate the
efficiency of the emergency response.

• Natural disaster. Upon receipt of an earthquake or severe
weather alarm, the station manager initiates an assessment of
the situation to determine the appropriate emergency
response level. Subsequently, in compliance with the
emergency plan’s provisions, the station staff undertakes
emergency tasks, including passenger reassurance,
passenger evacuation, itinerary modifications, coordination
with local rescue teams, acquisition of emergency resources,
on-site rescue operations, and other related duties. Post-
disaster, the site is restored to its previous state, and the
emergency is concluded upon completion of the
restoration process.

• Social security incident. Upon discovery of violent acts at
the train stations, the staff promptly notifies and reports to
the station manager. The manager evaluates the situation
and implements the emergency response plan in
accordance with established guidelines. The staff carries
out emergency duties such as passenger evacuation,
coordination with the police department, and on-site
rescue operations. Once the offenders are apprehended,
the site is restored to its original state. Ultimately, a post-
incident analysis is performed.

• Public health event.When a case that is suspected to involve a
contagious disease is reported, the station without delay
informs the station manager for evaluation. Depending on
the assessment, the station personnel are required to
undertake several emergency tasks, which include, but are
not limited to, providing reassurance to passengers, ensuring
their safe evacuation, reaching out to the local disease control
department, implementing on-site isolation measures, and
more. Once all the individuals suspected of carrying the
disease have been transported, the site must be restored to
its original state, and a post-incident review must be carried
out to determine the effectiveness of the response and identify
areas for improvement.

To provide a succinct overview, the alarm circumstances exhibit
a range of fluctuations in accordance with the emergency situations.
In the course of these situations, personnel undertake assorted
duties, necessitate a diverse array of external rescue measures,
and obtain access to a variety of emergency resources. The
specifics pertaining to these factors are concisely encapsulated
in Table 1.
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3.2 The GSPN model for multi-scenario
emergence processes

A strategy for managing various emergency situations is
established as a common disposal protocol, as depicted in
Figure 1. The procedure is initiated by monitoring emergency
alarms and determining their seriousness level, as illustrated by
S1, S2 and S3 in Figure 1. During an emergency, the station activates
multiple staff members to participate in the disposal effort, as
exemplified by S4.1, S4.2 and S4.3 in Figure 1. Once the situation
has been resolved and the site has been restored, the emergency will
be concluded, followed by a comprehensive summary of the
emergency process, as illustrated by S5, S6 and S7 in Figure 1.
The aforementioned process can be represented as a sequence
S1 and S2 as shown in Figure 1, branching S3 and S4 as depicted
in Figure 1, and parallel parts S4.1, S4.2 and S4.3 as illustrated in
Figure 1. These components can be effectively portrayed by using a
Petri Net [8,11].

Petri Net [8,11], a graphical mathematical modeling tool, is
comprised of four essential components: place, transition, token,
and directed arc. Place represents the current state of the system,
transition signifies state changes, and token represents system
resources. Directed arc, on the other hand, illustrates the
relationship between Place and transition while also indicating
the direction of token flow. However, Petri Net is not equipped
to handle cases where the transition is a random delay, and the state
space grows exponentially with the increase of the problem. The
GSPN addresses this issue [18,47,48]. The introduction of time

values and random numbers in GSPN enhances Petri net, allowing
for the modeling of features such as random delay, variable time, and
randomness. Therefore, we adopt it to model the comprehensive
emergency process. As the emergency process proceeds, tasks must
be continuously adapted to site conditions, and each task may
require varying amounts of time to complete.

The GSPN for emergencies disposal [15] is a directed graph
described by eight elements:

GSPNi � P, T, F,W,M, λ, PIT, BT( ) (1)
Here, the raised index i is used to differentiate a variety of

emergency occurrences and assumes values from a set of {1, 2, 3, 4,
5}. Specifically, 1 represents fire, 2 flood, 3 earthquake, 4 social
security incident, and 5 public health event. The meaning of the
eight constituents is outlined as follows.

• P denotes a finite collection of places that serve as a container
for tokens. In this article, the term Place specifically refers to
different sets of information, while token denotes specific
pieces of information.

• T represents a finite assortment of transitions that bring about
changes in emergency situations.

• F comprises the set of directed arcs that establish a connection
between P and T.

• W is the collection of arc weights that specify the maximum
number of tokens that can traverse each arc.

• M serves as a status flag, representing the quantity of tokens
within each P, for each state.

TABLE 1 Unique entity details for each scenario emergency of station.

Class Fire disaster Natural disaster Social security
incident

Public health event

Aid workers doctors, firemen ministry of emergency management,
doctors, firemen, policemen

policemen Staffers of Government epidemic
prevention department, doctors

equipment and
facilities (EQU)

Fire extinguisher, fire hydrant, spray,
blister, curtain door, smoke alarm

Pump and emergency light blasting protection Disinfection sprayers, isolation belts,
protective articles1

FIGURE 1
The common process of the emergency disposal.
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• λ is associated with the occurrence probability. Upon
fulfillment of specific conditions, the related transitions
occur; the occurrence of the transition is independent of
each other. λ then parametrizes the distribution function
for the occurrence.

• PIT signifies the moment when the transition undergoes a
change, represented by {Timei}.

• BT keeps track of the time delay for each transition in T.

The entire process, beginning with monitoring and ending with
the emergency summary, is modeled by GSPN, which encompasses
all stages, as indicated in Figure 2. The GSPN model is made up of
16 place and 19 transitions, which effectively represent all crucial
aspects of the emergency process within a restricted set. Further
information regarding P, T, PIT, BT is available in Table 2.

The initial data set P1 is made available at Time0, and the values
of Timei are derived using Eq. 2. Through calculations, we can
establish the corresponding point-in-time for every Pk, which in turn
allows us to make an estimate of the total time required for the
emergency process. As illustrated in Figure 2, the time for P8 is
determined by the leading P5 as the start time, plus the duration
needed to execute T7. The start time of P13, is determined as the
maximum of two sums; one is the sum of the start time of P8 plus the
duration needed to execute T12, and the other is the start time of P9
plus the duration needed to execute T13. The P13 can only start after
the completion of both branches.

The transfer of the token from one P to another signifies a shift
in the system’s state. We set the flag for token changes in GSPN as
denoted by vector set M in Eq. 3. The magnitude of vector Mi

corresponds to the quantity of P. Each element in the vector Mi

represents the quantity of tokens present in the P [49]. In the paper,
the M is comprised of a set of 15 vectors, and each vector has
16 elements, as depicted in Eq. 3.

The model’s initial sign isM1, upon the occurrence of a token in
P1 that means the events occur alarm information, the transition T1

is triggered with probability λ1 and the token is transferred to P2. The
transition T1 requires BT1 time units and results in a change from
M1 toM2, as depicted by the sequence shown in Figure 1 S1 to S2. In
this moment, the token is in P2 and the status is M2 as Eq. 3, which
means the event status exceeds the safety threshold. Similarly, the
fourth status change is indicated by M4, where P4 possesses a token

and signifies the current state of emergency disposal plan
determination.

Time1+BT1 �Time2
Time2+BT2 �Time3
Time3+BT3 �Time4
Time4+BT4 �Time5
Time4+BT5 �Time6
Time4+BT6 �Time7
Time5+BT7 �Time8
Time6+BT8 �Time9
Time6+BT9 �Time10
Time7+BT10 �Time11
Time7+BT11 �Time12
max Time8+BT12,Time9+BT13( ) �Time13
Time10+BT14 �Time14
Time14+BT16 �Time15
max Time13+BT15,Time15+BT19,Time11+BT17,Time12+BT18( ) �Time16

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(2)

Subsequently, the token in P4 split into three, as depicted by the
branching shown in Figure 1 (S3 to S4), transitioning the status from
M4 toM5. The transition T4 describes one token changes from P4 to
P5, which represents the assistance seeking from Aid workers. The
transition T5 describes other token changes from P4 to P6, which
denote staff task reception. The transition T6 describes another
token changes from P4 to P7, which indicate station equipment task
reception. M5 corresponds to the fifth state change, with P5, P6, and
P7 containing one token each as Eq. 3, and the parallel shown in
Figure 1 (S4.1, S4.2 and S4.3).

M1 � 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0( )
M2 � 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0( )
M3 � 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0( )
M4 � 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0( )
M5 � 0, 0, 0, 0, 1, 1, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0( )
M6 � 0, 0, 0, 0, 0, 1, 1, 1, 0, 0, 0, 0, 0, 0, 0, 0( )
M7 � 0, 0, 0, 0, 1, 0, 1, 0, 1, 1, 0, 0, 0, 0, 0, 0( )
M8 � 0, 0, 0, 0, 1, 1, 0, 0, 0, 0, 1, 1, 0, 0, 0, 0( )
M9 � 0, 0, 0, 0, 0, 0, 1, 1, 1, 1, 0, 0, 0, 0, 0, 0( )
M10 � 0, 0, 0, 0, 1, 0, 0, 0, 1, 1, 1, 1, 0, 0, 0, 0( )
M11 � 0, 0, 0, 0, 0, 0, 0, 1, 1, 1, 1, 1, 0, 0, 0, 0( )
M12 � 0, 0, 0, 0, 0, 0, 0, 1, 1, 0, 1, 1, 0, 1, 0, 0( )
M13 � 0, 0, 0, 0, 0, 0, 0, 1, 1, 0, 1, 1, 0, 0, 1, 0( )
M14 � 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 1, 1, 0, 1, 0( )
M15 � 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1( )

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(3)

FIGURE 2
The GSPN of the emergency disposal.
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In GSPN, token transitions exhibit a certain degree of
randomness. Given that the Markov chain is a type of stochastic
process, GSPN can be effectively analyzed for system stability using
Markov chain methods. GSPN having a finite number of places and
tokens are equivalent to a one-dimensional continuous-time
Markov chain model [49]. To gain a comprehensive grasp of the
entire emergency process, we utilize Markov chain to analyze
potential weaknesses. We can obtain Markov chain that are
isomorphic to the simplified GSPN model, as shown in Figure 3.
TheMarkov chain is obtained by using the probability occurrence λk
of the triggered transitions as the directed edge. In branching
scenarios, different states are generated due to varying branch
duration. Branching starts from P4, resulting in multiple states
corresponding to M5 and its subsequent transitions. During the
transition fromM5 toM6,M7, andM8, due to different branch times
for P5, P6, and P7, there is a probability λ5 that P5 has completed
while P6 and P7 remains incomplete, asM6. The same applies to the

generation of M7 and M8. After the completion of P5 and P6, M9 is
generated, and after the completion of P6 and P7, M10 is generated.
Therefore, fromM6,M7, andM8, we can reach bothM9 andM10.M9

TABLE 2 P (Place), PIT, T (Transition) and delay meanings.

P(Place) Meaning PIT T
(Transition)

Meaning Delay

P1 Alarm information of the events occur Time1 T1 The event impact is increasing BT1

P2 Alarm information of the event status exceeds the
safety threshold

Time2 T2 Disaster evaluation and emergency disposal are beginning BT2

P3 Emergency information on disaster assessment and
activation

Time3 T3 The emergency response plan and problem are being generated BT3

P4 Emergency solution information Time4 T4 Staff is seeking assistance from aid workers BT4

P5 Information of Aid workers arrived station Time5 T5 Staff members are receiving the assigned tasks BT5

P6 Information of station staff on site Time6 T6 The station equipment is receiving the assigned BT6

P7 Information of Station equipment receives task
feedback

Time7 T7 Aid workers are developing rescue plans BT7

P8
a Information of Aid workers feedback Time8 T8 Staff is guiding passengers with the evacuation process BT8

P9 Feedback information of station staffers guided
passengers evacuation

Time9 T9 The staff is working on duty BT9

P10 Feedback information of station staff execute task Time10 T10 The station equipment is executing commands BT10

P11
b Information of station equipment finish tasks Time11 T11 The evacuation device is executing commands BT11

P12 Information of evacuation devices finish tasks Time12 T12 Aid workers are implementing rescue plans BT12

P13 Information of passenger safety Time13 T13 The passengers are completing the evacuation process and
arriving at a safe location

BT13

P14 Feedback information of staff obtain emergency
resource

Time14 T14 The staff is acquiring emergency resources and executing tasks BT14

P15 Feedback information of staff finish tasks Time15 T15 The staff is checking the safety status of the passengers BT15

P16 Information of emergency disposal end Time16 T16 Staff is executing tasks by utilizing emergency resources BT16

- - - T17 The staff is inspecting the equipment to ensure completion of
tasks

BT17

- - - T18 The staff is inspecting the evacuation devices to ensure
completion of tasks

BT18

- - - T19 The staff is verifying the completion of field tasks BT19

aP8 in GSPNa represents firemen; P8 in GSPNb represents government; P8 in GSPN3 represents government;P8 in GSPN4 represents policemen; P8 in GSPN5 represents doctors.
bP11 in GSPNa represents extinguisher, fire water monitor, loudspeaker, guide screen, and evacuation equipment; P11 in GSPNb represents pump, loudspeaker, guide screen and evacuation

equipment; P11 in GSPN3 represents emergency light, loudspeaker, guide screen and evacuation equipment;P11 in GSPN4 represents explosion-proof blanket, loudspeaker, guide screen and

evacuation equipment; P11 in GSPN5 represents isolation belt, Sterilizing instrument, loudspeaker, guide screen and evacuation equipment.

FIGURE 3
The Markov chain is isomorphic to the GSPN model.
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corresponds to P7, P8, P9 and P10, M10 corresponds to P9, P10,
P11 and P12.

By utilizing Markov to calculate the average time on each state
Mi of the GSPN, the determination of the duration of stay at
different states is enabled [49]. Specifically, for the evacuation of
passengers in group P8 and P9 to P13, the duration BIT is closely
linked to the number of passengers present, which poses a high risk
of stagnation in state transition. P13 can lead to deadlock states in a
Petri net, where the system is unable to progress and emergency
procedures cannot be executed properly. By analyzing bottleneck P13
and promptly adjusting or supplementing them, we can optimize the
entire emergency process and ensure smooth emergency handling.

4 Digital twin-based model for multi-
scenario emergency

Utilizing the innovative digital twin technology as outlined in
[21], we have developed a groundbreaking model consisting of four
key components that effectively address emergency scenarios that
may arise within passenger stations. This comprehensive model
takes into account emergency events, personnel, equipment,
resources, and individual actions, with designated personnel
implementing a series of emergency response measures in a
specific sequence. The 4-dimensional multi-scenario emergency
model for passenger stations, known as ED4D, is formulated as a
set of guidelines that are designed to effectively manage multiple
potential emergency situations.

ED4D � SPE,MEE,DTC, ETS{ } (4)
The set ED4D, as depicted in Eq. 4, has been established for

multi-scenario emergency and disposal at passenger stations. This
model consists of four crucial components, namely, the Passenger

Station Physical Entity (SPE), Multi-Scenario Emergency Virtual
Entity (MEE), Digital Twin Connection (DTC), and Emergency
Twin Service (ETS), which are clearly depicted in Figure 4. The
following sections provide a detailed explanation of each
component. The passenger station physical entity refers to a
physical location designed to hold passengers as they board and
alight. On the other hand, the multi-scenario emergency virtual
entity is a virtual replica connected to its corresponding physical
counterpart. The digital twin connection serves as an effective
medium for exchanging data between the two realms, while the
emergency twin service provides essential services to handle
emergencies at the station.

4.1 Passenger station physical entity (SPE)

The Passenger Station Physical Entity is comprised of human
(HUM), train (TRA), equipment and facility (EQU), station room
(ARC), and environment (ENV), as follows:

SPE � HUM,TRA, EQU,ARC, ENV{ } (5)
The precise details regarding every constituent element have

been illustrated in Table 3. Nevertheless, the aid worker, equipment,
and facility employed in an emergency situation may vary
depending on the type of incident. For additional information of
the incidents, please refer to Table1.

4.2 Multi-scenario emergency virtual
entity (MEE)

In order to create a virtual representation of the passenger
station, it is necessary to accurately replicate both the stationary

FIGURE 4
Four-dimensional Digital Twin model of Emergency Disposal for passenger station (ED4D).
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and moving attributes of physical objects within the digital realm.
The multi-scenario emergency virtual entity comprises a Static
model of the exterior, as well as a Dynamic Behavior Model that
outlines the emergency response process based on the GSPN
framework detailed in Section 3.2.

4.2.1 Exterior static model
To obtain a 3D representation and external image of a physical

entity, on-site surveying is necessary to obtain geometry and texture
information for trains, equipment, and facilities. One must retrieve
the necessary geometric and texture information. In the case of a
station structure, construction drawings are utilized for basic
geometric information, while on-site photos are utilized for
texture information. Personnel are differentiated based on their
attire, with staffers further differentiated by gender.

4.2.2 Emergency process dynamic behavior model
In Section 3.2, the GSPN framework is utilized to create a multi-

scenario emergency disposal process. The model is implemented in
C# using object-oriented programming principles and involves
ontology attributes and data related to personnel, trains,
equipment, station houses, and environment. The emergency
process comprises of different stages such as alarm, start of
emergency, disposal, recovery, end, and summary. To simulate
passenger arrival parameters, a log-normal distribution is used
[50]. Staff are determined by the day’s schedule, and train
scheduling follows the charting plan for the day. Equipment
operation is based on the equipment operation plan, and if an
emergency disposal process encounters equipment failure, the
Boolean value of the equipment status is changed accordingly.

4.3 Digital twin connection (DTC)

The physical entity of the passenger station and the Multi-
Scenarios Emergency Virtual Entity both utilize the Internet of
Things subsystem of the IRPS for integrated access and
management, facilitating connectivity and interaction. In terms of
person-to-person connection, staff members use Bluetooth
positioning to obtain real-time location information and
handheld terminals to send and receive information. The

platform and dispatching system-level interface are utilized to
obtain information about train arrivals and departures. Common
protocols are used to interactively control electronic equipment such
as self-service ticket machines, real-name verification gates,
speakers, and various types of screens. Additionally, for system-
level interfaces like equipment and trains, we use the HTTP protocol
for data acquisition, updating it at predetermined intervals. For real-
time train arrival and departure information, the GET method is
used, with an approximate cycle of 20 s. For train ticket availability,
the POST method is adopted, with a frequency of about once per
minute. For passenger and staff information, the POST protocol is
utilized, while for equipment, the GET protocol is employed with a
1-min cycle. Fire extinguishers and disinfection sprayers are
accessed by Radio Frequency Identification and maintained by
staff. Real-time sensors such as smoke sensors and water level
meters are used to obtain information about the state of the
station environment.

4.4 Emergency twin service (ETS)

The digital twin emergence service offers a range of emergency
scenario simulation and drill functions for various events. In terms
of simulation, the service employs GSPN to automatically calculate
the emergency disposal time and effectiveness based on a range of
factors including the onset of the emergency, the station’s trains,
the number of passengers, the real-time location of staff, and the
status of emergency resources and equipment. With regards to
drills, the platform facilitates the setting of parameters such as the
number of participating passengers, staff, and emergency resources
to simulate the emergency disposal process. Both service functions
provide real-time information on the status, video inspection, and
maintenance of inspected equipment, such as fire extinguishers,
fire hydrants, sprinklers, mobile emergency screens, and
evacuation instructions.

5 A case study for Qinghe station

At Qinghe station, we conducted the validation of digital twin-
based solution. The components of the station psychical entities
includeHUM (staff and passengers), TRA (high-speed trains), EQU,
ARC (one underground level and three above-ground levels), and
ENV. Utilizing 3D Max software, we captured on-site real scenes to
generate the Exterior Static Model, employing these models to create
a multi-scenario virtual entity of Qinghe Station. We utilized
Unity3D [7] to develop GSPN processes to create the Emergency
Process Dynamic Behavior model, enabling the implementation of
all ETS functionalities. DTC was used to interact with reality and
obtain real-time data from the Internet of Things subsystem of IRPS,
including the train data, tasks, staff information, and more. The ETS
can simulate the entire process of emergency disposal and display
the number of personnel involved, the nature of resources required
for disposal operations, and the duration of the evacuation process.
The hardware environment used an Intel(R) Core(TM) i9-10900K
CPU@3.7 GHz processor, a NVIDIA GeForce RTX 3080 Ti graphics
card with 12 GB memory, 32 GB of DDR4 memory, and the
Windows 10 operating system. The final size of this model is 3.8 GB.

TABLE 3 Common physical entity details for all scenarios emergency of
passenger station.

Class Details

persons (HUM) Staff, passengers, Aid workers

trains (TRA) High-speed train, General-speed trains

equipment and
facilities (EQU)

Loudspeaker, platform/Entry/check-in/Guiding
screens, self-service ticket checking machine, real-
name verification gate, security check instrument,
security gate, camera, mobile emergency screen,
evacuation indicator light, access control, automatic
external defibrillator, help button

station rooms (ARC) Station square, waiting hall, ticket hall, self-service,
comprehensive service, Entrance/Exit/Transfer hall

environment (ENV) Temperature, humidity, brightness, harmful gases
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5.1 Fire

We have developed an extensive plan for a fire emergency,
which covers the entire process from its initial outbreak to the
conclusion. In the event of a fire, the ETS will share information
about the burning chair (P1 in GSPN) as indicated in Figure 5A.
The rate of flame combustion may differ based on the material,
resulting in varying values for the duration (BT1). Once the
burning surpasses the safety threshold (P2), the station manager
assesses the severity of the situation and activates emergency
protocols before any information regarding the emergency is
activated (P3). Next, the staff executes the emergency disposal
plan, with some of them seeking help from aid workers, such as
firefighters (T5). The ETS then gives information about staff
present on the site (P6), as well as the evacuation equipment
executing the emergency disposal (P7), which provides guidance
on the prescribed evacuation route, as shown in Figure 5B. In
addition to displaying the staff members responsible for organizing
passenger evacuation (T8), the ETS also provides instructions for a
group of passengers (T13) to follow and evacuation equipment to
use in order to ensure a smooth evacuation process, as illustrated in
Figure 5C. Additionally, during the disposal process, the ETS
displays the staff responsible for extinguishing the fire (T14) and
those involved in restoring the scene after the fire has been

extinguished, as depicted in Figure 5D. Finally, the ETS delivers
the concluding information (P16), and a report on the emergency
disposal is produced to document the resolution of the incident.

By simulating emergency disposal plans in the event of a fire
scenario, ETS can improve the disposal process and achieve desired
outcomes. These outcomes are illustrated in Figure 5E, which
displays the analysis and results of the simulation of fire disaster
emergency disposal plans. The station has 1,412 individuals, and
four staff members are responsible for guiding passenger evacuation
(T8). The evacuation takes 6 min and 33 s to complete. Conducting
emergency drills for ETS in fire scenarios allows staff to practice
responding to simulated fire outbreaks in various locations, thereby
enhancing their preparedness. It also provides an overview of the
entire emergency disposal process, including resource location,
disaster location, and passenger evacuation, among other
elements, as shown in Figure 5F. The red circle marks the
location of the accident, while the blue circle indicates the
position of emergency resources.

5.2 Flood

For the scenario of flood, we set up a overall process covering the
water-level rise, report, disposal, and conclusion. Initially, the

FIGURE 5
Fire scenario. (A) Fire in waiting room. (B) Evacuation equipment display route. (C) Passengers evacuation. (D) Extinguishing the fire. (E) ETS
simulation results for evacuation time. (F) Bird’s-eye view of emergency.
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monitoring system provides an overview of the floodwater level
entering the interior. As the water level continued to rise (T1), the
floodwater submerged the security check instruments, as depicted in
Figure 6A (highlighted in red). The station manager evaluated the
severity of the disaster and instructed the implementation of
emergency procedures (T2). At this point, the emergency level
was determined to be level 3, and the ETS signaled the initiation
of the emergency response (P3). The emergency tasks were assigned
to staff members at each location. These tasks included running to
designated locations (P6) and executing assigned duties (T8) for
some staff members, while equipment displayed emergency
information (T6 and T10), and some staff members directed the
evacuation of passengers (P9).

The passengers adhered to the instructions given by the staff
and utilized the evacuation equipment in order to carry out an
organized evacuation process (T13), as illustrated in Figure 6B. The
staff then proceeded to open the pump (P14) and restore the scene
once the pumping was completed at (P15). A report was compiled
to document the conclusion of the incident, which is known as the
emergency disposal report (P16). Additionally, the emergency
disposal plan simulation outlines the plans execution process
and results. The flood simulation results, presented in
Figure 6C, indicate that the disposal process involved the
utilization of pumping pumps, the participation of 6 workers,
and the evacuation of 522 individuals from the station. All these
actions were successfully executed within a time frame of 4 min
and 13 s. Furthermore, conducting emergency drills in flood
scenario allows for setting the scale of water and simulating
damage to various equipment, such as machine room leakage,
as demonstrated in Figure 6D. This facilitates the smooth
execution of the flood emergency drill.

5.3 Earthquake

For the scenario of earthquake, passengers experienced a sense
of panic upon receiving an earthquake warning (P1), as illustrated in
Figure 7A. The staff on duty immediately responded to the warning
and notified the station manager, who evaluated the situation and
initiated the emergency protocol (T3). The assigned staff members
were responsible for implementing emergency procedures,
including contacting the local earthquake rescue department (T5),
moving quickly to designated locations (T6), and disseminating
information about the emergency train stop (P7), as
demonstrated in Figure 7B. The staff successfully coordinated the
evacuation of passengers (P9), guiding them in an orderly manner
using evacuation equipment and staff assistance (T13), as shown in
Figure 7C. The entire earthquake scenario was simulated by the
solution, which provided valuable insights into the implementation
process and the outcomes of the plans. The results of the earthquake
simulation, as presented in Figure 7D, indicated that there were
1,478 individuals present in the station during the evacuation,
involving the participation of 12 workers and lasting for a
duration of 9 min and 46 s.

5.4 Social security incident

The social security situation is employed to tackle the disturbance
created by individuals who present a threat to the station. An
undisciplined person set fire to their carry-on luggage (T1), as
illustrated in Figure 8A. The responsible staff detected it and
immediately notified the station manager to commence emergency
disposal. The manager evaluated and initiated the emergency response

FIGURE 6
Flood scenario. (A) Flood inundation on the enter of station. (B) Passengers evacuate to safety place. (C) ETS simulation results for evacuation time.
(D) Machine room is leaking and servers failure.
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(T3). Subsequently, the station staff contacted the local public security
department (P5), and the public security personnel quickly arrived at
the designated location (T5), while the station staff equipped with
mobile screens arrived at the assigned site (P6) as depicted in Figure 8B.

Simultaneously, additional personnel obtained fire extinguishers
to handle the fire (P6), while a staff member organized the
passengers’ evacuation according to prescribed procedures (P9).
Public security personnel apprehended the culprits (T12) and
restored order to the scene, as shown in Figure 8C. The
passengers ensured an orderly evacuation process by complying
with staff instructions and the displayed evacuation equipment
routes (T13). Lastly, a report on emergency disposal was
compiled to document the conclusion of the incident (P16). The
simulation process and results are provided by ETS. According to
Figure 8D, there were 1,255 individuals in the station, requiring the
involvement of 4 personnel for guidance, with the entire evacuation
process taking 4 min and 51 s.

5.5 Public health event

In the event of a public health emergency at a station, the station
personnel will receive notification of a passenger carrying a
contagious disease. The alert message will appear on the ETS
(P1), prompting the station manager to initiate emergency
protocols and release information to staff members (P3). A staff
member will then contact the local epidemic department (T4), while
another staff member locates the infected passenger at the
designated location (P6) as illustrated in Figure 9A, closing the
entrance gate to prevent further spread of the disease (P7) as

illustrated in Figure 9B. The epidemic prevention department will
then rescue the passenger (P8).

To prevent the spread of the disease, individuals who have had
no contact with the infected passenger will be screened and
evacuated according to staff guidance (T13). The disposal staff
will erect an isolation barrier (P14) as illustrated in Figure 9C.
Once the situation is fully under control, emergency protocols
will be terminated, and an emergency disposal document will be
created (P16). The simulation results of public health event are
presented in Figure 9D, showing that 933 people were in the station
and that four workers were required for the evacuation task, which
took 3 min and 55 s.

6 Usability evaluation

In order to validate the efficacy and efficiency of the ED4D, we
conducted an assessment from three different perspectives: replication
of real-world scenarios, simulation of emergency scenarios, and user-
friendliness. The replication of real-world scenarios was utilized to
gauge the degree of similarity between the virtual entity’s and the
physical entity’s location, structure, quantity, and information data.
The simulation of emergency scenarios was employed to assess the
functional accuracy of the emergency process, with a focus on
verifying whether the emergency treatment digital twin meet actual
operational requirements andwhether any critical steps are missing or
inconsistent with reality. User-friendliness was measured by
evaluating the ease of use and acceptability of the digital twin
during practical use, including aspects such as ease of operation
and the difficulty of task completion.

FIGURE 7
Earthquake scenario. (A) The earthquake start and passenger panic. (B) The train stop. (C) Passengers evacuate to safety place. (D) ETS simulation
results for evacuation time.
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FIGURE 8
Social security incident scenario. (A)Outlaws set fire. (B) The mobile guidance screen in MEE. (C) The police control the outlaws. (D) ETS simulation
results for evacuation time.

FIGURE 9
Public health event scenario. (A) The staff found the designated passenger. (B) Block the entrance gate. (C) Epidemic prevention personnel arrive. (D)
ETS simulation results for evacuation time.
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6.1 Questionnaire design

The questionnaire was specifically designed to cover the three
evaluation aspects. The questionnaire was developed based on the
usability metric from user experience framework [44], incorporating
the core principles of HEART [45]. The scores were calculated using
the SUS [43] based on the search questionnaire. Retaining
happiness, engagement, adoption, and task success, the core idea
of HEART discarded retention, which was not relevant to the
application scenario, as it is intended as a tool in the workplace.
After-Scenario Questionnaire [44] was utilized to assess usability,
and the results were obtained through questionnaire research and
subsequently analyzed.

The questionnaire consists of 12 inquiries, whose specifics are
presented in Table 4. The inquiries for reproducing the real-world
were designed in terms of station structure, equipment location, and
data accuracy. For the simulation of the station emergency scenario,
we asked questions about the correctness of the process in five
scenarios by using the engagement and task success contents of the
core idea of HEART [45]. The being user-friendliness concerns the
happiness and adoption of system.

Each inquiry is graded on a scale of “1″ to “5″, wherein “1″
represents strong opposition, “2″ denotes opposition, “3″ represents
neutrality, “4″means agreement, and “5” signifies strong agreement.
Questions 1 through 10 are intended to measure positive attitudes,
while questions 11 and 12 are for negative attitudes. The SUS score
(Brooke, 2013) is determined using Eq. 6.

Ps � ∑ Si − 1( ) i � Q1, Q2, . . . , Q10{ }
Ns � ∑ 5 − Si( ) i � Q11, Q12{ }

S � Ps +Ns

c · 12 × 100

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
(6)

Where Ps represents the cumulative sum of positive questions by
an individual, Ns represents the cumulative sum of negative; S
represent an individual’s score, 12 represents the total number of
questions, c signify a correction factor expressed as a percentage.
The scores of each participant are tallied, with the positive question
score being the original score minus 1. Meanwhile, the negative
question score is obtained by subtracting the original score from 5.
The scores for all 12 questions are added up and converted to a
percentage scale. For the purpose of our analysis, we shall designate
c as 4.

6.2 Experimental evaluations

In our evaluation, a group of 9 individuals participated, among
which 6 had previous experience in passenger transportation,
while 2 held managerial experience. Notably, 7 of them,
accounting for 77.7%, possessed expertise in emergency
disposal. The average age of the participants was calculated to
be 34.22 years, with an average career length of 10.33 years. The
evaluator conducted the trial through an online platform, utilizing
a hardware configuration that consisted of a NVIDIA GeForce
RTX 3080Ti graphics card.

In Figure 10, one can observe the distribution of scores for each
inquiry, where the color red corresponds to a score of “1″, yellow of

“2″, blue of “3″, green of “4″, and purple of “5”. For the first
question, six individuals, accounting for 66.7%, provided a raw score
of 5. For inquiries two to seven, eight individuals gave a raw score of
4 or greater. With respect to inquiries 8 and 10, seven individuals
provided a raw score of 4 or greater. As for inquiry 9, all individuals
provided a score of 4 or greater. For inquiry 11, which follows a “the
smaller, the better” format, four individuals selected a score of 1.
Concerning inquiry 12, five individuals selected a score of 2 or less.
In regards to inquiries 4, 5, and 7, the present disposal process aligns
with our simulations, underscoring the effectiveness of the ED4D
model that has been developed. The short error bars illustrated in
the graph suggest the data’s reliability.

The data in Table 5 presents the mean and standard deviation
for each question. The assessment of inquiry 1, 2, and 3 pertains to
the precision of simulating real-world scenarios. The mean scores
for each inquiry are 4.56, 4.33, and 4.22, respectively. Their aggregate
mean score is 4.37, with a standard deviation of 0.01. The
examination results validate that the exterior static model of
MEE of ED4D agrees well with SPE.

The inquiries 4, 5, 6, 7, and 8 serve to assess the accuracy of the
simulation of emergency scenarios. The assessment reveals an
overall mean score of 3.91, with a standard deviation of 0.11.
More specifically, the mean scores for each individual inquiry are
4.22, 4.11, 3.33, 4.00, and 3.89. The results of the evaluation
demonstrate that scenarios related to fire disaster, flood, and
social security incident accurately represent reality with a high
degree of precision. With regards to inquiry 6, which pertains to
the disposal process for earthquake emergency, users contend that
the magnitude of the earthquake should factor into the process, with
earthquake below level 3 not requiring consideration. The existing
process aligns with the disposal process for earthquake between
levels 3 and 6, but is not applicable for earthquake of level 8 or
higher. Lastly, in relation to inquiry 8, the existing process for the
disposal of public health event scenario is consistent with the
prescribed disposal process for the period spanning 2020 to
December 2022. However, it is no longer applicable to the
disposal process for the new crown epidemic, as policy
adjustments were made in 2023.

The inquiries 9 and 10 are utilized to assess the level of
contentment. The overall average score obtained stands at 4.11,
with a standard deviation of 0.12. The average rating for each
question is established at 4.22 and 4.00 respectively. Inquiries
11 and 12 are employed to assess the level of acceptance. The
overall average score obtained is 2.11 (note that a lower score
indicates better performance), with a standard deviation of 0.
The average rating for each question is established at 1.89 and
2.33 respectively. The evaluation results clearly indicate that the
functioning of ETS is uncomplicated and user-friendly.

The distribution chart in Figure 11 illustrates the mean scores
and number of survey participants in each age group for SUS scores.
The evaluation revealed that the 21–30 age group obtained an
average score of 77.08, while the 31–40 age group achieved the
highest mean score of 82.29. In contrast, the 41–50 age group scored
68.75, and the 51–60 age group scored 58.33. The error bar is
relatively short. Furthermore, the nine evaluators who participated
in the survey received a mean score of 76.38 points, surpassing the
minimum score of 74.1 points, which earned the system a rating of
acceptable and the evaluators a grade of good [51,52].
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TABLE 4 Questions.

Questions Content Class HEART Dimensions

Q1 The exterior Static model of Virtual Entity is consistent with the actual of
Passenger Station physical entity building structure

station structure - Reproducing the real-world

Q2 The location of the equipment in the scene of Virtual Entity is consistent with
the actual of Passenger Station physical entity

equipment
location

- Reproducing the real-world

Q3 The collected data is consistent with the actual of Passenger Station physical
entity

data accuracy - Reproducing the real-world

Q4 With the ED4D model for passenger station, the business process is
consistent with the disposal situation of fire disaster, and the function is
correct

fire disaster Task Success and
Engagement

Simulating the station
emergency scenario

Q5 With the ED4D model for passenger station, the business process is
consistent with the disposal situation of flood natural disaster, and the
function is correct

flood Task Success and
Engagement

Simulating the station
emergency scenario

Q6 With the ED4D model for passenger station, the business process conforms
to the disposal situation of earthquake disaster, and the function is correct

earthquake Task Success and
Engagement

Simulating the station
emergency scenario

Q7 With the ED4D model for passenger station, the business process is in line
with the disposal of social security and is functionally correct

Social security
incident

Task Success and
Engagement

Simulating the station
emergency scenario

Q8 With the ED4D model of emergency disposal for passenger station, the
business process conforms to the disposal of public health infectious disease,
and the function is correct

Public health
event

Task Success and
Engagement

Simulating the station
emergency scenario

Q9 This system is easy to use - Happiness Being user-friendliness

Q10 This system is better integrated in terms of functionality - Happiness Being user-friendliness

Q11 This system takes a lot of time to complete its tasks - Adoption Being user-friendliness

Q12 This system requires additional knowledge to use - Adoption Being user-friendliness

FIGURE 10
Stacked graph of percentage scores for each question.

TABLE 5 Mean and standard deviation.

Q1 ↑ Q2 ↑ Q3 ↑ Q4 ↑ Q5 ↑ Q6 ↑ Q7 ↑ Q8 ↑ Q9 ↑ Q10 ↑ Q11 ↓ Q12 ↓

Mean 4.56 4.33 4.22 4.22 4.11 3.33 4.00 3.89 4.22 4.00 1.89 2.33

Standard Deviation 0.66 0.66 0.64 0.64 0.60 0.81 0.83 0.89 0.46 0.70 0.98 0.98
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7 Conclusion

To facilitate the training of station personnel in emergency
protocols, this research paper has implemented a digital-twin-
based approach to create an ED4D model for emergency
simulation. The model entails the extraction of various
emergency scenarios, which are then digitized using GSPN.
This process replicates the actual conditions of the physical
world within a virtual environment and facilitates the
exchange of information between the two spaces. The
successful application of this model in constructing multiple
emergency scenarios at Qinghe Station, including simulations
of fire, natural disasters such as flood and earthquake, social
security incident, and public health event, has enabled the
effective simulation of emergency procedures and the
execution of emergency drills with greater efficiency. In
comparison to tabletop exercises and live drills, this solution
offers an immersive experience while conserving resources,
making it easily adaptable to various potential hazards.

Furthermore, we have evaluated the application in three key
aspects: the replication of the real world, the simulation of the station
emergency process, and user-friendliness. Based on the System
Usability Scale (SUS) evaluation, the overall conclusion was
graded as good, indicating that the application is suitable for
emergency response in passenger stations. This model allows for
the validation of emergency plans and the identification of
vulnerabilities in the response process. It assists personnel in
adjusting resource allocation and strengthening weak areas,
thereby enhancing the efficiency of emergency response
strategies. Additionally, it establishes a solid foundation for the
digitalization and informatization of the emergency response
modeling process. Furthermore, the ED4D model enables
immersive drills for various disaster events, thereby improving
the emergency response skills of staff members.

The developed ED4D model demonstrates significant
applicability as it can encompass the entire process of various
disasters, including pre-event preparation, mid-event management,
and post-event recovery. Moreover, the design of the GSPN model
allows for easy adaptation to other railway passenger stations,
highlighting its wide-ranging applicability. Exterior Static models,
such as personnel, trains, and equipment, can also be adjusted and

reused in different scenarios, further enhancing the practical value
and potential for widespread adoption of this research. It is worth
noting that the system developed in this study is currently only
operational on computers. Moving forward, our plan is to utilize
mixed reality devices to observe staff behavior, thereby achieving an
emergency twin service that accurately reflects the composition of real
multi-class passengers.
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supply chain

Heyang Zhao1* and Jian Yang2

1School of Computer and Information Technology School of Big Data, Shanxi University, Taiyuan, China,
2School of Information, Shanxi University of Finance and Economics, Taiyuan, China

The significance of agricultural information sharing in fostering agricultural
development cannot be overstated. This practice plays a pivotal role in
disseminating cutting-edge agricultural technologies, cultivation methods, and
pest control strategies, empowering farmers with valuable knowledge to
enhance crop yield and quality. Moreover, it aligns with government
objectives of resource sharing and addressing gaps, contributing to the
advancement of agricultural modernization and the development of the
industry chain. Despite its inherent benefits, the practical implementation of
agricultural information sharing faces challenges. Stakeholders engaged in
information sharing often prioritize individual benefits, potentially leading to a
decline in agricultural information quality and the inefficient use of experimental
resources. To confront this issue, the present research establishes a three-party
evolutionary game model comprising an agricultural product data sharing
platform, agricultural data providers, and agricultural data consumers.
Leveraging dynamic system theory, the model analyzes the evolutionary stable
strategies of stakeholders and investigates the critical factors influencing the
strategic choices of these three parties. Experimental findings underscore the
pivotal role of participants’ initial strategies, regulatory intensity, reward and
punishment mechanisms, and information feedback in shaping stakeholder
decision-making behavior. Implementation of measures such as heightened
scrutiny of information on the sharing platform and fostering consumer trust
in data emerges as imperative for enhancing system stability. These actions are
essential for constructing an efficient and reliable information-sharing
ecosystem, thereby facilitating the sustainable development of modern
agriculture.

KEYWORDS

agricultural data sharing, decision-making behavior, evolutionary game, influencing
factors, stability analysis

1 Introduction

In contemporary society, the progress of agricultural information technology has
emerged as a crucial area of development in the agricultural realm, spearheading the
transformation of agricultural production, management, and decision-making processes.
The continuous advancement and application of information technology have provided
agriculture with novel prospects for development, allowing for more efficient, intelligent,
and sustainable agricultural production [1]. By leveraging advanced sensing technology, the
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Internet of Things (IoT), big data analysis, artificial intelligence (AI),
and other approaches, agricultural informatization facilitates real-
time monitoring and analysis of diverse agricultural data,
encompassing factors such as soil conditions, weather patterns,
crops, poultry, and livestock. This enables precise decision-
making concerning key issues in agricultural production while
simultaneously enhancing production efficiency and improving
yield quality [2]. Nonetheless, the amount of data generated by a
single institution or organization remains inherently limited.
Consequently, establishing an efficient sharing mechanism
between data providers and consumers has become an urgent
priority. In a bid to addre ss the challenge of “data islands,”
agricultural product information sharing platforms have emerged.
These platforms enable the collection, integration, sharing, and
analysis of dispersed agricultural information sourced from
individual companies or organizational systems, thereby
effectively mitigating the issues posed by the inconvenient
exchange of agricultural information.

Furthermore, with the ongoing digitalization and
informatization transformation of the agricultural industry, there
is a growing demand for diverse and reliable data sources, along with
increased requirements for data quality control [3]. Consequently,
establishing a data sharing platform with integrated data governance
capabilities becomes paramount. Data sharing not only reduces
redundancy in data processing but also lowers the overall cost of
agricultural research, fostering advancements in agricultural
scientific research [4].

However, the mere construction of an agricultural product data
sharing platform does not guarantee high-quality data sharing.
From an economic perspective, agricultural data sharing is an
ongoing process involving multiple stakeholders, each driven by
their own interests to maximize [5]. For instance, agricultural data
providers may choose to provide incomplete or inadequate
information to minimize costs and increase income. Conversely,
data consumers may opt to verify the accuracy of the provided
information to avoid losses resulting from erroneous data. This
dynamic can lead to the inefficient use of scientific research
resources and funding, ultimately hindering the progress of
agricultural research endeavors.

Evolutionary game theory is a theory that combines game theory
analysis with dynamic evolutionary process analysis, placing a
strong emphasis on achieving dynamic equilibrium. This theory
originally emerged from the field of biological evolution and has
successfully explained certain phenomena observed in biological
evolution processes [6]. In contemporary economics, evolutionary
game theory is widely utilized to analyze the factors influencing the
development of social habits, norms, institutions, or systems, and to
explain the processes through which they form, yielding significant
insights Liu et al. [7].

In the agricultural sector, due to pronounced information
asymmetry within the agricultural supply chain and the
challenges associated with monitoring the quality of agricultural
products, certain stakeholders are motivated by personal interests,
potentially leading to harm to the interests of others and resulting in
conflicts of interest within the supply chain [8]. In the context of this
three-party game, complex interactions arise among the agricultural
product information sharing platform, information providers,
and consumers.

As an information intermediary, the agricultural product
information sharing platform needs to maintain a balance
between information providers and consumers [9]. The decisions
made by these parties directly affect the operation and reputation of
the platform. Information providers can choose to provide data
rigorously or perfunctorily, while consumers make choices between
trusting or distrusting the data. These decisions directly impact the
data quality and credibility of the platform. Therefore, there is a
dynamic evolutionary process where the decisions of the platform,
information providers, and consumers mutually influence each
other. The audit strategy of the platform, data provision strategy
of information providers, and consumer attitudes towards data trust
are constantly evolving. This dynamic equilibrium process is
influenced by government regulation and consumer feedback,
thereby affecting decision-making behaviors of all parties involved.

In this study, assumptions are made regarding the decision-
making behavior of stakeholders engaged in the sharing of
agricultural data. Subsequently, a tripartite evolutionary game
model is developed, encompassing an information sharing
platform and involving information providers and consumers.
The decision-making behavior of each party is then studied
under various influencing factors, and system equilibrium points
are explored through the construction of replicator dynamic
equations. Finally, strategies of participants are dynamically
adjusted to achieve an optimal balance of interests through
numerical simulation experiments.

The remaining parts of this article are structured as follows.
Section 2 provides a literature review on agricultural data sharing.
Section 3 presents a tripartite evolutionary game model for
agricultural data sharing. In section 4, using replicator dynamics
equations, the evolution patterns and trends of stakeholders’
interests are analyzed. The Jacobian matrix is employed to
analyze the equilibrium points of the system and explore their
stability. In Section 5, numerical simulation methods are used for
analysis. Finally, relevant strategies and recommendations are
summarized.

2 Related work

2.1 Agricultural data sharing

With the rapid development of information technology, the
process of informatization in the agricultural field is accelerating.
Agricultural informatization has not only changed the way of
agricultural production, management, and decision-making but
also has had a profound impact on the operation of the entire
agricultural supply chain [10]. In order to better utilize agricultural
data to promote agricultural production and research, the industry is
studying agricultural data sharing models and how to achieve the
optimal balance of interests between data providers, consumers, and
sharing platforms.

[11] conducted a comprehensive review on the current status of
open sharing of agricultural big data in China. Although the basic
environment for data sharing has been continuously optimized,
there are still several challenges hindering its progress. These
challenges include constraints within the system, lack of
standardized technology, and outdated laws and regulations.
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Consequently, [12] proposes that challenges such as low data
volume, poor readability, and insufficient update rates still exist
in the open sharing of agricultural big data. In order to address these
challenges and promote the sharing of agricultural data, various
measures are suggested, including top-level design, technological
advancements, content standards, sharing mechanisms, and legal
regulations. These measures aim to accelerate the open sharing and
integration of agricultural data, ultimately enhancing the
governance capacity of modern agriculture. [13] based on
analyzing the problems of existing agricultural scientific data
sharing, take problem analysis as the guide and discuss the
applicability of consortium chains and agricultural scientific data
management from three dimensions: traceability, shareability, and
security. The core of smart agriculture is big data, but the current big
data management model still has certain risks. In response to this
issue, [14] propose the use of blockchain technology to better
achieve the sharing of agricultural data. They analyze the
advantages of blockchain-based big data sharing and improve the
regional independence and information independence of major
agricultural information websites, as well as improve the
sharing methods.

[15] summarizes the concepts of data, scientific data, and
scientific data systems, and through the research and extraction
of information system success models and other theories, constructs
a sustainable model for the use of agricultural scientific data sharing
platforms. [16] indicates that this is aimed at providing data support
for improving agricultural scientific data sharing platforms and
guiding practical activities in agricultural scientific data.

Agricultural data possesses distinct characteristics, including
extensive geographical distribution, substantial data volume, intricate
structure, diverse types, and challenging acquisition. Consequently, the
utilization of big data technology for the acquisition, storage, processing,
and analysis of agricultural big data has emerged as a significant
challenge in agricultural informatization. Based on this, [17] have
studied the application system architecture and platform
construction of agricultural big data, which has guidance significance
for the processing of various types of agricultural data; at the same time,
it has practical significance for decision-making in the entire process of
agriculture. In addition, [18] explores the necessity of improving the
management and utilization of agricultural information resources and
internet-based agricultural information resources from both theoretical
and practical aspects. Corresponding strategies are proposed for
effective integration and utilization.

2.2 Evolutionary game

Evolutionary game theory, integrating principles from game theory
and genetic evolution, serves as a mathematical model to explore the
dynamic evolution of individual behaviors within populations. This
methodology extensively applies to decipher strategic interactions
among participants, offering insights into the cooperative and
competitive relationships that evolve over time. Researchers, through
the lens of evolutionary game theory, simulate strategic decision-
making processes among various stakeholders in supply chain
management. This application enhances supply chain efficiency,
stability, and resilience, providing decision-makers with valuable
guidance amid market dynamics and competitive pressures.

Consequently, evolutionary game theory stands as a robust tool and
framework for studying and optimizing supply chain management in
scholarly research [19].

In an evolutionary game model with repeated interactions, [20]
find that conditional cooperation is effective in promoting
collaboration, especially under low-risk conditions. The risk
threshold is crucial, as higher risks tend to enhance cooperation.
Importantly, a timely transition from a defective to a cooperative
strategy by conditional cooperators proves beneficial for sustaining
high-level cooperation when the risk of failing to achieve collective
goals exceeds a certain threshold.And by investigating coevolutionary
dynamics between population state and reward systems, [21] find that
interior stable coexistence state can emerge in our model.

While translating the original sentence into an academic style, I
meticulously rephrased the text to augment conciseness, clarity, and the
overall fluidity of the paragraph, demonstrating an assiduous
commitment to linguistic refinement. The adjustments ensure that
the content remains faithful to the original meaning but improves the
quality of expression, [22] proposed a tripartite evolutionary game
model to examine the interactions among crowd workers, crowd
platforms, and task requesters in this study. Their focus was on
analyzing the evolutionary stable strategies and trends exhibited by
the different participants. The model considers the strategic decision-
making of various stakeholders in the system and highlights the
dynamic characteristics of the crowd working ecosystem. By
examining the behaviors and choices of crowd workers, crowd
platforms, and task requesters, the researchers acquire
comprehensive insights into the emergence of long-term stability
and patterns in this intricate environment. The analysis contributes
to a more profound understanding of the interactions, adaptations, and
evolution of these three key players over time.

Based on this, [23] used the evolution game theory to determine the
optimal strategy energy system of multiple participants in the region
and established a three-party game reciprocitymodel. The probability of
strategy selection for the three participants under equilibrium and non-
equilibrium strategies was analyzed. [24] addressed the insufficient
stability research on three-party evolutionary games. They used a
generalized three-dimensional dynamical system constructed by the
replication dynamic equations to discuss the evolutionary trend of
single-group strategies. Then, based on the Lyapunov stability theory,
they analyzed the asymptotic stability of the system and, combined with
the evolutionary trend of single-group strategies, discovered that all
types of mixed strategy Nash equilibrium were saddle points. They also
proved the zero eigenvalue non-ESS theorem and the ESS non-
coexistence theorem, providing reference and inspiration for further
research on evolutionary games.

In online knowledge communities, the monetization of knowledge
has become a key focus of business models. [25] conducted an in-depth
exploration of this topic. They established a three-party evolutionary
game model to study different evolutionary stable strategies,
evolutionary trends, and factors affecting these evolutionary paths.
This research provides important decision support for the operation
of online knowledge communities and proposes new approaches to
solving conflicts of interest in knowledge sharing.

In the era of big data, the sharing of medical data has become an
urgent need to improve the quality and efficiency of healthcare services.
[26] developed a three-party evolutionary game model tailored to
medical sharing scenarios, highlighting the significance of regulation
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and governance of data flow quality in addition to ensuring data
security. By achieving stability within the medical data sharing
system, this research provides significant insights and
recommendations for enhancing the management of medical data
sharing, providing valuable guidance for stakeholders’ informed
decision-making. Furthermore, this study also extends to mobile
crowdsourcing, contributing to its efficiency and fairness.

[27] conducted an in-depth exploration of the behavioral strategies
employed by crowdsourcing workers, crowdsourcing platforms, and
task requesters. They achieved this by establishing a three-party
evolutionary game model, enabling them to analyze the impact and
constraints of these behavioral strategies on each other. This provided
valuable insights into comprehending the dynamics of the mobile
crowdsourcing market. Through simulation experiments, they
verified the stability of equilibrium points within the three-party
game system, emphasizing the interactions and mutual influences
among different participants. The overarching objective was to
promote the healthy development of the mobile crowdsourcing
market and maximize social welfare.

The literature emphasizes the significant role of data sharing in
modern agricultural informatization. These studies highlight challenges
such as insufficient data volume, poor quality, and outdated regulations
that impede its effectiveness. To overcome these challenges, studies
suggest using big data technology and blockchain to enhance security
and autonomy. Furthermore, the application of evolutionary game
theory in domains like crowdsourcing and medical data sharing
analyzes strategies and emphasizes stable approaches. This article
aims to develop a multi-agent decision-making mechanism based on
evolutionary game theory to optimize interactions between data
providers, consumers, and platforms in order to improve
governance and promote agricultural informatization.

3 Basic assumptions and model
construction

3.1 Game relationship among three
participants

As shown in Figure 1, in the agricultural product information
sharing ecosystem, agricultural information providers provide data to
the agricultural product information sharing platform.When providers
are found to provide data with a lack of rigor, they will be fined by the
platform. The rigor or lack thereof in providing data directly affects the
data quality and stability of the ecosystem. At the same time, the
agricultural product information sharing platform will review the
collected information and then provide it to agricultural information
consumers. If the data is reliable, agricultural information consumers
will provide subsidies to the providers. However, if the data is unreliable,
they will seek compensation from the platform. This complex
ecosystem requires all parties to carefully balance their interests to
ensure the sustainable development of information sharing.

3.2 Model assumptions

Assumption 1. The strategy of the agricultural product
information sharing platform is represented as α = (α1, α2) =
(rigorous data review, lenient data review). It selects α1 with a
probability of x and α2 with a probability of 1 − x, where x
ranges from 0 to 1.The strategy space of the agricultural
information provider is denoted as β = (β1, β2) = (meticulous
data provision, perfunctory data provision). It opts for β1 with a
probability of y and β2 with a probability of 1 − y, where y ranges

FIGURE 1
Agricultural big data sharing workflow.
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from 0 to 1.The strategy space of the agricultural information
consumer is expressed as γ = (γ1, γ2) = (trust data, distrust data).
It selects γ1 with a probability of z and γ2 with a probability of 1 − z,
where z ranges from 0 to 1.

Assumption 2. When the agricultural information provider
chooses meticulous data provision, the profit is Ra, and the cost
of using professional equipment to collect data rigorously is Cb.
When the agricultural information provider chooses perfunctory
data provision, the profit is Rb, where Ra < Rb.

Assumption 3. When the agricultural information sharing
platform chooses rigorous data review, the required manpower
and material costs are Ca. When the agricultural information
sharing platform chooses lenient data review, the perfunctory
data provision by the agricultural information provider leads to a
decrease in the average quality of agricultural data. In this case, the
loss caused by the reputation loss of the agricultural product
information sharing platform is Pa. When the agricultural
information sharing platform rigorously reviews the data and
discovers that it has been provided perfunctorily, it imposes a
fine of T on the agricultural information provider and incurs a
cost of F to acquire accurate data. The reputation benefit obtained by
the agricultural information sharing platform from having authentic
and reliable data is Pb, and it also receives a bonus H from the
agricultural information consumers.

Assumption 4. When the agricultural information consumer
distrusts the data, the cost of verification is Cd. If perfunctory data
provision is discovered, the consumer can file a claim of B against the
agricultural information sharing platform. If the agricultural
information provider is found to voluntarily provide meticulous
data, they receive an agricultural subsidy S. When the agricultural
information consumer trusts the data but it is provided
perfunctorily, the waste of experimental resources resulting from
incorrect data is Pc.

Based on the aforementioned assumptions, to enhance the
clarity of the game model, Table 1 presents the relevant

behavioral parameters essential for the three-party evolutionary
game model, along with their respective meanings.

3.3 Model construction

According to the above assumptions, the three-party game
payoff matrix is established for the agricultural information
sharing platform, the agricultural information provider, and the
agricultural information consumer, as shown in Table 2.

4 Model analysis

4.1 Analysis of the stability of the strategy of
agricultural product information
sharing platform

The expected benefits and average expected benefits (U11, U12,
U1) for strict or lenient data review on the agricultural product
information sharing platform are as follows:

U11 � −Ca + Fy − F +Hz + Pb − Ty + T

U12 � −Byz + By + Bz − B +Hyz + Pay

−Pa + Pby

U1 � xU11 + 1 − x( )U12

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩ (1)

The equation for the replication dynamics of strategy selection
in the agricultural product information sharing platform is:

F x( ) � x U11 − U1( )
� x 1 − x( ) B −H( )yz − B − F + Pa + Pb(( +T)
y − B −H( )z + B − Ca − F + Pa + Pb + T) (2)

The first-order derivative of x and the set G(y) are respectively:

dF x( )
dx

� 2x − 1( ) B −H( )yz − B − F + Pa + Pb,+T)((
y − B −H( )z + B − Ca − F + Pa + Pb+T) (3)

G y( ) � B −H( )yz − B − F + Pa + Pb + T( )y
− B −H( )z + B − Ca − F + Pa + Pb + T

(4)

The agricultural information sharing platform must satisfy the
following conditions to be in a stable state: F(x) = 0 and dF(x)

dx < 0.
Since dG(y)

dy < 0, G(y) is a decreasing function with respect to y.
Therefore, wheny = ((B−H)z − B+ Ca + F − Pa − Pb − T)/((B−H)z −
B+ F − Pa − Pb − T) = yp, G(y) = 0, dF(x)dx � 0, and the strategy cannot
be determined. When y < yp, G(y) > 0 and dF(x)

dx |x�0 < 0, then x = 0 is
the ESS. Conversely, when y > y*, y = 1 is the ESS. The phase diagram
of strategy evolution for the agricultural information sharing
platform is shown in Figure 2.

4.2 Stability analysis of agricultural
information providers’ strategies

The expected benefits and average expected benefits (U21, U22,
U2) for meticulous or perfunctory data provision by agricultural
information providers are as follows:

TABLE 1 Main symbols used in the paper.

Symbol Description

Ca Agricultural Platform Data Review Costs

Cb The Cost of Accurate Agricultural Data Collection

Cd The Cost of Distrust in Agricultural Data verification

Pa Reputation Loss from Erroneous Agricultural Data

Pb Reliable Agricultural Data’s Reputation Gains

Pc Wasted Resources from Superficial Agri Data Trust

Ra Provider Benefits from Agricultural Data Sharing

Rb Provider benefits from superficial agri data sharing

T Platform Fines for Perfunctory Data in Audits

F The Cost of Reacquiring Accurate Data Post-Audit

B Consumer Claims for Mistrusted Agricultural Data

S Provider Subsidies for Verified Accurate Data

H Consumer Bonuses for Reliable Platform Data
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U21 � −Cb + Ra − Sz + S
U22 � Rb − Tx
U2 � yU21 + 1 − y( )U22

⎧⎪⎨⎪⎩ (5)

The replication dynamics equation for strategy selection by
agricultural information providers is:

F y( ) � y U21 − U2( )
� y Cby − Cb − Ray + Ra + Rby − Rb + Syz(
−Sy − Sz + S − Txy + Tx)

� y 1 − y( ) −Cb + Ra − Rb + S + Tx − Sz( )
(6)

The first-order derivative of y and the set J(z) are respectively:

dF y( )
dy

� 2y − 1( ) −Cb + Ra − Rb + S + Tx − Sz( ) (7)
J z( ) � −Cb + Ra − Rb + S + Tx − Sz (8)

For agricultural information providers to be in a stable state,
they must satisfy the conditions: F(y) = 0 and dF(y)dy < 0, when
they provide data meticulously. Since dF(z)dz < 0, J(z) is a
decreasing function with respect to z. Therefore, when

z = (−Cb + Ra − Rb + S + Tx)/S = zp, J(z) = 0, dF(y)dy = 0,
and the strategy cannot be determined. When z < zp, J(z) > 0, and
dF(y)dy|y = 0 < 0, then y = 0 is the ESS. Conversely, when z > zp,
y = 1 is the ESS. The phase diagram of strategy evolution for
agricultural information providers is shown in Figure 3.

4.3 Stability analysis of agricultural
information consumer’s strategies

The expected benefits and average expected benefits (U31, U32,
U3) for agricultural information consumers’ trust or distrust in data
are as follows:

U31 � Hxy −Hx −Hy − Pcxy + Pcx
+Pcy − Pc

U32 � Bxy − Bx − By + B − Cd − Sy
U3 � zU31 + 1 − z( )U32

⎧⎪⎪⎪⎨⎪⎪⎪⎩ (9)

The replication dynamic equation for strategy selection of
agricultural information providers is:

TABLE 2 Tripartite game benefit matrix.

Data sharing platform Data provider Data consumer (trust data) Data consumer (distrust data)

Rigorous data review Meticulous data provision −Ca + Pb + H −Ca + Pb

Ra − Cb Ra − Cb + S

−H −Cd − S

Perfunctory data provision −Ca + Pb + H + T − F −Ca + Pb + T − F

Rb − T Rb − T

−H −Cd

Lenient data review Meticulous data provision Pb + H Pb

Ra − Cb Ra − Cb + Pd + S

−H −Cd − S

Perfunctory data provision −Pa −Pa − B

Rb Rb

−Pc −Cd + B

FIGURE 2
Phase diagram of the strategy evolution in agricultural information sharing platforms.
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F z( ) � z U31 − U3( )
� z −Hxy +Hx y − 1( ) +Hy x − 1( )(

−Pc x − 1( ) y − 1( ) + z Hxy −Hx y − 1( )(
−yH x − 1( ) + Pc x − 1( ) y − 1( ))
+ z − 1( ) Cdxy x − 1( ) y − 1( ) + y Cd + S( ) x − 1( )(
+ B − Cd( ) x − 1( ) y − 1( )))

� z 1 − z( ) xy Cd + S −H( ) + x H − Cd( )(
+ H − Cd − S( )y x − 1( )
− B − Cd + Pc( ) x − 1( ) y − 1( )) (10)

The first-order derivative of z and the set H(x) are respectively:

dF z( )
dz

� 2z − 1( ) xy Cd + S −H( )(
+x H − Cd( ) y − 1( ) + y H − Cd − S( ) x − 1( )
− B−( Cd + Pc) x − 1( ) y − 1( ))

(11)
H x( ) � xy Cd + S −H( ) + x H − Cd( ) y − 1( )

+y x − 1( ) H − Cd − S( )
− B − Cd + Pc( ) x − 1( ) y − 1( ) (12)

For agricultural information consumers to trust data in a stable
state, the following conditions must be met: F(z) = 0 and dF(z)

dz < 0.
Since dH(x)

dx > 0, H(x) is an increasing function with respect to x.
Therefore, when x = xy (Cd + S −H) + (H − Cd)x (y − 1) + (H − Cd −
S)y (x − 1) − (B− Cd + Pc)(x − 1)(y − 1) = x*,H(x) = 0, and dF(z)

dz z � 0,

the strategy cannot be determined. When x < xp, H(x) < 0, and
dF(z)
dz |z � 1< 0, then x = 1 is the ESS. Conversely, when x > xp, x = 0 is

the ESS. The phase diagram of the strategy evolution for agricultural
information consumers is shown in Figure 4.

4.4 Stability analysis of the equilibrium
points in the three-party evolutionary
game system

By utilizing the joint replicator dynamics equations of the
agricultural information provider and agricultural information
consumer through the agricultural product information sharing
platform, a three-party evolutionary game system can be obtained
From the equation F(x) = F(y) = F(z) = 0, nine system equilibrium
points can be derived: (0,0,0), (0,0,1), (0,1,0), (0,1,1), (1,0,0), (1,0,1),
(1,1,0), (1,1,1). However, these equilibrium points may not necessarily
be the stable evolutionary strategies of the system. Therefore, it is
necessary to further determine the stability of these nine points. Based
on Friedman’s research [28], we constructed the Jacobian matrix of
the three-party game as follows:

J �
F11 F12 F13

F21 F22 F23

F31 F32 F33

⎡⎢⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎥⎦ (13)

FIGURE 3
Phase diagram of the strategy evolution for agricultural information providers.

FIGURE 4
Phase diagram of the strategy evolution for agricultural information consumers.
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Following the principles of evolutionary game theory,
equilibrium points’ nature can be determined by substituting
them into the Jacobian matrix and analyzing the corresponding
eigenvalues. An equilibrium point is classified as an ESS when all
three eigenvalues are negative. A saddle point corresponds to the
presence of one or two negative eigenvalues. Conversely, when all
three eigenvalues are negative, it represents a see point. Table 3
provides a comprehensive overview of the eigenvalues associated
with the eight equilibrium points obtained through their
substitution into the Jacobian matrix.

Upon close scrutiny of Table 3, it is evident that the points
(0,1,1), (1,1,0), and (1,1,1) each possess at least one positive
eigenvalue, indicating their exclusion from the category of ESS.
This highlights the infeasibility of depending solely on the
supervision of the agricultural product information sharing
platform. In contrast, the remaining five equilibrium points, as
extensively examined in Table 4, may potentially acquire the
status of ESS under specific conditions.

The comprehension of potential ESS necessitates an exploration
of their characteristics and evolutionary trajectories. Within Table 4,
the eigenvalues and evolutionary trends of these equilibrium points
are presented, facilitating the identification of the conditions

contributing to their stability. As such, the elucidated potential
ESS provide valuable managerial insights and act as reference
points for informed decision-making in governing the
agricultural product information sharing system.

In the subsequent analysis, we will delve into the unique
attributes of each ESS point, shedding light on the intricate
dynamics that shape the stability of the system and offering a
more comprehensive understanding of their potential roles and
implications within the agricultural information
sharing ecosystem.

4.4.1 Quantitative analysis of point A (0, 0, 0)
When condition① is met, A is the equilibrium point of a three-

player game, and the strategy combination for the three players is
{loose data auditing, superficial data provision, distrust of data}. λ1,
λ2, and λ3 need to be less than 0 to meet the stability condition. From
λ1, λ2 and λ3 < 0, we can conclude:

−Ca − F + Pb + T< − B − Pa

Ra − Cb + S<Rb

Cd <Pc + B

⎧⎪⎨⎪⎩ (14)

These three inequalities represent:

TABLE 3 System equilibrium points and eigenvalues.

Equilibrium λ1 λ2 λ3

A (0, 0, 0) B− Ca − F + Pa + Pb + T −Cb + Ra − Rb + S −B+ Cd − Pc

B (0, 0, 1) −Ca − F + H + Pa + Pb + T −Cb + Ra − Rb B− Cd + Pc

C (0, 1, 0) −Ca Cb − Ra + Rb − S Cd − H + S

D (0, 1, 1) −Ca Cb − Ra + Rb −Cd + H − S

E (1, 0, 0) −B+ Ca + F − Pa − Pb − T −Cb + Ra − Rb + S + T Cd − H

F (1, 0, 1) Ca + F − H − Pa − Pb − T −Cb + Ra − Rb + T −Cd + H

G (1, 1, 0) Ca Cb − Ra + Rb − S − T Cd − H + S

H (1, 1, 1) Ca Cb − Ra + Rb − T −Cd + H − S

TABLE 4 Stability analysis of equilibrium points.

Equilibrium Real part of symbol Stable conditions Stability

A (0, 0, 0) (*, *, *) ① ESS

B (0, 0, 1) (*, −,*) ② ESS

C (0, 1, 0) (−,*, *) ③ ESS

D (0, 1, 1) (−, +,*) \ Unstable

E (1, 0, 0) (*, *, *) ④ ESS

F (1, 0, 1) (*, *, *) ⑤ ESS

G (1, 1, 0) (+,*, *) \ Unstable

H (1, 1, 1) (+,*, *) \ Unstable

①B− Ca − F + Pa + Pb + T < 0; − Cb + Ra − Rb + S < 0; − B+ Cd − Pc < 0.

②−Ca − F + H + Pa + Pb + T < 0; B− Cd + Pc < 0.

③Cb − Ra + Rb − S < 0; Cd − H + S < 0.

④−B+ Ca + F − Pa − Pb − T < 0; − Cb + Ra − Rb + S + T < 0; Cd − H < 0.

⑤Ca + F − H − Pa − Pb − T < 0; − Cb + Ra − Rb + T < 0; − Cd + H < 0.
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• The difference between the reputation income, fine income,
and audit cost of the agricultural product information sharing
platform and the cost of obtaining correct data again is smaller
than the sum of compensation paid by agricultural
information consumers and reputation losses.

• The difference between the income of rigorous data provision
by agricultural information providers and the income from
subsidies received from scientific research institutions is
smaller than the benefits of providing data in a
perfunctory manner.

• The verification cost of agricultural information consumers is
smaller than the sum of the loss of wasted experimental
resources and the income from claiming to the platform.

The agricultural product information sharing platform can
provide more accurate and reliable data by strengthening the
audit process and ensuring the accuracy and completeness of the
data, in order to attract more agricultural information consumers
and scientific research institutions to use the platform and increase
the platform’s reputation income.

4.4.2 Qualitative analysis of point B (0, 0, 1)
When condition is met, B is the equilibrium point of a three-

player game, and the strategy combination for the three players is
{loose data auditing, superficial data provision, trust in data}. Since
Ra < Rb, we can infer that λ2 < 0, and λ1, λ3 need to be less than 0 to
meet the stability condition. From λ1, λ3 < 0, we can conclude:

−Ca − F +H + Pb + T< − Pa

B + Pc <Cd
{ (15)

These three inequalities represent:

• The difference between the reputation income, fine income,
institution bonus income, and audit cost of the agricultural
product information sharing platform and the cost of
obtaining correct data again is smaller than the reputation loss.

• The verification cost of agricultural information consumers is
greater than the sum of the loss of wasted experimental
resources and the income from claiming to the platform.

The agricultural product information sharing platform can take
measures to help consumers conveniently verify data and provide
relevant guidelines and tools. In addition, it can strengthen
communication with agricultural information consumers and
provide responsive customer support to reduce the likelihood of
consumers wasting experimental resources and claiming income.

4.4.3 Quantitative analysis of point C (0, 1, 0)
When condition is met, C is the equilibrium point of a three-

player game, and the strategy combination for the three players is
{loose data auditing, rigorous data provision, distrust of data}. Since
Ca > 0, we can infer that λ1 < 0, and λ2, λ3 need to be less than 0 to
meet the stability condition. From λ2, λ3 < 0, we can conclude:

Rb <Ra − Cb + S
Cd −H< − S

{ (16)

These three inequalities represent:

• The profit from perfunctory provision of data by agricultural
information providers is smaller than the difference between
the profit from rigorous data provision, agricultural subsidy
income, and the cost of data collection.

• The verification cost and bonus paid by agricultural
information consumers are smaller than the agricultural
subsidy paid.

To encourage agricultural information providers to provide data
rigorously, the platform can consider offering more appealing
incentive measures. This can include increasing the amount or
frequency of agricultural subsidies, as well as providing other
incentives to encourage providers to offer accurate and complete
data, thereby improving the data quality of the platform.

4.4.4 Quantitative analysis of point E (1, 0, 0)
When condition is met, E is the equilibrium point of a three-

player game, and the strategy combination for the three players is
{strict data auditing, superficial data provision, distrust of data}. λ1,
λ2 and λ3 need to be less than 0 to meet the stability condition. From
λ1, λ2, and λ3 < 0, we can conclude:

Ca + F − Pa <Pb + B + T
Ra + S − Cb <Rb − T
Cd <H

⎧⎪⎨⎪⎩ (17)

These three inequalities represent:

• The difference between the cost of strict audit, cost of
obtaining data again, and reputation loss, and the sum of
reputation loss, compensation costs, and fine income, is
smaller than reputation loss.

• The difference between the profit from careful selection,
agricultural subsidy income, and the difference between the
cost of collection, is smaller than the difference between the
profit from perfunctory selection and the fine received.

• The cost borne by agricultural information consumers is
smaller than the bonus provided to the platform.

To enhance consumers’ trust and participation in the platform,
the platform can consider providing a reasonable bonus mechanism
to encourage consumers to actively participate in agricultural
product traceability. This can include providing bonuses or
discount coupons as feedback to stimulate consumer attention
and willingness to purchase high-quality agricultural products.
Agricultural consumers can also establish a comprehensive
verification mechanism to reduce verification costs.

4.4.5 Quantitative analysis of point F (1, 0, 1)
When condition is met, F is the equilibrium point of a three-

player game, and the strategy combination for the three players is
{strict data auditing, superficial data provision, trust in data}. λ1, λ2
and λ3 need to be less than 0 to meet the stability condition. From λ1,
λ2, and λ3 < 0, we can conclude:

Ca + F − Pa <Pb +H + T
Ra − Cb <Rb − T
H<Cd

⎧⎪⎨⎪⎩ (18)

These three inequalities represent:
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• The difference between the cost of strict auditing, the cost of
obtaining data again, and reputation loss is smaller than
reputation loss, the bonus received from scientific research
institutions, and fine income.

• The difference between the profit from careful selection and
the cost of collection is smaller than the difference between the
profit from perfunctory selection and the fine received.

• The cost borne by agricultural information consumers is
greater than the bonus provided to the platform.

To reduce audit costs, the platform can utilize automation and
intelligent technologies to process data, while establishing stable
partnerships with data providers and collaborating with reliable data
sources to reduce the cost of obtaining accurate data.

5 Numerical simulation and analysis

5.1 ESS comparative analysis

We conducted numerical simulation experiments to account
for the complexity of relationships between multiple variables and
parameters, which are difficult to measure accurately in practical
situations. To ensure wide applicability and practicality of the
obtained patterns, we established clear principles. These
principles involve setting numerical values that accurately
reflect the actual situation and minimizing changes in other
variables when the ESS changes. This facilitates subsequent
parameter sensitivity analysis. By adhering to these principles,
our research effectively explores the evolutionary trends and
patterns of three-party strategy equilibrium. See Table 5 for the
initial numerical settings.

(1) (0,0,0) and (0,0,1) The distinction between the two ESS hinges
on whether agricultural information consumers adopt a

strategy of trusting the data. It is noteworthy that as this
choice is made, Pc decreases while B increases. This suggests
that augmenting the compensation cost for agricultural
information consumers and curbing the wastage of
experimental resources tend to steer agricultural
information consumers towards embracing the data trust
strategy. Figure 5. and Figure 6 illustrate the evolutionary
trends within these two environmental systems. Notably, the
x and y curves exhibit relatively minimal variations, while the
z curve undergoes a transformation from 0 to 1. Initially, the z
curve ascends and subsequently descends, indicating that
research institutions’ inclination to adopt the trust strategy
is not particularly strong. Numerous numerical experiments
have consistently demonstrated that further reductions in Cd

can abbreviate the equilibrium time and sustain a consistent
downward trend in the curve.

(2) (0,0,0) and (0,1,0) The distinction between the two ESS lies in
whether the agricultural information provider opts for a
meticulous data provisioning strategy. It is noticeable that,
with this choice, Cb, Cd, S experience a decrease, while H
registers an increase. This indicates that the agricultural
information provider inclines towards a rigorous data
provisioning strategy due to the reduced costs associated
with collecting data rigorously, lower verification expenses
for agricultural information consumers, a decrease in
agricultural subsidies, and an increase in bonuses received
by the platform from research institutions. Figure 5 and
Figure 7 depict the evolutionary trends within these two
environmental systems. Remarkably, the x curve exhibits
relatively minimal variations, while the z curve displays a
faster rate of decline. Meanwhile, the y curve undergoes a
transformation from 0 to 1, albeit with a longer equilibrium
time. This suggests a moderate level of enthusiasm from the
agricultural information provider when it comes to rigorously
providing data. Multiple numerical experiments have

TABLE 5 Numerical values of different variables and parameters in ESS.

ESS/Value A (0,0,0) B (0,0,1) C (0,1,0) E (1,0,0) F (1,0,1)

Ca 80 80 80 80 80

Cb 50 50 10 50 50

Cd 80 80 30 10 80

Pa 20 20 20 20 40

Pb 20 20 20 20 40

Pc 70 20 70 70 70

Ra 100 100 100 100 100

Rb 150 150 110 150 150

T 10 10 10 30 30

F 30 30 30 30 30

B 20 50 20 50 50

S 50 50 30 50 50

H 20 20 70 20 20
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consistently demonstrated that further reductions in T have
the potential to abbreviate the equilibrium time.

(3) (0,0,0) and (1,0,0) The distinction between the two ESS
revolves around whether the agricultural product
information sharing platform opts for a stringent data
auditing strategy. It is evident that, with this choice, Cd

experiences a decrease, while both T and B register an

increase. This suggests that a reduction in the verification
cost for agricultural information consumers, a decrease in
penalties imposed by the platform on agricultural
information providers, and a decline in compensation
claims from research institutions to the platform
collectively drive the agricultural product traceability
platform toward a preference for the rigorous data auditing

FIGURE 5
Evolutionary trajectory of A (0, 0, 0). (A) The 3D evolutionary chart, (B) Equilibrium state under the (corresponding point).

FIGURE 6
Evolutionary trajectory of B (0, 0, 1). (A) The 3D evolutionary chart, (B) Equilibrium state under the (corresponding point).

FIGURE 7
Evolutionary trajectory of C (0, 1, 0). (A) The 3D evolutionary chart, (B) Equilibrium state under the (corresponding point).
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strategy. Figure 5 and Figure 8 portray the evolutionary trends
within these two environmental systems. Notably, the y and z
curves exhibit relatively minimal variations, while the x curve
undergoes a transformation from 0 to 1. However, it initially
decreases before increasing, resulting in a longer equilibrium
time. This pattern indicates a reduced level of enthusiasm
from the agricultural product traceability platform in
conducting thorough data audits. Multiple numerical
experiments have consistently shown that further
reductions in Pa and Pb have the potential to abbreviate
the equilibrium time.

(4) (0,0,1) and (1,0,1) The disparity between the two ESS centers
on whether the agricultural product information sharing
platform adopts a rigorous data auditing strategy. It
becomes evident that, in making this choice, Pa, Pb, Pc,
and T all experience an increase. This signifies an
escalation in the reputation benefits and losses for the
platform, the conservation of resources by research
institutions, and the heightened penalties imposed by the
platform on agricultural information providers. These factors
collectively drive the agricultural product traceability
platform toward a preference for the rigorous data auditing
strategy. Figure 6 and Figure 9 depict the evolutionary trends
within these two environmental systems. Remarkably, the y
and z curves exhibit relatively minimal variations, while the x
curve undergoes a transformation from 0 to 1. As discussed in
part (3) of the analysis, further reductions in Pa and Pb have
the potential to abbreviate the equilibrium time.

(5) (1,0,0) and (1,0,1) The distinction between the two ESS hinges
on whether agricultural information consumers adopt a
strategy of trusting the data. It can be observed that as this
choice is made, Cd, Pa, and Pb all experience an increase. This
signifies an escalation in the verification cost for research
institutions and the reputation benefits and losses for the
platform, thereby driving agricultural information consumers
toward a preference for trusting the data strategy. Figure 8 and
Figure 9 delineate the evolutionary trends within these two
environmental systems. Notably, the x curve, as analyzed in
part (3), and the y curve exhibit relatively minimal variations.
In contrast, the z curve undergoes a transformation from 0 to
1 in a smooth and rapid manner, indicating an elevated level

of enthusiasm among agricultural information consumers to
embrace the data trust strategy.

5.2 Initial probability analysis

In order to explore the impact of initial probabilities on the
equilibrium of the three participants, the variables and parameters
are kept constant.

In Figure 10, we set the initial probabilities of y and z to be both
0.5 and observe the evolution pattern of the system by changing the
initial strategy of the agricultural product information sharing
platform. As shown in Figure 10A, when the probability of strict
data auditing increases from 0.2 to 0.8, the evolution speed of the
agricultural information provider adopting a rigorous data
provisioning strategy will increase, converging at a relatively
stable rate. As shown in Figure 10B, the behavior of agricultural
information consumers is less influenced, and their convergence rate
to distrust is negatively correlated with z. This indicates that the
auditing behavior of the agricultural product information sharing
platform will influence the decision of whether agricultural
information providers provide data rigorously or not, and strict
auditing will compel them to provide more rigorous data.

In Figure 11, we initially set both the probabilities of x and z to
0.5 and observe the system’s evolution pattern by varying the initial
strategy of the agricultural information provider. As illustrated in
Figure 11A, when the probability of rigorous data provisioning
increases from 0.2 to 0.8, the behavior of the agricultural product
information sharing platform is minimally affected, and its
convergence rate to lenient data auditing remains relatively
stable. In Figure 11B, the convergence rate of agricultural
information consumers towards distrust is inversely correlated
with the value of z. This implies that the data provisioning
behavior of the agricultural information provider significantly
influences the decision of whether agricultural information
consumers choose to trust or not.

In Figure 12, we initialize the strategies of x and y at 0.5 and
observe the system’s evolution pattern by altering the initial strategy
of the agricultural information consumer. As z gradually increases
from 0.2 to 0.8, as depicted in Figure 12A, the behavior of the
agricultural product information sharing platform is minimally

FIGURE 8
Evolutionary trajectory of E (1, 0, 0). (A) The 3D evolutionary chart, (B) Equilibrium state under the (corresponding point).
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affected, and its convergence rate towards lenient data auditing
remains nearly unchanged. As shown in Figure 12B, the
evolutionary pace of the agricultural information provider, which
adopts a rigorous data provisioning strategy, decelerates, and there
are intermittent fluctuations towards the provision of perfunctory
data. However, on the whole, it still leans towards the trend of

providing well-researched data. This underscores the significant
impact of strategy choices made by agricultural information
consumers on the entire system. Since data represents a pivotal
resource flowing throughout the entire sharing system, the reliability
of the entire sharing system hinges on the decisions made by
agricultural information consumers.

FIGURE 9
Evolutionary trajectory of F (1, 0, 1). (A) The 3D evolutionary chart, (B) Equilibrium state under the (corresponding point).

FIGURE 10
The impact of the initial probability of x on the evolutionary outcome and trajectory. (A) Effect on the evolution of y, (B) Effect on the evolution of z.

FIGURE 11
The impact of the initial probability of y on the evolutionary outcome and trajectory. (A) Effect on the evolution of x, (B) Effect on the evolution of z.
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5.3 Partial parameter analysis

When the agricultural product information sharing platform
chooses to relax data review standards, and scientific research
institutions decide to distrust the data, agricultural information
providers tend to reduce the cost of data collection rigor, as
illustrated in Figure 13. With an initial value of Cb set at 30 and
other parameters held constant, we examine the impact of reducing
Cb to 10 and subsequently increasing it to 50 and 70, respectively.As
Cb decreases to 10, the equilibrium point shifts from (0, 0, 0) to (0, 1,
0). However, when Cb increases to 50 and 70, there is no significant
change in the equilibrium point. Furthermore, considering its
implications in the x − z dimension, as Cb further increases to
70, the efficiency of agricultural information providers in evolving
towards rigorous data provision also improves. This suggests that
with lower values of Cb, agricultural information providers typically
adopt the strategy of immediately providing data rigorously.
Conversely, when the cost of data collection rises due to the
necessity of purchasing professional equipment or hiring
agricultural experts, they are more inclined to opt for perfunctory
data provision, thereby increasing their profits. Hence, it is plausible

to promote rigorous data provision by reducing the cost and price of
professional equipment.

When the agricultural information sharing platform chooses to
relax the review of data, and agricultural information providers
choose to provide data perfunctorily, agricultural information
consumers tend to reduce the waste of experimental resources
caused by perfunctory low-quality data, as shown in Figure 14,
we conducted a study on the impact of varying the initial value of Pc
in an agricultural information consumer model. When the initial
value of Pc is 100, we investigated its reduction to 20 and 10, as well
as its increase to 200, while keeping the other parameters constant.
When Pc decreases to 20 and 10, we observed a shift in the
equilibrium point from (0, 0, 0) to (0, 0, 1). However, when Pc
increases to 200, there is no notable change in the equilibrium
point.Furthermore, the model predicts that as Pc further increases to
200, the efficiency of agricultural information consumers in evolving
towards distrusting the data improves. This improvement is
particularly evident when considering the x-z relationship.This
indicates that for a smaller Pc, agricultural information
consumers usually adopt the strategy of trusting the data
immediately. However, when perfunctory low-quality data causes

FIGURE 12
The impact of the initial probability of z on the evolutionary outcome and trajectory. (A) Effect on the evolution of x, (B) Effect on the evolution of y.

FIGURE 13
The impact of Cb on the evolutionary outcome and trajectory.

FIGURE 14
The impact of Pc on the evolutionary outcome and trajectory.

Frontiers in Physics frontiersin.org14

Zhao and Yang 10.3389/fphy.2023.1321973

101

https://www.frontiersin.org/journals/physics
https://www.frontiersin.org
https://doi.org/10.3389/fphy.2023.1321973


errors in experimental results or incorrect influences on research
ideas, leading to an overall waste of experimental resources and an
increase in the cost of resource waste, they are more willing to choose
to distrust the data and prefer to incur certain costs to verify the data
in order to ensure the accuracy of scientific research experiments.

When agricultural information consumers confirm that the data
is reliable and effective, they will provide agricultural subsidies to
encourage agricultural information providers to continue growing
crops and providing rigorous and reliable data in accordance with
the original methods. If the bonuses received are generous enough, it
will also incentivize agricultural information providers to continue
practicing strict agriculture and provide reliable data. Hence, we
initially set the value of S to 10 and gradually increased it to 50, 100,
and 120 to observe its impact on decision-making behavior. As
depicted in Figure 15, it becomes evident that the decision strategies
of the three participants converge towards (0, 1, 1). Moreover, upon
examining the x − z projection graph, it is apparent that higher
values of S lead to a decision bias favoring trust in data from
scientific research institutions, while agricultural information
providers also tend to offer data more rigorously. This suggests
that as subsidies from scientific research institutions to agricultural
information providers increase, the latter are incentivized to actively
and rigorously provide data. Consequently, scientific research
institutions also develop greater trust in the data due to the
improved data provision from agricultural information providers,
thus establishing a virtuous cycle.

When agricultural information providers choose to provide data
perfunctorily, the agricultural product information sharing platform
aims to mitigate the wastage of experimental resources resulting
from subpar data, as illustrated in Figure 16. With an initial value of
T set at 30, and keeping other parameters constant, we investigate
the impact of reducing T to 10 and subsequently increasing it to
80 and 100.As T decreases to 10, there is no significant change in the
equilibrium point. However, when T increases to 80 and 100, the
equilibrium point transitions from (0, 0, 0) to (1, 0, 1). Furthermore,
when considering its implications in the x − z dimension, a decrease
in T to 10 leads to an enhanced efficiency among agricultural
information consumers in evolving towards a state of distrust in

the data. This suggests that for smaller values of T, agricultural
information consumers tend to adopt a strategy of distrusting the
data. Nevertheless, when the severity of penalties for perfunctory
data reaches a certain threshold, it indirectly promotes the rigor and
reliability of the data. Consequently, agricultural information
consumers become more inclined to trust the data.

6 Conclusion and future works

In the era of agricultural informatization, the reliability of data
and the sharing of information are crucial for the sustainable
development of the entire agricultural ecosystem. This paper
delves into the interaction between agricultural information
providers, agricultural information consumers, and information
sharing platforms from the perspective of game theory.
Specifically, we examine the system’s evolutionary trends in light
of whether agricultural information providers adopt a rigorous data-
providing strategy and whether agricultural information consumers
adopt a trusting data strategy. Based on the findings of this study, we
propose some targeted recommendations.

1. Agricultural information sharing platform should establish a
stringent review mechanism to ensure the reliability and
accuracy of the agricultural data provided. This will
enhance the trust of agricultural information consumers
and promote information sharing and circulation.
Simultaneously, implementing incentive measures is
necessary to encourage agricultural information providers to
provide reliable data. This will actively motivate them to collect
and provide data, consequently improving the overall
reliability of the system. Additionally, the information
sharing platform should actively explore mutually beneficial
cooperation mechanisms with other institutions to secure
additional subsidies and policy support from the government.

2. Agricultural information providers should adopt a rigorous
attitude to ensure that data collection methods are
scientifically reliable, with regular data validation and

FIGURE 15
The impact of S on the evolutionary outcome and trajectory.

FIGURE 16
The impact of T on the evolutionary outcome and trajectory.
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auditing. They should also evaluate strategies to improve data
provision. This ensures that the provided data is reliable and
accurate, which helps to enhance reputation and credibility,
and enables access to more agricultural subsidies and bonuses,
thereby increasing the benefits of data sharing.

3. It is important to choose a reliable platform to provide data for
agricultural information consumers. This can promote
information sharing and collaboration, reduce waste of
experimental resources, and improve system efficiency.
However, when using the data, consumers should remain
cautious and verify its accuracy to ensure the reliability of
scientific research experiments. By establishing a foundation of
trust on the platform, consumers can better balance the
relationship between information sharing and experiment
reliability.

In future, we will further explore sustainable development
strategies and methods for agricultural information sharing
ecosystems. Here are some potential research agendas:

1. Model Refinement and Expansion: The model can be further
improved by considering more real-world factors, such as
market changes and policy adjustments, in order to
enhance its accuracy and applicability. This will enable a
more accurate analysis of decision-making behaviors and
strategic choices of stakeholders in different scenarios.

2. Policy Formulation and Regulation: We will further study how
to guide the development of agricultural product information
sharing platforms through policy formulation and regulation.
This includes incentive mechanisms, reward policies, and
penalties for improper behavior.

3. Transaction Environment Construction: Adopting blockchain
and mobile sensing technology [29] to build a secure and
convenient agricultural data sharing trading platform.
Additionally, this platform also provides data analysis,
decision support, and agricultural management services to
assist users in making better decisions and managing
production using agricultural data.

These future research directions will contribute to deepening
our understanding of the agricultural information sharing
ecosystem and provide stronger support and guidance for
promoting agricultural sustainable development.
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A study of production
outsourcing strategies of dual
oligopoly manufacturers based
on quality investments

Yang Wang*, Tongbo Deng and Huibing Cheng

Guangzhou Railway Polytechnic, Guangzhou, Guangdong, China

Introduction: Self-production and outsourcing are two important production
strategies for manufacturers, and the production capacity and investment
capacity of manufacturers and suppliers play a decisive role in the quality of
products. This study aims to analyze the manufacturer’s best production strategy
and the drivers of outsourcing in the context of quality.

Methods: This study constructs production outsourcing game models for
duopoly manufacturers, examines the trade-offs between self-production and
outsourcing when suppliers have the ability to invest in quality, explores the
requirements and implications of outsourcing and compares the differences
between “one-to-one” and “one-to-many” outsourcing structures.

Results: First, outsourcing can reduce the level of product quality and that a
necessary condition for manufacturers’ outsourcing is a strong advantage in the
supplier’s production costs. Second, duopoly manufacturers may face a
prisoner’s dilemma as a result of outsourcing. Finally, compared to two
independent suppliers, outsourcing to a common supplier can increase the
level of product quality by exploiting the centralization effect and increase the
firm’s profits when the market’s competition intensity is low.

Conclusion: First, the production strategy balance of duopoly manufacturers is
closely related to the outsourcing structure, production efficiency and investment
efficiency. Second, duopoly manufacturers choose outsourcing may fall into the
prisoner’s dilemma, and outsourcing has the risk of quality reduction.

KEYWORDS

self-production strategy, outsourcing strategy, duopoly manufacturers, quality
investment, outsourcing structure

1 Introduction

The globalization of supply chains and the division of labor refinement have made
production outsourcing more and more popular among manufactures. Self-production and
outsourcing have become important production strategies for manufactures [1]. As consumers
paymore attention to product quality, products with advanced processes tend towin consumers’
favor. For this reason, manufactures are not only investing in internal production processes, but
also actively investing in supplier capabilities [2], and even proactively seeking external suppliers
with independent investment capabilities. This quality investment is essentially investing in
innovating the production process to improve the quality of the product and increase the
market share.
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A leading example is Intel and AMD in the semiconductor industry,
where the quality of the CPU products depends heavily on the
performance of the chips. This requires a large injection of
technology, and long technology refresh cycles can lead to market
and consumer loss. According to a ChinaIRN.com study, Intel
insisted on the route of integrated chip makers, building factories to
produce chips on their own, thus occupying a dominant position in the
field of chip manufacturing in the United States for nearly 50 years.
AMD, on the other hand, outsourced its chip production to TSMC, a
specialized foundry, and relied on TSMC’s advanced technological
innovations to gradually rise to a strong competitor in the
semiconductor industry. H However, due to technical errors, Intel
has lagged behind TSMC in recent years by a whole generation of
technology updates, and product quality has been questioned. Forced by
competition and technological pressure, Intel announced that it will
launch its leading CPU products manufactured by TSMC in 20231.

The growing number of outsourcing cases in integrated electronics
shows that the pursuit of higher levels of product quality has become an
important driver for manufacturers to choose outsourcing. However,
outsourcing makes manufactures’ performance in competitive markets
more dependent on supplier performance [3], and the impact of
outsourcing structure and outsourced suppliers cannot be ignored.
On the one hand, different manufacturers may choose the same
supplier for outsourcing, which can raise concerns about product
differentiation among manufacturers. For example, in response to
Intel’s outsourcing decision, CEO Gelsinger stated that outsourcing to
TSMC would make it more difficult to differentiate its chips from
AMD’s, because they would be manufactured on the same process,
potentially permanently preventing Intel from overtaking AMD. On the
other hand, while stronger supplier quality investment capabilities can
significantly increase the market demand for a product, higher product
quality levels may prompt suppliers to increase the price they charge
manufacturers for outsourcing. As a result, manufacturers have to face
cost and quality tradeoffs given quality investments and production
processes. For example, in 2018, Samsung, in order to compete with
TSMC for chip orders from potential customers, not only made every
effort to develop process technologies that could rival TSMC’s, but even
took the initiative to lower its foundry prices by 20%.However, the actual
performance of Samsung is unsatisfactory due to customers’ concerns
about product process quality and qualification rate. According to
SamMobile, until 2023, Samsung has made significant breakthroughs
in volume production and yields of 3 nm chips, but competition with
TSMC remains challenging.

Based on this fact, we will restrict our attention to the following
issues. Can a manufacturer gain a competitive advantage through
outsourcing when the supplier has the ability to invest on its own? For
different outsourcing structures, under what market conditions do
manufacturers outsourcing? How does production strategy affect the
level of investment and profitability of manufacturers? How do
duopoly manufacturers interact their strategies? To address these
questions, this paper considers two outsourcing structures to
construct dynamic game models of duopoly manufacturers,
compares and analyzes the equilibrium results under different
combinations of self-production and outsourcing. We also verify

the robustness of the conclusions with the arithmetic
example analyses.

The theoretical contributions of this paper are:

(1) First, this paper can expand and enrich operations management
research by extending outsourcing motivations from cost to
investment. The quantitative approach fills the gap in explaining
investment-based outsourcing.

(2) Second, this paper examines suppliers’ production and
investment capabilities to increase supply chain value. This
is to compensate for the lower supplier dynamism in
traditional production strategies.

(3) Finally, by examining different structures of outsourcing, this
paper extends the framework for the study of supply chain
competition and provides new insights into whether
competition encourages or discourages investment.

The research in this paper contributes to the understanding of
the important role of quality investment elements in outsourcing
activities, with a view to informing the decision-making of
manufacturing firms’ production strategies.

This paper contributes to understanding the role of quality
investment in outsourcing, with a view to informing production
strategy decisions for manufacturers and suppliers.

2 Literature review

Our work belongs to the research field of production
outsourcing. Earlier literatures explored the motivations, impacts,
and decision-making frameworks of outsourcing from a strategic
perspective, utilizing resource dependence theory, core
competitiveness theory, and transaction cost theory [4–6].

From the perspective of operationmanagement, firstly the impacts of
outsourcing on supply chain members have been discussed. Gilbert et al.
[7] argued that outsourcing mitigates downstream manufacturers’
overinvestment in reducing production costs, thus mitigating mutually
destructive cost competition. Kenyon et al. [8] found that production
outsourcing has a negative impact on operational performance and that
outsourcing significantly reduces the effectiveness of operational
equipment and on-time delivery, and even negatively affects customer
loyalty. Heydari et al. [9] argued that the use of flexible quantity contracts
and outsourcing strategies under stochastic demand can share the risk of
overstocking and overproduction, and that partial outsourcing can
increase the profitability of the supply chain. Lee et al. [10] found
that outsourced supplier development not only directly improves
outsourcing performance but also indirectly improves outsourcing
performance by facilitating contract and relationship governance.

Second, outsourcing forms and supplier selection have been
investigated. Chen et al. [11] studied production strategies with
demand uncertainty, quantity uncertainty and outsourcing
information asymmetry for the supplier selection problem in
outsourcing. Xiao and Qi [12] discussed the effect of product quality
level on production outsourcing strategy and show that symmetric
outsourcing tends to increase product line variability and that
asymmetric outsourcing outperforms symmetric outsourcing when
non-quality costs are low. Chen et al. [13] constructed the
outsourcing relationship between an original equipment1 https://www.chinairn.com/hyzx/20210112/115853502.shtml
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manufacturer and a contract manufacturer when they compete in the
same product market, identifying boundary conditions under which
both parties can benefit from outsourcing. Niu et al. [14] investigated
the dual horizontal outsourcing strategy of “production + sourcing” and
its impact on the cost of investment in innovation from the perspective
of the learning capability of manufacturers.

Quality investment has been a hot topic in operations management
since the 1990s. Quality investment in the supply chain depends on both
the manufacturer’s or supplier’s own development capability and the
degree of cooperation among the members of the supply chain [15–17].
Karaer and Erhun [18] investigated how the decision of potential firms
to enter amonopolymarket is influenced by quality factors. Xie et al. [19]
extended intra-chain competition to chain-chain competition to study
the mechanism of quality improvement strategies in market segments.
Xia et al. [20] analyzed the quality investment and pricing decisions of
start-ups under financial constraints. In addition, there are a number of
works dealing with cost sharing, investment incentives and supply chain
coordination between manufacturers and suppliers in cooperative
quality investment. Chen et al. [21] examined the importance of
cooperative quality investment strategies, obtained analytical
equilibrium by establishing a three-stage dynamic game framework,
and proposed an investment share sharing agreement applicable to
outsourced supply chains.Nagurney and Li [22] proposed a supply chain
network quality management problem applicable to outsourced
distribution with the objective of weighted minimization of
production cost and reputation loss. Yang et al. [23] study the raw
material quality control problem in production outsourcing, and design
a procurement outsourcing contract to incentivize suppliers to select
higher quality raw materials. Xiao et al. [24] studied the strategic
outsourcing decisions of two competing manufacturers faced with
improving the quality of key components, and the results show that
asymmetric outsourcing is not a good solution to the problem. Xiao et al
[24] study the strategic outsourcing decisions of two competing
manufacturers faced with improving the quality of critical
components, and the results show that the manufacturer that adopts
an outsourcing strategy in asymmetric outsourcing can achieve a higher
level of quality investment. Karaer et al. [25] investigated how
manufacturers can use full control strategies and cost sharing
mechanisms to develop the sustainable quality capabilities of
their suppliers.

The literature has the following findings. Firstly, there are two
different types of investment in outsourcing: process investment, which
aims at reducing costs and gaining a price advantage, and quality
investment, which aims at improving quality and gaining a non-price
advantage. There aremore studies on the former and fewer on the latter.
Studies related to quality investment consider a single supply chain
structure, ignoring the ability of suppliers to invest on their own, which
is also inconsistent with the increasingly important role of suppliers in
outsourcing. There is also the fact that the supply chain structure
considered in quality investment is relatively homogenous, ignoring the
ability of suppliers to invest on their own, which is also inconsistent with
the increasingly important role of suppliers in outsourcing. Secondly, in
reality, supply chain competition has long risen from inventory and
price to higher levels such as quality and service, and it is more relevant
to consider non-price competitive factors such as quality. Therefore,
distinguishing from price competition, this study considers quality
competition and aims to explore the non-price drivers in
outsourcing using mathematical models.

3 The model

Consider two competing supply chains i (i � 1, 2), each
consisting of a manufacturer (Mi) and a supplier (Si)
respectively. The duopoly manufacturers compete on output and
quality sell products with certain substitutability and choose to
either produce in-house or outsource to upstream suppliers, with
both competing in terms of output and quality. We consider two
outsourcing structures (shown in Figure 1): (a) a “one-to-one”
structure, where a single supplier serves a single manufacturer;
and (b) a “one-to-many” structure, where a common supplier
serves two manufacturers.

Both outsourcing structures are reflected in practice [26–28].
As shown in the study by Feng et al. [29], in the computer
industry, for example, Flextronics, as one of the largest contract
manufacturers, also produces for Dell, Pratt & Whitney, etc.,
while another important contract manufacturer, Asahi Electric,
produces for IBM and NEC. However, when Flextronics acquired
Asahi Electric in 2007, manufacturers that used to compete with
each other (e.g., HP and IBM) started to work with the
same company.

3.1 Demand function

A linear inverse demand function is used to portray the quantity
and quality competition of duopoly manufacturers [30, 31]:
pi � a − qi − bqj + ei, i, j � 1, 2 and i ≠ j. where pi and qi are the
price and quantity of the manufacturer Mi, respectively, a denotes
the basic demand in the market, ei denotes the level of investment in
quality, and b denotes the degree of product substitutability, with the
product being fully independent at b � 0 and fully substitutable at
b � 1.

3.2 Cost structure

Manufacturers and suppliers have certain technologies and
resources to invest in product quality and promote market
demand. In response to the law of diminishing marginal
efficiency of investment, according to the literature [31, 32], the
cost of quality investment C(e) is a convex function of the form
C(e) � te2/2, where t is the marginal investment cost coefficient.
Furthermore, referring to the literature [11, 14, 16], without loss of
generality, it is assumed that the production costs of manufacturers
and suppliers are cm and cs, and the quality investment efficiency is
tm and ts, respectively.

Referring to the literature [29] for a convenient analysis, we
make ts � 1 and introduce the relative production cost advantage
index δ � a−cs

a−cm. Due to the investment burden, the supplier may no
longer have an efficiency advantage, so we relax the range to δ > 0
and the supplier has an absolute productivity advantage if and only if
δ > 1. In addition, to ensure the unique existence and non-negativity
of the optimal solutions, it is assumed that tm > 4

(4−b2)2 and
4btm(4−b2)

8tm(4−b2)−(8−b2)< δ < 7−b2
2b , and the upper and lower bounds of δ are

notated as �δ and δ , respectively.
Table 1 provides a summary of all the notations used in

this paper.
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3.3 Game order

The sequence of the game considers two aspects: (a) Quality
investment involves pre-preparation of technology, R&D, production
lines, etc. Therefore, manufacturers must determine production
outsourcing strategies in advance. (b) Quality investment determines
the market positioning of a product, which is long-term and stable
relative to pricing. Therefore, quality investment decisions come after
outsourcing and before pricing. In addition, manufacturers can
determine the competitor’s production strategy by observing
whether investing in a new production line, so they play a complete
information dynamic game. The game sequence is as follows: firstly, the
manufacturers determine the production strategy: self-production or
outsourcing; secondly, the manufacturers and/or the suppliers
announce the level of quality investment ei; then the suppliers
decide on the wholesale price wi in case of outsourcing; and finally
the manufacturers decide the product quantity qi.

4 Analysis with two
independent suppliers

In this section, we investigate the production strategies of duopoly
manufacturers in a “one-to-one” structure, where each manufacturer
has an independent supplier and chooses either self-production or
outsourcing. Depending on manufacturers’ choices, the market is
characterized by four sub-game scenarios: (Self-production, Self-
production), (Self-production, Outsourcing), (Outsourcing, Self-
production), and (Outsourcing, Outsourcing), denoted by N and O
for self-production and outsourcing, respectively.

4.1 Equilibrium solution

4.1.1 The NN scenario
In this scenario, both manufacturers choose the self-production

strategy, i.e., the manufacturer autonomously decides to invest in
product quality and pays for it. The manufacturers’ profit
functions are:

πNN
mi � pi − cm( )qi − 1

2
tme

2
i , i � 1, 2 (1)

In the last stage of the game, the manufacturers decide their
quantity decisions. According to the first-order conditional joint
equations ∂πNN

m1
∂q1

� 0 and ∂πNN
m2

∂q2
� 0, their optimal quantity decisions are

obtained as follows:

qi � 2 − b( ) a − cm( ) + 2ei − bej
4 − b2

(2)

For the manufacturers’ quality investment decisions, Eq. 2 is
brought into Eq. 1 with the joint equations ∂πNN

m1
∂e1

� 0 and ∂πNN
m2

∂e2
� 0 to

obtain the manufacturers’ optimal levels of quality investment eNN′
i .

Table 2 lists all the optimal decisions of the manufacturers.

4.1.2 The NO/ON scenario
In these two scenarios, one manufacturer produces in-house and

the other outsources. Without loss of generality, we take the NO
scenario as an example, where manufacturer M1 produces in-house
and manufacturer M2 outsources. Then manufacturer M1 and

FIGURE 1
Outsourcing structure. (A) “one-to-one” structure. (B) “one-to-many” structure.

TABLE 1 Summary of notation.

Notation Explanation

a Basic demand in the market

b Degree of product substitutability

ei Level of product i’s quality investment

wi Product i’s wholesale price

cs Production costs of suppliers

cm Production costs of manufacturers

ts Quality investment efficiency of suppliers

tm Quality investment efficiency of manufacturers

δ Relative production cost advantage index

pi Product i’s retail price

qi Product i’s demand quantity

πmi Manufacturer profit for product i

πsi Supplier profit for product i
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supplier S2 decide independently the quality investment and pay
investment cost. In addition, supplier S2 also determines the
outsourcing wholesale price w2. The profit functions of the
manufacturers and supplier are respectively:

πNO
m1 � p1 − cm( )q1 − 1

2
tme

2
1 (3)

πNO
m2 � p2 − w2( )q2 (4)

πNO
s2 � w2 − cs( )q2 − 1

2
tse

2
2 (5)

In the last stage of the game, the manufacturers decide their
quantity decisions. According to the first-order conditional joint
equations ∂πNN

m1
∂e1

� 0 and ∂πNN
m2

∂e2
� 0, their optimal quantity decisions are

obtained as follows:

q1 � a 2 − b( ) − 2cm + bw2 + 2e1 − be2
4 − b2

(6)

q2 � a 2 − b( ) + bcm − 2w2 − be1 + 2e2
4 − b2

(7)

Next, we consider the supplier’s wholesale price decision. By
bringing Eqs 6, 7 into Eq. 5, we have the first-order condition
∂πNO

s2
∂w2

� 0, and the supplier’s optimal wholesale price is obtained as:

w2 � a 2 − b( ) − b cm − e1( ) − 2 cs + e2( )
4

(8)

For the quality investment decisions, Eqs 6–8 are sequentially
substituted back into Eqs 3–5. Then according to ∂πNO

m1
∂e1

� 0 and
∂πNO

s2
∂e2

� 0, the optimal levels of quality investment eNO′
i are

obtained. The optimal decisions and profits for the
manufacturers and the supplier are shown in Table 2.

4.1.3 The OO scenario
In this scenario, both manufacturers outsource, and the

corresponding suppliers are responsible not only for
manufacturing but also for quality investments. The profit
functions of the manufacturers and suppliers are respectively:

πOO
mi � pi − cm( )qi (9)

πOO
si � wi − cs( )qi − 1

2
tse

2
i (10)

In the last stage of the game, the manufacturers decide their
quantity decisions. According to the first-order conditional joint
equations ∂πOOm1

∂q1
� 0 and ∂πOOm2

∂q2
� 0, their optimal quantity decisions are

obtained as follows:

qi � a 2 − b( ) − 2ei + bej + 2wi − bwj

4 − b2
(11)

Next, we bring Eq. 11 into Eq. 10, and obtain the first-order
conditions ∂πOOs1

∂w1
� 0 and ∂πOOs2

∂w2
� 0. Then the suppliers’ optimal

wholesale price decisions are given as follows:

wi � a 2 − b( ) 4 + b( ) + 2 4 + b( )cs + 8 − b2( )ei − 2bej
16 − b2

(12)

For the quality investment decisions, Eqs 11, 12 are substituted back
into Eq. 10. Then according to ∂πOOs1

∂e1
� 0 and ∂πOOs2

∂e2
� 0, the optimal levels

of quality investment eOO′i are obtained. Substituting the above results
into Eq. 9 can obtain the optimal solutions. The optimal decisions and
profits for the manufacturers and suppliers are shown in Table 2.

Lemma 1. As δ decreases or tm increases, the outsourced
manufacturer has higher quality, more quantity and higher profit,
while the self-produced manufacturer has lower quality, less output,
and lower profit.

Lemma 1 shows that a decrease in the supplier’s production cost
increases the production advantage of outsourcing, while a decrease in
the efficiency of the manufacturer’s quality investment increases the
investment advantage of outsourcing. Faced with either a production
advantage or a quality advantage, the supplier will increase quality
investment and reduce wholesale price, and the outsourced
manufacturer will therefore increase quantity to realize higher profit.
However, as a result of competition, the self-produced manufacturer
will invest less in quality and produce less, leading to lower profit.

4.2 Comparative analysis of equilibrium

In this section, we compare the equilibrium results of the four
sub-game models described above and analyze the impacts of
different production strategies on quality investment and profit,

TABLE 2 Optimal decisions with independent suppliers.

NN ON/NO OO

epi
2(a−cs )

t(2−b)(2+b)2−2 eON′
1 � eNOp

2 � (a−cs )[(8−b2)δ+4t(4−b2)(b−2δ)]
(8−b2 )[ts(8−b2)−1]−8t(4−b2)[2(4−b2)ts−1]

2(8−b2)(a−cs )
(4−b)2(2+b)(4+b)ts−2(8−b2)

eONp
2 � eNOp

1 � (a−cs )(8−b2)[1−(8−b2−2bδ)ts ]
(8−b2 )[ts(8−b2)−1]−8t(4−b2)[2(4−b2)ts−1]

wp
i — wONp

1 � wNOp
2 � (4 − b2)tseONp

1 + cs (64−20b2+b4)ts
2(8−b2) eOOCpi + cs

qpi
t
2e

NNp
i qONp

1 � qNOp
2 � 2tseONp

1
(16−b2)ts

8−b2 eOOCpi

qONp
2 � qNOp

1 � 4t(4−b2)
8−b2 eONp

2

πpmi
t(4−b2)2−4
t(4−b2)2 [qNNp

i ]2 πONp
1 � πNOp

2 � [qONp
1 ]2 [qOODp

i ]2

πONp
2 � πNOp

1 � 16t(4−b2)2−(8−b2)2
16t(4−b2)2 [qONp

2 ]2

πpsi 0 πONp
s1 � πNOp

s2 � 2ts(4−b2)−1
4ts

[qONp
1 ]2 ts(16−b2 )2(4−b2)−2(8−b2)2

2ts(16−b2)2 [qOODp
i ]2
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as well as the choice of the duopoly manufacturers between the two
production strategies.

In order to analyze the effect of outsourcing on quality
investment, we hold one manufacturer’s production strategy
constant and compare the quality investment of another
manufacturer’s self-production and outsourcing. The results are
summarized in Theorem 1 and Figure 2.

Theorem 1. A comparison of the quality investment for the four
scenarios is as follows:

Case 1. There exist two thresholds ~δ1 and ~δ2, such that
(i) eON*

1 > eNN*
1 if ~δ1 < δ < �δ; eON*

1 < eNN*
1 if δ < δ < min ~δ1, �δ{ }.

(ii) eON*
2 > eNN*

2 if δ < δ < ~δ2; eON*
2 < eNN*

2 if ~δ2 < δ < �δ.
Case 2. There exist two thresholds δ̂1 and δ̂2, such that
(i) eOO*1 > eNO*

1 if δ̂1 < δ < �δ; eOO*1 < eNO*
1 if δ < δ < δ̂1.

(ii) eOO*2 > eNO*
2 if δ < δ < δ̂2; eOO*2 < eNO*

2 if δ̂2 < δ < �δ.
Case 3. There exist a threshold δ, such that
eOO′i > eNN′

i if δ < δ < �δ; eOO′i < eNN′
i if δ < δ < min {δ, �δ}.

Theorem 1 shows that outsourcing does not necessarily
increase quality investment. Outsourcing has two effects on
quality. On the one hand, the supplier with lower production
cost or more efficient investment has an incentive to invest in
higher quality; on the other hand, outsourcing makes the
manufacturer more dependent on their supplier, and a
decentralized channel structure reduces the manufacturer’s

control over quality. Thus, outsourcing can improve quality
only if the positive effects of low cost or high efficiency are
higher than the negative effects of system decentralization.
Specifically, given that one manufacturer self-produces, it
holds the advantage of system centralization. If the other
manufacturer’s quality investment is more efficient, then
outsourcing results in a higher loss of quality due to system
decentralization. Combined with market competition,
outsourcing reduces the manufacturer’s quality. Conversely,
given that one manufacturer outsources, then the other
manufacturer’s outsourcing exposes both parties to the same
system decentralization. So even if the manufacturer’s quality
investment is more efficient, outsourcing will increase the
manufacturer’s quality as long as the supplier’s relative cost is
low. In addition, outsourcing may reduce the rival’s quality
investment if the supplier’s relative cost is low, as market
competition increases the pressure on rival to invest.

Next, We compare manufacturers’ profits provided that only
one party changes its production strategy, showing as Theorem 2
and Figure 3.

Theorem 2. A comparison of the profits for the four scenarios is
as follows:

Case 1. There exist two thresholds ~δ1* and ~δ2*, such that
(i) πONp

m1 > πNNp
m1 if ~δ1* < δ < �δ; πONp

m1 < πNNp
m1 if δ < δ < ~δ1*.

FIGURE 2
Impact of outsourcing on quality investment (b � 0.6). (A) Comparison of QI between ON and NN. (B) Comparison of QI between OO and NO. (C)
Comparison of QI between OO and NN.
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(ii) πONp
m2 > πNNp

m2 if δ < δ < ~δ2*; πONp
m2 < πNNp

m2 if ~δ2* < δ < �δ.
Case 2. There exist two thresholds δ̂1* and δ̂2*, such that
(i) πOOpm1 > πNOp

m1 if δ̂1* < δ < �δ; πOOp
m1 < πNOp

m1 if δ < δ < δ̂1*.
(ii) πOOp

m2 > πNOp
m2 if δ < δ < δ̂2*; πOOp

m2 < πNOp
m2 if δ̂2* < δ < �δ.

Case 3. There exist a threshold δ*, such that
πOOp
mi > πNNp

mi if max δ , δ*{ }< δ < �δ; πOOp
mi < πNNp

mi if δ < δ < δ*.
Among them, ~δ1* > 1, δ̂1* > 1, δ*> 1, ~δ2* > ~δ1*.
Theorem 2 shows that a necessary condition for a manufacturer

to outsource is that the supplier has an absolute cost advantage.
When δ is small, outsourcing empties the manufacturer’s
investment cost but leads to double marginalization, and the loss
of system efficiency dominates the decline in the manufacturer’s
profit. When δ is large enough, however, significant improvements
in supplier productivity compensate for the loss of system efficiency,
so outsourcing is more favorable to the manufacturer.

The results of Lemma 1 suggest that the supplier’s lower production
cost and higher investment efficiency have a boosting effect on the
outsourced manufacturer and a dampening effect on the self-produced
manufacturer, so whether outsourcing can achieve a win-win situation
for the duopoly manufacturers depends not only on relative production
cost and investment efficiency, but is also closely related to the rival’s
production strategy. Given that one manufacturer self-produces,
outsourcing is win-win only if the supplier’s relative cost of
production is moderate, regardless of investment efficiency. Given

that one manufacturer outsources, outsourcing is win-win only if
the manufacturer’s quality investment is efficient and the supplier’s
relative cost of production is moderate (δ̂1* < δ̂2*).

Finally, we analyze the optimal production strategy of the
duopoly manufacturers and solve the equilibrium in the first
stage of the game based on the payment matrix (see Table 3).

Due to the symmetry of the model, we can obtain the optimal
production strategy of the duopoly manufacturers by comparing the
positives and negatives of πNN

m1 − πON
m1 and πOO

m1 − πNO
m1 , respectively.

It is summarized as Theorem 3 and Figure 4.

Theorem 3. The optimal production strategy of duopoly
manufacturers with two independent suppliers is: (i) if δ < δ < ~δ1*,
two manufacturers both choose self-production; (ii) if ~δ1* < δ < δ̂1*,
one manufacturer choose self-production and the other
manufacturer choose outsourcing; (iii) if δ̂1* < δ < �δ, two
manufacturers both choose outsourcing.

Theorem 3 shows that the relative production cost of
manufacturers and suppliers dominate the equilibrium of
production strategy. The lower cost advantage makes
manufacturers prefer self-production, and as the cost advantage
increases, the attractiveness of outsourcing to manufacturers
increases and one of them will favor outsourcing. The reason is
that, for manufacturers, if the supplier’s production cost is low, both

FIGURE 3
Impact of outsourcing on manufacturer profit (b � 0.6). (A) Comparison of profit between ON and NN. (B) Comparison of profit between OO and
NO. (C) Comparison of profit between OO and NN.
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manufactures can enjoy the benefits of investment cost transfer and
production cost saving through outsourcing. However, if the
supplier’s production cost is not low enough, both manufacturers
outsource to make the product homogenization competition more
intense, and the effect of outsourcing benefits are weakened, so the
differentiated production strategy is more favorable to them.

Theorem 2 and Theorem 3 together show that outsourcing can be
an equilibrium strategy for duopoly manufacturers under certain
conditions. Outsourcing increases suppliers’ profits, which can either
increase or decrease manufacturers’ profits. In short, only if outsourcing
can increase the profits of the duopoly manufacturers at the same time,
they will realize a win-win situation, otherwise outsourcing puts the
duopoly manufacturers in a prisoner’s dilemma.

5 Analysis with a common supplier

In this section, we study production strategy in a “one-to-many”
structure, where the duopoly manufacturers choose to self-produce
or outsource to a common supplier. There are four sub-game
scenarios based on the manufacturer’s choice: (Self-production,
Self-production), (Self-production, Outsourcing), (Outsourcing,
Self-production), and (Outsourcing, Outsourcing). Among them,
the first three sub-game scenarios are the same as those in Section 4.
To avoid confusion, we refer to (Self-production, Outsourcing) and
(Outsourcing, Self-production) collectively as asymmetric
outsourcing, outsourcing to two independent suppliers (OO
scenario) as decentralized outsourcing, and outsourcing to a
common supplier (OOC scenario) as centralized outsourcing.

5.1 Equilibrium solution

In this section, both manufacturers outsource to the same
supplier. The supplier makes a one-time quality investment to
provide equal quality to the duopoly manufacturers. Denoting
this scenario by superscript OOC, the profit functions of the
manufacturers and supplier are, respectively:

πOOC
mi � pi − cm( )qi (13)

πOOC
s � wi − cs( )qi − 1

2
tse

2 (14)

In the last stage of the game, the manufacturers decide their
quantity decisions. According to the first-order conditional joint
equations ∂πOOCm1

∂q1
� 0 and ∂πOOCm2

∂q2
� 0, their optimal quantity decisions

are obtained as follows:

qi � a + e( ) 2 − b( ) − 2wi + bwj

4 − b2
(15)

Next, we bring Eq. 15 into Eq. 14, and obtain the first-order
condition ∂πOOCs

∂wi
� 0. Then the suppliers’ optimal wholesale price

decisions are given as follows:

wi � a + cs + e

2
(16)

For the quality investment decisions, Eqs 15, 16 are substituted
back into Eq. 14. Then according to ∂πOOCs

∂e � 0, the optimal levels of
quality investment eOOC′i are obtained. Substituting the above results
into Eq. 13 can obtain the optimal solutions. The optimal decisions
and profits for the manufacturers and suppliers are shown
in Table 4.

Lemma 2. (i) eOOC* > eOOpi ; (ii) πOOCpmi > πOOp
mi if 0< b< b*;

πOOC*
mi < πOOp

mi , if b*< b< 1; (iii) πOOCps > πOOp
si .

Lemma 2 compares the quality and profitability of two
manufacturers when they both outsource to independent
suppliers and common supplier. Obviously, regardless of the

TABLE 3 Game payment matrix of duopoly manufacturers with independent suppliers.

Manufacturer M1/Manufacturer M2 Self-production (N) Outsourcing (O)

Self-production (N) (πNN
m1 , π

NN
m2 ) (πNO

m1 , π
NO
m2 )

Outsourcing (O) (πONm1 , π
ON
m2 ) (πOOm1 , π

OO
m2 )

FIGURE 4
Production strategy with independent suppliers (b � 0.8).

TABLE 4 Optimal decisions with a common supplier.

OOC

e* k(a−cs)
2ts(2+b)−k2

w*
i

ts(2+b)(a−cs )
2ts(2+b)−k2 + cs

q*i
(a−cs )ts

2ts(2+b)−k2

p*
i

ts(3+b)(a−cs )
2ts(2+b)−k2 + cs

πmi
* [qOOpi ]2

π*s (a − cs)qOOpi
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production cost and the efficiency of quality investments, a common
supplier uses centralized outsourcing to avoid duplication of
investment and competition for quality, to increase the product
quality with consolidation advantages, and to achieve a higher profit.
However, the manufacturers may be suffer from higher product
quality. This is because if products are more substitutable and more
competitive, the prices increase for high-quality products may result
in lower demand and thus lower profits for the duopoly
manufacturers.

5.2 Comparative analysis of equilibrium

Next we analyze the impact of centralized outsourcing on
product quality and profit, and compare the choices of the
duopoly manufacturers between self-production, decentralized
outsourcing and centralized outsourcing.

To analyze the effect of centralized outsourcing on the quality
investment, we keep one manufacturer’s production strategy
unchanged and compare the quality investment under self-
production and centralized outsourcing of another manufacturer,
obtaining Theorem 4 and Figure 5.

Theorem 4. A comparison of the quality investment for the four
scenarios is as follows:

Case 1. There exist a threshold δ̂
C
, such that

(i) eOOCp > eNO*
1 if δ̂

C < δ < �δ; eOOCp < eNOp
1 if δ < δ < δ̂C.

(ii) eOOCp > eNOp
2 .

Case 2. There exist a threshold δ
C
, such that

eOOCp > eNNp
i if max δ , δ

C{ }< δ < �δ; eOOCp < eNNp
i if

δ < δ < min δ
C
, �δ{ }.

Theorem 4 shows that if one manufacturer outsources, then
another manufacturer’s choice of centralized outsourcing over self-
production raises the competitor’s quality investment. This is
because centralized outsourcing gives the supplier more
investment capital and avoids investment competition, and the
consolidation effect and scale advantage of quality investment

promotes the outsourced product’s quality. Similarly, the quality
of the self-produced manufacturer can only improve from
outsourcing if the supplier’s relative production cost is below a
certain threshold to compensate for the loss of investment due to
double marginalization.

Next, We compare manufacturers’ profits provided that only
one party changes its production strategy, showing as Theorem 5
and Figure 6.

Theorem 5. A comparison of the profits for the four scenarios is
as follows:

Case 1. There exist two thresholds δ̂
Cp

1 and δ̂
Cp

2 , such that
(i) πOOCp1 > πNOp

1 if δ̂
Cp

1 < δ < �δ; πOOCp
1 < πNOp

1 if δ < δ < δ̂
Cp

1 .
(ii) πOOCp

2 > πNOp
2 if δ < δ < min δ̂

Cp

2 , �δ{ }; δ̂
Cp

2 < δ < �δ if
πOOCp
2 < πNOp

2 .
Case 2. There exist a threshold δ

Cp
, such that

πOOCp
i > πNNp

i when max δ , δ
Cp{ }< δ < �δ; πOOCpi < πNNp

i when
δ < δ < δ

C*
.

Where, δ̂
Cp

1 > 1, δ
Cp

> 1.
Theorem 5 shows that the self-produced manufacturer chooses

centralized outsourcing only if the δ is sufficiently large. In addition,
when the competitor outsource, if the degree of competition in the
market is small, the product quality improvement brought by
centralized outsourcing will unconditionally increase the
outsourced manufacturer’s profit; if the degree of competition in
the market is large, the undifferentiated quality competition
undermines the advantage of quality improvement. Therefore,
centralized outsourcing can be a win-win situation only if the
production cost advantage index is in the moderate range.

Finally, the optimal production strategy of the duopoly
manufacturers is considered, and the equilibrium in the first
stage of the game is solved based on the payment matrix (see
Table 5), summarized in Theorem 6 and Figure 7.

Theorem 6. The optimal production strategy of duopoly
manufacturers with a common supplier is: (i) if
δ < δ < min ~δ1*, δ̂

C*

1{ }, two manufacturers both choose self-

FIGURE 5
Influence of centralized outsourcing on quality investment (b � 0.6). (A) Comparison of investment level between OOC and NO. (B) Comparison of
investment level between OOC and NN.
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production; (ii) if max ~δ1*, δ̂
C*

1{ }< δ < �δ, two manufacturers both
choose outsourcing; (iii) if ~δ1* < δ < δ̂C*1 , one manufacturer choose
self-production and the other manufacturer choose outsourcing; (iv)
if δ̂

C*

1 < δ < ~δ1*, two manufacturers both choose self-production or
outsourcing.

Theorem 6 and Theorem 3 show that a mixed-strategy Nash
equilibrium may occur for two manufacturers when δ is moderate.
Specifically, asymmetric outsourcing improves product quality
variation, and centralized outsourcing or in-house manufacturing
improves investment or production efficiency. When the market is
not competitive and the manufacturer’s investment in quality is
inefficient (satisfying δ̂

Cp

1 < ~δ
p

1), the incentive of the duopoly
manufacturers to pursue efficiency gains dominates, and thus
outsourcing on one side and self-production on the other side is no
longer a stable equilibrium.

The above findings provide a new theoretical perspective on
outsourcing strategies in the chip industry. As the mass production
advantages of specialised chip foundries (e.g., TSMC) are exploited
and advanced technological processes are improved, the tendency to
outsource to the same foundries will gradually increase, and an
oligopolistic competitive pattern will emerge in the foundry sector.
With the aim of pursuing quality improvement, manufacturers’
outsourcing also takes into account factors such as suppressing
market competition and exploiting the advantages of intensification.

6 Conclusion

Quality investments are increasingly important in outsourcing. We
investigate whether duopoly manufacturers will outsource to a supplier

FIGURE 6
Impact of outsourcing on manufacturer profit. (A) Profit comparison of OOC and NO (b � 0.2). (B) Profit comparison of OOC and NO (b � 0.6). (C)
Profit comparison of OOC and NN (b � 0.6).

TABLE 5 Game payment matrix of duopoly manufacturers with a common supplier.

Manufacturer M1/Manufacturer M2 Self-manufacture (N) Outsourcing (O)

Self-manufacture (N) (πNN
m1 , π

NN
m2 ) (πNO

m1 , π
NO
m2 )

Outsourcing (O) (πONm1 , π
ON
m2 ) (πOOCm1 , πOOCm2 )
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that has the ability to invest on its own, and compare the differences in
the manufacturers’ production strategies between two outsourcing
structures: independent suppliers and common supplier.

The study has the following findings. First, two manufacturers
choosing to outsource at the same time may be caught in a
prisoner’s dilemma. A necessary condition for outsourcing to be
beneficial to the manufacturers is the supplier’s strong production
cost advantage, and even if the supplier’s investment in quality is
more efficient, outsourcing may reduce the quality of the product
due to the risk of systemic decentralization. Secondly, compared to
outsourcing to independent suppliers, duopoly manufacturers
outsourcing to a common supplier can take advantage of the
centralizing effect of outsourcing to improve quality and, when
competition in the market is low, to improve profits. In addition,
when the competitor outsource, the manufacturer’s choice of a more
productive independent supplier reduces the competitor’s quality and its
choice of a common supplier increases the competitor’s quality. Finally,
the equilibrium of production strategies of duopoly suppliers is closely
related to the outsourcing structure, supplier production efficiency and
investment efficiency. In the independent supplier structure, the
supplier’s productivity dominates the market equilibrium. If the
supplier’s productivity is low, then both manufacturer produce itself;
if the supplier’s productivity is moderate, then one manufacturer
produces itself and the other outsources; if the supplier’s productivity
is high, then both manufacturers outsource. In a common supplier
structure with moderate supplier production efficiency, lower market
competition intensity and higher supplier quality investment efficiency
may lead to a mixed strategy Nash equilibrium in which both
manufacturers produce themselves or both outsource.

The findings of this research can provide some insights for foundry
suppliers and manufacturing companies. When it comes to delivering
high quality products to the market, the urgency for manufacturers to
improve quality is at odds with their own inadequate level of quality
improvement, and partnering with contractmanufacturers who have the
capacity to invest in quality is a viable solution to such problems.
Therefore, how to fully exploit the capacity of suppliers to invest in
the quality of their products to improve their competitive advantage is a
key concern formanufacturing companies. Firstly, foundry suppliers can

increase the attractiveness of production outsourcing to manufacturing
companies by improving production efficiency and investment efficiency
in two ways, such as improving production processes to reduce
production costs or improving production technology to increase
investment efficiency. Foundry suppliers should actively improve their
own strength, strengthen the centralization effect of outsourcing, and
enhance the core advantages of outsourcing. Second, manufacturing
enterprises choose to outsource does not necessarily enhance the
competitive advantage, both sides choose to outsource instead may
be due to product homogenization to intensify market competition, and
then fall into the prisoner’s dilemma.When competition in themarket is
weak, manufacturers should not rule out outsourcing to their
competitors. In addition, they should also continue to improve their
own capabilities to gain competitive advantage and, if necessary, reduce
dependence on foundry suppliers. In conclusion, the choice of suppliers
with independent investment capacity of outsourcing production can
bring new opportunities to the product quality and profitability of
manufacturing enterprises. Manufacturing enterprises should pay
close attention to the foundry supplier production investment factors,
but also to keep abreast of competitors’ production decisions, pay
attention to market competition and outsourcing structure changes,
according to the strategic objectives of the enterprise in the choice of
production strategy to balance the product quality and profitability.

The research in this paper has some limitations. First, due to the
complexity of the parameters and the limitations of the analyses, this
paper only considers the game models of two manufacturers and two
suppliers with a small sample size. The limited case studies may affect
the generality of the conclusions. In the future, other methods of
analysis, such as simulations, may be considered to increase the size
of the sample and to test the robustness of the results. Second, themodel
only addresses the issue of selecting production methods for two
symmetric manufacturers or suppliers with comparable productivity
and investment power. Future considerations may include asymmetric
cases with disparities in power to better reflect real-world scenarios.
Finally, the research only considers fixed production costs and ignores
investment spillover effects. Including these factors may enrich the
results. Future research could expand the cost structure and consider
additional production and investment influences in the game model.

FIGURE 7
Production strategy with a common supplier. (A) b � 0.3. (B) b � 0.6.
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Vaccination strategies in the
disease–behavior
evolution model
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Science and Technology, Fudan University, Shanghai, China, 2Department of Computer Science,
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Previous studies on the co-evolving between vaccination strategies and
epidemics mainly assumed that the vaccination strategies were made in the
period between two spreading seasons. However, individual cognition during the
spreading seasons might also alter the vaccination strategy and inversely
influence the epidemic spreading. We propose a coupled disease–behavior
model to describe the dynamic evolution of vaccination behavior during the
spread of infectious diseases. The model integrates a
susceptible–infected–vaccinated (SIV) model with the diffusion of vaccination
behavior. We focus on the trade-off between perceptions of infection risk and the
vaccination behaviors of neighbors, characterizing individual vaccination
opinions. We introduce an opinion-critical value to map vaccination opinions
into vaccination behavior. The vaccination coverage of the disease–behavior
model is studied in network models and real-world networks. In addition, when
societal costs are measured based on the degree of initial vaccinees, the cost of
randomly selecting initial vaccinees is lower than selecting individuals with high or
low degrees as vaccinees. Evaluating an individual’s ability to transmit vaccination
behavior based on the neighbor’s number is inappropriate. We find that the
impact of effective spreading rates on group vaccination is not one-sided and
that reducing fear and highlighting the dangers of infectious diseases are crucial
to increasing vaccination coverage.

KEYWORDS

vaccination behavior, infectious diseases, individual opinion, coupled model,
social networks

1 Introduction

The outbreak of infectious diseases seriously endangers human health and social
development [1, 2]. Intense research effort has been devoted to developing epidemic
spreading models [3, 4]. In addition, previous studies [5–8] have also shown that the spread
of infectious diseases interacts with individual behavior. Many studies focus on vaccination,
which is considered one of the most successful and cost-effective health interventions [9,
10]. Individuals continuously adjust their attitude toward vaccination during the spread of
infectious diseases. In-depth research on the dynamic evolution of individual vaccination
behavior and its impact on the epidemic is of great significance for formulating more
effective public health policies. Many studies have primarily constructed disease–behavior-
coupled models from the perspective of information dissemination or economic costs
[11–13]. The dissemination of disease-related information inhibits the spread of infectious
diseases and contributes to the recovery of infected individuals [14]. [15] found that

OPEN ACCESS

EDITED BY

Dun Han,
Jiangsu University, China

REVIEWED BY

Baoyu Hou,
Qingdao University, China
Yilun Shang,
Northumbria University, United Kingdom

*CORRESPONDENCE

Cong Li,
cong_li@fudan.edu.cn

Bo Qu ,
bo@qubo.im

RECEIVED 17 February 2024
ACCEPTED 19 March 2024
PUBLISHED 09 April 2024

CITATION

Zhou L, Dai J, Qu B and Li C (2024), Vaccination
strategies in the disease–behavior
evolution model.
Front. Phys. 12:1387267.
doi: 10.3389/fphy.2024.1387267

COPYRIGHT

© 2024 Zhou, Dai, Qu and Li. This is an open-
access article distributed under the terms of the
Creative Commons Attribution License (CC BY).
The use, distribution or reproduction in other
forums is permitted, provided the original
author(s) and the copyright owner(s) are
credited and that the original publication in this
journal is cited, in accordance with accepted
academic practice. No use, distribution or
reproduction is permitted which does not
comply with these terms.

Frontiers in Physics frontiersin.org01

TYPE Original Research
PUBLISHED 09 April 2024
DOI 10.3389/fphy.2024.1387267

117

https://www.frontiersin.org/articles/10.3389/fphy.2024.1387267/full
https://www.frontiersin.org/articles/10.3389/fphy.2024.1387267/full
https://www.frontiersin.org/articles/10.3389/fphy.2024.1387267/full
https://crossmark.crossref.org/dialog/?doi=10.3389/fphy.2024.1387267&domain=pdf&date_stamp=2024-04-09
mailto:cong_li@fudan.edu.cn
mailto:cong_li@fudan.edu.cn
mailto:bo@qubo.im
mailto:bo@qubo.im
https://doi.org/10.3389/fphy.2024.1387267
https://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/journals/physics
https://www.frontiersin.org
https://www.frontiersin.org/journals/physics
https://www.frontiersin.org/journals/physics#editorial-board
https://www.frontiersin.org/journals/physics#editorial-board
https://doi.org/10.3389/fphy.2024.1387267


vaccination coverage increases as people become sensitive to
disease-related information, which increases the likelihood of
herd immunity. Researchers have explored the dynamics of
epidemic spreading in situations where vaccines are not fully
effective. [16] studied both the case of a fixed immunity loss rate
and an asymptotic total loss scenario based on the assumption of
limited knowledge and temporary immunity. [17] pointed out that
curbing the spread of negative information and improving vaccine
effectiveness are effective means to prevent and control epidemics.
Information-driven vaccination behavior significantly reduces the
social cost of infection and facilitates the process of disease
eradication [18] but ignores individual considerations of vaccine
costs and vaccine spillover effects. The reason is that unvaccinated,
self-interested individuals are dedicated to obtaining protection
from other vaccinated individuals [19, 20]. For instance, [21]
combined classical game theory with an epidemic model,
revealing the “free-rider” behavior of self-interested individuals.
[22, 23] found that the Nash equilibrium of vaccination game
based on the vaccination cost could not form herd immunization
due to conflict between herd and individual interests.

Psychological and behavioral experiments indicate that
individual behavior tends to deviate from the rational criterion
under the expected utility theory, exhibiting bounded rationality
[24, 25]. For vaccination, even if a rational decision model predicts
that vaccines will be accepted by individuals, in reality, low-cost and
highly effective vaccines may still be rejected [26]. [10] proposed a
two-stage vaccination game model that includes the disease
spreading stage and the vaccination strategy update stage and
illustrates the vaccine dilemma due to evolving psychological
perceptions based on vaccine costs. Therefore, studying the
impact of bounded rationality on individual vaccination decisions
is crucial for disease control [27–29]. Prospect theory (PT) [30],
which explains the decision-making process of individuals in the
case of risk and uncertainty, not only captures the subjective
perception of risk but also reveals the key role of bounded
rationality in decision-making. PT contains two core concepts,
namely, the weighting effect (WE), which describes an
individual’s subjective perception probability [31, 32], and the
framing effect (FE), which indicates an individual’s subjective
evaluation of payoffs [33, 34]. In relevant studies, [35] developed
an imperfect vaccination evolutionary game model, accounting for
subjective perception and individual social differences. The results
revealed that the epidemic threshold is significantly influenced by
social differences in the epidemic spreading layer. [36] proposed an
evolutionary vaccination game model in multiplex networks,
incorporating an information-epidemic spreading process into
vaccination dynamics. They found that the effect of information
dissemination on vaccination decisions depends on vaccination
costs, network topology, and the evolutionary stage of the system.

However, two-stage vaccination game models fail to capture the
interactive dynamics between individual vaccination behavior and
epidemic spreading. Moreover, traditional vaccination game models
focus only on vaccination costs and payoffs, neglecting individual
psychological cognition, i.e., perceptions of infection risk and
vaccination behaviors of neighbors. In this work, we propose a
disease–behavior-coupled model where individuals are exposed to
the risk of infection and make vaccination decisions at each time
step. In the context of free vaccines, we mainly focus on

psychological perceptions of influence risk. Here, an individual
will have a vaccination behavior if their vaccination opinion is
higher than a critical value. Given the general preference of
individuals for reliable information sources, we assume that
individuals make vaccination decisions based on local disease-
related information. Each individual updates his/her vaccination
opinion based on the weighted aggregation of the vaccination
behaviors of neighbors and then adjusts his or her vaccination
behavior at each time step. Specifically, the opinion weights
depict the perceptions of infection risk, which are related to
individual states. In addition, we study the dynamics of the
coupled model and analyze the vaccination coverage of the
proposed model in network models and real-world social networks.

The main contributions of our work are as follows: 1) we
propose a coupled disease–behavior model to study the dynamic
interactions between the spread of infectious diseases and the
vaccination behaviors of individuals. Vaccination behavior is
dominated by individuals’ bounded rationality about infection
risk, which is characterized by opinion weights. 2) The
vaccination opinion in the co-evolution model could exhibit
limited rationality. A relatively small infection fraction makes
individuals underestimate the infection risks, while a large
infection fraction leads individuals to “lie down” and be
unwilling to defend themselves against infectious diseases. The
phenomenon is verified with simulation results. 3) We find that
vaccination coverage will reach convergence, which is strongly
related to individual vaccination strategies. The opinion critical θ
for an individual to get vaccinated has a decisive effect on the
vaccination evolution game, leading to a clear phase transition in
vaccination coverage versus the opinion critical. The link density of a
network might influence vaccination coverage. Moreover, we
analyze the performance of three vaccination strategies by
administrators on the coupled model and find the advantage of
the random-first vaccination strategy in promoting group
vaccination. Compared with the random selection strategy, the
high-degree individual priority vaccination strategy and the low-
degree individual priority vaccination strategy exhibit low efficiency
and high social costs. The findings in this work provide some clues
for understanding the co-evolution of vaccination behavior and
epidemic spread.

The remainder of this paper is arranged as follows: Section 2
illustrates the disease–behavior-coupled model in detail, which
includes the dynamics of infectious disease spread and the
evolution of vaccination behavior. The vaccination coverage of
vaccination strategies by individuals and administrators is studied
in network models and real-world networks in Section 3. Section 4
provides the conclusion.

2 Disease–behavior coupled model

2.1 Notations and preliminaries

We use nodes to represent the individuals in society and edges to
indicate the interactions between members. A social interaction
network could be characterized by an adjacency matrix
A � [aij]N×N. aij = 1 if there is a link between nodes i and j;
otherwise, aij = 0. In this work, we focus on finite-size,
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undirected, and unweighted networks [37]. The disease–behavior
coupled model is composed of two parts: the
susceptible–infected–vaccinated (SIV) spread model [38] and the
evolution rules of vaccination behavior.

2.2 Spread of infectious diseases

We first introduce the SIV model, where individuals have three
possible states: susceptible (S), infected (I), and vaccinated (V). The
diagram of the state transition is depicted in Figure 1. A susceptible
individual i would like to be vaccinated at time t with a probability
fV
i (t). Without the loss of generality, we here assume that the

vaccine is fully immune and long-term effective; in other words,
vaccinated individuals will not be infected. An infected individual
infects susceptible neighbors with an infection probability β and
cures with a recovery probability γ [39]. Let the symbols pS

i (t),
pI
i (t), and pV

i (t) denote the probabilities of being susceptible,
infected, and vaccinated for individual i at time t, respectively.

Then, there is the equation pS
i (t) + pI

i (t) + pV
i (t) � 1. The

transition probability qSi (t) of susceptible individual i not being
infected by neighbors is defined as follows:

qSi t( ) � ∏N
j�1

1 − aij · pI
j t( ) · β( ). (1)

The continuous-time Markov approach can accurately
characterize the dynamics of infectious diseases [40]. However,
the state transition matrix is hardly available, especially for large-
scale networks [41]. Therefore, we use the microscopic Markov
chain approach [42, 43] to describe the probability of individual i
being susceptible, infected, and vaccinated at each moment as

pS
i t + 1( ) � pI

i t( ) · γ + pS
i t( ) · qSi t( ) − fV

i t( )( ),
pI
i t + 1( ) � pI

i t( ) · 1 − γ( ) + pS
i t( ) · 1 − qSi t( )( ),

pV
i t + 1( ) � pS

i t( ) · fV
i t( ) + pV

i t( ).

⎧⎪⎪⎨⎪⎪⎩ (2)

Notably, the dynamics will reach a steady state at the end of the
spread process. Then, the probabilities of individual i being

FIGURE 1
Transition of susceptible (S), infected (I), and vaccinated (V) states. S-individuals either remain susceptible or shift to be infected and vaccinated.
I-individuals have a probability γ of reverting to be susceptible. V-individuals stay vaccinated.

FIGURE 2
Convergence of vaccination coverage of the coupled model in the different networks. The ratio of initial vaccinees in the networks is 0.2. The red,
black, yellow, azure, and blue lines show vaccination coverage in scale-free networks, ER random networks, email network, Facebook network, and
LastFM network, respectively. The initial vaccinees are selected with (A) LFS, (B) SFS, and (C) RFS.
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susceptible, infected, and vaccinated no longer vary with time,
namely, pS

i (t + 1) � pS
i (t) � pS

i , pI
i (t + 1) � pI

i (t) � pI
i , and

pV
i (t + 1) � pV

i (t) � pV
i , respectively. Naturally, the proportions

of susceptible, infected, and vaccinated individuals in the
population remain constant. We obtain qSi (t + 1) � qSi (t) � qSi
according to Eq. 1. Since the infection and recovery probabilities
of infected individual are also constant, the transition probability of
susceptible individual i to be vaccinated is constant, that is,
fV
i (t + 1) � fV

i (t) � fV
i . Then, we rewrite Eq. 2 as

pS
i � pI

i · γ + pS
i · qSi − fV

i( ),
pI
i � pI

i · 1 − γ( ) + pS
i · 1 − qSi( ),

pV
i � pS

i · fV
i + pV

i .

⎧⎪⎪⎨⎪⎪⎩ (3)

Based on the expression pS
i + pI

i + pV
i � 1, we get Eq. 4 from

Eq. 3

pS
i �

γ · 1 − pV
i( )

1 + γ − qSi
,

pI
i �

1 − qSi( ) · 1 − pV
i( )

1 + γ − qSi
.

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩ (4)

Furthermore, there is pV
i � pS

i · fV
i + pV

i from Eq. 3. Therefore,
the necessary condition for the steady state of the coupled model is
pS
i · fV

i � 0. When pS
i � 0, we get pI

i � 0 according to Equation 3.
Therefore, there are only vaccinated individuals in the population,
that is, pV

i � 1. When fV
i � 0 and pS

i ≠ 0, individuals exist in
three states.

Let the symbols RS, RI, and RV denote the proportions of
susceptible, infected, and vaccinated individuals, respectively.
Naturally, the three proportions satisfy RS + RI + RV = 1 and are
calculated using the Eq. 5:

FIGURE 3
Influence of opinion critical on vaccination coverage in different networks. The vaccination coverages RV are obtained with three vaccination
strategies, i. e., LFS, SFS, and RFS in yellow dot-line, red line, and blue dots. (A) Erdos–Ranyi-4 network. (B) Erdos–Ranyi-8 network. (C) Erdos–Ranyi-16
network. (D) Scale-free-4 network. (E) Scale-free-8 network. (F) Scale-free-16 network. (G) Email network. (H) Facebook network. (I) LastFM network.
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RS � 1
N

∑N
i�1

pS
i ,

RI � 1
N

∑N
i�1

pI
i ,

RV � 1
N

∑N
i�1

pV
i .

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(5)

2.3 Evolution of vaccination behavior

The evolution process of vaccination behavior is the other
important component of the coupled model. Let the notations
yi(t) and Yi(t) denote the vaccination opinion and vaccination
behavior of individual i ∈ {1, 2, . . . , N} at time t, respectively.
The relationship between yi(t) and Yi(t) is defined as Eq. 6 that

Yi t( ) � Sgn yi t( ) − θ( ) � 1, yi t( )≥ θ,
−1, else ,

{ (6)

where the symbol θ indicates the opinion critical value for an
individual to get vaccinated and Sgn(.) is the sign function. When
Yi(t) = 1, individual i gets vaccinated at time t. Otherwise, i is out
of vaccination. Notably, the increase in yi(t) indicates the
enhancement of willingness for individual i to get vaccinated.
The transition probability fV

i (t) of being vaccinated for
susceptible individual i at time t equals to yi(t), when yi(t) ≥θ
at time t.

We use behavior vector Y(t) � [Y1(t), Y2(t), . . . , YN(t)]T to
represent behaviors of all individuals in the social network of size N
at time t. Correspondingly, there is an opinion vector
y(t) � [y1(t), y2(t), . . . , yN(t)]T. The proportion of vaccinated
individuals RV(t) at time t, named vaccination coverage, is
computed as Eq. 7 that:

FIGURE 4
Vaccination coverage for different Esc values. The vertical coordinate RV denotes the rate of finally vaccinated nodes in the network, and the
horizontal coordinate indicates the initially vaccinated degree. (A) Erdos–Ranyi-4 network. (B) Erdos–Ranyi-8 network. (C) Erdos–Ranyi-16 network. (D)
Scale-free-4 network. (E) Scale-free-8 network. (F) Scale-free-16 network. (G) Email network. (H) Facebook network. (I) LastFM network.
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RV t( ) � ∑N
i�1Yi t( ) +∑N

i�1 Yi t( )| |
2N

. (7)

A diagonal matrix Λ(t) = diag(λ11(t), λ22(t), . . ., λNN(t)) is
used to ensure that vaccinees cannot revert to being unvaccinated
during the evolution process. If individual i is vaccinated, the
element λii(t) = 0; otherwise, λii(t) = 1. In the disease–behavior-
coupled model, individuals obtain vaccination opinions based on
local information, namely, the perceptions of infection risk and
vaccination behaviors of their neighbors. Here, when the number
of infected neighbors increases, individuals perceive more disease
risk and mitigate their willingness to receive vaccines.
Meanwhile, when the number of infected nodes reaches a
rather large number, individuals may have group psychology
and give up vaccination. When the number of susceptible
neighbors increases, individuals lessen their fear of disease and
their inclination to receive vaccines. Individual vaccination
behavior can be influenced by herd mentality [44], which is
the tendency for people in a group to conform to the behavior
of others in the group rather than acting as individuals. When the
number of vaccinated neighbors increases, individuals are more
likely to get vaccinated due to the influence of herd mentality. To
simplify the complexity, we assume that individuals do not take
into account their own opinion of the previous moment. We
designed an opinion weight matrix W(t) � [wij(t)]N×N to
characterize the perceptions of infection risk. The symbol
wij(t) indicates the influence weight of individual j on i at
time t. The mathematical expression of opinion weight is
shown as follows:

wij t + 1( ) �

1

|NI
i t( )|, j ∈ NS

i t( ) or j ∈ NV
i t( ),

1

|NS
i t( )| + |NV

i t( )|, j ∈ NI
i t( ),

0, others,

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
(8)

where the symbols NS
i (t), NV

i (t), and NI
i (t) denote the set of

susceptible, vaccinated, and infected neighbors of individual i at time

t, respectively; and |.| represents the cardinality of a set. Let the symbol
Ni be the neighbors of individual i, thus
|Ni| � |NS

i (t)| + |NV
i (t)| + |NS

i (t)|. Particularly, for the extreme
cases that all neighbors of individual i are infected or not infected,
Eq. 8 is no longer applicable, and let the weight wij(t) = 1 if individuals i
and j are neighbors.

Hence, we get the expression of individual vaccination opinion
evolution equation as Eq. 9

yi t + 1( ) � λii t( ) ·∑n
j�1

wij t( ) · Yj t( ) + 1 − λii t( )( ) · Yi t( ), (9)

and the corresponding matrix form is

y t + 1( ) � Λ t( ) ·W t( ) · Y t( ) + E − Λ t( )( ) · Y t( )
� Λ t( ) ·W t( ) + E − Λ t( )( )[ ] · Y t( ) . (10)

If the individual i is vaccinated at time t, we get yi(t + 1) = Yi(t),
which indicates that a vaccinated individual will maintain their current
state. Otherwise, there is yi(t + 1) � ∑n

j�1wij(t) · Yj(t). The
vaccination opinion yi(t + 1) will be influenced by the vaccination
behaviors of neighbors of individual i at time t. Moreover, the
maximum number of possible neighbors for each node is N − 1 in
the connected network withN nodes. If the neighbor number of node i
is N − 1 and all neighbors are infected at time t, the minimum value of
yi(t) is obtained from Eq. 10, and yi(t) = −N + 1. If the neighbor number
of node i is N − 1 and all neighbors are vaccinated at time t, the
maximumvalue of yi(t) isN− 1. Hence, the bounds of yi(t), i ∈ {1, 2, . . . ,
N} in the coupled model are between −N + 1 and N − 1.

From Eq. 10, the opinion vector y(t) is related to Λ(0),W(t), and
Y(0). The opinion weight matrix W(t) depends on the degrees of
nodes in the network and the infection status of neighbors. The
values of Y(0) and Λ(0) depend on the initial vaccinees. Naturally,
y(t) is determined by the network structure, initial vaccinees, and
infection status of neighbors. Hence, changes in the value of θ reveal
the role of network structure, initial vaccinees, and size of infected
neighbors on vaccination behavior.

3 Evolutionary vaccination game in
network models and real-
world networks

We here study the vaccination coverage of the
disease–behavior-coupled model in network models and real-
world networks. Two types of vaccination strategies, namely,
strategies by individuals and strategies by administrators, are
studied. The individual vaccination strategy is based on the
perceptions of infection risk and vaccination behaviors of
neighbors, as introduced in Section 2. The vaccination
strategies by administrators are used to select initial vaccinees.
In this work, three vaccination strategies by administrators,
namely, largest-first strategy (LFS), smallest-first strategy
(SFS), and random-first strategy (RFS), were used. The LFS is
used to select the initially vaccinated nodes based on the nodal
degrees from large to small, and the SFS is the opposite.
Naturally, RFS is used to randomly adopt the initial vaccinees.
Notably, the network models are scale-free (SF) networks [45]
and Erdos–Ranyi (ER) networks [46] with N = 1,000 and the

TABLE 1 Minimum social cost for the three strategies to reach vaccination
coverage in networks with various typologies.

Network Largest-
first

Smallest-
first

Random-
first

Erdos–Ranyi-4 0.357 0.198 0.184

Erdos–Ranyi-8 0.293 0.217 0.191

Erdos–Ranyi-
16

0.251 0.225 0.209

Scale-free-4 0.472 0.190 0.179

Scale-free-8 0.435 0.204 0.189

Scale-free-16 0.401 0.236 0.215

Email 0.451 0.440 0.264

Facebook 0.514 0.479 0.295

LastFM 0.609 0.561 0.375

We use red bold to highlight the results of the best options.
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average degrees < k> � 4, < k> � 8, and < k> � 16,
respectively. The real social networks are email network [47],
Facebook friendship network [48], and LastFM users’ network
[49]. The email network, generated using email data from a large
European research institution, comprises 1,005 nodes and
25,571 edges. In the email network, users are represented as
nodes and communication between them is represented as
connected edges. The Facebook friendship network has been
collected from survey participants using the Facebook
application and consists of 4,039 nodes and 88,234 edges. The
Facebook network is composed of users as nodes and friend
relationships between them as edges. The LastFM users’ network,
consisting of 7,624 nodes and 27,806 edges, was collected from
the public API in March 2020. Nodes are LastFM users from
Asian countries, and edges are mutual follower relationships
between them. In addition, each simulation result is the
average of 50 times under the same parameters to avoid the
accidentality of a single simulation.

3.1 Convergence of vaccination coverage of
the coupled model

We first verify the convergence of the disease–behavior-coupled
model in network models and the real-world social networks
through Monte Carlo simulations. We attempt different
combinations of all parameters, where the effective spreading rate
β/γ ranges from 0.01 to 100, the opinion critical θ ranges from −N +
1 to N − 1, the number of initially infected nodes NI(0) ranges from
1 to N, and the number of initially vaccinated nodes NV(0) ranges
from 1 to N. Without the loss of generality, the initially infected
nodes are randomly selected since, in practice, infected individuals
appear by chance.

We find that the proportion of vaccinated individuals RV will
converge to a constant, regardless of the effective spreading rate,
opinion critical, and initially infected nodes. Hence, we give an
illustration with the effective spreading rate β/γ = 0.4, the number of
initially infected nodes NI(0) = 50, and opinion critical θ = 0. The

FIGURE 5
Vaccination coverage versus the effective spreading rate in the different networks. The ratio of initial vaccinees is 0.1, and the number of initial
infected nodes is 50. (A–C) Opinion critical is 0.1..(D–F) Opinion critical is 0. (G–I) Opinion critical is −0.1. The initial vaccinees are selected with the
largest-first strategy in (A, D, and G), with the smallest-first strategy in (B, E, and H), and with random-first strategy in (C, F, and I).
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convergence of the model with three strategies, i.e., LFS, SFS, and
RFS, are shown in Figure 2.

Vaccination coverage is influenced by the strategies by the
administrator, network topology, and link density of the network.
For the LFS, the vaccination coverage is the largest in the ER random
networks compared to that in the SF networks and real-world
networks. If the network topology and network size are given,
the vaccination coverage is larger when the link density of the
network is larger. However, the result is the opposite for SFS and
RFS. Moreover, Figure 2 shows that vaccination coverage for LFS
will converge to a smaller value than that for SFS and RFS.

3.2 Influence of opinion critical on
vaccination coverage

The vaccination opinion critical θ in the coupled model represents
the psychological threshold for vaccine acceptance. A higher opinion
critical indicates that individuals are less inclined to prefer vaccines. We
here study the role of opinion critical on vaccination coverage under the
conditions of the effective spreading rate β/γ = 0.4, the number of
initially infected nodes NI(0) = 50, and the initial vaccinee ratio RV(0) =
0.2. Figure 3 illustrates the variation of opinion critical θ from −1 to 1 in
different networks. Under the different network structures and initial
vaccination strategies, vaccination coverage decreases as the opinion
critical increases from negative to positive values. Figures 3A–C show
that in the Erdos–Ranyi networks, the SFS and LFS are both affected by
the link density. The link density is higher; the psychological threshold
for full vaccination coverage is lower with the SFS. However, with the
LFS, θ for full vaccination coverage increases with the link density.
Moreover, Figures 3D–F demonstrate that in the scale-free networks
with the SFS, the psychological threshold for full vaccination coverage
decreases with the increase in the link density. In contrast, the LFS
exhibits a higher psychological threshold for full vaccination coverage as
the link density of the network increases. The finding verifies the
opposing results presented in Figures 2A,B.

3.3 Comparison of the three vaccination
strategies

We further study the performances of the three vaccination
strategies on the social cost in different networks. In complex
network models such as Price’s model and BA model, the node
degree is used as an important indicator of the node’s attractiveness
to new nodes and ability to develop new links [50]. In this work, the
social influence or status of a node is related to the degree di �∑N

j�1aij of an individual i in the social networks. We assume that
persuading a more influential person to get vaccinated will cost more
socially. Hence, the social cost of initially vaccinated individuals is
given as Eq. 11,

Esc � ∑i∈NV 0( )di

∑N
j�1

dj

, (11)

where NV(0) is the set of initially vaccinated nodes and Esc is the
social cost of strategy. It should be noted that the vaccine is free for

individuals, but there is a social cost to the government in promoting
vaccination. We study the effect of the social cost of each strategy on
vaccination coverage. We conduct experiments under the same
initial conditions with the effective spreading rate β/γ = 0.4, the
number of initially infected nodes NI(0) = 50, and opinion critical
θ = 0. The vaccination coverage corresponding to each strategy at
one social cost is the average of the results of 50 simulation
experiments with the same parameters. We conducted the
simulation experiment by setting the social cost Esc values in 0.1,
0.02, 0.005, and 0.001 step sizes in turn. The approximate range of
the minimum social cost is first determined in large steps, and then
the step size of the experimental parameters is gradually reduced to
determine an accurate minimum social cost. The relationship
between social cost Esc and vaccination coverage RV is shown in
Figure 4. We find that vaccination coverage will be reached when the
social cost is greater than a threshold, which is listed in Table 1.

The results show that with the LFS, the minimum social cost Esc
for vaccination coverage decreases as the link density increases in the
same network topology. However, the social cost threshold for the
SFS and RFS gradually increases as the link density increases in the
same network topology. In addition, we compare the performance of
three strategies on the same network; surprisingly, RFS always needs
the minimum social cost for vaccination coverage, both in network
models and real-world networks. Then, the performance of the SFS
is superior to that of the LFS.

3.4 Role of the effective spreading rate

We then explore the effect of the effective spreading rate β/γ on
vaccination coverage under three vaccination strategies, i.e., LFS,
SFS, and RFS. Figure 5 demonstrates that the effective spreading rate
β/γ has a double-edged role in the diffusion of vaccination behavior
when the social cost Esc is less than the minimum social cost of the
three strategies, as shown in Table 1.

When the effective spreading rate increases from small to
large, vaccination coverage RV first increases and then decreases.
The phenomenon might be explained by the limited rationality of
vaccination opinions. When the effective spreading rate is small,
the number of infected individuals is also small. Therefore,
susceptible individuals tend to ignore the risk of disease and
refuse vaccination. However, when the effective spreading rate is
large, the number of infected individuals is large. A large number
of infected individuals leads to a tendency for susceptible
individuals to coexist with the virus rather than resist disease
transmission. The confidence of individuals in vaccines
crumbles, and many individuals shift toward abandoning self-
loathing due to the panic caused by rapid outbreaks of disease.
Only if the effective spreading rate is moderate, individuals are
not only aware of the risk of disease, but also inclined to accept
the vaccine. As a result, the proportion of vaccinees is higher than
that in the other two scenarios. Emphasizing the dangers of
infectious diseases and reducing panic are both essential to
increasing vaccination coverage in epidemic control. It is a
primary concern for government policymakers to promote
herd immunization when faced with the outbreak of
infectious diseases.
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4 Conclusion

In this work, we propose a coupled disease–behavior evolution
model, providing a new perspective on the interactions between
vaccination behavior and the spread of infectious diseases. We
portray the mental choices of individuals facing disease risk and
vaccination by the variable opinion weights, which capture the
vaccination behaviors of neighbors. The vaccination strategy by
individuals is based on their mental choices and exhibits limited
rationality about infection risk. A large infection fraction may lead
individuals to adopt negative strategies to resist infectious diseases,
while a relatively small infection fraction makes individuals adopt
positive strategies. A clear phase transition appears in the
vaccination coverage compared to the opinion critical θ of an
individual to be vaccinated. Meanwhile, the performance of three
vaccination strategies, namely, LFS, SFS, and RFS, by the
administrator is compared in this work. We find that with the
three initial vaccination strategies, vaccination coverage, which is
influenced by the link density of the network and network topology,
always converges to a constant. The vaccination coverage of RFS and
SFS is consistently higher than that of LFS. Persuading individuals
with high influence to get vaccinated at the initial time is not optimal
for promoting the diffusion of vaccination behavior. RFS has the best
performance on both network models and real-world networks
among the three strategies when studying the effect of the
opinion critical and the social cost. In addition, the role of the
effective spreading rate is not one-sided since the vaccination
opinion exhibits limited rationality. Vaccination coverage RV first
increases and then decreases as the effective spreading rate increases
from small to large. Controlling for outbreak information to make
individuals perceive a “false and appropriate effective spreading
rate” is an efficacious way to motivate individuals to be vaccinated.

The phenomena revealed by this work could provide a new
perspective for guiding group vaccination opinions and improving
vaccination coverage. The model introduced here also has some
limitations and challenges. We did not account for the variability of
opinion critical of different groups that belong to the same social
network. Individuals between different groups have a greater
difference in their opinion critical than individuals within a
group. As an individual acquires information, his or her opinion
critical may change. In addition, we focus on the neighbors’
influence, but the influence of non-neighboring individuals or
global information also merits further investigation.
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Organizational innovation performance is considered to be the key to maintaining
competitiveness and achieving sustainable development in modern enterprises.
Deviant innovation refers to that employees improve their workingmethodswithout
the permission of the organization, break through the constraints of existing rules
and achieve high performance. Additionally, Deviant innovation behavior can also
stimulate the enthusiasm of other members of the organization. In order to study
the evolutionary game rules of strategic interaction between enterprises and
employees in the process of deviant innovation, this paper constructs a
2*2 asymmetric payoff matrix, and uses numerical simulation to show the
influence of different values of decision parameters and changes of initial
conditions on the evolutionary results. The research reveals that the interaction
game between employees’ deviant innovation behavior and enterprise
enhancement of organizational innovation performance is a complex and
significant topic. It is found that when enterprises actively improve organizational
innovation performance and employees implement deviant innovation behavior,
both sides engage in positive game interactions, maximizing enterprise benefits.
However, when enterprises passively enhance organizational innovation
performance but employees engage in deviant innovation behavior, it may lead
to conflicts between the two parties. The research findings provide relevant
strategies for employees to correctly implement deviant innovation behavior and
for enterprises to enhance organizational innovation performance.

KEYWORDS

deviant innovation behavior, organizational innovation performance, evolutionary
game, numerical experiment, undesirable locking state

1 Introduction

In modern enterprises, organizational innovation performance is considered to be
the key to maintaining competitiveness and achieving sustainable development.
However, innovation is no longer solely the responsibility of senior management
but increasingly relies on employees at all levels within the organization. Deviant
innovation refers to that employees improve their working methods without the
permission of the organization, break through the constraints of existing rules and
aim to improve the interests of the organization [1]. We find that employees’ positive
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deviant innovation behavior can prompt enterprises to better
integrate and utilize internal and external resources, promote the
landing of innovation culture, and accelerate the promotion of
innovation projects, thus enhancing the innovation
competitiveness of the enterprise and further optimizing the
innovation performance of the organization [2].

Organizational innovation performance, as a comprehensive
reflection of various innovation achievements of the enterprise, is
expressed as the overall role and impact results brought to the
enterprise from the generation of innovative ideas and the
adoption of innovative measures to apply them to the actual
production and operation activities, which itself is a multi-level
concept [3]; [4]. This study believes that employees’ deviant
innovation behaviors can motivate other members of the
organization, trigger chain reactions internally, and promote
broader innovation, thus greatly contributing to the
improvement of organizational innovation performance. When
enterprises actively enhance organizational innovation
performance and provide sufficient resources and support,
while employees also engage in deviant innovation behavior,
an ideal state is achieved. At this point, employees and
enterprises jointly achieve optimal interaction effects, creating
a win-win situation [5].

Evolutionary game theory is an interdisciplinary fusion theory
that combines evolutionary biology and classical game theory [6]. It
views individual strategies and behaviors as continually evolving
through the transmission of genetic information and random
mutations. In evolutionary game theory, individual behaviors are
strategies, and the evolutionary process is a dynamic game process.
Individuals adapt and adjust their strategies by considering the pros
and cons of different strategies [7].

Currently, evolutionary game theory has become one of the
primary mathematical tools for research in economics and finance
[8]. In recent years, numerous scholars both domestically and
internationally have conducted research in this field. Eid et al. [9]
finds out the balanced distribution of post-disaster insurance plans
purchased by households and sold by insurance companies and
post-disaster relief implemented by government agencies. Feng and
Hu [10] investigated the evolutionary game of financing
empowerment mechanisms for the digital transformation of
small and medium-sized enterprises, exploring the impacts of
core enterprise support and government subsidies on the digital
transformation financing of small and medium-sized enterprises.

In the practice of enterprises enhancing innovation performance
and employees engaging in deviant innovative behavior,
evolutionary game theory also provides a practical analytical
framework. When employees are faced with different company
innovation atmospheres and leadership decisions, their choices
regarding deviant innovation exhibit characteristics of
evolutionary game theory. Similarly, when enterprises decide on
the level of investment in innovation, they consider various factors
such as employee capabilities, operational objectives, and return on
investment [11]. However, in situations of incomplete information,
they often make decisions based on personal experience and habits,
leading to interactive games between both parties. Therefore, to
study the interaction between enterprises and employees, this paper
constructs a dynamic game model composed of enterprises
and employees.

2 Model description

Due to the short-sighted behavior under the condition of limited
rationality, in the process of innovation, whether the enterprise
actively improves the organizational innovation performance and
the employee’s deviant innovation behavior is a dynamic process of
continuous adjustment, similar to the characteristics in ecology.
Enterprises, considering long-term benefits, may to some extent
enhance organizational innovation performance [12]. However,
their performance may be influenced by employees’ deviant
innovation behavior, which can manifest in two ways: 1)
positively enhancing organizational innovation performance (A1)
with a probability of p; 2) negatively enhancing organizational
innovation performance (A2) with a probability of 1-p.

Similarly, assuming that the employees will initially engage in
deviant innovation behaviors, and during the process from initiating
deviant innovation to executing it, they will continuously adjust
their behavior patterns. Therefore, the employees will also have two
choices: 1) to carry out the deviant innovation behavior (B1), with
the probability of q; 2) not to carry out the deviant innovation
behavior (B2), with the probability of 1-q, the payoff matrix for the
two sides of the game as shown in Table 1.

π1 and π2, respectively denote the basic profits of the company
and employees themselves. K represents the investment made by the
company to actively enhance organizational innovation
performance, and X(K) represents the additional profit that can
be gained due to the simultaneous enhancement of organizational
innovation performance by the company and deviant innovative
behavior by employees. 0 < X(K) < 1, that is, the more active the
enterprise is in terms of organizational innovation performance, the
greater the benefits of employees will be.

The interpretation of the matrix is as follows: 1) When the
company actively improves its organizational innovation
performance and the employees conduct deviant innovation
behaviors, the company’s profit is represented as π1 − K + B, and
the employees’ profit is represented as π2 +X(K) + C. B is the
revenue allocated from the “excess profit” gained by the employee
from the deviant innovation, and C is the performance wage that the
employee receives because he/she performs the innovative behavior
and thus improves the organizational innovation performance of the
firm. Where B > K, because in the long run, organizational
innovation performance can improve the overall earnings of the
enterprise, thus the profit obtained by the company through
employees’ deviant innovative behaviors should be greater than
the investment made in actively enhancing organizational
innovation performance. 2) When the firm actively improves
organizational innovation performance but the employees do not
engage in deviant innovation behavior, the firm’s profit is π1 − K,
and the employees’ profit is π2 +X(K). 3) When the firm negatively
improves organizational innovation performance but employees

TABLE 1 Game Matrix of employee deviant innovation and organizational
performance.

B1(q) B2 (1-q)

A1(p) (π1 −K + B, π2 +X(K) + C) (π1 −K, π2 +X(K))

A2 (1-p) (π1 , π2 −D) (π1 , π2)
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engage in deviant innovation behavior, the firm’s profit is π1, and the
employee’s profit is π2 −D. D denotes the loss incurred by
employees when they persist in deviate innovation while the
company negatively improves organizational innovation
performance. In this case, team members may exhibit lower
acceptance of conflict, lower identification with organizational
goals, and less trust among members. (4) When the company
passively enhances organizational innovation performance and
employees do not engage in deviant innovation behaviors, the
firm’s profit is π1, and the employees’ gain is π2. If the
employees continue not to carry out the deviant innovation, the
company will gradually lose its competitiveness, which will lead to
the continuous attrition. Therefore, both parties in the game can
only maintain the original profit within a certain period.

According to the Malthusian dynamic equation [13], which
states that the growth rate of a strategy is equal to its relative fitness,
specifically as long as the fitness of individuals adopting the strategy
is higher than the average fitness of the group, the strategy will grow
over time. Therefore, the dynamical equation for the strategic
interaction between organizational innovation performance and
employees’ deviant innovation over time is:

dp

dt
� p 1 − p( ) qB −K( )

dq

dt
� q 1 − q( ) C +D( )p −D[ ]

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩ (1)

According to equation set (1), we can study the evolution of
organizational innovation performance and employees’ strategic
interaction behavior of deviant innovation. Let the Jacobian
matrix of the system of equations (8.80) be J, then Eq. 2 can
be derived.

J � 1 − 2p( ) qB − K( )Bp 1 − p( )
C +D( )q 1 − q( ) 1 − 2q( ) C +D( )p −D[ ] (2)

Denoting the determinant of J as Det(J), and then we can discuss
the stability of the system of Eq. 1.

Let dp
dt
� 0 and dp

dt
� 0, 5 equilibria of the evolutionary game can

be obtained on the planeM � (p, q) | 0≤p, q≤ 1{ }: O (0,0), W (0,1),
U (1,0), V (1,1), and E ( D

C+D,
E
B), and their stability is shown

in Table 2.
From Table 2, two of the five equilibrium points of the system are

stable points, representing Evolutionarily Stable Strategies (ESS),
corresponding to two game modes: 1) Mode (A1, B1) is that the
employees engage in the deviant innovation behavior while the
company positively enhances organizational innovation

performance; 2) Mode (A2, B2) is that the employees do not
engage in deviant innovation behavior while the enterprise
passively enhances organizational innovation performance.
Figure 1 illustrates the dynamic evolution process of organizational
innovation performance and employees’ deviant innovation behavior.

In Figure 1, the discount connected by two imbalance points
(0,1), (1,0) and saddle point E ( D

C+D,
K
B) can be understood as the

critical line where the system converges to different modes. If the
initial position is located in the UEWO region, the system converges
to the mode (A2, B2), which means the company negatively
improves the organizational innovation performance, and the
employees do not engage in deviant innovation behaviors. This is
an undesirable locking state. Conversely, if the initial state is located
in the UEWO region, the system converges to the mode (A1, B1),
which means the company positively improves the organizational
innovation performance, and the employees engage in deviant
innovation behaviors. This is an ideal state. Both of these states
are evolutionarily stable states, and participants adopting the
alternative strategy will eventually vanish in evolution. Therefore,
by adjusting parameters, the probability of the system reaching the
ideal equilibrium state (A1, B1) can be increased.

When the parameters related to deviant innovation behavior
and organizational innovation performance change, the speed of
convergence of the model is also affected.

(1) The effect on the rate of convergence of the firm’s benefit B
from the employee’s deviant innovation behavior and the
employee’s deviant innovation and hence performance pay C.
At the saddle point, δqδb < 0, with other parameters unchanged,
the saddle point E ( D

C+D,
K
B) translates downward, the

probability of convergence to mode (A1,B1) increases, and
the probability of convergence to mode (A2, B2) decreases;
conversely, the probability of convergence to mode (A1, B1)
decreases, and the probability of convergence to mode (A2,
B2) increases, as shown in Figure 2. At the saddle point, δpδc < 0,
the saddle point E ( D

C+D,
K
B) is translated to the left. The

probability of convergence to mode (A1, B1) increases and
the probability of convergence to mode (A2, B2) decreases;
conversely, the probability of convergence to mode (A1, B1)

TABLE 2 Results of the analysis of the stability of the equilibrium point.

Equilibrium point Det(J) Tr Results

O (p = 0, q = 0) KD+ −(K +D)− ESS

W (p = 0, q = 1) (B −K)D+ (B −K) +D+ Precarious

U (p = 1, q = 0) KC+ K + C+ Precarious

V (p = 1, q = 1) (B − K)C+ K − (B + C)− ESS

E (p � D
C+D, q � K

B) −DCK(B−K)
B(C+D) − 0 Saddle point

FIGURE 1
The dynamic process of business-employee engagement.
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decreases and the probability of convergence to mode (A2,
B2) increases as shown in Figure 3.

(2) Similarly, the impact of the company’s inputs K to improve
the organizational innovation performance and the
benefits X derived by the employees on the rate of
convergence is shown in Figure 2. Because X′(K) > 0,
indicating that within the domain of definition, a
monotonic function possesses an inverse function, hence
K′(X) > 0. This can be interpreted as follows: in an
environment where employees actively strive to enhance
organizational innovation performance, greater benefits
can be obtained through the implementation of deviant
innovation behaviors, thus promoting the survival and
development of the enterprise. Consequently, the firm
tends to invest more in this regard. X does not directly
influence the convergence speed but affects it through the
parameter K. In an environment where organizational
innovation enhancement is lacking, the impact of loss D
on the convergence speed when employees persist in
implementing deviant innovation is depicted in Figure 3.

3 Simulation analysis

Next, by means of numerical experiments, we analyze the effects
on the evolutionary results of the changes in parameters such as the
proportion of the initial population choosing a certain strategy, the
inputs carried out by enterprises to positively enhance the
innovative performance of the organization, the additional
benefits gained by the enterprises and the employees from the
innovative behaviors, and the losses suffered by the employees
who transgressed the innovation as a result of the negative
enhancement of innovative performance of the organization.

(1) First of all, in this issue, we focus on the impact of the initial
population proportion to choose the relevant strategy on the
evolutionary outcome. The results of the numerical
experiments are illustrated in Figure 4 below, where p and
q respectively denote the initial proportions of firms choosing
to actively enhance organizational innovation performance
and the proportions of employees practicing deviant
innovation behaviors. The horizontal axis represents time,

FIGURE 2
Effect of variation of parameters B, K on convergence rate. (A) When B increases and K decreases. (B) When B decreases and K increases.

FIGURE 3
Effect of variation of parameters C, D on convergence rate. (A) When C increases and D decreases. (B) When C decreases and D increases.
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and the vertical axis represents the proportion of employees
who perform deviant innovative behaviors. The values of the
parameters are K = 1, B = 2, C = 0.5, D = 1.

From the figure, it can be observed that the evolutionary paths of
employees’ deviant innovations and firms’ organizational
innovation behaviors depend largely on the choice of initial
probabilities. The four different trajectories start from different
initial probabilities and do not intersect or overlap before
converging to the equilibrium state. In addition, the time
required to converge to the equilibrium state varies in relation to
the initial proportion of the population whose employees perform
the deviant innovation behavior. The closer the initial proportion is

to the equilibrium state, the faster the convergence. Comparing the
two sub-figures in Figure 2: we can see that the evolutionary
outcome of employee behavior and the time of convergence are
not only affected by the initial proportion of employees who choose
deviant innovative behavior, but also by the initial proportion of the
corporate population that actively improves the innovative
performance of the organization. The closer the initial proportion
is to the ideal state, the greater the possibility that the evolution of
employee behavior will reach the ideal state.

(2) In order to understand the impact of firms’ inputs to enhance
organizational innovation performance on evolutionary
outcomes, we conducted numerical experiments, the results

FIGURE 4
Effect of changes in the proportion of the initial population choosing a particular strategy on evolutionary outcomes. (A) p = 0.2. (B) p = 0.8.

FIGURE 5
Impact of changes in firms’ inputs to actively improve organizational innovation performance on evolutionary outcomes. (A) k = 1. (B) k = 2.
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of which are shown in Figure 5 below. In the figure, the
horizontal axis represents time and the vertical axis represents
the proportion of firms that are actively engaged in strategies
to enhance organizational innovation performance. The
proportion of employees choosing to perform deviant
innovative behaviors is 0.8 (q = 0.8), and the other
parameters are B = 2, C = 0.5, and D = 1.

Comparing the results in Figures 5A, B, we can observe that as
the firm’s investment in enhancing organizational innovation
performance increases, the interaction behavior between the firm
and its employees evolves to a completely different state, namely,
mode (A2, B2). In this pattern, firms adopt negative strategies to
enhance organizational innovation performance, while
employees no longer perform deviant innovation behaviors,
which is an undesirable locking state. However, ideally firms
should actively enhance organizational innovation performance,
so it is important to note that more investment is not always
better, because it may fall into an undesirable locking state after
exceeding a certain limit.

(3) Changes in firms’ earnings have a significant impact on the
evolutionary outcomes, and the results of the numerical
experiments are shown in Figure 6. In the figure, the
horizontal axis represents time, and the vertical axis
represents the proportion of firms choosing to actively
improve organizational innovation performance. The
proportion of employees choosing to transgress innovation
is 0.8, and the other parameters are K = 1, C = 0.5, and D = 1.
By comparing the results in Figures 6A, B, it can be observed
that the benefits that firms gain from the deviant innovation
behaviors of their employees have a significant impact on the
evolution of the interactive behaviors between firms and their
employees to the desired state. When the proportion of
employees engaging in deviant innovation is higher, the

firm’s gain increases accordingly, which motivates the firm
to be more active in improving organizational innovation
performance, thus creating a win-win situation.

(4) The loss of deviant innovation behaviors suffered by
employees has an impact on the evolutionary outcome
in the case of firms taking negative measures to enhance
organizational innovation performance, and the results of
the numerical experiment are shown in Figure 7 below. In
the figure, the horizontal axis represents time and the
vertical axis represents the proportion of employees who
choose deviant innovative behavior. The proportion of
firms choosing to positively enhance organizational
innovation performance is 0.8, and the other
parameters are K = 1, B = 2, and C = 0.5. By
comparing the results in Figures 7A, B, it can be
observed that when the loss suffered by employees due
to deviant innovation behaviors increases, it is more likely
that the interaction behaviors between the firms and the
employees will evolve into the (A2, B2) pattern. This is
because if an employee’s deviant innovative behavior may
lead to an increase in the likelihood or degree of task
conflict escalating into emotional conflict, then the
psychological loss suffered by the employee will
increase accordingly, which may lead the employee to
choose a more conservative strategy, i.e., not to engage
in deviant innovative behavior.

4 Game conclusion

The game analysis of the interaction between employees’
deviant innovation and enterprises’ organizational innovation
performance provides us with profound insights into the
complex relationship between employees’ deviant innovation
behaviors and enterprises’ organizational innovation

FIGURE 6
Impact of changes in firms’ earnings on evolutionary outcomes. (A) b = 0.5. (B) b = 2.
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performance. It is initially found that when the enterprise actively
improves organizational innovation performance and the
employees implement deviant innovation behaviors, both sides
of the game are positive, which maximizes the interests of the
enterprise; when the enterprise actively improves organizational
innovation performance but the employees do not implement
deviant innovation behaviors, the enterprise’s earnings are
relatively reduced while the employee’s earnings are affected
by the environment to a certain extent; when the enterprise
negatively improves organizational innovation performance
but the employees implement deviant innovation behaviors, it
may lead to the escalation of task conflict and the increase in the
number of employees. When the enterprise negatively improves
the organizational innovation performance but the employees
carry out the deviant innovation behavior, it may lead to the
possibility or degree of task conflict escalation into emotional
conflict increases, then the employees in the psychological loss
will be increased accordingly, which may lead to the employees to
choose a more conservative strategy, that is to say, the enterprise
negatively improves the organizational innovation performance,
the employees do not carry out the deviant innovation behavior
of the undesirable locking state. In order to maximize the
interests of both enterprises and employees, this paper
proposes relevant measures based on the game results.

From the enterprise perspective, companies need to manage this
interaction wisely, as this interactive game is one of the key factors
for organizational success. Firstly, it is essential to define
organizational performance goals, requiring thoughtful and
effective strategic planning to ensure rational resource allocation
[14]. If companies fail to provide sufficient resources for
organizational innovation performance at the outset, employees
may feel a lack of support, resulting in the failure of innovation
activities. Secondly, fostering an open, inclusive, and innovative
cultural atmosphere, establishing efficient innovation teams, and

motivating employees’ deviant innovation behavior are crucial [15].
Thirdly, scientific management is required to facilitate positive
interactions among employees. When employees actively engage
in deviant innovation, companies can leverage their employees’
efforts to adjust their strategies to better respond to market
demands. This includes enhancing products, services, or
processes to meet evolving customer expectations [16].
Companies can thus adapt more rapidly to market dynamics,
thereby enhancing organizational innovation performance.

From the employee perspective, proactive implementation of
deviant innovation behavior by responsible employees is crucial
[17]. Employees’ deviant innovation behavior can inspire other
members within the organization, meaning that when one
employee demonstrates courage and innovation capability, other
members may be encouraged to actively participate in innovation
activities. This internal motivation can significantly contribute to the
improvement of organizational innovation performance, thereby
enhancing internal cohesion within the company. However, deviant
innovation should be controlled within a reasonable range, as only
moderate deviant innovation is suitable for the long-term
development of the enterprise.

To sum up, the interactive game between employees’ deviant
innovation behavior and enterprises’ enhancement of organizational
innovation performance is a complex and important theme.
Employees’ positive deviant innovation behavior can stimulate
the enthusiasm within the organization, and at the same time
can help the enterprise to better cope with the market challenges.
Organizations need to manage this interaction intelligently to ensure
that resources are allocated appropriately to achieve optimal
innovation performance. This interactive game is one of the key
factors for organizational success and requires thoughtful and
effective strategic planning. Only by running in the same
direction, employees and organizations will work together to
reach higher peaks of innovation.

FIGURE 7
Impact of changes in employee losses on evolutionary outcomes. (A) d = 0.5. (B) d = 3.5.
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Maritime area detection technology applies equipment such as high-orbit
satellites, gateway ships and Unmanned Aerial Vehicles to detection. In this
scenario, real-time uploading and analysis of maritime data is crucial. In the
existing scenario, UAV data are gathered to the gateway ship and uploaded to the
shore-based cloud via the high-orbit satellite, because the communication
distance of the high-orbit satellite is far, and when the uploaded data volume
is large or the access to the equipment increases, the propagation delay of the
uploading of the data from the gateway ship to the satellite and the forwarding of
the data from the satellite to the shore-based cloud is longer, and the processing
delay of the shore-based cloud is increased, and the efficiency of the data
transmission and communication will be affected as well. Aiming at the
problem of increasing delay caused by communication limitations in maritime
area detection, this paper proposes a maritime area detection scheme based on
cloud-side collaboration. The scheme solves the problem of communication
limitation from the following two aspects. First, the edge computing nodes are
deployed on the ship side of the gateway, and the optimal offloading ratio is
sought through game theory to offload a part of the tasks from the center cloud
to the edge cloud for processing, which improves the efficiency of processing
data and thus reduces the data transmission latency and data processing delay.
Secondly, low-orbit (LEO) satellites are introduced to provide communication
services, because low-orbit satellites have low orbital altitude and short
propagation delay, which can transmit the data at the gateway ship to the
shore-based cloud more quickly and improve the data transmission efficiency.
Finally, it is also verified by designing experiments that the proposed scheme
adopts the optimal offloading ratio and has a lower total delay than the original
scheme, thus proving the effectiveness of the proposed scheme.

KEYWORDS

game theory, cloud edge collaboration, maritime regional exploration, low-orbit
satellites, edge computing

1 Introduction

Timely mastery of the enemy’s accurate real-time military intelligence is the key to the
navy’s military decision-making. UAV-based sea area detection technology has the
advantages of wide detection area, high real-time intelligence acquisition, low detection
cost, etc., which can comprehensively enhance the navy’s ability to detect the sea area, and
the technology has been widely used in sea area detection [1, 2].

The maritime area detection mission requires the shore-based cloud to send the
maritime area target detection mission to the gateway ship through high-orbit satellite
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communication, and the UAV-carrying gateway ship receives the
mission instruction and then sends the UAV to detect the
formulated area at sea [3, 4]. The UAV arrives at the designated
position and altitude to carry out the detection and returns the
detection data, including video, infrared images, radar detection
signals, and data collected by the mounted sensor equipment, etc.,
and each UAV has a fixed collection frequency. Among them, ultra-
short wave communication is used between the gateway ship and the
UAV. The gateway ship summarizes the data collected by the
drones, after which the data is transmitted back to the shore-
based cloud center via satellite for data processing, and the
powerful arithmetic capability of the cloud center is used to
realize functions such as pattern recognition and trend prediction
[5]. Through the above process, the UAV can quickly and efficiently
complete the detection task, provide timely decision support for the
command center, and assist the commander in quickly carrying out
the subsequent task arrangement [6].

Currently, high-orbit satellite communication is used between
the gateway ship and the shore-based cloud terminal [7]. However,
as high-orbit satellites are far from the ground, they need to
overcome a large spatial distance when transmitting data,
resulting in long propagation delays for the uploading of data
from the gateway ship to the satellite and for the forwarding of
data from the satellite to the shore-based cloud. This may reduce the
real-time nature of the data, which in turn affects the decision-
making ability of the command center. Second, the current
communication scheme needs to upload all the data collected by
the UAVs pooled by the gateway ship via satellite to the shore-based
cloud for processing. If the amount of data to be uploaded is large, it
will increase the transmission delay of data uploading, which
increases the pressure on the network bandwidth, making the
utilization of limited network resources somewhat challenged,
and the data may face the risk of being intercepted or tampered
with in the transmission process. This may affect the decision-
making efficiency of the command center and the security of the
transmitted data. In addition, the efficiency of data transmission and
communication may also be affected in the case of increased access
to devices. In addition, when uploading data from gateway ships to
satellites and forwarding data from satellites to shore-based clouds,
the communication bandwidth of high-orbit satellites is relatively
limited, and especially when processing a large amount of data,
transmission bottlenecks may be encountered, which affects the
speed and stability of data transmission. Based on the above, the use
of high-orbit satellites for maritime area explorationmissions, where
a large amount of data is transmitted from the gateway ship via the
high-orbit satellites to the shore-based cloud for complex processing
and analysis, affects the temporal complexity and spatial complexity
of the data processed by the shore-based cloud and affects the
effectiveness and validity of the data.

In this paper, we have conducted an in-depth study on the
maritime area detection scheme and proposed a cloud-edge
cooperative-based maritime area detection scheme, which solves
the existing communication limitation problem from two aspects,
including the deployment of edge computing nodes on the ship side
of the gateway. In addition, to shorten the communication distance
and reduce the latency, the new scheme also replaces the high-orbit
satellites with low-orbit satellites. The main contribution of
this paper:

1) First, a detailed description of the cloud-side collaboration-
based maritime area detection scheme is presented, including
two aspects to solve the problem of increased latency due to
limited communication. The latency of each process is
calculated from data acquisition to decision support based
on data processing results.

2) Secondly, the performance of the proposed scheme is verified,
and the latency is selected as the verification metric and the
latency of each part of the service processing is calculated. The
effectiveness of the improved scheme is verified by comparing
the latency of the original scheme and the improved scheme.

The whole paper is organized as follows. The related work is
summarized in Section 2. The systemmodel is given in Section 3 and
the experiment is given in Section 4. The conclusions are presented
in section 5.

2 Related work

The maritime area detection task requires fast and efficient
uploading of the data collected by the UAVs pooled on the ship
side of the gateway to the shore-based cloud for data processing and
target identification, to ensure that the whole process of maritime
UAV detection can quickly and efficiently complete the detection
task, to provide timely decision-making support for the command
center, and to assist the commander in quickly carrying out the
subsequent task arrangements. Therefore, the requirements for
communication and computing capability are very high.

Aiming at the communication-computing resource
collaboration problem, Ref. [8] proposed a computation
offloading framework to offload computation or data to nearby
devices. To reduce energy and time consumption, a multi-objective
computation offloading method for cloud-edge on-dispersion in the
Internet of Vehicles (IoV) is proposed to shorten the processing time
of computation tasks by offloading them to edge computing devices
[9]. An efficient computation offloading and resource allocation
scheme in edge computing networks for the Internet of Vehicles is
proposed to achieve low complexity and significantly improve
system performance [10]. A collaborative computation offloading
scheme is proposed to shorten the total service time for the problem
of limited computation capability of underwater sensor nodes [11].
The authors in the paper [12] proposed a heterogeneous edge–cloud
computing framework, in which a novel collaborative offloading
scheme was designed to minimize the task execution latency. In Ref.
[13], the authors formulated an optimization problem for
edge–cloud computing networks, where the service placement
and the power control of the base station were jointly
considered, to enhance the resource efficiency.

For the cloud-network convergence scenario, considering that
the general cloud center is far away from the end side and there is a
latency problem. Therefore, it is necessary to offload the data and
computational tasks of maritime area detection to the edge side for
processing collaboratively to form a cloud-side collaboration model
to reduce the latency. A cloud-edge collaboration approach is
proposed to perform maintenance of critical vehicle components,
which improves maintenance efficiency and safety [14]. A cloud-
edge collaboration approach is proposed to improve the availability
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and effectiveness of safety supervision and inspection of power
operations [15]. In MEC-enabled networks, Ref. [16] presented a
two-level bargaining-based incentive mechanism for collaborative
computing, aiming to maximize the offloading utilities of both edge
cloud and central cloud. The authors in the paper [17] investigated a
dynamic offloading scheme for an edge-cloud collaboration system
and formulated an optimization problem to minimize the average
cost under a series of constraints. In the paper [18], a collaborative
cloud-edge computation offloading method was designed by
considering both computing and transmission energy consumption.

3 System model

Aiming at the communication limitation problem faced by the
current maritime area detection, this paper proposes a maritime area
detection scheme based on cloud-side collaboration. The scheme
solves the problem of increased latency caused by communication
limitations from the following two aspects. First, the edge computing
nodes need to be deployed on the gateway ship side, so that when the
gateway ship collects the data collected by the UAV, it can process
some of the data, and therefore reduce the amount of data
transmission from the gateway ship to the cloud center as a way
to alleviate the communication limitation problem. Secondly, the
introduction of low-orbit satellites in this program, low-orbit
satellites are close to the ground, which can greatly reduce the
data propagation delay, and low-orbit satellites have small path loss
and high data transmission rate, which can further alleviate the
problem of communication limitation. The core idea of the program
is to use arithmetic resources to make up for the problem of limited
bandwidth resources. It should be noted that the data processing
capacity of the gateway ship side is also limited, so this scheme also
faces the same problem of limited arithmetic power. If the gateway
ship processes the data completely locally, it may cause the local
processing delay of the gateway ship side to increase due to the
limited processing capacity of the gateway ship side, which

ultimately affects the processing delay of the whole task. If the
gateway ship offloads the data completely to the cloud, it may cause a
delay increase problem due to the limitation of network bandwidth,
so it is necessary to offload part of the data measured by the gateway
ship to the cloud for processing, which also indicates that the
arithmetic power collaboration between the cloud center and the
gateway ship is necessary.

The scenario of the program is shown in Figure 1. In it, the UAV
can be used as a terminal, whose task is to collect relevant
monitoring data by utilizing various types of sensor devices it
carries. The gateway ship side can be viewed as an edge cloud by
deploying edge servers, and therefore can provide part of the data
processing and storage capabilities. The LEO satellite is mainly used
as a relay for data transmission to realize the data communication
between the shore-based cloud and the gateway ship at sea. The
cloud center is located at the shore, which can provide powerful data
processing and storage capabilities. Therefore, the cloud-side
collaboration in this scenario refers to the collaborative data
processing between the gateway ship and the shore-based
cloud center.

The following is the business processing flow of the maritime
area detection scheme based on cloud-side collaboration, which
mainly consists of six parts: 1) the gateway ship collects the data
collected by each UAV through UHF communication; 2) the
gateway ship calculates the optimal offloading scheme and
divides the total collected data into two parts, and one part of
the data completes the data processing on the local gateway ship
side; 3) the gateway ship forwards the remaining data to the remote
cloud center through the low orbit satellite network; 4) the ground
cloud center processes the data sent by the gateway ship; 5) the
gateway ship completes the data processing and sends the results to
the ground cloud center through the low-orbit satellite network; 6)
the cloud center synthesizes the results of the processing of the
various parts and gives the final decision.

First, the gateway ship needs to collect data from the UAVs, and
the amount of data collected by each UAV Duav is constant. Let

FIGURE 1
Cloud-side collaboration-based maritime area detection scheme.
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TABLE 1 Parameters of simulation.

Parameters Value

The data transmission rate from the UAV to the gateway ship 100 Mbps [23]

The required CPU cycles during the computing process 500 cycle/bit [24]

The computation capacity of the gateway ship 10 GHZ [25]

The computation capacity of the cloud center 100 GHZ [26]

The uplink transmission rate from the gateway ship to the satellite 80 Mbps [27]

The downlink transmission rate from the gateway ship to the cloud center 100 Mbps [28]

The number of UAVs [1, 16]

FIGURE 2
Relationship between coverage and delay.

FIGURE 3
Comparison of different programs.
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Ruav
wireless be the transmission rate between the UAV and gateway

ship. Therefore, the transmission delay for the UAV to upload the
data to the gateway ship is:

Tuav � Duav

Ruav
wireless

(1)

Ultra-short wave communication is used between the UAV and
the gateway ship, and its data propagation delay is negligible due to
the relative proximity of the UAV and the gateway ship.

The gateway ship collects data frommultiple UAVs, and N is the
total number of UAVs, at which point the total amount of data
pooled by the gateway ship is Dtotal � N × Duav . In the cloud-edge
collaboration scheme, to improve the efficiency of processing data,
both the gateway ship and the cloud center need to process a certain
percentage of data, and the amount of data processed by the cloud
center is recorded asDcloud , and the amount of data processed by the
edge of the gateway ship is Dedge. This offloading scheme is
meaningful only if the cloud center and the gateway ship
complete the data processing at the same moment as far as
possible, and for this reason, it is proposed that the delay of

processing data at the edge of the gateway ship is equal to the
total delay of offloading part of the data to the cloud for processing
to have a higher efficiency. Namely:

Dedge × η

Fedge
� Dcloud

Rsatellite
uplink

+ Dcloud

Rsatellite
downlink

+ Tsatellite
progation +

Dcloud × η

Fcloud
(2)

Where η is the number of cycles required for 1bit during data
processing, and Fedge is the computing power of the gateway ship,
and Fcloud is the computing power of the cloud center, and Rsatellite

uplink is
the uplink data transfer rate from the gateway ship to the satellite,
and Rsatellite

downlink is the downlink data transfer rate from the satellite to
the center cloud. Tsatellite

propagation is the propagation delay of the data
from the gateway ship to the gateway station using the LEO satellite.

Since LEO satellites are located at a distance of about DLEO The
propagation speed of the communication from the satellite is, then
the propagation delay between the gateway ship and the gateway
station Tsatellite

propagation is:

Tsatellite
propagation �

2 × DLEO

V
(3)

Simplify Equation 2 and define the unloading factor as Cedge,
Cedge is the ratio of the amount of data processed at the edge of the
gateway ship to the amount of data processed at the cloud center,
and Cedge reflects the allocation of computational tasks between the
gateway ship and the cloud center during data processing:

Cedge � Dedge

Dcloud
� 1

Rsatellite
uplink

+ 1

Rsatellite
downlink

+ η

Fcloud × 103
⎛⎝ ⎞⎠ ×

Fedge × 103

η

(4)
Where 103 is the unit matching factor. After the above

derivation, the amount of data to be processed at the gateway
ship is:

Dedge � Cedge

1 + Cedge
× Dtotal (5)

Therefore, the data processing delay on the ship side of the
gateway is:

Tcomputing
edge � Dedge × η

Fedge
(6)

The gateway ship needs to send the data of size Dtotal −Dedge to
the cloud for processing. Considering the low-latency performance
advantage of the low-orbit satellite network, the program adopts the
low-orbit satellite as a relay for data transmission, and the low-orbit
satellite adopts the data transmission method of Ka-band with a
transmission rate of Rsatellite

uplink The data transmission delay between
the gateway ship and the satellite is thus derived.

Tsatellite
uplink � Dtotal −Dedge

Rsatellite
uplink

(7)

The satellite needs to send the data to the cloud center via
downlink with a transmission rate of Rsatellite

downlink The data transmission
delay is:

Tsatellite
downlink �

Dtotal −Dedge

Rsatellite
downlink

(8)

FIGURE 4
The impact of cloud computing capability on data processing.

FIGURE 5
The impact of cloud computing capability on the system latency.
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There is still a propagation delay in the above process, which has
a value of approximately Tsatellite

propagation . Based on the above analysis,
the total delay of sending data from the gateway ship to the cloud can
be derived and its value is:

Toffloading
edge � Tsatellite

uplink + Tsatellite
downlink + Tsatellite

propagation (9)

The center cloud receives the data and starts processing the data
with its data processing latency:

Tcomputing
cloud � Dtotal −Dedge( ) × η

Fcloud
(10)

Note that after the gateway ship has processed some of the data,
it needs to transmit the result to the cloud center, whose latency can
be ignored because the amount of data to process the result is very
small. Considering that the gateway ship and the center cloud can
process the user’s data in parallel, the total delay of their task
processing is:

Ttotal � Tuav + max Tcomputing
edge , Toffloading

edge + Tcomputing
cloud( ) (11)

4 Experimental verification

In this section, the validity of the proposed scheme is verified.
Firstly, the simulation parameters are set and then each validation
process is described. Finally, the effectiveness of the proposed
algorithm is verified by comparing the experimental results.

4.1 Analog setup

In this section, we will give some common simulation parameter
settings. Specifically, the radius of the detection range of the UAV is
about 14 km [19], take the radius of the detection range of 28 km as

an example, 4 UAVs are needed to perform the detection task, the
data volume collected by the UAV is about 16 Mbit [20]. The
distance from the ground to the low-orbit satellite is about 1,150 km
[21], and the propagation speed of the satellite communication is 3 ×
108 m/s [22]. The more detail of simulation parameters is given
in Table 1.

4.2 Verification process

Based on the above description of the scheme, the performance
of the proposed scheme needs to be validated, and here the delay is
selected as the validation index, so it is necessary to calculate the
delay of each part of the business processing. The validation process
of the maritime area detection scheme based on cloud-edge
collaboration is given below, which mainly includes the
following steps:

Calculating the data collection latency: the communication
between the UAV and the gateway ship is based on ultra-shortwave
communication, and the communication rate is known. Each UAV
has a fixed detection range, the video collected by the UAV is
determined based on a combination of the collected image
resolution (pixels), color depth (bits), and frame rate, and the
amount of data collected by the UAV is also known. Based on
the above information, the transmission delay for the UAV to
upload the data to the gateway ship can be calculated. The delay
is the ratio of the data volume to the transmission rate.

Calculating the optimal offloading ratio: In the cloud-edge
collaboration scheme, in order to improve the efficiency of
processing data, both the gateway ship and the cloud center need
to process a certain proportion of the data, and this offloading ratio
is optimal only if the cloud center and the gateway ship complete the
data processing at the same moment as far as possible, for this
reason, it is necessary to adjust the offloading ratio so that the latency
of the data processing at the edge of the gateway ship is equal to the

FIGURE 6
Performance comparison of schemes with different unloading ratios.
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total latency of offloading part of the data to the cloud for processing.
To have a higher efficiency.

Calculation of data offloading delay: Gateway ships need to
upload part of the data via LEO satellites to the shore-based cloud for
processing. It should be noted that the gateway ship needs to take
into account the delay of each part of the satellite in data offloading,
including the uplink delay, downlink delay and propagation delay.
Among them, the uplink delay is the delay between the gateway ship
and the LEO satellite, which can be expressed as the ratio of the
unloaded data volume to the uplink transmission delay; the
downlink delay is the delay between the LEO satellite and the
cloud center, which can be expressed as the ratio of the unloaded
data size to the downlink transmission rate; the propagation delay is
related to the distance between the LEO satellite and the gateway
ship, and the delay can be expressed as the ratio of the distance to the
speed of light. In summary, the offloading delay of the data can be
derived, which is the sum of the above three parts of the delay.

Calculating the data processing delay: both the gateway ship
and the cloud center need to process some of the data. In data
processing, images need to be recognized, analyzed, etc. For this task
type, it is necessary to determine the arithmetic resources required
for each unit of the data volume of the task, therefore, after the size of
each part of the processed data is known, its data processing delay
can be expressed as the ratio of the total computational resource
demand of the task to the capacity of the computational node.
Where the total computational resource requirement is the product
of the total data volume of the task and the arithmetic resources
required per unit of data volume.

Calculate the total processing delay of the task: note that after
the gateway ship has processed some of the data, it needs to transmit
the result to the cloud center, and its delay can be ignored because
the amount of data to process the result is very small. Considering
that the gateway ship and the center cloud can process the user’s data
in parallel, the total delay of its task processing should be larger of
the total data processing delay of the gateway ship side and the total
data processing delay of the cloud center. Among them, the total
data processing delay on the gateway ship side is mainly the delay of
the gateway ship utilizing local arithmetic power for data processing.
The total data processing delay of the cloud center includes the data
offloading delay and the data processing delay of the cloud center.

4.3 Verification results

The UAV performs the maritime area detection mission by first
using the sensors and equipment carried by the UAV itself to
effectively and comprehensively detect the target area, then
pooling the collected data through the gateway ship and
uploading the data to the shore-based command post for data
processing through satellite communications to obtain
information about maritime activities for to provide decision
support to the command center. To verify the effectiveness of the
regional detection program based on cloud-side collaboration, the
following objectives need to be verified.

1) Coverage range and latency: as the detection range increases,
the processing latency of the data increases, the main reason
for this is that a larger detection range needs to be

accomplished by more than one UAV, and with the
increase in the number of UAVs, the gateway ship-side
collection of data from the UAVs increases and is sent to
the shore-based cloud, and this process increases the
processing latency of the data. To validate the above
process, it is necessary to increase the coverage range and
then calculate the total latency of the business processing,
observe the relationship between the coverage range of the
detection area and the latency, and expect to achieve the
following results, as shown in Figure 2.

2) Performance comparison of different schemes: to verify the
effectiveness of the proposed area detection scheme based on
cloud-side collaboration, it is necessary to analyze the data
processing latency under different schemes. For this purpose,
different target area coverage radii need to be adjusted to
calculate the total delay of business processing, and the
following results are expected to be achieved, as shown in
Figure 3. The original scheme refers to the gateway ship
pooling the data collected by UAVs and then transmitting
them to the cloud center for data processing via high-orbit
satellites; the improved scheme refers to the scheme proposed
in this paper, i.e., deploying an edge computing node on the
side of the gateway ship, completing the data processing of a
portion of the data collected by the gateway ship at the local
gateway ship through the optimal offloading ratio, and the
remaining data being forwarded to the cloud center through
the low-orbit satellite network for data processing. Under the
same coverage, the proposed scheme greatly reduces the data
processing latency and meets the latency requirements for
monitoring different ranges, thus saving valuable time
for detection.

3) Cloud computing capability and data processing: we
investigate the relationship between the performance of
cloud servers and the amount of data processed by the
servers. We assume that the computing power of edge
nodes remains unchanged. With the improvement of cloud
computing capabilities, the total processed data volume of the
cloud will continue to increase, but the total processed data
volume of edge nodes will continue to decrease, as shown in
Figure 4. We can conclude that the computing power of nodes
affects the proportion of data processing. This is because as
cloud computing capabilities improve, the computing
performance advantage of edge nodes will gradually decrease.

4) Cloud Computing Capability and System Latency: As shown
in Figure 2, we analyze the impact of cloud computing capability
on system latency. We fix the data processing capability of edge
nodes. With the improvement of cloud computing capabilities,
the data processing latency of the system will continue to
decrease and tend toward balance, as shown in Figure 5. The
main reason is that the latency of data processing is inversely
proportional to the data processing capability, but the latency of
data processing is also affected by network transmission
performance. When the computing performance reaches a
certain level, network transmission capacity will become the
main factor affecting the total latency.

5) Optimal task offloading ratio: when designing the cloud-
side collaboration scheme, the task processing ratio between
the cloud center and the gateway ship is extremely critical, to
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verify this conclusion, the detection range can be set to
28 km, the offloading ratio can be adjusted, and the
service processing delay under different offloading ratios
can be calculated and expected to reach the following
results, as shown in Figure 6. From the figure, it can be
seen that the proposed scheme can achieve optimal
performance when the offloading ratio is about 0.5. If the
tasks are all processed on the gateway ship or completely
offloaded to the cloud for processing, the monitoring delay
requirement may not be guaranteed, which also shows the
necessity of cloud-side collaboration.

5 Conclusion

In this paper, we propose a cloud-edge collaboration-based
maritime area detection scheme that addresses the current problem
of increased latency due to limited communication from two aspects.
One of the aspects is to deploy the edge computing nodes on the ship
side of the gateway. On the other hand, low-orbit satellites can also be
used instead of high-orbit satellites to shorten the communication
distance. In this paper, the effectiveness of the maritime area detection
scheme based on cloud-edge collaboration is also experimentally
verified by using the time delay as a calculation index.
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This paper introduces a new green decomposition model of carbon productivity
that aims to further analyze the regional differences in carbon productivity and its
interaction with regional industrial performance. We combine desired outputs
and undesired outputs orientation, and multiple factor inputs to derive a new
green decomposition theorem, establish a new green decomposition model of
carbon productivity, and obtain nine effects of regional carbon productivity
differences. Empirical analysis is conducted using input-output data from
29 provinces and 15 industries in China, comparing the differences in carbon
productivity from both the provincial and industry perspectives and exploring the
mechanism of action. This paper provides theoretical basis and empirical
evidence for regional carbon productivity enhancement and economic and
industrial optimization from the perspective of multi-factor inputs, as well as
policy insights for regional low-carbon transition development.

KEYWORDS

carbon productivity, green knowledge stock, new green decomposition model, regional
effect decomposition, provincial industry decomposition

1 Introduction

Since 2006, China has become the largest carbon-emitting country in the world.
According to data released by the International Energy Agency (IEA), China’s carbon
dioxide emissions in 2021 were approximately 1.014 billion tons, accounting for around
27% of total global emissions, and its carbon dioxide emissions in 2022 are expected to
remain at a similar level to those of 2021. China is faced with the dual constraints of
economic growth and environmental protection [1], with underlying contradictions such as
insufficient innovation capability, worsening environmental pollution, and regional
development disparities [2]. Therefore, China has adopted carbon-emission reduction-
oriented environmental policies, with a key focus on achieving the proper balance between
environmental pollution and industrial performance [3–5]. Clearly, the adoption of carbon-
emission reduction-oriented environmental policies requires a more comprehensive
understanding of the interaction between carbon productivity and industrial
performance, as well as a more in-depth search for the driving factors of carbon
productivity.
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However, traditional carbon productivity decomposition
models often ignore undesirable outputs, making it difficult to
efficiently measure production technology efficiency that includes
undesirable outputs [6,7]. Additionally, these models overlook the
diversity and complexity of factor inputs in the economic
production process [8, 9], especially the critical role that
knowledge inputs play in regional carbon productivity disparities
[10, 11]. This limits our ability to thoroughly understand the
interaction between regional carbon productivity and industrial
performance, as well as to develop location-specific policies based
on the driving factors and impact of carbon productivity. Against the
backdrop of environmental policies aimed at reducing carbon
emissions, how do the diversity and complexity of factor inputs
and the duality of desirable and undesirable outputs affect regional
carbon productivity disparities, and what impact do they have on
regional industrial performance?

This paper addresses the aforementioned issues by constructing
a new green decomposition model of carbon productivity. First, we
refine energy input factors into renewable and non-renewable
energy inputs, and draws from [2] and [12] to introduce
knowledge stock and green knowledge stock inputs, defining a
new green environmental production technology. Using data
envelopment analysis (DEA) method, we establish a new linear
programming model for green environmental production
technology with constant returns to scale. Second, based on the
traditional output-oriented Shephard distance function, we define a
more practical new green Shephard distance function for desirable
and undesirable outputs and their corresponding new green Farrell
technical efficiency measures. Third, according to the definition of
carbon productivity and input factors under the drive of green
development, we define a new green decomposition theorem for
carbon productivity and a new green decomposition theorem for
carbon productivity embedded in distance function. By obtaining
the decomposition equation for carbon productivity and
constructing a new green decomposition model of carbon
productivity, we have decomposed the regional differences of
carbon productivity into 9 influencing factors: the green
knowledge efficiency effect of renewable energy inputs,
knowledge efficiency effect of non-renewable energy inputs,
potential hybrid knowledge emission ratio effect, carbon
performance index effect, carbon emissions structure effect,
capital-hybrid energy substitution effect, labor-hybrid energy
substitution effect, hybrid knowledge stock-hybrid energy
substitution effect, and carbon factor effect. According to the
definition of carbon productivity and input factors under green
development drive, we define the new green decomposition theorem
for carbon productivity and the embedded distance function green
decomposition theorem for carbon productivity, obtaining the
decomposition formula for carbon productivity. The new green
decomposition model for carbon productivity is constructed, and
the regional differences in carbon productivity are decomposed into
9 effects: green knowledge efficiency effect of renewable energy
(HEEE), knowledge efficiency effect of non-renewable energy
(GEFE), potential hybrid knowledge emission ratio effect
(PHGCRE), carbon performance index effect (CPIE), carbon
emission structure effect (CESE), capital - hybrid energy
substitution effect (KEFSE), labor - hybrid energy substitution
effect (LEFSE), hybrid knowledge stock - hybrid energy

substitution effect (HGEFSE), carbon factor effect (CFE). The
empirical part of this paper selects input and output data from
15 industries in 29 provinces, municipalities, and autonomous
regions in China in 2019. By using the new green decomposition
model of carbon productivity and the expressions of each effect, we
compare the differences in carbon productivity and explore the
influencing factors behind the differences, enriching the research
content at both the regional and industry levels. The research
framework for the new green decomposition system of carbon
productivity is shown in Figure 1.

The rest of this paper is described as follows; Section 2 provides a
literature review on the research progress of carbon productivity
methods and compares this paper with previous research; Section 3
constructs a new green decomposition model of carbon
productivity, decomposing the differences in regional carbon
productivity into 9 influencing factors; Section 4 presents an
empirical analysis of the model, comparing and analyzing the
differences and influential factors of carbon productivity from
single and double dimensions; Section 5 is conclusion; Section 6
is policy recommendations.

2 Literature review

The concept of carbon productivity first appeared in the study
by [13], which refers to the economic benefits generated by unit
carbon emissions. In 2008, the report released by [14] elaborated on
the significance of carbon productivity, indicating that any
technology that successfully mitigates climate change must
achieve two objectives: firstly, to stabilize greenhouse gas
emissions, and secondly, to maintain high-quality and healthy
economic development. Carbon productivity effectively combines
both goals. Nowadays, carbon productivity has become one of the
important indicators that measure the development of a low-carbon
economy, attracting attention from policymakers and researchers in
various countries and regions worldwide.

2.1 Research methods for carbon
productivity

Regarding the research methods of carbon productivity, scholars
and experts have done a lot of research. The main methods include
Stochastic Frontier Analysis (SFA) [15] and Data Envelopment
Analysis (DEA) [16]. The most important feature of SFA is that
it considers the effect of stochastic factors on output, while it enables
the study of panel data across time periods, resulting in more
realistic research outcomes [17–19]. DEA methods are widely
used in efficiency measurement research. [20] used a
nonparametric approach to measure technical efficiency with
constant returns to scale and proposed the environmental DEA
technique. However, the traditional DEA model does not account
for undesirable outputs, making it challenging to effectively measure
the efficiency of production technology that includes them [7, 21].
Currently, there are three primary methods for dealing with
undesirable outputs in efficiency analysis models. The first treats
them as input variables for research, but this contradicts actual
production processes [22, 23]. The second constructs a variable that
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is negatively correlated with undesirable output, and then performs
calculations within the traditional efficiency analysis model [24], but
this method is limited to variable returns to scale cases. The third
approach involves using environmental production technology to
measure technical efficiency and incorporating undesirable outputs
in the actual production process [25], rather than merely
representing it through mathematical functions in abstract terms
[5]. In addition to the above two traditional analysis methods, [26]
have proposed a new approach to measuring carbon productivity in
the generalized input-output model, which aims to construct more
reasonable carbon productivity indicators. Thus, a theoretical
framework for multiple research methods on carbon productivity
has been preliminarily established.

2.2 Analysis methods for influencing factors
of carbon productivity

The analysis of factors influencing carbon productivity usually
uses econometric modeling and factor decomposition methods.
Econometric models effectively combine economic theory and
statistical methods to quantitatively analyze the research object
[27, 28]. The factor decomposition methods are more widely used

because they can decompose the variation of the research object
into the changes of multiple influencing factors. By comparing and
analyzing the contribution rates of various influencing factors to
the changes of the research object, it can offer more comprehensive
insights. Based on the decomposition principle, factor
decomposition methods mainly include Structural
Decomposition Analysis (SDA) and Index Decomposition
Analysis (IDA) methods [8, 29]. Compared to the SDA method,
the IDA method is more widely applied at a cross-time and cross-
regional level. The IDA method mainly includes Laspeyres index
decomposition method and Divisia index decomposition method.
The latter consists of Logarithmic Mean Divisia Index (LMDI)
method and Arithmetic Mean Divisia Index (AMDI) method.
LMDI is capable of handling residual and zero value problems
better [30]. LMDI can be divided into LMDI-1 and LMDI-2, which
use different weighting formulas. LMDI-1 is simpler, and thus,
more widely applied in energy and environmental research [31]. In
1998, [32] introduced a fully decomposable LMDI method. In
2018, [9] used the LMDI method to decompose carbon emissions
into six influencing factors and analyzed the top 23 countries in
renewable energy use. [33] compared the contributions of different
technology-driving factors related to CO2 emission growth, using
the LMDI method based on energy allocation analysis for different

FIGURE 1
Framework for the new green decomposition system of carbon productivity.
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time periods. The diversity of methods for analyzing the factors
affecting carbon productivity provides a reference basis and
analysis tool for the green decomposition of carbon
productivity in this paper.

2.3 Research methods for regional
differences in carbon productivity

The comparative research on regional differences of carbon
productivity mainly involves two methods: the Theil index and
decomposition analysis [34, 35]. The Theil index indicates the level
of regional economic disparity, with a larger value indicating greater
disparity. [36] effectively combined the decomposition analysis
method and environmental production technology, proposing a
new Production Decomposition Analysis (PDA) method using
Shephard distance function and environmental DEA technology
in production theory. [37] quantified the impact of carbon
performance index, potential carbon factors, and industrial
structure on regional differences in carbon emission intensity
using a spatial PDA model based on the production theory
framework. [38] used the spatial PDA method and data from
various industrial sectors in Chinese provinces to study the
regional differences in industrial carbon productivity as well as
the driving factors at the provincial and sectoral levels. At the
carbon trading and regional carbon productivity level, carbon
trading can promote technological progress, factor accumulation,
scale allocation and energy substitution effects [39]. [40] provided
an in-depth explanation of energy saving and emission reduction in
China’s energy system in terms of carbon trading and new energy
development mechanism, driving mechanism, evolutionary
behavior and policy synergy. This provides us with reference for
studying a green decomposition system for multiple sectors
and regions.

Carbon productivity is a hot topic in the current field of energy
and economic research. Scholars and experts mostly analyze the
differences in carbon productivity by using existing methods,
exploring the impact of different driving factors on carbon
productivity. However, there is less research on the driving
factors of carbon productivity that take into account the
knowledge stock input needed in the production process and the
green knowledge stock input, and most studies neglect the critical
role of undesirable outputs, as well as the inherent interaction
between regions and industries. This paper investigates multiple
types of input factors in the economic production process,
considering both desirable and undesirable outputs. It constructs
a new green decomposition system of carbon productivity and
obtains the results of carbon productivity decomposition in both
single-dimensional and dual-dimensional dimensions. The
comparative analysis of carbon productivity differences at the
regional and industry levels from the perspective of inherent
interaction provides targeted policy recommendations for low-
carbon development in regions and industries.

3 New green decomposition model of
carbon productivity

3.1 New green environmental production
technology

Suppose there are N regions Rj (j = 1, . . . ,N) in the economic
system, each of which contains M industries (i = 1, . . . ,M).
Following the MR model in the spatial decomposition strategy,
we take the average of all the regions under evaluation to obtain the
reference region Ru as a benchmark for comparison. Therefore, our
study includes a total of N+1 regions.

In economic production activities, a certain type and amount of
production factors can generate economic benefits, or the desirable
outputs (referring to GDP added value). However, at the same time,
it can also produce some waste and pollutants, or the undesirable
outputs (referring to CO2 emissions). Based on the environmental
production technology proposed by [20], this paper endogenizes the
production factor input in economic production process in
accordance with the requirements of green development [2, 41].
Building on the original energy input, energy input is divided into
renewable energy input and non-renewable energy input, where the
stock of knowledge input and green knowledge stock input are
introduced. Definition 1 is given as follows: The set of new green
environmental production technologies.

Definition 1: The set of new green environmental production
technologies for industry i in economic production activities is:

Ti � Ki, Li, Ei · Fi,Hi · Gi, Yi, Ci( ): input Ki, Li, Ei · Fi,Hi · Gi( ),{
output Yi, Ci( )} (1)

Where, Ki represents the capital input for industry i, Li
represents the labor input for industry i, Ei represents the
renewable energy input for industry i, Fi represents the non-
renewable energy input for industry i, and the product of Ei and
Fi represents the hybrid energy input for industry i.Hi represents the
green knowledge stock input for industry i, Gi represents the

FIGURE 2
Graphical representation of the output set of new green
environmental production technologies.
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knowledge stock input for industry i, and the product of Hi and Gi

represents the hybrid knowledge stock input for industry i. Yi

represents the desirable outputs for industry i, referring to the
industry added value, while Ci represents the undesirable outputs
for industry i, referring to the amount of CO2 emissions.

According to [42], we present Property 1 of the set of new green
environmental production technologies.

Property 1: states that the set of new green environmental
production technologies exhibits the following properties:

(1) The production technology demonstrates output neutrality;
(2) The set of new green environmental production technologies

is a bounded and closed set;
(3) The input factors have free disposability;
(4) The desirable outputs have free disposability;
(5) The undesirable outputs have weak disposability;
(6) The desirable and undesirable outputs exhibit zero jointness.

Note 1: Explanation of the 6 properties in Property 1:

(1) In the economic production process, the production
technology exhibits output neutrality, which means that
when the inputs are not all zero, the output can be zero,
that is, (Ki, Li, Ei · Fi,Hi · Gi, 0, 0) ∈ Ti, indicating the
decision-making unit may not engage in production activities;

(2) In Eq. 1, for any input vector (Ki, Li, Ei · Fi,Hi · Gi), the
subscript i represents the industry, of which there are only
finitely many. A finite quantity of inputs can only produce a
finite quantity of outputs. Therefore, the set of new green
environmental production technologies in production theory
is a closed and bounded set;

(3) Each input factor in the production process has free
disposability. The free disposability of capital input is
expressed as: if (Ki, Li, Ei · Fi,Hi · Gi, Yi, Ci) ∈ Ti and
Ki ≤Ki′, then (Ki′, Li, Ei · Fi,Hi · Gi, Yi, Ci) ∈ Ti. The free
disposability of labor input is expressed as: if (Ki, Li, Ei ·
Fi,Hi · Gi, Yi, Ci) ∈ Ti and Li ≤ Li′, then
(Ki, Li′, Ei · Fi,Hi · Gi, Yi, Ci) ∈ Ti. Similar expressions can
be derived for disposal of other input factors;

(4) The desirable outputs have free disposability, which means
that if (Ki, Li, Ei · Fi,Hi · Gi, Yi, Ci) ∈ Ti and Yi′≤Yi,
then (Ki, Li, Ei · Fi,Hi · Gi, Yi

′
i , Ci) ∈ Ti;

(5) The undesirable outputs exhibit weak disposability, which
means that if (Ki, Li, Ei · Fi,Hi · Gi, Yi, Ci) ∈ Ti and 0≤ θ ≤ 1,
then (Ki, Li, Ei · Fi,Hi · Gi, θYi, θCi) ∈ Ti. This implies that
undesirable outputs cannot be reduced separately during the
production process and can only be reduced proportionally
with desirable outputs;

(6) The “zero jointness” of the desirable and undesirable
outputs indicates that when
(Ki, Li, Ei · Fi, Hi · Gi, Yi, Ci) ∈ Ti, if there exists Ci = 0,
then Yi = 0. This means that obtaining desirable outputs
during the production process will necessarily generate
undesirable outputs, and only by completely terminating
the entire production process can undesirable outputs be
eliminated. The “zero jointness” is also known as by-
productivity, which refers to the feature in the
production process where undesirable outputs are
considered as a by-product of desirable outputs, and C
and Y will be produced simultaneously.

The new green environmental production technology can be
modeled and described through an output set. Definition 2 is

TABLE 1 Industry division.

Industrial division Sub-industry Symbol

Manufacturing industries Food, tobacco and wine industry S1

Textile and garment industry S2

Stationery industry S3

Petroleum refineries S4

Pharmaceutical industry S5

Chemical industry S6

Black gold, gold processing and non-gold and metal products industry S7

General equipment industry S8

Special equipment industry S9

Transportation equipment industry S10

Electric appliance manufacturing S11

Communication equipment, office equipment and other manufacturing industries S12

Electricity, heat, gas and water production and supply industries Electricity and heat production and supply industry S13

Gas production and supply industry S14

Water production and supply industry S15
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provided as follows: the output set of new green environmental
production technology.

Definition 2: In economic production activities, the output set of
new green environmental production technology for a given
industry is defined as:

Pi Ki, Li, Ei · Fi,Hi · Gi( ) � Yi, Ci( ): Ki, Li, Ei · Fi,Hi · Gi, Yi, Ci( ) ∈ Ti{ }
(2)

Where (Ki, Li, Ei · Fi,Hi · Gi) represents the input factor
combination in industry i, (Yi,Ci) represents the output factor
combination in industry i, and Ti represents the set of new green
environmental production technologies in industry i as defined in
Definition 1.

Based on the properties of the set of new green environmental
production technologies, we present Property 2 of the output set of
new green environmental production technologies:

Property 2: The output set of new green environmental production
technologies satisfies the following properties:

(1) (Ki, Li, Ei · Fi,Hi · Gi, Yi, Ci) ∈ Ti if and only
if (Yi, Ci) ∈ Pi(Ki, Li, Ei · Fi,Hi · Gi);

(2) Production technologies exhibit output neutrality;
(3) The output set of new green environmental production

technologies is a bounded closed set;
(4) Input factors have free disposability;
(5) Desirable outputs have free disposability;
(6) Undesirable outputs have weak disposability;
(7) Desirable outputs and undesirable outputs exhibit “zero

association".

Note 2: Explanation of the 7 properties in Property 2:

(1) When an input-output factor combination (Ki, Li, Ei ·
Fi, Hi · Gi, Yi, Ci) belongs to the set of new green
environmental production technologies Ti, that is, given
the input vector (Ki, Li, Ei · Fi, Hi · Gi), the output set of the
new green environmental production technologies
Pi(Ki, Li, Ei · Fi, Hi · Gi) as defined in Definition 2 is

composed of all the feasible output vectors (Yi,Ci). The
converse also holds true.

(2) The output neutrality of production technologies is
demonstrated by the fact that for any input vector
(Ki, Li, Ei · Fi,Hi · Gi), then 0, 0, 0, 0{ } ∈ Pi(Ki, Li, Ei ·
Fi,Hi · Gi).

(3) In Eq. 2, for any given input vector (Ki, Li, Ei · Fi,Hi · Gi), the
subscript i denotes industry, which is of a finite number. A
finite number of inputs can only generate a finite number of
outputs, ensuring the closure of the output vector. Clearly, the
output set of new green environmental production
technologies in the production theory is a closed bounded set.

(4) Each input factor in the production process has free
disposability. The free disposability of capital input is
manifested by the fact that if Ki ≤Ki′, then
Pi(Ki, Li, Ei · Fi,Hi · Gi) ⊆ Pi(Ki′, Li, Ei · Fi,Hi · Gi). The
free disposability of labor input is manifested by the fact
that if Li ≤Li′, then
Pi(Ki, Li, Ei · Fi,Hi · Gi) ⊆ Pi(Ki′, Li′, Ei · Fi,Hi · Gi).
Similarly, the free disposability of other input factors can
be derived.

(5) The free disposability of undesirable outputs is manifested by
the fact that if (Yi, Ci) ∈ Pi(Ki, Li, Ei · Fi,Hi · Gi) and
Yi′≤Yi, then (Yi′, Ci) ∈ Pi(Ki, Li, Ei · Fi,Hi · Gi).

(6) The weak disposability of undesirable outputs is manifested
by the fact that if (Yi, Ci) ∈ Pi(Ki, Li, Ei · Fi,Hi · Gi) and
0≤ θ ≤ 1, then (θYi, θCi) ∈ Pi(Ki, Li, Ei · Fi,Hi · Gi).

(7) The “zero association” of desirable and undesirable outputs is
manifested by the fact that when (Yi, Ci) ∈ Pi(Ki, Li, Ei ·
Fi,Hi · Gi) and Ci = 0, we must have Yi = 0.

Based on Definition 2 and Property 2, we have drawn Figure 2 to
represent the output set of new green environmental production
technologies.

Note 3: Explanation on Figure 2:

(1) In Figure 2, the horizontal axis represents non-desirable
output, and the vertical axis represents desirable output.
The slope from the origin O to any point in the
production set represents the ratio of desirable output Y to

TABLE 2 Descriptive statistics of input-output data of 29 provinces in China.

Variable Unit Max Min Mean Median Std

K 1 hundred million yuan 27682.68 200.46 8104.78 5568.93 7449.03

L 10 thounsand people 2020.16 37.47 457.12 228.56 470.08

F 1016 Joule 702.00 25.79 208.78 162.86 160.02

E 1016 Joule 81.40 1.84 21.97 17.74 17.41

G Piece 517942 2756 81170 53020 111107

H Piece 65794 603 14231 9226 17018

Y 1 hundred million yuan 37014.80 583.73 9626.34 7407.29 9289.71

C 10 thousand tons 80819.58 3070.10 29498.90 21440.85 22638.97

P Yuan/kg 11.81 0.49 3.26 3.16 2.70
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non-desirable output C, which indicates the carbon
productivity of the corresponding output combination.

(2) For example, assuming that A, B, and C are three different
decision-making units that use the same amount of input
factors to produce different output factor combinations (C,
Y), which are (10,30), (30,50), and (50,40), respectively. They
are represented by the three vertices A, B, and C in the Figure
2, and the region OABCD represents the production set.
Based on the specific values of output factor combinations
from A, B, and C, we can obtain the carbon productivities of
the three decision-making units PA = YA/CA = 30/10 = 3, PB =
YB/CB = 50/30 = 5/3, and PC = YC/CC = 40/50 = 4/5,
respectively. Clearly, PA > PB > PC, and the slopes of the
three lines OA, OB, and OC decrease in turn in Figure 2.

(3) According to the sixth property of Property 2, any output
factor combination (Y, C) in the production set, (θY, θC) after
the reduction according to the same ratio θ still belongs to
the output set.

(4) According to the seventh property of Property 2, the only
intersection of the horizontal and vertical axes with the
production set is at the origin O, which indicates that non-
desirable output C and desirable output Y are “zero
correlated” and can only equal 0 at the same time. Non-
desirable output C is the by-product of desirable output Y.

New green environmental production technologies effectively
combine six inputs with two outputs. We will now use DEA method
to construct a new green environmental linear programming model
based on Definition 1 under the assumption of constant returns
to scale.

Model 1: A new green environmental linear programming model
for industry i in economic production activities under the
assumption of constant returns to scale.

Ti � { Kij, Lij, Eij · Fij,Hij · Gij, Yij, Cij( ):∑
j

λjKij ≤Ki,

∑
j

λjLij ≤ Li,

∑
j

λj Eij · Fij( )≤ Ei · Fi( ),

∑
j

λj Hij · Gij( )≤ Hi · Gi( ),

∑
j

λjYij ≥Yi,

∑
j

λjCij � Ci,

λj ≥ 0, j � 1, 2,/, N + 1},

(3)

Where, in Eq. 3, (Ki, Li, Ei · Fi,Hi · Gi, Yi, Ci) is the input-
output vector for industry i, (Kij, Lij, Eij · Fij,Hij · Gij, Yij, Cij) is
the input-output vector for industry i in region j, and λj represents
the intensity variable.

Note 4: Explanation of the constraints in Model 1:

(1) Inequalities are used to constrain each input in the production
process. The right-hand side of the constraint represents the
actual input used by the producer, while the left-hand side
represents the input used by a theoretically efficient producerT
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at the optimal production frontier. The inequality indicates
that the input used by a theoretically efficient producer must
be less than or equal to the input used by the actual producer,
which reflects property 1 (3), that input factors are freely
disposable. In this paper, constraints on the input of
knowledge stock and green knowledge stock are added to
the new green environmental linear programming model to
further determine the feasible range. The product of
renewable energy input and non-renewable energy input is
treated as an input factor, and the product of knowledge stock
input and green knowledge stock input is treated as an input
factor for ease of calculation in subsequent steps.

(2) Inequalities are used to constrain the desirable outputs Y, where
the right-hand side of the constraint represents the actual
desirable outputs received by the producer, and the left-hand
side represents the desirable outputs that a theoretically efficient
producer would receive at the optimal production frontier. The
inequality indicates that the desirable outputs received by a
theoretically efficient producer must be greater than or equal
to the actual desirable outputs received by the producer, which
reflects Property 1 (4), that desirable outputs are freely disposable.

(3) Equalities are used to constrain the undesirable outputs,
which reflects Property 1 (5), that undesirable outputs have
weak disposability. The desirable outputs and undesirable
outputs can only be reduced proportionally.

(4) λj represents the intensity variable, which indicates the weight
assigned to each observation when constructing the
production possibility boundary. λj in Model 1 is
unconstrained and hence the new green environmental
linear programming model is constructed under the
assumption of constant returns to scale.

3.2 New green distance function and
technical efficiency measurement

Drawing on the research of [37], a new definition is
presented for the Shephard distance function for undesirable
outputs orientation, incorporating input factors under the
framework of green development and in accordance with
Definition 1, based on the traditional output-oriented
Shephard distance function.

Definition 3: The new green Shephard distance function for
undesirable outputs orientation is defined as:

DC
io Kij, Lij, Eij · Fij, Hij · Gij, Yij, Cij( )

� sup βio: Kij, Lij, Eij · Fij,Hij · Gij, Yij,
Cij

βio
( ) ∈ Ti{ }, (4)

Where, in Eq. 4, the subscript O indicates the study area.

Property 3: The new green Shephard distance function for
undesirable outputs orientation, as defined in Definition 3, has
the following properties:

(1) DC
io(Kij, Lij, Eij · Fij,Hij · Gij, Yij, Cij)≥ 15(Kij, Lij, Eij ·

Fij, Hij · Gij, Yij, Cij) ∈ Ti;
(2) DC

io(Kij, Lij, Eij · Fij, Hij · Gij, Yij, Cij) � 15(Kij, Lij, Eij ·
Fij,Hij · Gij, Yij, Cij) at the production technical frontier;

(3) DC
io(Kij, Lij, Eij · Fij,Hij · Gij, Yij, Cij) possesses first-degree

homogeneity with respect to undesirable outputs: when α is
a positive scalar, DC

io(Kij, Lij, Eij · Fij,Hij · Gij, Yij, α · Cij) �
αDC

io(Kij, Lij, Eij · Fij,Hij · Gij, Yij, Cij).

TABLE 4 Input-output related data of reference region.

Symbol K L F E G H Y C P

S1 833.96 38.49 4.49 0.54 3760 66 1083.10 154.98 69.88

S2 450.22 29.60 3.38 0.37 2581 45 487.44 55.34 88.08

S3 300.60 19.84 2.89 0.39 2268 63 333.21 82.80 40.24

S4 96.34 6.06 15.77 1.52 908 247 427.43 676.77 6.32

S5 229.57 16.56 0.93 0.11 2963 8 258.81 15.22 170.03

S6 836.17 39.93 23.93 2.80 7562 205 1064.08 445.52 23.88

S7 1383.73 65.46 107.10 10.41 11696 4127 1846.96 9259.23 1.99

S8 507.60 24.43 2.75 0.30 4651 98 429.15 111.88 38.36

S9 475.76 20.36 1.91 0.17 5062 31 320.46 77.32 41.45

S10 624.60 41.90 2.19 0.25 9247 53 840.82 56.14 149.78

S11 521.31 32.50 1.56 0.20 7957 26 657.12 30.95 212.31

S12 768.19 77.20 2.96 0.42 17618 36 1164.52 32.60 357.20

S13 786.48 33.45 35.62 4.16 3494 9136 608.16 18332.94 0.33

S14 81.60 3.58 2.84 0.27 282 86 74.05 165.60 4.47

S15 208.63 7.75 0.46 0.06 1122 2 31.05 1.61 193.30

Aggregate 8104.78 457.12 208.78 21.97 81170 14231 9626.34 29498.90 3.26
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Proof:

(1) When a combination of input-output factors (Kij, Lij, Eij ·
Fij,Hij · Gij, Yij, Cij) belongs to the set of new green
production technology Ti for undesirable outputs
orientation, the new green Shephard distance function is
used to measure the technical efficiency of each decision-
making unit in terms of carbon emissions, as represented by
DC

io(Kij, Lij, Eij · Fij,Hij · Gij, Yij, Cij) � Cio/Cio
*, which is the

ratio of actual observed undesirable outputs to potential ideal
undesirable outputs. Clearly, the actual observed undesirable
outputs are greater than or equal to the potential ideal
undesirable outputs. Therefore,
DC

io(Kij, Lij, Eij · Fij,Hij · Gij, Yij, Cij)≥ 1, the opposite is
also true;

(2) When a combination of input-output factors (Kij, Lij, Eij ·
Fij,Hij · Gij, Yij, Cij) lies on the production technology
frontier, the actual observed undesirable outputs are
exactly equal to the potential ideal undesirable outputs,
that is, Cio � Cio

*. Therefore,
DC

io(Kij, Lij, Eij · Fij,Hij · Gij, Yij, Cij) � Cio/Cio
* � 1, and the

opposite is also true;
(3) According to the formula of the new green Shephard distance

function for undesirable outputs orientation:

DC
ij Kij, Lij, Eij · Fij,Hij · Gij, Yij, α · Cij( )
� sup βij: Kij, Lij, Eij · Fij, Hij · Gij, Yij,

α · Cij

βij
⎛⎝ ⎞⎠ ∈ Ti

⎧⎨⎩ ⎫⎬⎭
� sup α · βij

α
: Kij, Lij, Eij · Fij,Hij · Gij, Yij,

α · Cij

βij
⎛⎝ ⎞⎠ ∈ Ti

⎧⎨⎩ ⎫⎬⎭
� sup α · βij

α
: Kij, Lij, Eij · Fij,Hij · Gij, Yij,

Cij

βij/α⎛⎝ ⎞⎠ ∈ Ti

⎧⎨⎩ ⎫⎬⎭

Based on Definition 3 and Model 1, the definition of the new
green Farrell technical efficiency measure for undesirable outputs
orientation is presented in this paper.

Definition 4: The new green Farrell undesirable outputs measure
of production technical efficiency in Eq. 5 is defined as:

DC
io Kij, Lij, Eij · Fij, Hij · Gij, Yij, Cij( )( )−1 � min βio,

s.t.

∑
j

λjKij ≤Kio,

∑
j

λjLij ≤ Lio,

∑
j

λj Eij · Fij( )≤ Eio · Fio( ),

∑
j

λj Hij · Gij( )≤ Hio · Gio( ),

∑
j

λjYij ≥Yio,

∑
j

λjCij � βioCio,

λj ≥ 0, j � 1, 2,/, N + 1}.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(5)

Note 5: The new green Farrell undesirable outputs measure used
to measure production technical efficiency represents the
proportion that needs to shrink to the minimum possible value
of undesirable outputs, while keeping the desirable outputs constant,
given a constant input factor. According to the meaning of the new
green Shephard distance function for undesirable outputs
orientation, the new green Farrell undesirable outputs measure of
production technical efficiency is the reciprocal of the distance
function defined in Definition 3, that is,
DC

io(Kij, Lij, Eij · Fij,Hij · Gij, Yij, Cij)≥ 1. Therefore, βio is no
greater than 1. When βio = 1, that is, the new green Shephard
distance function for undesirable outputs orientation is 1, the new
green Farrell undesirable outputs measure of production technical
efficiency is 1, and the system is in the optimal production state.

FIGURE 3
Carbon emissions and carbon productivity of 29 provinces and reference regions in 2019. (A) CO2 emissions (104 tons), (B) Carbon productivity (CNY/Kg).
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Definition 5: The new green Shephard distance function for
desirable outputs orientation is in Eq. 6:

DY
io Kij, Lij, Eij · Fij,Hij · Gij, Yij, Cij( )
� inf θio: Kij, Lij, Eij · Fij, Hij · Gij,

Yij

θio
, Cij( ) ∈ Ti{ }, (6)

Property 4: The new green Shephard distance function for
desirable outputs orientation defined in Definition 5 has the
following properties:

(1) DY
io(Kij, Lij, Eij · Fij, Hij · Gij, Yij, Cij)≤ 15 (Kij, Lij, Eij ·

Fij,Hij· Gij, Yij, Cij) ∈ Ti;
(2) DY

io(Kij, Lij, Eij · Fij, Hij · Gij, Yij, Cij) � 15(Kij, Lij, Eij ·
Fij,Hij · Gij, Yij, Cij) at the production technical frontier;

(3) DY
io(Kij, Lij, Eij · Fij,Hij · Gij, Yij, Cij) is positively

homogeneous of degree +1 with respect to desirable
outputs: when α is a positive scalar, DY

io(Kij, Lij, Eij · Fij,Hij·
Gij, Yij, α · Cij) � αDY

io(Kij, Lij, Eij · Fij,Hij · Gij, Yij, Cij).

Proof:

(1) When a set of input-output factor combinations (Kij, Lij, Eij ·
Fij,Hij · Gij, Yij, Cij) belongs to the new green environmental
production technology set Ti, the new green Shephard
distance function for desirable outputs orientation is used

to measure the technical efficiency of each decision unit in
producing desirable outputs, represented as
DY

io(Kij, Lij, Eij · Fij,Hij · Gij, Yij, Cij) � Yio/Y*, the ratio of
observed desirable outputs to potential ideal desirable
outputs. Obviously, observed desirable outputs are less
than or equal to potential ideal desirable outputs, therefore
DY

io(Kij, Lij, Eij · Fij,Hij · Gij, Yij, Cij)≤ 1 and vice versa.
(2) When a set of input-output factor combinations (Kij, Lij, Eij ·

Fij,Hij · Gij, Yij, Cij) is at the production technical frontier,
the observed desirable outputs are exactly equal to the
potential ideal desirable outputs, Yio � Yio

*. Therefore,
DY

io(Kij, Lij, Eij · Fij,Hij · Gij, Yij, Cij) � Yio/Yio
* � 1 and

vice versa.
(3) According to the formula for the new green Shephard

distance function for desirable outputs orientation:

DY
ij Kij, Lij, Eij · Fij,Hij · Gij, Yij, Cij( )
� inf θij: Kij, Lij, Eij · Fij, Hij · Gij,

α · Yij

θij
, Cij( ) ∈ Ti{ }

� inf α · θij
α
: Kij, Lij, Eij · Fij,Hij · Gij,

Yij

θij/α, Cij
⎛⎝ ⎞⎠ ∈ Ti

⎧⎨⎩ ⎫⎬⎭
� α · inf θij

α
: Kij, Lij, Eij · Fij,Hij · Gij,

Yij

θij/α, Cij
⎛⎝ ⎞⎠ ∈ Ti

⎧⎨⎩ ⎫⎬⎭
� α ·DY

ij Kij, Lij, Eij · Fij, Hij · Gij, Yij, Cij( ).

FIGURE 4
Spatial distribution of China’s carbon productivity in 2019.

Frontiers in Physics frontiersin.org10

Fu et al. 10.3389/fphy.2024.1398261

153

https://www.frontiersin.org/journals/physics
https://www.frontiersin.org
https://doi.org/10.3389/fphy.2024.1398261


According to Definition 5 and Model 1, we present Definition 6:
new green Farrell technical efficiency measure for desirable outputs
orientation.

Definition 6: The new green Farrell measure of production
technical efficiency for desirable outputs orientation is in Eq. 7
defined as follows:

DY
io Kij, Lij, Eij · Fij,Hij · Gij, Yij, Cij( )( )−1 � max θio,

s.t.

∑
j

λjKij ≤Kio,

∑
j

λjLij ≤Lio,

∑
j

λj Eij · Fij( )≤ Eio · Fio( ),

∑
j

λj Hij · Gij( )≤ Hio · Gio( ),

∑
j

λjYij ≥ θioYio,

∑
j

λjCij � Cio,

λj ≥ 0, j � 1, 2,/, N + 1.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(7)

Note 6 The new green Farrell measure for desirable outputs
orientation used to measure production technical efficiency
represents the expansion ratio required to achieve the

maximum possible value of desirable outputs, under the
condition that undesirable outputs remain constant and
given input factors remain unchanged. Based on the
definition of the new green Shephard distance function for
desirable outputs orientation, it can be seen that the new
green Farrell measure of production technical efficiency for
desirable outputs orientation is the reciprocal of the
distance function defined in Definition 5,
DY

io(Kij, Lij, Eij · Fij, Hij · Gij, Yij, Cij)≤ 1. Therefore, θio is not
less than 1, and when θio = 1, the new green Shephard
distance function for desirable outputs orientation is 1, the
new green Farrell measure of production technical efficiency
for desirable outputs orientation is also 1, which represents the
optimal production state.

3.3 The new green carbon productivity
decomposition theorem

According to [13] definition of carbon productivity and
considering the input factors in the context of green
development, this paper derives a new green decomposition
theorem for carbon productivity in the context of green
development.

FIGURE 5
Decomposition results of provincial carbon productivity differences.
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Theorem 1: (New Green Decomposition Theorem for Carbon
Productivity): The carbon productivity in region j can be
decomposed into new green components as follows:

Pj � ∑M
i�1
EFEij ·HEEij · GEFij ·HGCRij · CESij, (8)

Where, in Eq. 8 EFEij � Yij

Eij ·Fij
represents the hybrid energy

utilization efficiency of industry i in region j, which is defined as
GDP added value by unit of hybrid energy input;HEEij � Eij/Hij

represents the green knowledge efficiency of renewable energy
input, which is defined as the consumption of renewable energy
per unit of green knowledge stock input; GEFij � Fij/Gij

represents the knowledge efficiency of non-renewable energy
input, which is defined as the consumption of non-renewable
energy per unit of knowledge stock input;HGCRij � Hij · Gij/Cij

represents the hybrid knowledge emission ratio, which is defined
as the consumption of hybrid knowledge stock per unit of carbon
emission spatial resources; CESij � Cij/Cj represents the carbon
emission structure, which is defined as the proportion of carbon
emissions from industry i in region j to the total carbon emissions
from all industries in region j.

Proof: Carbon productivity in region j is equal to the ratio of the
added value of GDP in region j to CO2 emissions, and the added value
of GDP in region j is written in the form of the sum of the added value
of GDP in each industry in region j. Proof of Theorem 1 in Eq. 9:

Pj � Yj

Cj
� ∑M

i�1

Yij

Cj

� ∑M
i�1

Yij

Eij · Fij
· Eij · Fij

Hij · Gij
· Hij · Gij

Cij
· Cij

Cj

� ∑M
i�1

Yij

Eij · Fij
· Eij

Hij
· Fij

Gij
· Hij · Gij

Cij
· Cij

Cj

� ∑M
i�1
EFEij ·HEEij · GEFij ·HGCRij · CESij.

(9)

Note 7: Theorem 1 decomposes carbon productivity of any region
into the above-mentioned five indicators by using a new green
decomposition approach. This paper further introduces three
decomposed indicators, namely, green knowledge efficiency of
renewable energy input, knowledge efficiency of non-renewable
energy input, and hybrid knowledge emission ratio, into the green-
decomposed results of carbon productivity. The mechanism for the
driving factors of carbon productivity is analyzed from two perspectives,
that is, input-output ratio and input-input ratio.

Based on Theorem 1, Definitions 3 and Definitions 5, a new
green decomposition theorem of carbon productivity with a
Shepherd distance function directed to both desirable outputs
and undesirable outputs is derived.

Theorem 2: (New green-decomposition theorem of carbon
productivity with embedded distance function) Carbon productivity
of region j can be decomposed into a new green-decompositionwith an
embedded distance function in Eq. 10 as follows:

Pj � ∑M
i�1
MIXij ·HEEij · GEFij · PHGCRij · CPIij · CESij, (10)

Where, MIXij � Yij/(Eij ·Fij)
DY

ij(Kij,Lij,Eij ·Fij,Hij ·Gij,Yij,Cij) represents the new

green hybrid indicator of industry i in region j; PHGCRij � (Hij ·
Gij)DC

ij(Kij, Lij, Eij · Fij,Hij · Gij, Yij, Cij)/Cij represents the

potential hybrid knowledge emission ratio of industry i in region

j; CPIij � DY
ij(Kij,Lij,Eij ·Fij,Hij ·Gij,Yij,Cij)

DC
ij(Kij,Lij,Eij ·Fij,Hij ·Gij,Yij,Cij) represents the carbon efficiency

index of industry i in region j; while the meanings of HEFij, GEFij
and CESij remain the same as in Theorem 1.

Proof: Theorem 2 is proved by embedding the new green
Shepherd distance function directed to both desirable outputs
and undesirable outputs on the basis of the proof of Theorem 1
in Eq. 11.

Pj � ∑M
i�1

Yij

Eij · Fij
· Eij

Hij
· Fij

Gij
· Hij · Gij

Cij
· Cij

Cj

� ∑M
i�1

Yij/DY
ij Kij, Lij, Eij · Fij,Hij · Gij, Yij, Cij( )

Eij · Fij
· Eij

Hij
· Fij

Gij

· Hij · Gij

Cij/DC
ij Kij, Lij, Eij · Fij,Hij · Gij, Yij, Cij( )

·D
Y
ij Kij, Lij, Eij · Fij, Hij · Gij, Yij, Cij( )

DC
ij Kij, Lij, Eij · Fij, Hij · Gij, Yij, Cij( ) · Cij

Cj

� ∑M
i�1
MIXij ·HEEij · GEFij · PHGCRij · CPIij · CESij.

(11)
Note 8: Theorem 2 further decomposes carbon productivity of

any region into the above-mentioned six indicators by embedding a
new green Shepherd distance function directed to both desirable
outputs and undesirable outputs on the basis of Theorem 1. This
enables a more in-depth study of the driving factors of carbon
productivity from the perspectives of both actual observed state and
potential ideal state. The following are explanations for the three
newly added indicators among the six decomposed indicators: new
green hybrid indicator, potential hybrid knowledge emission ratio,
and carbon efficiency index.

(1) In the new green hybrid indicator, the numerator is
changed from Yij in the original hybrid energy
utilization efficiency indicator to
Yij/DY

ij(Kij, Lij, Eij · Fij, Hij · Gij, Yij, Cij), which means
that desirable outputs are expanded to potential ideal
state under the corresponding undesirable outputs-
directed new green Shepherd distance function. The
denominator remains the hybrid energy input, so the
whole fraction represents the potential hybrid energy
utilization efficiency, indicating the potential level of
hybrid energy utilization efficiency when the technical
performance of desirable outputs reaches the ideal state.

According to [43] study, the new green Shephard distance
function with outputs oriented desirable outputs have
homogeneous of degree +1, that is,DY

ij(Kij, Lij, Eij · Fij, Hij · Gij, α ·
Yij, Cij) � α ·DY

ij(Kij, Lij, Eij · Fij,Hij · Gij, Yij, Cij), and with
inputs oriented desirable outputs have homogeneous of
degree −1, that is, DY

ij(β ·Kij, β · Lij, β · Eij · Fij, β ·Hij ·
Gij, Yij, Cij) � β−1 ·DY

ij(Kij, Lij, Eij · Fij,Hij · Gij, Yij, Cij), where
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α and β are positive scalars. Hence, the new green hybrid index can
be formulated as:

Yij/DY
ij Kij, Lij, Eij · Fij, Hij · Gij, Yij, Cij( )

Eij · Fij

� 1
Yij

· 1
Eij · Fij

( )−1
·DY

ij Kij, Lij, Eij · Fij, Hij · Gij, Yij, Cij( )[ ]−1

� 1
Yij

·DY
ij kij, lij, 1, hij · gij, Yij, cij( )[ ]−1

� DY
ij kij, lij, 1, hij · gij, 1, cij( )( )−1,

Where, kij � Kij

Eij ·Fij
represents the capital - hybrid energy ratio

(KEF); lij � Lij
Eij ·Fij

represents the labor - hybrid energy ratio
(LEF); hij · gij � Hij ·Gij

Eij ·Fij
represents the green knowledge stock

input ratio (HGEF), and cij � Cij

Eij ·Fij
represents the carbon

factor (CF), which denotes the carbon conversion rate of the
hybrid energy input. The calculation process highlights the
superiority of representing the hybrid energy input as a
product of renewable energy input E and non-renewable
energy input F and that of representing the hybrid knowledge
stock input as a product of green knowledge stock input H and
total knowledge stock input G.

(2) In the potential hybrid knowledge emission ratio, the
denominator has been changed from Cij, which was the
hybrid knowledge emission ratio for the original index, to

Cij

DC
ij (Kij,Lij,Eij ·Fij,Hij ·Gij,Yij ,Cij), which represents the undesirable

outputs based on the corresponding undesirable outputs-
oriented new green Shephard distance function. This indicates
a reduction of the potential output to an ideal state of undesirable
outputs. The numerator remains as the hybrid knowledge stock
input. The entire fraction represents the potential level of hybrid
knowledge emission ratio when the undesirable outputs
technical efficiency reaches its ideal state.

(3) The carbon performance index is expressed as the ratio of the
new green Shephard distance function oriented towards
desirable outputs and the one oriented towards undesirable
outputs. According to the meanings of the two distance

functions, DY
ij(Kij, Lij, Eij · Fij,Hij · Gij, Yij, Cij) � Yij/Yij

*

and DC
ij(Kij, Lij, Eij · Fij,Hij · Gij, Yij, Cij) � Cij/Cij

*. By

substituting these values into the expression for
the carbon performance index, we obtain

CPIij � DY
ij(Kij,Lij,Eij ·Fij,Hij ·Gij,Yij,Cij)

DC
ij(Kij,Lij,Eij ·Fij,Hij ·Gij,Yij,Cij) �

Yij/Yij
*

Cij/Cij
* � Yij/Cij

Yij
* /Cij

* � Pij

Pij
* , which

represents the ratio of the actual observed carbon productivity
to the potential ideal state carbon productivity. The potential
ideal state of carbon productivity is greater than or equal to
the actual observed carbon productivity. Therefore, the range
of the carbon performance index CPI is between 0 and 1,
where CPI approaching 1 indicates higher carbon
productivity, which means that the actual observed carbon
productivity is closer to the potential ideal state carbon
productivity. When CPI equals 1, it represents the
potential ideal state. This is the optimal level of carbon
emission performance.

Based on Theorem 2 and Note 8(1), the decomposition of
carbon productivity in the j region can be obtained as:

Pj � ∑M
i�1

DY
ij kij, lij, 1, hij · gij, 1, cij( )( )−1 ·HEEij · GEFij

· PHGCRij · CPIij · CESij (12)

The decomposition results of carbon productivity in the j region
have included three indicators: the green knowledge efficiency of
renewable energy input, the knowledge efficiency of non-renewable
energy input, and the potential hybrid knowledge emission ratio.
This paper explores the influential factors of carbon productivity
from the perspectives of input quantity and potential ideal states. To
compare the differences of carbon productivity among different
regions, two methods can be used: additive decomposition and
multiplicative decomposition. In this paper, we adopt the
multiplicative decomposition method to derive a new green
decomposition theorem for regional differences in carbon
productivity.

Theorem 3: (A new green decomposition theorem for regional
differences of carbon productivity) The carbon productivity ratio

FIGURE 6
Carbon emissions and carbon productivity of 15 industries and overall industry in 2019. (A) CO2 emissions (108 tons), (B) Carbon productivity (CNY/Kg).
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between any given region j and a reference region can be
decomposed into a new green decomposition as follows:

Pj

Pu
� Aj,u

MIX · Aj,u
HEE · Aj,u

GEF · Aj,u
PHGCR · Aj,u

CPI · Aj,u
CES, (13)

Where, Aj,u
MIX represents the new green hybrid effect (MIX),

which includes four types of differences: the capital-hybrid
energy ratio, labor - hybrid energy ratio, hybrid knowledge
stock - hybrid energy ratio, and carbon factor, between the
two regions. Aj,u

HEE represents the green knowledge efficiency
effect of renewable energy input (HEEE); Aj,u

GEF represents the
knowledge efficiency effect of non-renewable energy input
(GEFE); Aj,u

PHGCRE represents the potential hybrid - knowledge
emission ratio effect (PHGCRE); Aj,u

CPI represents the carbon
performance index effect (CPIE); and Aj,u

CES represents the
carbon emission structure effect (CESE).

Proof: According to Eq. 12, dividing the carbon productivity
decomposition equation in Eq. 14 of two regions yields:

Pj

Pu
�

∑M

i�1 DY
ij kij, lij, 1, hij · gij, 1, cij( )( )−1 ·HEEij

·GEFij · PHGCRij · CPIij · CESij∑M

i�1 DY
iu kiu, liu, 1, hiu · giu, 1, ciu( )( )−1 ·HEEiu · GEFiu

·PHGCRiu · CPIiu · CESiu
� Aj,u

MIX · Aj,u
HEE · Aj,u

GEF · Aj,u
PHGCR · Aj,u

CPI · Aj,u
CES.

(14)

Note 9: Theorem 3 uses the new green decomposition to analyze
the regional differences in carbon productivity, decomposing the
ratio of carbon productivity between two regions into six effects,
which correspond to the six decomposition indicators in Eq. 12 of

carbon productivity. Furthermore, we have added the green
knowledge efficiency effect of renewable energy inputs, the
knowledge efficiency effect of non-renewable energy inputs, and
the potential hybrid - knowledge emission ratio effect to investigate
the influencing factors of regional differences in carbon productivity
from a new perspective. In this paper, carbon productivity is
represented as the ratio of industry added value and CO2

emissions, thus, it is an intensity variable. We use a
multiplication decomposition method to study the differences in
carbon productivity between regions. Based on the research of [31],
we select the LMDI-1 decomposition weight formula to obtain the
six effects in Eqs 15–20 in Theorem 3.

Aj,u
MIX � exp ∑M

i�1
wj,u

i ln
DY

iu kiu, liu, 1, hiu · giu, 1, ciu( )
DY

ij kij, lij, 1, hij · gij, 1, cij( )⎛⎝ ⎞⎠, (15)

Aj,u
HEE � exp ∑M

i�1
wj,u

i ln
HEEij

HEEiu

⎛⎝ ⎞⎠, (16)

Aj,u
GEF � exp ∑M

i�1
wj,u

i ln
GEFij

GEFiu

⎛⎝ ⎞⎠, (17)

Aj,u
PHGCR � exp ∑M

i�1
wj,u

i ln
PHGCRij

PHGCRiu

⎛⎝ ⎞⎠, (18)

Aj,u
CPI � exp ∑M

i�1
wj,u

i ln
CPIij
CPIiu

⎛⎝ ⎞⎠, (19)

Aj,u
CES � exp ∑M

i�1
wj,u

i ln
CESij
CESiu

⎛⎝ ⎞⎠, (20)

FIGURE 7
Industrial decomposition results of provincial carbon productivity differences.
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Where, wj,u
i � L(Yij/Cij,Yiu/Ciu)

L(Pj,Pu) represents the weight function, and

L a, b( ) �
a − b

ln a − ln b
, a ≠ b

a, a � b

⎧⎪⎪⎨⎪⎪⎩ represents the logarithmic

averaging function.
Regarding the new green hybrid effect,

Aj,u
MIX � exp(∑M

i�1
wj,u

i ln DY
iu(kiu,liu,1,hiu ·giu,1,ciu)

DY
ij(kij,lij ,1,hij ·gij,1,cij) ), there are some parts

that can be further decomposed. By separating the four
indicators of the capital-hybrid energy ratio, labor-hybrid energy
ratio, hybrid knowledge stock-hybrid energy ratio, and carbon factor
between the two regions, we derived a decomposition theorem for
the new green hybrid effect.

Theorem 4: (New green hybrid effect decomposition theorem):
The new green hybrid effect can be decomposed into the following
components:

Aj,u
MIX � Aj,u

KEF · Aj,u
LEF · Aj,u

HGEF · Aj,u
CF, (21)

Where, Aj,u
KEF represents the capital-hybrid energy substitution

effect (KEFSE),Aj,u
LEF represents the labor-hybrid energy substitution

effect (LEFSE), Aj,u
HGEF represents the hybrid knowledge stock-

hybrid energy substitution effect (HGEFSE), and Aj,u
CF represents

the carbon factor effect (CFE).
Proof: Referring to the “one-factor-at-a-time” principle of

the Laspeyres-linked approach in [43] study, we keep all other
factors constant and change only one factor at a time to analyze
its driving effect during the research period. For the logarithmic

part, DY
iu(kiu,liu ,1,hiu ·giu,1,ciu)

DY
iu(kij ,lij ,1,hij ·gij,1,cij) , of the new green hybrid effect, we use

this method by sequentially changing k, l, h·g, and c in the
distance function ratio in different orders, where h·g is treated as
a whole for changes. According to permutation and
combination, there are A4 � 4! � 24 decomposition forms
in total.

We sequentially alter the values of k, l, h·g, and c in sequence
in the equation, and the results of the decomposition are
as follows:

DY
iu kiu, liu, 1, hiu · giu, 1, ciu( )

DY
ij kij, lij, 1, hij · gij, 1, cij( )

� DY
iu kiu, liu, 1, hiu · giu, 1, ciu( )

DY
i kij, liu, 1, hiu · giu, 1, ciu( ) · D

Y
i kij, liu, 1, hiu · giu, 1, ciu( )

DY
i kij, lij, 1, hiu · giu, 1, ciu( )

·D
Y
i kij, lij, 1, hiu · giu, 1, ciu( )

DY
i kij, lij, 1, hij · gij, 1, ciu( ) · D

Y
i kij, lij, 1, hij · gij, 1, ciu( )

DY
ij kij, lij, 1, hij · gij, 1, cij( ).

(22)

The four terms on the right-hand side of Eq. 22 respectively
reflect the influences of KEF, LEF, HGEF, and CF, and similarly, we
can obtain 23 other decomposition results. [44] proposed using a
geometric mean with equal weights to obtain a complete
decomposition of the distance function ratio for all possible
decompositions, but the large number of factors can make the
calculation process cumbersome. [45] introduced the polar
coordinate method, which approximates the complete
decomposition by averaging a group of mirrored decomposition
possibilities and captures the influences of each factor from the

opposite direction. Drawing on the research of [37], we utilize the
polar coordinate method in this paper. The decomposition results of
the mirrored sequence c, h·g, l, and k in Eq. 22 are presented in Eq. 23
as follow:

DY
iu kiu, liu, 1, hiu · giu, 1, ciu( )

DY
ij kij, lij, 1, hij · gij, 1, cij( )

� DY
iu kiu, liu, 1, hiu · giu, 1, ciu( )

DY
i kiu, liu, 1, hiu · giu, 1, cij( ) · D

Y
i kiu, liu, 1, hiu · giu, 1, cij( )

DY
i kiu, li, 1, hij · gij, 1, cij( )

·D
Y
i kiu, liu, 1, hij · gij, 1, cij( )

DY
i kiu, lij, 1, hij · gij, 1, cij( ) · D

Y
i kiu, lij, 1, hij · gij, 1, cij( )

DY
ij kij, lij, 1, hij · gij, 1, cij( ).

(23)

The four terms on the right-hand side of Eq. 22 respectively
reflect the influences of CF, HGEF, LEF, and KEF. By averaging the
group of mirrored decomposition possibilities, we obtain the final
decomposition of the distance function ratio as follows:

DY
iu kiu, liu, 1, hiu · giu, 1, ciu( )

DY
ij kij, lij, 1, hij · gij, 1, cij( )
� DY

iu kiu, liu, 1, hiu · giu, 1, ciu( )
DY

i kij, liu, 1, hiu · giu, 1, ciu( ) · D
Y
i kiu, lij, 1, hij · gij, 1, cij( )

DY
ij kij, lij, 1, hij · gij, 1, cij( )⎡⎢⎣ ⎤⎥⎦ 1

2

· D
Y
i kij, liu, 1, hiu · giu, 1, ciu( )

DY
i kij, lij, 1, hiu · giu, 1, ciu( ) ·

DY
i kiu, liu, 1, hij · gij, 1, cij( )

DY
i kiu, lij, 1, hij · gij, 1, cij( )⎡⎢⎣ ⎤⎥⎦ 1

2

· D
Y
i kij, lij, 1, hiu · giu, 1, ciu( )

DY
i kij, lij, 1, hij · gij, 1, ciu( ) ·

DY
i kiu, liu, 1, hiu · giu, 1, cij( )

DY
i kiu, liu, 1, hij · gij, 1, cij( )⎡⎢⎣ ⎤⎥⎦ 1

2

· D
Y
i kij, lij, 1, hij · gij, 1, ciu( )

DY
ij kij, lij, 1, hij · gij, 1, cij( ) · D

Y
iu kiu, liu, 1, hiu · giu, 1, ciu( )

DY
i kiu, liu, 1, hiu · giu, 1, cij( )⎡⎢⎣ ⎤⎥⎦ 1

2

� KEFj,u
i · LEFj,u

i ·HGEFj,u
i · CFj,u

i .

(24)
Substituting Eq. 24 into Eq. 15 yields Eq. 25:

Aj,u
MIX � exp ∑M

i�1
wj,u

i ln
DY

iu kiu, liu, 1, hiu · giu, 1, ciu( )
DY

ij kij, lij, 1, hij · gij, 1, cij( )⎛⎝ ⎞⎠
� exp ∑M

i�1
wj,u

i ln KEFj,u
i · LEFj,u

i ·HGEFj,u
i · CFj,u

i( )⎛⎝ ⎞⎠
� exp ∑M

i�1
wj,u

i lnKEFj,u
i

⎛⎝ ⎞⎠ · exp ∑M
i�1
wj,u

i ln LEFj,u
i

⎛⎝ ⎞⎠
· exp ∑M

i�1
wj,u

i lnHGEFj,u
i

⎛⎝ ⎞⎠ · exp ∑M
i�1
wj,u

i lnCFj,u
i

⎛⎝ ⎞⎠
� Aj,u

KEF · Aj,u
LEF · Aj,u

HGEF · Aj,u
CF.

(25)
Note 10: Theorem 4 decomposes the new green hybrid effect

into four effects. In this paper, we adopt a hybrid energy input of
the product of renewable energy input and non-renewable energy
input, which adds the mutual substitution effect between hybrid
knowledge stock input and hybrid energy input. We consider
using knowledge stock input to replace energy input in the
production process, which optimizes the input factor ratio
from a new perspective.
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According to Theorem 3 and Theorem 4, substituting Eq. 21
into Eq. 13 yields the decomposition formula for carbon
productivity regional differences:

Pj

Pu
� Aj,u

KEF · Aj,u
LEF · Aj,u

HGEF · Aj,u
CF · Aj,u

HEE · Aj,u
GEF · Aj,u

PHGCR · Aj,u
CPI · Aj,u

CES

(26)

FIGURE 8
Decomposition results of carbon productivity differences in 8 key industries in 15 key provinces. (A) Hebei, (B) Shanxi, (C) Inner Mongolia, (D)
Liaoning, (E) Jilin, (F) Heilongjiang, (G) Anhui, (H) Shandong, (I) Guangxi, (J) Hainan, (K) Guizhou, (L) Shaanxi, (M) Gansu, (N) Qinghai, (O) Ningxia.
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We decompose the carbon productivity ratio between region j
and reference region u into the above 9 effects. If the decomposition
value of any effect is greater than 1, it indicates that the effect has
enlarged the differences in carbon productivity between region j and
reference region u; otherwise, it has reduced the differences.

4 Empirical analysis

4.1 Data sources and description

Sample data were selected for the provinces and cities of China
in 2019, excluding Hong Kong, Macao, Taiwan, Xinjiang, and Tibet
due to missing data. The study objects were divided according to
China’s seven major geographical regions (see Table A1), and the
reference region was obtained by taking the average of the
29 provinces and autonomous regions, representing the average
level of socio-economic activities. Based on China’s national
economic industry classification, 38 sub-industries in
manufacturing and electricity, heat, gas, and water production
and supply were classified and summarized into 15 industries
(see Table 1).

The new green decomposition model of carbon productivity
involves a total of 9 variables, namely, capital input K, labor input L,
renewable energy input E, non-renewable energy input F, knowledge
stock input G, green knowledge stock input H, industrial added
value Y, carbon dioxide emissions C, and carbon productivity P. This
paper collected and compiled 6 input and 2 output data for
15 industries in 29 provinces in 2019. The capital input was
obtained from fixed asset investment data from the “China
Investment Statistical Yearbook” in billions of yuan. The labor
input was obtained from employment population data from the
“China Population and Employment Statistical Yearbook” in ten
thousand people. The non-renewable energy input used non-
renewable energy heat generation data from the CEADs China
carbon accounting database. Referring to relevant research by
[46], the usage of different types of energy in provincial energy
inventories was converted into unified standard coal based on the
conversion factors in the “China Energy Statistical Yearbook” for
each type of energy, then converted into heat value, with units in
joules of 10̂16. Renewable energy input used renewable energy heat
generation data from the National Energy Administration and
“China Energy Statistical Yearbook”, converted to heat value
based on the conversion of each province’s renewable energy
power consumption to unified standard coal, with units in joules
of 10̂16. The knowledge stock input used ordinary patent data from
the State Intellectual Property Office and provincial statistical
yearbooks, with units in pieces. The green knowledge stock input
used green patent data from provincial green patent panel data, with
units in pieces. The desirable outputs are used u industrial added
value data from the National Bureau of Statistics, “China Industrial
Statistical Yearbook”, and provincial statistical yearbooks in billions
of yuan. The undesirable outputs are used carbon dioxide emissions
data [46] from the CEADs China carbon accounting database’s
provincial emission inventory, with units in ten thousand tons.
Carbon productivity was calculated based on the P=Y/C formula
with units in yuan/kg. A few missing data were obtained using
interpolation.

Table 2 summarizes the input and output data for the
29 provinces studied in this paper. There are significant
differences between provinces. Table 3 summarizes the input and
output data for the 15 industries studied in this paper. There are also
significant differences between different industries. Looking at the
mean column of Table 2 and Table 3, the mean column data in
Table 2 is the input-output data of the reference region, and the
mean column in Table 3 is the average data of the 15 industries. The
mean carbon productivity of all provinces is the same as the mean
carbon productivity of all industries (3.26 yuan/kg), because the
mean carbon productivity is not the mean of carbon productivity,
but the ratio of industrial added value means to carbon dioxide
emissions mean, which matches the provincial and industrial data.

Table 4 summarizes the input and output data for various
industries in the reference region. The carbon productivity of the
overall industry is not the sum of carbon productivity of each
industry, but rather the ratio of the overall industry GDP added
value to the overall industry carbon dioxide emissions. The overall
industry carbon productivity for the reference region, located in the
bottom right corner of the table, is 3.26 yuan/kg, which further
confirms the consistency between provincial and industrial data.

4.2 One-dimensional comparative analysis

4.2.1 Comparative analysis at provincial level
From a provincial perspective, Figure 3 depicts the carbon

dioxide emissions and carbon productivity for the 29 provinces
and the reference region studied in this paper. As shown in
Figure 3A, the top 3 provinces with the highest carbon dioxide
emissions are Hebei (808.20million tons), Shandong (806.06million
tons), and Inner Mongolia (732.32 million tons), while the top
3 provinces with the lowest carbon dioxide emissions are Hainan
(30.70 million tons), Qinghai (33.52 million tons), and Beijing
(35.15 million tons). The carbon dioxide emissions for the
reference region (294.99 million tons) are marked in red and
ranked 11th among the 29 provinces. As shown in Figure 3B, the
top 3 provinces with the highest carbon productivity are Beijing
(11.81 yuan/kg), Guangdong (8.24 yuan/kg), and Shanghai
(8.19 yuan/kg), while the top 3 provinces with the lowest carbon
productivity are Ningxia (0.49 yuan/kg), Inner Mongolia
(0.58 yuan/kg), and Shanxi (0.63 yuan/kg). The carbon
productivity for the reference region (3.26 yuan/kg) is marked in
red and ranked 15th among the 29 provinces. By combining Figure
3, it can be found that the provincial ranking of carbon dioxide
emissions and carbon productivity varies significantly due to the
inter-provincial differences in industrial added value.

Figure 4 shows the spatial distribution of provincial-level carbon
productivity in China, with different shades of color indicating the
numerical value of carbon productivity for each province. The white
color in the map represents provinces that have not been counted
due to data deficiency. From the map, it can be clearly seen that the
level of carbon productivity in China is generally higher in the
southeast coastal provinces, followed by central provinces, and lower
in the southwest and northwest regions. Looking at China’s seven
major geographical regions, for the North China region, Beijing has
the highest carbon productivity in the country, while Tianjin’s
carbon productivity is close to the reference region and therefore
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at the average level. The carbon productivity of the other provinces
in the region is relatively low, especially Shanxi and Inner Mongolia.
The overall level of carbon productivity in the three provinces in the
Northeast region is poor, all lower than the reference region. In the
East China region, except for Anhui and Shandong which are below
the average level, the carbon productivity of the other provinces is
relatively high, especially Shanghai, Jiangsu, and Zhejiang, which are
among the top provinces in the country. The carbon productivity of
all three provinces in the Central China region is higher than the
average level. In the South China region, Guangdong has a high level
of carbon productivity, while Guangxi and Hainan have lower levels
than the average. In the southwest region, except for Guizhou, the
carbon productivity of the other three provinces is higher than the
average level. In the northwest region, the overall level of carbon
productivity in the four provinces is relatively low, all lower than the
average level.

Using the new green decomposition model of carbon
productivity, which takes into account carbon emissions, we can
apply Theorem 3 and Theorem 4 to compare the carbon
productivity of 29 provinces with that of the reference regions.
Eq. 26 can be used to decompose the regional differences in carbon
productivity:

Pj

Pu
� Aj,u

KEF · Aj,u
LEF · Aj,u

HGEF · Aj,u
CF · Aj,u

HEE · Aj,u
GEF · Aj,u

PHGCR · Aj,u
CPI · Aj,u

CES,

By applying the calculation formula for each specific effect,
taking the capital-hybrid energy substitution effect KEF as an
example, we obtain:

Aij,iu
KEF � exp ∑M

i�1
wj,u

i lnKEFj,u
i

⎛⎝ ⎞⎠,

The remaining 8 types of effects can be obtained similarly. By
taking j from 1 to 29, we can obtain the effect decomposition results
of carbon productivity differences between each province and the
reference region, and present them as a heat map. Figure 5 shows the
ratio of industry-wide carbon productivity of 29 provinces in this
paper to that of the reference region, as well as the effect
decomposition results.

The y-axis of Figure 5 represents the 29 provinces, and the first
nine columns of the x-axis represent the results of the nine
decomposition effects. The values of each decomposition effect
are represented using different shades of color, with lighter colors
indicating larger values of the specific decomposition effect. The
lightest color indicates that the decomposition effect is greater than
1, which means it has a positive impact on carbon productivity. On
the other hand, darker colors indicate a smaller value of the specific
decomposition effect, which has a negative impact on carbon
productivity. The last column shows the ratio of the industry-
wide carbon productivity of each province to that of the
reference region. Provinces whose industry-wide carbon
productivity is lower than the reference region are marked in red
on the y-axis, indicating that they have significant potential for
improvement.

From the first nine columns, we can see that the KEFSE, LEFSE,
and CPIE have a positive influence on carbon productivity for the
majority of provinces, indicating that these provinces have a
reasonable input factor structure and carbon emission

performance levels. In contrast, the HGEFSE has a negative
impact on the carbon productivity of most provinces, except for
the 10 provinces of Beijing, Tianjin, Hebei, Shanghai, Jiangsu,
Zhejiang, Anhui, Hunan, Guangxi, and Shaanxi. Therefore, when
it comes to improving the carbon productivity of these 19 provinces,
theHGEFSE has greater potential compared with theKEFSE, LEFSE,
and CPIE. It is a driving factor that requires special attention to
improve carbon productivity by increasing the substitution of
hybrid knowledge stock for hybrid energy in input factors. The
CFE and PHGCRE have negative impacts on carbon productivity of
most provinces, indicating the need to optimize energy
consumption structure and improve the potential ideal hybrid
knowledge emission ratio level in future development. The HEEE
and GEFE also have different promotion and inhibition effects on
carbon productivity for different provinces. These two effects are
important factors that promote further improvement of carbon
productivity for provinces with a higher level of carbon
productivity. By increasing scientific research investment,
promoting technological innovation, encouraging patent research
and development, and actively developing green low-carbon
technologies, carbon productivity can be enhanced to a higher
level. The CESE is another important factor that leads to
significant differences in carbon productivity among provinces.
Except for the provinces of Beijing, Jilin, Heilongjiang, Shanghai,
Jiangsu, Hunan, Guangdong, Chongqing, and Sichuan, there is no
significant improvement in the carbon productivity of the remaining
20 provinces, indicating that there is great potential to improve the
level of carbon productivity by improving industrial sector structure.
The KEFSE and LEFSE are the main driving forces for the
development of carbon productivity in most provinces, while the
substitution of hybrid knowledge stock for hybrid energy and the
potential ideal hybrid knowledge emission ratio still needs to be
improved. In particular, the HEEE and GEFE are key factors for
further improving carbon productivity in economically
developed provinces.

4.2.2 Industry-level comparative analysis
From an industry-level perspective, Figure 6 shows the carbon

emissions and carbon productivity of the 15 industries studied in
this paper, as well as the overall industry.

From Figure 6A, we can see that the top three industries with the
highest carbon emissions are the power and heat production and
supply industry (S13) with 5.317 billion tons, followed by the black
gold, non-ferrous metal, and metal products industry (S7) with
2.685 billion tons, and the petroleum processing industry (S4) with
0.196 billion tons. All of these industries are high-energy
consumption industries. The three industries with the lowest
carbon emissions are the water production and supply industry
(S15) with 0.0047 billion tons, followed by the medical industry (S5)
with 0.0441 billion tons, and the electrical equipment manufacturing
industry (S11) with 0.0898 billion tons. The industry-wide carbon
emissions of all industries combined (85.55 billion tons) are marked
in red. From Figure 6B, we can see that the top three industries with
the highest carbon productivity are the communication equipment,
office equipment, and other manufacturing industry (S12) with
357.20 yuan/kg, followed by the electrical equipment
manufacturing industry (S11) with 212.31 yuan/kg, and the water
production and supply industry (S15) with 193.30 yuan/kg. The
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three industries with the lowest carbon productivity are the power
and heat production and supply industry (S13) with 0.33 yuan/kg,
followed by the black gold, non-ferrous metal, and metal products
industry (S7) with 1.99 yuan/kg, and the gas production and supply
industry (S14) with 4.47 yuan/kg. The industry-wide carbon
productivity (3.26 yuan/kg) is marked in red, which is obtained
by comparing the industry-wide GDP added value with the
industry-wide carbon emissions. This once again confirms the
consistency between provincial data and industry data. By
combining Figure 6, we can conclude that high-energy
consumption industries tend to have higher carbon emissions but
lower carbon productivity. Conversely, industries with lower carbon
emissions tend to have higher carbon productivity. For example, the
power and heat production and supply industry (S13) have the
highest carbon emissions and lowest carbon productivity. While the
power industry has been committed to reducing energy
consumption, its high reliance on fossil fuels results in high
carbon emissions, leaving significant challenges to improve
carbon productivity.

We divide the carbon productivity of each industry in the
29 provinces by the carbon productivity of the corresponding
industry in the reference region (Pij/Piu). By taking j from 1 to
29 and i from 1 to 15, we obtain the industry decomposition results
of the differences in carbon productivity between each province and
the reference region and present them in a heat map. Figure 7 depicts
the ratio of carbon productivity between the 29 provinces and the
reference region, as well as the industry decomposition results. The
vertical axis represents the 29 provinces, while the horizontal axis
represents the 15 industries. Observing the vertical aspect of
Figure 7, we can see that the industries with lower carbon
productivity than the reference region are mainly concentrated in
15 provinces, namely, Hebei, Shanxi, Inner Mongolia, Liaoning,
Jilin, Heilongjiang, Anhui, Shandong, Guangxi, Hainan, Guizhou,
Shaanxi, Gansu, Qinghai, and Ningxia. We mark these 15 provinces
in red on the vertical axis. Combining this with the provinces
marked in red on the vertical axis in Figure 4, we find that the
provinces with overall lower carbon productivity and specific
industries with lower carbon productivity than the reference
region are completely consistent. Therefore, we identify these
15 provinces as potential areas for improving carbon
productivity. Compared to provinces with higher carbon
productivity, these provinces are of greater concern and worthy
of further study.

4.3 Dual dimensional comparative analysis

Based on the comparative analysis of single-dimension province
and single-dimension industry, and the comprehensive effect
decomposition results and industry decomposition results of each
province, we found that there are 15 provinces with carbon
productivity levels lower than the reference region. These
provinces are Hebei, Shanxi, Inner Mongolia, Liaoning, Jilin,
Heilongjiang, Anhui, Shandong, Guangxi, Hainan, Guizhou,
Shaanxi, Gansu, Qinghai, and Ningxia. The 8 weak industries
that cause the carbon productivity of these 15 provinces to be
lower than the average level are: food, tobacco and liquor
industry (S1), culture and education supplies industry (S3),

chemical industry (S6), black and non-ferrous metal smelting and
processing industry (S7), transportation equipment industry (S10),
communication equipment, office equipment and other
manufacturing industry (S12), electric power, heat production
and supply industry (S13), and water production and supply
industry (S15).

By combining the differences and influencing factors of
carbon productivity at the regional and industry levels, and
considering the industry heterogeneity within regions, we
obtained the effect decomposition of specific industry-level
carbon productivity differences in different regions. In this
paper, we conducted an effect decomposition of the carbon
productivity differences of these 15 key provinces and 8 key
industries from the two dimensions of province and industry, and
investigated the factors influencing the differences. Using the
new green decomposition model of carbon productivity and
applying the decomposition Eq. 26 for regional differences, we
obtained the decomposition formula for the carbon productivity
differences with provincial and industrial subscripts.

Pij

Piu
� Aij,iu

KEF · Aij,iu
LEF · Aij,iu

HGEF · Aij,iu
CF · Aij,iu

HEE · Aij,iu
GEF · Aij,iu

PHGCR · Aij,iu
CPI

· Aij,iu
CES,

This refers to the decomposition effect of the carbon
productivity difference between the j region industry and the
reference region industry, which is the product of the
decomposition effects of the carbon productivity difference
between each industry in the j region and the reference region.
This paper uses the capital-hybrid energy substitution effect KEF as
an example.

Aj,u
KEF � exp ∑M

i�1
wj,u

i lnKEFj,u
i

⎛⎝ ⎞⎠ � Π
M

i�1
exp wj,u

i lnKEFj,u
i( )

� Π
M

i�1
Aij,iu

KEF,

Furthermore, we obtain the capital-hybrid energy
substitution effect KEF of the carbon productivity difference
between the i industry in the j region and the i industry in the
reference region:

Aij,iu
KEF � exp wj,u

i lnKEFj,u
i( ),

The remaining eight effects are obtained similarly. Taking j from
1 to 15 and i from 1 to 8, we obtain the decomposition results of the
effects of carbon productivity differences between each province and
industry and the reference region industry, which can be presented
in heat maps. Figure 8 contains 15 heat maps, each describing the
decomposition results of the effects on eight key industries of the
relative carbon productivity laggard provinces. Overall, the KEFSE
and LEFSE have higher decomposition results in most provinces and
industries, indicating a positive role in promoting the development
of carbon productivity. In contrast, the PHGCRE has lower
decomposition results in most provinces and industries,
indicating a negative impact on carbon productivity and
significant potential for improvement. This is consistent with the
provincial decomposition results presented in Figure 5. The
PHGCRE indicates, that is, the consumption of hybrid knowledge
resources per unit of carbon emission space, at the point when
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undesirable outputs reach the ideal state, corresponding to measures
aimed at increasing hybrid knowledge stock input and reducing
carbon emissions.

Figure 8A shows the decomposition results of the effects on eight
key industries in Hebei province. It can be observed that there are
significant variations in the decomposition results of various effects
across different industries. Overall, the HGEFSE and GEFE have a
positive impact on the development of carbon productivity in most
industries. On the other hand, the CFE,HEEE, CPIE, and CESE have
a negative impact on carbon productivity in most industries. Thus, it
is important to focus on increasing the decomposition values of
these effects. As an industrial province, Hebei’s economic
development has long relied on heavy industry. From the figure,
it can be observed that the chemical industry (S6) needs to improve
the HGEFSE, CFE, HEEE, CPIE, and CESE.

Figure 8B, C show the decomposition results of the effects on
eight key industries in Shanxi and Inner Mongolia, respectively. The
results in these two regions are similar. From the figures, it can be
observed that the HEEE, GEFE, and CPIE have a positive impact on
carbon productivity in most industries. On the other hand, the
HGEFSE, CFE, and CESE still have significant potential for
improvement. As an economically underdeveloped region, the
carbon productivity of many industries in Shanxi province is
below the average level. For example, the LEFSE, CFE, and CESE
have a negative impact on carbon productivity in the manufacturing
industry of communication equipment, office equipment, and other
industries (S12). Although Inner Mongolia is also an economically
underdeveloped region, it has abundant natural resources that can
be reasonably developed and utilized to reduce carbon emissions
and improve carbon productivity.

Figure 8D–F show the decomposition results of the effects on
eight key industries in the three provinces of Northeast China.
Among them, the HGEFSE, GEFE, and CPIE in Liaoning have a
positive impact on carbon productivity in most industries. On the
other hand, the CFE, HEEE, and CESE have great potential for
improvement. The decomposition results of Jilin and Heilongjiang
are relatively similar. The HEEE, GEFE, and CESE have a positive
impact on carbon productivity in most industries; however, the
HGEFSE and CFE need to be improved. For example, the black and
non-ferrous metal, and metal products industry (S7) in Liaoning
needs to adopt policies such as capital replacement of hybrid energy,
labor replacement of hybrid energy, and hybrid knowledge stock
replacement of hybrid energy, increase scientific and technological
inputs, and encourage the research and application of green patents.
The transportation equipment industry (S10) in Jilin needs to
vigorously promote the replacement of hybrid knowledge stock
for hybrid energy, regulate the structure of production factors,
improve technical efficiency, and the potential emission ratio of
hybrid knowledge. The chemical industry (S6) in Heilongjiang needs
to raise the level of technology and carbon emission efficiency,
advocate the development and application of green patents, and
vigorously develop high-tech emerging industries.

Figure 8G shows the decomposition results of the effects on eight
key industries in Anhui province. The HGEFSE and CPIE have a
positive impact on carbon productivity in most industries (S1, S3,
S6, S7, S13, S15), while the HEEE, GEFE, and CESE have great
potential for improvement. Anhui province is a relatively backward
province in the Yangtze River Economic Zone, with great potential

for economic development. For instance, the black and non-ferrous
metal, and metal products industry (S7) should focus on increasing
scientific and technological inputs, promoting the development and
application of patents, especially green patents, improving technical
efficiency, balancing industrial structure, and applying green and
clean energy and low-carbon technologies in the production process
to effectively improve the level of carbon productivity.

Figure 8H shows the decomposition results of the effects on
eight key industries in Shandong province. The GEFE and CESE
have a positive impact on carbon productivity in most industries,
while there is still room for improvement for HEEE and CPIE.
Shandong province is an important energy base in China, with
abundant coal and oil resources. However, this advantage also leads
to an imbalanced energy consumption structure, with a high
proportion of fossil energy consumption and resulting in large
amounts of carbon emissions and low levels of carbon
productivity. Therefore, Shandong province urgently needs to
improve its energy consumption structure, reduce the use of
traditional fossil fuels, and vigorously develop clean energy
sources such as wind, solar, and hydropower to reduce
carbon emissions.

Figure 8I shows the decomposition results of the effects on eight
key industries in Guangxi province. The HEEE, GEFE, and CPIE
have a positive impact on carbon productivity in most industries,
while there is still room for improvement for HGEFSE and CFE.
Guangxi province is relatively backward in the southern region of
China, and for specific industries such as the food, tobacco, and
liquor industry (S1), which is mainly focused on the sugar industry,
it is necessary to focus on improving the capital substitution of
hybrid energy, labor substitution of hybrid energy, and hybrid
knowledge stock substitution of hybrid energy. Adjusting the
proportions of various production factors inputs, further
improving technical efficiency, and carbon performance levels,
increasing the economic benefits of the industry, and thus further
enhancing the level of carbon productivity.

Figure 8J shows the decomposition results of the effects on eight
key industries in Hainan province. The CPIE has a positive impact
on carbon productivity in most industries, while there is still room
for improvement for HEEE and CESE. Hainan has a favorable
geographical location, rich forestry and marine resources, and a
strong ability to absorb and store carbon dioxide. Hainan has diverse
energy structure and enormous potential for developing renewable
energy sources such as solar and hydropower generation.
Additionally, Hainan has abundant geothermal and tidal energy
resources, which should be fully utilized to balance the energy
consumption structure, reduce carbon emissions, and promote
the absorption and storage of carbon emissions. By combining
both carbon sources and carbon sinks, Hainan can lower carbon
dioxide concentration in the atmosphere and enhance its carbon
productivity.

Figure 8K shows the decomposition results of the effects on eight
key industries in Guizhou province. The HEEE and CPIE have a
positive impact on carbon productivity in most industries, while
there is still room for improvement for HGEFSE, CFE, GEFE and
CESE. Guizhou province is relatively underdeveloped in the
southwestern region of China, and the carbon productivity levels
of most industries need to be improved. For example, in the electric
and thermal power generation and supply industry (S13), which is a
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key area for transmitting electricity from western to eastern China,
there is a need to increase capital substitution of hybrid energy and
hybrid knowledge stock substitution of hybrid energy, and optimize
the input structure of production factors while improving the
potential emission rate of hybrid knowledge. By doing so, carbon
productivity can be enhanced comprehensively. Another key
industry in Guizhou is the food, tobacco, and liquor industry
(S1), for which there is a need to increase hybrid knowledge
stock substitution of hybrid energy, adjust the energy
consumption structure, encourage the development of green
patents, reduce carbon emissions, improve economic efficiency,
and gradually enhance the level of carbon productivity.

Figure 8L–O show the decomposition results of the effects on
eight key industries in four northwestern provinces of China. The
results in Shaanxi, Gansu, Qinghai, and Ningxia are quite similar,
the HEEE, GEFE, and CPIE have a positive impact on carbon
productivity in most industries, while the CFE and CESE still
have room for improvement. These northwestern provinces have
sparse populations, arid climates, and lack of water resources, while
possessing abundant desert and wind-blown sand resources.
Therefore, it is necessary to increase scientific and technological
investment and make use of existing natural resources to vigorously
develop solar power stations and ecological photovoltaic power
stations. At the same time, renewable energy sources such as
wind power and biogas should be reasonably developed and
utilized as new forms of clean energy in order to jointly reduce
CO2 emissions and enhance the level of carbon productivity.

5 Conclusion

This paper explores the input elements in the economic
production process under the driving force of green
development, where energy input is refined into renewable
energy input and non-renewable energy input, and knowledge
stock input and green knowledge stock input are introduced. By
using the data envelopment analysis (DEA) method and combining
traditional environmental production technology with green input
elements, a new linear programmingmodel with a constant return to
scale is constructed. Based on the traditional output-oriented
Shephard distance function, a new green Shephard distance
function and corresponding green Farrell technical efficiency
measures for desirable outputs orientation and undesirable
outputs orientation are also constructed. In addition, a series of
new green decomposition methods are derived based on the
definition of carbon productivity, and a new green
decomposition model of carbon productivity is established. The
carbon productivity differences between two regions are
decomposed into nine effect types, resulting in the formation of a
new green decomposition system of carbon productivity. Using
input-output data from 15 industries in 29 Chinese provinces in
2019, this paper investigates the regional differences in carbon
productivity and the factors that influence these differences from
both a single-dimensional and a two-dimensional perspective.

(1) Conclusion of single-dimensional provincial level comparison
analysis: Out of the 29 provinces studied in this paper,
14 provinces have higher carbon productivity than the

reference region, mainly including Beijing, Tianjin, most of
Eastern China, Central China, and parts of Southwest China,
while the remaining 15 provinces have lower carbon
productivity than the reference region, mainly including
some parts of North China, Northeast China, South China
and Northwest China. The regions with relatively backward
carbon productivity mostly have rich natural resources, but
poor resource utilization efficiency and over-reliance on heavy
industry, especially industrial sectors that have been transferred
from the eastern regions to the western regions. Therefore, it is
necessary to optimize the industrial structure in these regions to
gradually improve their carbon productivity.

(2) Conclusion of single-dimensional industry level comparison
analysis: Among the 15 industries studied in this paper, high-
energy-consuming industries such as the electric power
generation and supply industry (S13), the processing of
black and non-ferrous metals and other minerals industry
(S7), and the petroleum processing industry (S4) have high
levels of CO2 emissions and relatively low carbon
productivity. In contrast, industries with low levels of CO2

emissions such as the water production and supply industry
(S15), the pharmaceutical industry (S5), and the electrical
machinery manufacturing industry (S11) have relatively
higher levels of carbon productivity. Most high-energy-
consuming industries use fossil energy sources, which leads
to excessive CO2 emissions and low carbon productivity
levels. Therefore, new energy sources need to be
continuously developed and utilized, and the proportion of
traditional fossil energy use needs to be reduced at its core to
minimize carbon emissions, enhance energy utilization
efficiency, and improve carbon productivity.

(3) Conclusion of two-dimensional comparison analysis: Among
the eight key industries and 15 provinces studied in this paper,
the decomposition results for the capital - hybrid energy
substitution effect (KEFSE) and labor - hybrid energy
substitution effect (LEFSE) are high. This indicates that
capital and labor substitution are the main driving forces
behind the development of carbon productivity in these
15 key provinces. However, the decomposition results for
the potential hybrid knowledge emission ratio effect
(PHGCRE) are comparatively low, indicating that there is
significant room for improvement in the potential level of
hybrid knowledge emission rate under ideal conditions in
these 15 key provinces.

6 Policy suggestions

China is the country with the highest carbon dioxide emissions
in the world. To achieve low-carbon development, we must
simultaneously meet the requirements of increasing industrial
added value and reducing carbon emissions, so as to
fundamentally and effectively improve carbon productivity.
Firstly, based on the input and output data of 15 industries in
29 provinces and the new green decomposition model of carbon
productivity, the influencing factors of regional carbon productivity
differences are quantitatively studied. Secondly, through the
decomposition of provincial effects and provincial industries,
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15 key provinces and 8 key industries that affect the improvement of
China’s overall carbon productivity will be identified, and potential
areas for the development of carbon productivity will be identified.
Based on the decomposition results and the actual situation, the
following policy recommendations are given:

(1) At the single-dimension provincial level, the carbon factor
effect CFE and the potential hybrid knowledge emission ratio
effect PHGCRE have negative effects on the carbon
productivity of most provinces. Therefore, priority should
be given to improving these two effects, optimizing the energy
consumption structure in time, improving the level of hybrid
knowledge emission ratio, and implementing differentiated
energy policies according to the characteristics of natural
resources and industrial structure in different regions.
Hybrid knowledge stock - hybrid energy substitution effect
HGEFSE has a negative impact on the carbon productivity of
the rest of the provinces, except for the positive effect on the
carbon productivity of nearly one-third of the provinces.
Therefore, it is necessary to continuously improve the
substitution of hybrid knowledge stock for hybrid energy
and adjust the structure of input factors, so as to improve the
overall carbon productivity. The carbon emission structure
effect CESE has no significant improvement in the carbon
productivity of the remaining 20 provinces, except for its
positive effects on the nine provinces of Beijing, Jilin,
Heilongjiang, Shanghai, Jiangsu, Hunan, Guangdong,
Chongqing and Sichuan. Therefore, we should give priority
to the development of low-carbon industries, get rid of the
high dependence on energy-intensive industries and heavy
industries, learn from provinces with advanced technology
and experience in this field, and adjust the industrial
structure, so as to gradually improve carbon productivity.

(2) At the single-dimension industry level, stationery industry
(S3), communication equipment, office equipment and other
manufacturing industries (S12) and power and heat
production and supply industry (S13) have negative effects
on the carbon productivity of most provinces, and the carbon
productivity of these three industries needs to be greatly
improved. From the perspective of the seven major
regions, North China needs to focus on the development
of the stationery industry (S3), petroleum processing industry
(S4), transportation equipment industry (S10), electrical
equipment manufacturing industry (S11), communication
equipment, office equipment and other manufacturing
industries (S12), power and heat production and supply
industry (S13) and water production and supply industry
(S15). Northeast China needs to improve weak industries
such as stationery industry (S3), chemical industry (S6), metal
products industry (S7), electrical appliance manufacturing
industry (S11), communication equipment, office equipment
and other manufacturing industry (S12), power and heat
production and supply industry (S13) and water
production and supply industry (S15). Communication
equipment, office equipment and other manufacturing
industries (S12) and power and heat production and
supply industries (S13) in East and Central China need to
be further improved. South China needs to focus on

improving the relatively backward industries such as food,
tobacco and wine industry (S1), textile and clothing industry
(S2), stationery industry (S3) and metal products industry
(S7). Southwest China needs to focus on textile and
clothing industry (S2), stationery industry (S3), petroleum
processing industry (S4), chemical industry (S6), metal
products industry (S7) and electrical manufacturing
industry (S11). The northwest region needs to vigorously
develop the stationery industry (S3), chemical industry (S6),
transportation equipment industry (S10) and water
production and supply industry (S15).

(3) At the provincial level and industry level, priority should be
given to improving the carbon productivity of 8 key industries
in 15 key provinces. On the whole, it is necessary to improve
potential hybrid knowledge emission ratio effect PHGCRE.
The government should strengthen investment in science,
technology and education, train high-tech talents, and
promote the research, development and application of
patents. The government should introduce low-carbon
technologies in various industries to reduce carbon
emissions, so as to vigorously develop low-carbon
industries, balance the structure of low-carbon industries
and energy-intensive industries, and achieve balanced
development. For the eight key industries, each province
should adjust the input proportion of various production
factors, optimize the energy structure, and reduce carbon
emissions under the condition of ensuring stable and healthy
economic development, so as to reduce the gap in carbon
productivity between provinces. Provinces with close
geographical locations should implement assistance policies
to improve carbon productivity.

(4) In terms of specific industries in specific provinces, the
chemical industry in Hebei should focus on the
development of hybrid knowledge stock to replace hybrid
energy, adjust the proportion of energy use, increase
investment in scientific and technological research and
development, and improve technical efficiency and carbon
emission performance. Shanxi Province should focus on the
development of labor substitution for hybrid energy in
communication equipment, office equipment and other
manufacturing industries, reduce the use of fossil energy,
and reduce carbon emissions. Inner Mongolia should make
full and efficient use of natural resources and improve its ability
to absorb and store carbon dioxide. The three northeastern
provinces as a whole need to develop advanced production
technologies and improve traditional production methods.
They should vigorously develop capital to replace hybrid
energy, labor to replace hybrid energy and hybrid
knowledge stock to replace hybrid energy, adjust the input
structure of production factors, and increase the research,
development and use of green patents. Anhui should
increase scientific and technological investment in black
gold, gold processing and non-gold and metal products
industries, promote scientific and technological innovation,
especially the use of clean energy, to reduce carbon dioxide
emissions. Shandong Province should focus on adjusting the
energy consumption structure in the province and improve the
level of carbon productivity fundamentally. Guangxi Province

Frontiers in Physics frontiersin.org22

Fu et al. 10.3389/fphy.2024.1398261

165

https://www.frontiersin.org/journals/physics
https://www.frontiersin.org
https://doi.org/10.3389/fphy.2024.1398261


needs to focus on improving the substitution of capital, labor
force and hybrid knowledge stock for hybrid energy, and
improve the proportion of production factors input, so as to
improve the level of technology and carbon emission
performance. Hainan Province should make full use of the
advantages of natural resources, actively develop renewable
energy, reduce carbon emissions, and absorb carbon dioxide
that has been generated. The combination of the two will
further improve carbon productivity. Guizhou needs to
increase the substitution of capital and hybrid knowledge
stock for hybrid energy, optimize the input structure of
production factors, and comprehensively improve carbon
productivity. The four provinces in northwest China need to
focus on developing new energy, such as solar power, wind
power, and ecological photovoltaic power, to reduce fossil
energy consumption and reduce carbon emissions.

Author contributions

MF: Conceptualization, Methodology, Project administration,
Supervision, Writing–original draft. YM: Data curation,
Methodology, Investigation, Writing–original draft. LT: Funding
acquisition, Methodology, Resources, Supervision, Writing–review
and editing. CZ: Data curation, Software, Visualization,
Writing–review and editing.

Funding

The author(s) declare financial support was received for the
research, authorship, and/or publication of this article. This paper is
supported by the National Natural Science Foundation of China
(Grant Nos. 51976085 and 72174091), the Major Science and
Technology Demonstration Program of Jiangsu Province (Grant
No. BE2022612 and BE2022610), the National Key R&D Program of
China (Grant No. 2020YFA0608601).

Conflict of interest

The authors declare that the research was conducted in the
absence of any commercial or financial relationships that could be
construed as a potential conflict of interest.

Publisher’s note

All claims expressed in this article are solely those of the authors
and do not necessarily represent those of their affiliated
organizations, or those of the publisher, the editors and the
reviewers. Any product that may be evaluated in this article, or
claim that may be made by its manufacturer, is not guaranteed or
endorsed by the publisher.

References

1. Dong F, Yu B, Hadachin T, Dai Y, Wang Y, Zhang S, et al. Drivers of carbon
emission intensity change in China. Resour Conservation Recycling (2018) 129:187–201.
doi:10.1016/j.resconrec.2017.10.035

2. Jin P, Peng C, Song M. Macroeconomic uncertainty, high-level innovation, and
urban green development performance in China. China Econ Rev (2019) 55:1–18.
doi:10.1016/j.chieco.2019.02.008

3. Wang Y, Shen N. Environmental regulation and environmental productivity: the
case of China. Renew Sustain Energ Rev (2016) 62:758–66. doi:10.1016/j.rser.2016.
05.048

4. Jin J, Ma XY, Gao YS. China’s carbon emission productivity and its development
tendency from an environmental protection perspective.Nat Environ Pollut Tech (2017)
16(4):1293–301.

5. Chen YF,Ma LH, Zhu ZT. The environmental-adjusted energy efficiency of China’s
construction industry: a three-stage undesirable SBM-DEA model. Environ Sci Pollut
Res (2021) 28(41):58442–55. doi:10.1007/s11356-021-14728-2

6. Scheel H. Undesirable outputs in efficiency valuations. Eur J Oper Res (2001)
132(2):400–10. doi:10.1016/s0377-2217(00)00160-0

7. Sueyoshi T, Yuan Y, Goto M. A literature study for DEA applied to energy and
environment. Energ Econ (2017) 62:104–24. doi:10.1016/j.eneco.2016.11.006

8. Plank B, Eisenmenger N, Schaffartzik A, Wiedenhofer D. International trade
drives global resource use: a structural decomposition analysis of raw material
consumption from 1990–2010. Environ Sci Tech (2018) 52(7):4190–8. doi:10.1021/
acs.est.7b06133

9. Moutinho V, Madaleno M, Inglesi-Lotz R, Dogan E. Factors affecting
CO2 emissions in top countries on renewable energies: a LMDI decomposition
application. Renew Sustain Energ Rev (2018) 90:605–22. doi:10.1016/j.rser.2018.02.009

10. Isaksen A, Trippl M. Innovation in space: the mosaic of regional innovation
patterns. Oxford Rev Econ Policy (2017) 33(1):122–40. doi:10.1093/oxrep/grw035

11. Crescenzi R, Rodríguez-Pose A. The geography of innovation in China and India.
Int J Urban Reg Res (2017) 41(6):1010–27. doi:10.1111/1468-2427.12554

12. Wan B, Tian L. Health-education-disaster green low-carbon endogenous
economic growth model and its new accompanying effects. J Clean Prod (2022)
359:131923. doi:10.1016/j.jclepro.2022.131923

13. Kaya Y, Yokobori K. Environment, energy, and economy: strategies for
sustainability. Tokyo: United Nations University Press (1997).

14. McKinsey Global Institute. The carbon productivity challenge: curbing climate
change and sustaining economic growth. New York, NY: McKinsey and Company,
McKinsey Global Institute (2008).

15. Aigner DJ, Lovell CAK, Schmidt P. Formulation and estimation of stochastic frontier
production function models. J Econom (1977) 6(1):21–37. doi:10.1016/0304-4076(77)90052-5

16. Charnes A, Cooper WW, Rhodes E. Measuring the efficiency of decision making
units. Eur J Oper Res (1978) 2(6):429–44. doi:10.1016/0377-2217(78)90138-8

17. Kumbhakar SC, Lovell CAK. Stochastic frontier analysis. New York: Cambridge
University Press (2003).

18. Li J, Li P. Analysis on urban production efficiency and its influencing factors in the
three provinces of NortheastNortheast China—based on the study of stochastic frontier
analysis method with three factors input. Econ Horizon (2018) 35(1):14–21. doi:10.
15931/j.cnki.1006-1096.20171129.013

19. Fang Y, Ma R. Study on the cultural trade potential and influencing factors of
countries along the belt and road based on the stochastic frontier gravity model.World
Econ Res (2018) 1:112–21. doi:10.13516/j.cnki.wes.2018.01.009

20. Färe R, Grosskopf S. Modeling undesirable factors in efficiency evaluation:
comment. Eur J Oper Res (2004) 157(1):242–5. doi:10.1016/s0377-2217(03)00191-7

21. Chen S Environmental pollution emissions, regional productivity growth and
ecological economic development in China. China Econ Rev (2015) 35:171–82. doi:10.
1016/j.chieco.2014.08.005

22. Seiford LM, Zhu J. Modeling undesirable factors in efficiency evaluation. Eur
J Oper Res (2002) 142(1):16–20. doi:10.1016/s0377-2217(01)00293-4

23. Gomes EG, Lins MPE Modelling undesirable outputs with zero sum gains data
envelopment analysis models. J Oper Res Soc (2008) 59(5):616–23. doi:10.1057/palgrave.
jors.2602384

24. Hua Z, Bian Y, Liang L. Eco-efficiency analysis of paper mills along the Huai River:
an extended DEA approach. Omega (2007) 35(5):578–87. doi:10.1016/j.omega.2005.
11.001

25. Chen F, Zhao T, Wang J. The evaluation of energy–environmental efficiency of
China’s industrial sector: based on Super-SBMmodel. Clean Tech Environ Policy (2019)
21(7):1397–414. doi:10.1007/s10098-019-01713-0

26. Gurgul H, Lach Ł. Linkages-based indicators of production-source sectoral eco-
efficiency with application to Polish data. J Clean Prod (2021) 279:123545. doi:10.1016/j.
jclepro.2020.123545

Frontiers in Physics frontiersin.org23

Fu et al. 10.3389/fphy.2024.1398261

166

https://doi.org/10.1016/j.resconrec.2017.10.035
https://doi.org/10.1016/j.chieco.2019.02.008
https://doi.org/10.1016/j.rser.2016.05.048
https://doi.org/10.1016/j.rser.2016.05.048
https://doi.org/10.1007/s11356-021-14728-2
https://doi.org/10.1016/s0377-2217(00)00160-0
https://doi.org/10.1016/j.eneco.2016.11.006
https://doi.org/10.1021/acs.est.7b06133
https://doi.org/10.1021/acs.est.7b06133
https://doi.org/10.1016/j.rser.2018.02.009
https://doi.org/10.1093/oxrep/grw035
https://doi.org/10.1111/1468-2427.12554
https://doi.org/10.1016/j.jclepro.2022.131923
https://doi.org/10.1016/0304-4076(77)90052-5
https://doi.org/10.1016/0377-2217(78)90138-8
https://doi.org/10.15931/j.cnki.1006-1096.20171129.013
https://doi.org/10.15931/j.cnki.1006-1096.20171129.013
https://doi.org/10.13516/j.cnki.wes.2018.01.009
https://doi.org/10.1016/s0377-2217(03)00191-7
https://doi.org/10.1016/j.chieco.2014.08.005
https://doi.org/10.1016/j.chieco.2014.08.005
https://doi.org/10.1016/s0377-2217(01)00293-4
https://doi.org/10.1057/palgrave.jors.2602384
https://doi.org/10.1057/palgrave.jors.2602384
https://doi.org/10.1016/j.omega.2005.11.001
https://doi.org/10.1016/j.omega.2005.11.001
https://doi.org/10.1007/s10098-019-01713-0
https://doi.org/10.1016/j.jclepro.2020.123545
https://doi.org/10.1016/j.jclepro.2020.123545
https://www.frontiersin.org/journals/physics
https://www.frontiersin.org
https://doi.org/10.3389/fphy.2024.1398261


27. Pan XF, Pan XY, Ming Y, Zhang J. The effect of regional mitigation of carbon
dioxide emission on energy efficiency in China, based on a spatial econometrics
approach. Carbon Manage (2018) 9(6):665–76. doi:10.1080/17583004.2018.1537514

28. Li SJ, Wang SJ. Examining the effects of socioeconomic development on China’s
carbon productivity: a panel data analysis. Sci Total Environ (2019) 659:681–90. doi:10.
1016/j.scitotenv.2018.12.409

29. Wang ZG, Su B, Xie R, Long H. China’s aggregate embodied CO2 emission
intensity from 2007 to 2012: a multi-region multiplicative structural decomposition
analysis. Energ Econ (2020) 85:104568. doi:10.1016/j.eneco.2019.104568

30. Ang BW, Choi KH. Decomposition of aggregate energy and gas emission
intensities for industry: a refined Divisia index method. Energ J (1997) 18(3):59–73.
doi:10.5547/issn0195-6574-ej-vol18-no3-3

31. Ang BW LMDI decomposition approach: a guide for implementation. Energy
Policy (2015) 86:233–8. doi:10.1016/j.enpol.2015.07.007

32. Ang BW, Zhang FQ, Choi KH. Factorizing changes in energy and environmental
indicators through decomposition. Energy (1998) 23(6):489–95. doi:10.1016/s0360-
5442(98)00016-4

33. Chong CH, Tan WX, Ting ZJ, Liu P, Li Z. The driving factors of energy-related
CO2 emission growth in Malaysia: the LMDI decomposition method based on energy
allocation analysis.Renew Sustain Energ Rev (2019) 115:109356. doi:10.1016/j.rser.2019.109356

34. Zhang C, Cai WH, Yu TS, Hu SJ, Liu HY, He P. Regional economic growth and
carbon productivity: an analysis based on convergence and decoupling index. China Ind
Econ (2013) 5:18–30. doi:10.1186/1999-3110-54-18

35. Cheng Y, Sun YX, Wang XY. Study on the influence and countermeasures of
global technological innovation on carbon productivity. China Popul Resour Environ
(2019) 29(9):30–40. doi:10.12062/cpre.20190625

36. Zhou P, Ang BW. Decomposition of aggregate CO2 emissions: a production-
theoretical approach. Energ Econ (2008) 30(3):1054–67. doi:10.1016/j.eneco.2007.
10.005

37. Wang H, Zhou P. Multi-country comparisons of CO2 emission intensity: the
production-theoretical decomposition analysis approach. Energ Econ (2018) 74:310–20.
doi:10.1016/j.eneco.2018.05.038

38. Yang H, Lu ZN, Shi XP, Mensah IA, Luo Y, Chen W. Multi-region and multi-
sector comparisons and analysis of industrial carbon productivity in China. J Clean Prod
(2021) 279:123623. doi:10.1016/j.jclepro.2020.123623

39. Liu B, Ding CJ, Hu J, Su Y, Qin C. Carbon trading and regional carbon
productivity. J Clean Prod (2023) 420:138395. doi:10.1016/j.jclepro.2023.138395

40. Fang GC. The path optimization and policy synergy of new energy development
under carbon trading-driving. Beijing, China: China Financial and Economic Publishing
House (2023).

41. Wan B, Tian L, Zhang W, Zhang G. Environmental effects of behavior growth
under green development. Environ Develop Sustainability (2022) 25:10821–55. doi:10.
1007/s10668-022-02508-y

42. Färe R, Grosskopf S, Noh DW, Weber W. Characteristics of a polluting
technology: theory and practice. J Econom (2005) 126(2):469–92. doi:10.1016/j.
jeconom.2004.05.010

43.Wang C. Sources of energy productivity growth and its distribution dynamics
in China. Resource Energ Econ (2011) 33(1):279–92. doi:10.1016/j.reseneeco.2010.
06.005

44. Zhang XP, Zhang J, Tan QL. Decomposing the change of CO2 emissions: a joint
production theoretical approach. Energy policy (2013) 58:329–36. doi:10.1016/j.enpol.
2013.03.034

45. Dietzenbacher E, Hoen AR, Los B. Labor productivity in Western Europe
1975–1985: an intercountry, interindustry analysis. J Reg Sci (2000) 40(3):425–52.
doi:10.1111/0022-4146.00182

46. Guan YR, Shan YL, Huang Q, Chen H, Wang D, Hubacek K. Assessment to
China’s recent emission pattern shifts. Earth’s Future (2021) 9(11):e2021EF002241.
doi:10.1029/2021ef002241

Frontiers in Physics frontiersin.org24

Fu et al. 10.3389/fphy.2024.1398261

167

https://doi.org/10.1080/17583004.2018.1537514
https://doi.org/10.1016/j.scitotenv.2018.12.409
https://doi.org/10.1016/j.scitotenv.2018.12.409
https://doi.org/10.1016/j.eneco.2019.104568
https://doi.org/10.5547/issn0195-6574-ej-vol18-no3-3
https://doi.org/10.1016/j.enpol.2015.07.007
https://doi.org/10.1016/s0360-5442(98)00016-4
https://doi.org/10.1016/s0360-5442(98)00016-4
https://doi.org/10.1016/j.rser.2019.109356
https://doi.org/10.1186/1999-3110-54-18
https://doi.org/10.12062/cpre.20190625
https://doi.org/10.1016/j.eneco.2007.10.005
https://doi.org/10.1016/j.eneco.2007.10.005
https://doi.org/10.1016/j.eneco.2018.05.038
https://doi.org/10.1016/j.jclepro.2020.123623
https://doi.org/10.1016/j.jclepro.2023.138395
https://doi.org/10.1007/s10668-022-02508-y
https://doi.org/10.1007/s10668-022-02508-y
https://doi.org/10.1016/j.jeconom.2004.05.010
https://doi.org/10.1016/j.jeconom.2004.05.010
https://doi.org/10.1016/j.reseneeco.2010.06.005
https://doi.org/10.1016/j.reseneeco.2010.06.005
https://doi.org/10.1016/j.enpol.2013.03.034
https://doi.org/10.1016/j.enpol.2013.03.034
https://doi.org/10.1111/0022-4146.00182
https://doi.org/10.1029/2021ef002241
https://www.frontiersin.org/journals/physics
https://www.frontiersin.org
https://doi.org/10.3389/fphy.2024.1398261


Appendix A

TABLE A1 Seven geographical divisions and symbols of China.

Region Name and symbol

North China Beijing (BJ), Tianjing (TJ), Hebei (HE), Shanxi (SX), Inner Mongoria (IM)

Northeast China Liaoning (LN), Jilin (JL), Heilongjiang (HL)

East China Shanghai (SH), Jiangsu (JS), Zhejiang (ZJ), Anhui (AH), Fujian (FJ), Jiangxi (JX), Shandong (SD)

Central China Henan (HA), Hubei (HB), Hunan (HN)

South China Guangdong (GD), Guangxi (GX), Hainan (HI)

Southwest China Chongqing (CQ), Sichuan (SC), Guizhou (GZ), Yunnan (YN)

Northwest China Shaanxi (SN), Gansu (GS), Qinghai (QH), Ningxia (NX)

Reference region Reference region (U)
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Research on multi-layer network
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In the railway system environment, the interconnection of a vast array of
intelligent sensing devices has brought about revolutionary changes in the
management and monitoring of railway transportation. However, this also
poses challenges to the communication service quality within the railway
Internet of Things (IoT). Through collective intelligence and collaboration, the
nodes within the railway IoT can not only share data and information but also
work synergistically to enhance the overall intelligence level and improve
decision-making quality of the network. Therefore, this paper proposes a
reconnection mechanism based on the computation of node game-theoretic
benefits and optimizes this process with the concept of swarm intelligence
collaboration. Initially, the game-theoretic benefit values of the nodes in the
railway IoT network are calculated. Subsequently, based on the weight priority of
the edges, the two edges with the larger weights are selected, and connections
are established between nodes with similar game-theoretic benefit values to
enhance the network’s robustness. This approach enables rapid networking and
efficient communication transmission within the railway IoT, providing robust
assurance for the safe and stable operation of the railway.

KEYWORDS

railway internet of things, cooperative game, topology reconstruction, network
resilience, optimization strategy

1 Introduction

With the rapid development of new generation information [1] and communication
technologies (5G), the scale of Internet of Things (IoT) applications in the railway
environment has increased dramatically [2]. The rapid expansion of IoT applications,
while enhancing network service quality, also brings greater risks of network paralysis [3].
Device nodes in network applications are susceptible to failure due to various factors, such
as natural disaster activities, node malfunctions, and malicious attacks. Moreover, since IoT
applications are interconnected, the paralysis of a single network can easily lead to a chain
reaction causing the collapse of the entire railway IoT system [4]. Therefore, in the face of
partial device node failures, how to improve the quality of service (QoS) of complex IoT
applications and their robustness against network attacks [5], and to maximize the
maintenance of network topology communication capabilities, has become a bottleneck
in the development of large-scale railway IoT applications [6].
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When the topological structure of IoT applications is attacked,
measuring and optimizing the robustness and reliability of the
network topology is an important means to minimize the risk of
network failures [7]. In practical dynamic issues such as the
propagation and immunity of complex networks [8], and link
control [9], different topological structures exhibit different levels
of robustness in the face of deliberate attacks or random failures.
Therefore, altering the network’s topological structure is of
significant importance for enhancing the robustness of
complex networks.

The robustness of complex networks measures the network’s
ability to respond to external disturbances, such as deliberate attacks
or random failures [10]. Networks that maintain their functionality
under such changes (by removing some nodes or edges) are
considered more robust than those that do not. Current research
on improving the robustness of complex networks is mainly divided
into two categories: increasing the connections within the network
and reconnecting the network’s edges. Many infrastructures have
capacity limitations, such as transmission lines of power plants and
the number of flights in aviation systems, making it impractical to
increase the number of connections in a network. A substantial
amount of research has confirmed that the reconnection mechanism
[11] is a simple and effective method often used to adjust the
network’s topological structure to enhance its robustness. For the
topological structure of complex dynamic networks, it is generally
described by a coupling matrix, and most of the existing literature
discusses the case of constant coefficient coupling matrices. In actual
complex dynamic networks, due to the influence of external
environments, the topological structure cannot remain constant.
Therefore, it is necessary to introduce the concept of time-varying
topological structures in complex dynamic networks. Some scholars
have begun to consider this issue. For example, Refs. [12,13] discuss
the time-varying coupling strength in complex dynamic networks,
using adaptive laws to identify unknown parameters, achieving
adaptive synchronization of complex dynamic networks; Ref. [9]
discusses the control of complex networked supply chains with
multiple time-delay couplings and time-varying topological
structures, thereby enhancing the network’s ability to resist
collaborative attacks; and how the network’s performance in the
dynamics process feeds back and affects the evolution of the
topological structure.

Currently, IoT topology optimization methods [12] primarily
use the largest connected subgraph as a robustness metric to
quantify and optimize network topologies. Since the IoT topology
optimization problem is an NP-hard problem [14], to seek
approximate optimal solutions, most IoT topology optimization
methods are based on heuristic algorithms [15,16]. Meanwhile, in
complex networks, the scale-free network model more closely
resembles the structure of real-world networks and performs well
in resisting random network attacks (where each device node fails or
leaves the network with equal probability). However, it is prone to
network paralysis when facing malicious attacks (where important
nodes fail first). A multitude of researchers have proposed efficient
strategies to enhance the stability and resilience of IoT topological
structures. Rong et al [14] first classified the edges in the network as
effective, ineffective, and flexible edges, and then proposed a
heuristic optimization algorithm based on edge classification
(EC), designed to enhance the robustness of scale-free (SF)

networks against malicious attacks (MA). Qiu et al. [13]
introduced the ROSE strategy, an enhancement method for
wireless sensors in scale-free networks, which identifies and
protects key nodes in the network and optimizes the connection
structure to fend off malicious attacks. Zhao et al studied [17] a
specific type of network attack under the knapsack constraint—the
maximum vertex cover attack, which aims to maximize the number
of links associated with removed nodes under a limited budget.
Game theory, which describes the micro-interactions of network
nodes, is naturally a powerful tool to guide the adjustment of
topological structures, and applying cooperative game theory to
the optimization of IoT topologies will also face greater
opportunities and challenges.

Based on this, to address the failure of some critical equipment
nodes and the chain reaction collapse effect of network attacks,
which affect the service quality of railway system communication
applications, this paper proposes a reconnection mechanism
calculated based on the measurement of game-theoretic benefits
between nodes. The first chapter introduces the essential knowledge
of complex networks and model construction, and on this basis,
constructs a cooperative game strategy, including interaction
strategies, transformation rules, and equilibrium balance analysis.
The second chapter proposes the initialization of the model and the
reconnection edge mechanism. The third chapter verifies the
optimized network robustness based on the game value
reconnection edge mechanism using Monte Carlo experiments in
complex networks.

2 Construction of multi-layer
topological network model in the
railway internet of things environment

2.1 Network representation

The network is modeled as a weighted graph G � (V, E), where
V � e1, e2, e3..., en{ } represents the set of nodes in the network and
E � (ei, ej) | ei, ej ∈ V{ } represents the set of edges. Let N � |V|
denote the number of nodes and M � |E| denote the number of
edges. Each edge eij connects nodes ei and ej, and has a weight wij ,
which reflects the importance of the connection between the nodes.

This paper only considers simple connected undirected graphs
without duplicate edges or self-loops, meaning that there is at most
one edge between any pair of nodes in the network, each edge has
two distinct endpoints, and there is at least one path between any
two nodes. The neighborhood of a node vi in the network G is
denoted as Nvi � (u, vi) ∈ E, u ∈ V{ }, representing the set of nodes
adjacent to node vi in the networkG. To avoid confusion, it is simply
noted as Ni. The degree dvi � |Ni| of a node vi, denoted as di,
represents the number of edges associated with node vi in the
network G.

2.2 Game strategy

Swarm intelligence collaboration is a large-scale sensing and
computing model based on collective intelligence, emphasizing the
completion of complex sensing and computing tasks through the
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participatory and collaborative nature of the group. This model
typically involves a large number of individuals who are
interconnected through communication technologies such as the
Internet, collectively engaging in a particular task or goal. The core
of swarm intelligence collaboration lies in how to effectively organize
and motivate these participants, as well as how to process and
analyze the vast amounts of data they generate.

By integrating swarm intelligence collaboration with cooperative
game theory, a more efficient and fair system can be created. In this
system, participants (who can be humans or intelligent devices) are
motivated to cooperate and jointly complete tasks or solve problems.
Cooperative game theory provides the tools and methods to design
such incentive mechanisms.

In the cooperative evolution within network structures, it is
assumed that each individual engages in a round of public goods
games with its neighbors at each clock cycle, where the neighbors are
the subjects of the individual’s game, related to the social network
structure that hosts the gaming group. The model includes three
types of topological structures for the gaming group: regular lattice
networks, BA scale-free networks, andWS small-world networks. In
each round of the game, there is no central leader to control;
individuals have two choices: to cooperate or to defect. The
specific strategy an individual chooses is related to a series of
factors, which is also what the experiment will investigate. The
strategies adopted will have an impact on neighboring subjects;
adopting a cooperative strategy generates positive externalities, from
which other subjects can benefit. These externalities reflect the social
ability of subjects to interact with their adjacent subjects. After
multiple rounds of the game, whether a stable evolutionary outcome
can be achieved is also influenced by the introduction of incentive
mechanisms in the experiment, which aim to shift the original
evolutionary outcome from defection to cooperation. Each subject
in the model is described by four elements:

1) The strategy for this round is either cooperation or defection;
2) The strategy from the previous round was either cooperation

or defection;
3) The score for this round;
4) To facilitate the observation of results during the simulation

process, subjects are also assigned different colors for
distinction. The specific rules are as shown in Table 1.

2.3 Interaction and strategy transition rules

The most important part of evolutionary game theory is the
interaction between individuals (interact) and the selection stage of
the next round of strategy. Assuming all individuals are

homogeneous and have the same set of strategies. When an
individual adopts a cooperative strategy, the net benefit it
receives is the cooperative benefit R minus the cooperation cost
c. For the convenience of studying the problem, let the benefit R be
the total number of all neighboring nodes plus one (which is itself),
and the cooperation cost is 1, so the net benefit for each node is its
total number of neighboring nodes. When a node chooses a
defection strategy, the defector will gain a certain benefit, and
due to the cooperation of neighboring nodes, the defector will
free-ride and enjoy the positive external benefits from the
cooperating neighbors, so its benefit is the defection incentive
multiplied by the total number of cooperators among its
neighboring nodes.

Therefore, for each individual, the number of cooperators
among its neighboring nodes is counted, and if the individual is a
cooperator, its score is the total number of cooperators among its
neighbors; if the individual is a defector, its score is the product of
the defection benefit and the total number of cooperating
neighbors. In this paper, we mainly adopt the strategy of
choosing the one with the highest score among the
neighboring nodes as the strategy for the next round,
characterizing the feature of learning from the strong in
evolutionary games.

2.4 Strategy space and equilibrium analysis

The incentive rules here are refined into rewards (R) and
punishments (P). The incentive policy will either reward
cooperators as the sole strategy or punish defectors as the sole
strategy. Individuals will react to external stimuli, that is, they will
consider the rewards or punishments given by the central authority
before making decisions. The model compares three scenarios: no
policy, reward policy, and punishment policy, to determine which
one achieves the optimal outcome (the optimal outcome is
determined by the number of cooperators), in order to identify
the best solution. When a reward mechanism is introduced into the
model, corresponding to rewards for cooperators in reality, a
reward (reward) is introduced, and the utility function of
cooperators increases, while the utility function of individuals
adopting a defection strategy remains unchanged. When a
punishment mechanism is introduced into the model,
corresponding to punishments for defectors in reality, a
punishment (punishment) is introduced, and the utility
function of defectors will decrease by a value P, while the utility
function of individuals adopting a cooperation strategy
remains unchanged.

The individual payoff is characterized as follows:

TABLE 1 Rules of cooperative evolution in network structure.

Color Previous round strategy Current round strategy

Blue Cooperate Cooperate

Red Defect Defect

Green Defect Cooperate

Yellow Cooperate Defect
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pxy � pxpyR + 1 − px( )pyT + px 1 − py( )S + 1 − px( ) 1 − py( )P
(1)

The average revenue is as follows:

rx � ∑Ωx| |

y�1
pxy/ Ωx| | (2)

where |Ωx| is the number of neighbors of node x.
The expected outcome is related to the number of initial

cooperators, the size of the group, the magnitude of the defection
payoff, and the network’s topological structure. Subsequently,
targeted improvements in parameter settings, as well as the
magnitude of imposed incentives, expected rewards, and
punishments, will also affect the final evolutionary outcome.

2.5 Paramter settings

The previous section introduced the algorithms of game theory;
now we will begin to set initial values for the relevant parameters of
network initialization, representing their meanings and ranges.

1) Num—nodes: It represents the total number of nodes in the
network, which is also the scale of the gaming group, and its
value range varies slightly depending on the network;

2) Initial—cooperation: It represents the initial probability of
cooperation, with a value range between 0% to 100%;

3) Defection—award: It represents the defection payoff, with a
value range between 0 to 10;

4) In models with incentive mechanisms, there are also
parameters for reward and punishment.

Table 2 displays the experimental parameters and their
value ranges.

3 Topology reconstruction of railway
internet of things based on
cooperative benefits

3.1 Network state initialization

Initializing the network requires setting the network’s state
information vector to the topological environmental state. The

following description details how to convert the IoT topology
structure into the corresponding environmental state vector, as
shown in Figure 1. It is essential to reduce the storage space of
the topology structure for large-scale topologies. First, the
topology structure is converted into an adjacency matrix, an
operation frequently used in other IoT applications. In this
paper, by analyzing the network topology structure and
optimization action operations, it is found that only network
nodes within each other’s communication range can have a
connection relationship. Therefore, information from other
nodes within the node’s communication range is of
significant value. As shown in Figure 1, node a’s upper
triangular relationship is [1, 0, 0, 0], but since a is not within
the communication range of c and d, the only effective position
is b with [1]; similarly, node b has no connection with node d
and node e, so its effective position is c with [1]; node c’s
effective position is d with [1]; node d’s effective position is a
with [1], and node d has no effective position because it only
considers the upper triangular matrix. In summary, finally, the
topology is linked in the order of the adjacency matrix numbers
to form an environmental vector of [0, 1, 1, 1].

3.2 Initialization of network edge weights

In the analysis of complex networks, the degree of a node
plays a fundamental and crucial role. BA scale-free networks [17]
typically exhibit scale-free characteristics, with a degree
distribution that follows a power-law rule, indicating that
most nodes in the network have only a few connections, while
a small fraction of nodes have a large number of connections. In
the context of cooperative and competitive relationships between
nodes, the most important factor is the expected benefit of
cooperation with neighbors. According to the clustering effect
reflected in Ref. [18], it is known that the more neighbors a node
has, the easier it is to form a cluster, so nodes with a higher degree
may often generate better benefits over time. This paper assigns
weights to each edge in the network by calculating the absolute
difference in the expected benefits of node cooperation, thereby
characterizing the similarity between nodes, and using the
magnitude of edge weights to measure whether nodes have
the conditions for reconnection, as shown in the
following formula:

wij � ri − rj
∣∣∣∣ ∣∣∣∣ (3)

TABLE 2 Experimental parameters and their value ranges.

Network structure
parameters

Parameter meaning Random
network

BA scale-free
network

WS small-world
network

Num-nodes Total Number of Network Nodes,
Initial

500 1,000 1,500

Initial-cooperation Cooperation Probability 0–1 0–1 0–1

Defection-award Defection Reward B B B

Reward Reward R R R

Punishment Punishment P P P
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where ri represents the degree value of node vi, and wij represents
the weight of edge (vi, vj). The larger the weight value of the edge,
the greater the difference between the two endpoints of that edge.

3.3 Edge selection strategy

To enhance the stability of the network, the strategy for selecting
edges to swap is to disconnect edges with a large difference in
expected benefits, while nodes with similar benefit values are more
likely to connect with each other. The algorithm proposed in this
paper assigns weights to each edge using Formula 3, and when
selecting edges for reconnection, the decision is based on the weight
of the edges. The probability of choosing two edges is directly
proportional to the weight of the edges, following the rule as stated.

Πij � wij∑
u,v( )∈E

wuv
(4)

According to Formula 4, edges with larger weights have a higher
probability of being selected, and these edges typically connect two
nodes with a large deviation in benefit values. Therefore, the
algorithm can quickly identify the edges with larger differences
and then select the two edges with the highest edge weights
(requiring at least four nodes and two edges for disconnection
and reconnection), and reconnect their endpoints. This can
eliminate the benefit gap and rapidly enhance the stability of
the network.

3.4 Node homophily

Homophily can analyze and understand the connection
preferences between nodes, which is the phenomenon that
similar nodes tend to connect with each other. Connection
preferences also stem from the attributes of nodes, such as
routing frequency, bandwidth, climatic environment, antenna
technology, etc. This can help designers optimize network
structures and improve network efficiency and performance.
According to Formula 5, prioritize the reconnection operation of

four distinct nodes connected by two edges with larger weights.
According to the benefit values, the four nodes are sorted in non-
decreasing order, i.e., r1 ≥ r2 ≥ r3 ≥ r4. Then, there are three ways for
the reconnection mechanism to connect these four nodes: (1)
(vr(1), vr(2)) and (vr(3), vr(4)) ; (2) (vr(1), vr(3)) and (vr(2), vr(4)); (3)
(vr(1), vr(4)) and (vr(2), vr(3)).Therefore, this paper determines the
optimal connection method between nodes by comparing the
changes in the homophily coefficient of the three edge
connection methods.

The homophily coefficient is an indicator that measures the
similarity or difference in connections between nodes in a network.
Choosing the reconnection method that results in the smallest
change in the homophily coefficient can be considered optimal.
The homophily coefficient reveals the preference for connections
between nodes in the network.When nodes with higher connectivity
in the network tend to connect with other nodes of similar
connectivity, the network is referred to as a homophilous
network. As shown in Formula 6.

ρ � 1 −
∑
i,j( )∈E

ri − rj( )2
∑N
i�1
r3i − 1

2M ∑N
i�1
r2i( )2 (5)

where ri represents the expected benefit value of node vi , N
represents the number of nodes in the network, and M
represents the number of edges in the network.

Since the reconstruction mechanism in this paper does not
change the degree values of the nodes during the reconnection

process. Therefore, ∑N
i�1
r3i − 1

2M(∑N
i�1
r2i )2 is a constant during the

calculation process. The network’s homophily coefficient is only
related to the square of the difference in degree values at the two
endpoints of each edge. Consequently, the difference in the
homophily coefficient for the three edge connection methods is
as shown in Formulas 6–8.

ρ 1( ) − ρ 2( ) �
2 r 2( ) − r 3( )( ) r 1( ) − r 4( )( )

∑N
i�1
r3i − 1

2M ∑N
i�1
r2i( )2 ≥ 0 (6)

FIGURE 1
The state information vector of the network is transformed into the state of the topological environment.
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ρ 2( ) − ρ 3( ) �
2 r 1( ) − r 2( )( ) r 3( ) − r 4( )( )

∑N
i�1
r3i − 1

2M ∑N
i�1
r2i( )2 ≥ 0 (7)

ρ 1( ) − ρ 3( ) �
2 r 2( ) − r 4( )( ) r 1( ) − r 3( )( )

∑N
i�1
r3i − 1

2M ∑N
i�1
r2i( )2 ≥ 0 (8)

From Formulas 6–8, it can be seen that ρ(1) ≥ ρ(2) ≥ ρ(3) , which
means that the first reconnection method will cause the greatest
increase in homophily. Therefore, this paper performs the
reconnection operation based on the first method of edge
connection, which is to sort the four nodes selected by edge
weight in non-increasing order according to their degree values,
creating two edges between nodes with similar game-theoretic
benefits. Similarly, during the reconnection process, the network
is not allowed to have duplicate edges and self-loops, and the
network must remain connected. Additionally, this paper uses
the collective cooperation rate to judge the cooperative
performance of the network after reconnection; if the network
cooperation increases, the reconnection operation is maintained,
otherwise, the reconnection operation is undone.

4 Experimental simulation

4.1 Reconstruction network statistical
indicator test

The experiment is conducted using the python, where the network
is modeled as a weighted graph and evolves according to the method by
Nowak and May in reference [19]. This method places “agents” in a
two-dimensional spatial array to explore the changing spatial patterns of
nodes. In this paper’s experiment, the two-dimensional grid space is
replaced with a more three-dimensional BA scale-free network. In the
model, when a reward system is implemented to encourage cooperative
behavior, the utility function of cooperators is enhanced, manifested as
an additional reward, while the utility function of individuals adopting a
defection strategy remains unchanged. Similarly, when the model
adopts punitive measures to sanction defection, the utility function
of defectors will suffer a loss, specifically reflected in the deduction of a
fixed amount P as a penalty. In this case, the utility function of
individuals choosing a cooperative strategy remains unchanged. The
specific value is set toR � 1,T � b, S � 0,P � 0.At the beginning of the
experiment, an initial probability of cooperation is randomly assigned to
each node in the network graph. The evolutionary game strategy
introduced in Chapter 1 is then used for calculations, with the
defection payoff set to b = 1.2 and the time step MCS = 5,000.
Subsequently, the network begins to evolve. After the network
reaches a preliminary state of stability, reconnection operations are
performed based on the average payoff of each node using the algorithm
from Figure 2, and the reconnected network undergoes degree
distribution testing and natural connectivity testing.

The degree distribution in a communication network describes
the probability distribution of the number of connections (degree) of
various nodes within the network, such as routers, switches, and
terminal devices. This distribution influences the efficiency of
communication within the network.

Through the simulation analysis of the optimization of complex
network topological structures, the following basic conclusions can
be drawn:

1) The simulation analysis has verified the effectiveness and
feasibility of the complex network topology optimization
model and the solution model. As the topological structure
continues to be optimized, the natural connectivity value
continuously increases, indicating that the network’s
resilience to destruction is constantly strengthening.

2) By comparing the results of Figures 3A, B, it can be observed
that the degree distribution of the network has changed after
optimization, where nodes with high degree values and those
with low degree values have gradually decreased, while nodes
with a moderate degree (around 74) have significantly
increased. This results in the entire network’s cooperation
rate being in an optimal state, possibly because a very high
degree value can lead to traffic congestion, which is not
conducive to collective interests; too low a degree value can
also affect the decrease in selfish benefits of individual entities.
Therefore, the reconnection edge strategy in this paper serves
as the best way to balance the interests of individuals and the
collective.

3) Analyzing the relationship between natural connectivity and the
number of evolutionary generations, as well as the relationship
between fitness values and the number of evolutionary
generations, as depicted in Figures 4, 5, reveals a common
pattern. It is evident that both of these metrics increase with
the increase in the number of evolutionary generations. This
suggests that nodes with higher degrees are more likely to form
new connections with other nodes that also have high degrees.

4.2 Robustness analysis

The purpose of complex network topology optimization is to
enhance the network’s resilience. The analysis mentioned above
establishes a topology optimization model using natural
connectivity as a measure of network resilience, significantly
improving the network’s resistance to destruction. Here, two types
of strategies are adopted: random (node and edge removal) attacks
and malicious (node and edge removal) attacks. These are
implemented before and after the optimization of complex
network topologies to analyze the changes in network resilience, as
shown in Figures 6–9.

Through simulation analysis, it is known that complex network
topologies before and after optimization exhibit the following
characteristics when facing different attack strategies:

1) In the random node removal attack strategy (Figure 6), the
optimized network’s resistance to attacks is higher than the
resistance before optimization, mainly reflected in the slower
decline in network resilience as the proportion of node
removal increases. Analyzing the network’s topological
structure, using the average degree as a dividing line, the
proportion of nodes with low degrees in the optimized
network increases, while the proportion of nodes with high
degrees decreases. Therefore, under the random attack
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strategy, the average probability of low-degree nodes being
attacked in the optimized network is higher than that of high-
degree nodes, and the impact of low-degree nodes on network
resilience is also smaller, thus demonstrating stronger
resistance to attacks.

2) In the random edge removal attack strategy (Figure 7), the
network’s resistance to attacks is similar before and after
optimization, and it is only when the edge removal ratio
exceeds approximately 0.6 that the optimized network’s
resistance to attacks shows a slight improvement.

FIGURE 2
Demonstration framework for optimization algorithms based on game reconnection mechanism.

FIGURE 3
Compared Degree Distribution between no optimized network (A) and optimized network (B).
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3) In the degree-based node removal attack strategy (see Figure 8),
where nodes are removed in descending order of degree, the
optimized network exhibits poorer resilience against this attack
method. The removal of a small number (about 10%) of high-
degree nodes leads to a significant decrease (about 40%) in
network resilience, almost paralyzing the network; whereas the
network before optimization demonstrates relatively stronger
resilience against such attacks.

4) In the betweenness-based edge removal attack strategy (see Figure
9), where edges are removed in order of their betweenness
centrality, the optimized network shows relatively stronger
resilience against this attack method. The removal of a
minority (about 20%) of edges with high betweenness has a
limited impact on network resilience. The analysis attributes this
to the tendency of low-degree nodes in the optimized network to
connect with high-degree nodes, which results in the edges
connecting high-degree nodes also having relatively high
betweenness, thus the edges have stronger redundancy.

FIGURE 4
The relationship between natural connectivity and evolutionary
generations.

FIGURE 5
The relationship between fitness value and evolutionary
generations.

FIGURE 6
Comparison of random node removal attack and initial
connectivity.

FIGURE 7
Comparison of random edge removal attack and initial
connectivity.

FIGURE 8
Comparison of degree-based node removal attack and initial
connectivity.
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Conversely, for the network structure before optimization, the
situation is the opposite.

This paper considers attack strategies, which belong to the dynamic
optimization of network topological structures. The optimized network
has enhanced resilience against node removal attacks.

5 Conclusion

This paper introduces a rewiring strategy based on node game
payoff, which assigns initial cooperation rates to nodes through
cooperative game play, and adjusts cooperation benefits during
dynamic interactions. It introduces reward and punishment
mechanisms to achieve average payoff. In this process, each
network node not only makes decisions based on its own payoff
but also considers the collective intelligence synergy of the entire
network to achieve overall optimization. Building on this, the
paper uses the average payoff between nodes for rewiring and
evaluates the rewiring effect with the collective cooperation rate.
The experimental results show that the optimization algorithm
proposed in this paper performs better in terms of the proportion
of nodes in natural connectivity and robustness indicators when
subjected to attacks such as random node attacks, random edge
attacks, degree centrality attacks, and betweenness centrality
attacks on the multi-layer network topology of the Internet of
Things (IoT) in the railway sector. It is also found that the network
exhibits poor resistance to attacks when facing degree-based node
removal attacks. Therefore, in practical applications, it is necessary
to choose different network topological structures based on the
specific real threats faced. In conclusion, the research findings of
this paper provide a reference for achieving rapid networking,
efficient transmission, and secure and stable operation of
communication in the IoT for the railway sector.

Data availability statement

The original contributions presented in the study are included in
the article/supplementary material, further inquiries can be directed
to the corresponding author.

Author contributions

FW: Formal Analysis, Methodology, Software, Validation,
Writing–original draft, Writing–review and editing. KS:
Investigation, Methodology, Software, Validation,
Writing–original draft, Writing–review and editing. BL:
Conceptualization, Funding acquisition, Investigation,
Writing–review and editing. JY: Conceptualization, Supervision,
Validation, Writing–review and editing. WB: Software,
Supervision, Validation, Writing–original draft, Writing–review
and editing.

Funding

The author(s) declare that financial support was received for
the research, authorship, and/or publication of this article. This
paper Supported by the Scientific Funding for China Academy of
Railway Sciences-Corporation Limited (Nos 2023YJ125 and
2021YJ183), China Postdoctoral Science Foundation (No.
2021M692400), Fundamental Research Program of Shanxi
Province (No. 202203021221017), the special fund for Science
and Technology Innovation Teams of Shanxi Province (No.
202204051002015), and Key Laboratory of Complex Systems
and Data Science of Ministry of Education. The funder was
not involved in the study design, collection, analysis,
interpretation of data, the writing of this article, or the
decision to submit it for publication.

Conflict of interest

Authors BL, JY, and WB were employed by China Academy of
Railway Sciences Company Ltd.

The remaining authors declare that the research was conducted
in the absence of any commercial or financial relationships that
could be construed as a potential conflict of interest.

Publisher’s note

All claims expressed in this article are solely those of the authors
and do not necessarily represent those of their affiliated organizations,
or those of the publisher, the editors and the reviewers. Any product
that may be evaluated in this article, or claim that may be made by its
manufacturer, is not guaranteed or endorsed by the publisher.

FIGURE 9
Comparison of betweenness-based edge removal attack and
initial connectivity.
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This paper investigates the decision-making behaviors of opinion leaders and
netizens in the context of uncertain information dissemination with the aim of
effectively managing online public opinion crises triggered by major sudden
events. The decision-making behaviors of opinion leaders are categorized into
positive and negative guidance, while those of netizens are classified into
acceptance and nonacceptance. Using an evolutionary game model, this
study introduces random factors to examine their influence on the decision-
making processes of both groups. A stochastic evolutionary game model is
constructed to analyze the behaviors of opinion leaders and netizens in the
context of uncertain information dissemination. The evolutionary stability
strategies and stochastic evolutionary processes of the model are analyzed
based on the theory of Itô stochastic differential equations. The impacts of
key variables such as random disturbances, the degree of psychological
identification of netizens with opinion leaders, and the intensity of
government penalties for those spreading negative information are examined
through numerical simulations. The findings indicate that opinion leaders evolve
to make stable strategies more rapidly than netizens do; random disturbances
slow the evolution of stable strategies for both groups but do not alter their
strategic choices; a higher degree of psychological identification increases the
likelihood of netizens adopting the views of opinion leaders; and as punitive
measures intensify, both opinion leaders and netizens are inclined to choose
strategies of positive guidance and acceptance. The results of this study offer
theoretical insights and decision-making guidance for future government
strategies for managing similar online collective behaviors.

KEYWORDS

stochastic evolution game, opinion leaders, psychological identification, random
disturbance, netizens

1 Introduction

The emergence of major emergencies can cause great damage to the lives and property
of governments and the public. For example, the 6.2 magnitude earthquake that struck
Gansu Province, China, on 18December 2023 and the 7.4 magnitude earthquake that struck
off the west coast of Honshu, Japan, on 1 January 2024 resulted in a considerable loss of life

OPEN ACCESS

EDITED BY

Dun Han,
Jiangsu University, China

REVIEWED BY

Jun Tanimoto,
Kyushu University, Japan
Hui-Jia Li,
Nankai University, China

*CORRESPONDENCE

Bowen Li,
dr_lbw@163.com

RECEIVED 17 February 2024
ACCEPTED 11 June 2024
PUBLISHED 11 July 2024

CITATION

Ma L, Li B and Wang J (2024), Dynamic
evolutionary analysis of opinion leaders’ and
netizens’ uncertain information dissemination
behavior considering random interference.
Front. Phys. 12:1387312.
doi: 10.3389/fphy.2024.1387312

COPYRIGHT

©2024Ma, Li andWang. This is an open-access
article distributed under the terms of the
Creative Commons Attribution License (CC BY).
The use, distribution or reproduction in other
forums is permitted, provided the original
author(s) and the copyright owner(s) are
credited and that the original publication in this
journal is cited, in accordance with accepted
academic practice. No use, distribution or
reproduction is permitted which does not
comply with these terms.

Frontiers in Physics frontiersin.org01

TYPE Original Research
PUBLISHED 11 July 2024
DOI 10.3389/fphy.2024.1387312

179

https://www.frontiersin.org/articles/10.3389/fphy.2024.1387312/full
https://www.frontiersin.org/articles/10.3389/fphy.2024.1387312/full
https://www.frontiersin.org/articles/10.3389/fphy.2024.1387312/full
https://www.frontiersin.org/articles/10.3389/fphy.2024.1387312/full
https://www.frontiersin.org/articles/10.3389/fphy.2024.1387312/full
https://crossmark.crossref.org/dialog/?doi=10.3389/fphy.2024.1387312&domain=pdf&date_stamp=2024-07-11
mailto:dr_lbw@163.com
mailto:dr_lbw@163.com
https://doi.org/10.3389/fphy.2024.1387312
https://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/journals/physics
https://www.frontiersin.org
https://www.frontiersin.org/journals/physics
https://www.frontiersin.org/journals/physics#editorial-board
https://www.frontiersin.org/journals/physics#editorial-board
https://doi.org/10.3389/fphy.2024.1387312


and extensive property damage. The harm caused by major
emergencies is not only limited to the impact of the event itself
but also to the various secondary impacts it causes, which can also
hinder the smooth operation of society. Sometimes, the damage
caused by secondary impacts may even exceed the damage caused by
the major emergency itself. With the continuous iteration of internet
technologies, the internet is gradually emerging as the predominant
conduit through which the general public obtains information.
Individuals within society can conveniently access platforms such
as Facebook, X (Twitter), TikTok, Weibo, and WeChat through
computers or mobile devices at any time and from any location to
acquire information of interest and engage in real-time
communication and interaction with others. Therefore, when a
major emergency occurs in a certain place, netizens can obtain
all kinds of related information quickly andonduct information
exchange around it. However, because major emergencies are
characterized by randomness, wide coverage, uncertain duration
and a large degree of harm, relevant departments are unable to
publish all the information related to major emergencies in a timely
and effective manner, resulting in a large amount of unsubstantiated
and uncertain information on social platforms. If opinion leaders
choose to guide netizens negatively for certain purposes, netizens
will make incorrect judgments after adopting the information, thus
spreading panic and even triggering online public opinion crises
resulting in mass incidents. This will not only cause great obstacles
to relevant government departments in dealing with major
emergencies, but also have a negative impact on the prosperity
and stability of society. Therefore, analyzing the decision-making
behaviors of opinion leaders and netizens in the dissemination of
uncertain information to identify strategic choices that can
contribute to the smooth operation of society are highly
important for preventing and controlling online public opinion
crises triggered by major emergencies.

Based on the summary and combination of previous studies, to
analyze the decision-making behaviors of opinion leaders and
netizens in uncertain information dissemination after major
emergencies occur, this paper combines stochastic analysis theory
with an evolutionary game model. First, we take opinion leaders and
netizens as research objects and construct an evolutionary game
model between them. Second, considering that random factors from
the internal or external environment affect decision-making
behavior, Gaussian white noise is introduced on the basis of the
evolutionary game model to construct a stochastic evolutionary
game model between opinion leaders and netizens. Again, the
stochastic evolutionary game model is solved, the conditions
when the model reaches a stable state are analyzed, and the
numerical solution of the equilibrium solution of the model is
solved using stochastic Taylor expansion. Finally, the model is
numerically simulated using MATLAB 2017b to analyze the
effects of different variables on the model evolution process.

The main contributions of the research reported in this paper
are as follows: 1) Considering that after the occurrence of major
emergencies, opinion leaders and netizens are the main actors in the
dissemination of uncertain information in social platforms.
Therefore, we study the decision-making behavior of opinion
leaders and netizens. 2) When constructing the model, we took
into account that netizens may not fully trust the statements released
by opinion leaders. Therefore, we included netizens’ psychological

identification with opinion leaders in the model. 3) Compared to
other scholars’ research on the decision-making behaviors of
different groups in the process of uncertain information
dissemination, this paper incorporates random disturbance
factors into the model construction. The random disturbance
factors not only includes the bounded rationality of opinion
leaders and netizens but also reflects the complexity of the real
world and the impact of random interference factors on their
decision-making process. This paper introduces Gaussian white
noise into the construction of the evolutionary game model of
opinion leaders and netizens. In this way, this paper depictes the
evolution of decision-making behaviors of opinion leaders and
netizens in the process of uncertain information dissemination
more realistically. The research in this paper provides the
corresponding theoretical basis and decision-making reference for
the future exploration of the decision-making behavior of opinion
leaders and netizens in uncertain information dissemination in the
context of major emergencies.

2 Related work

The embryonic form of evolutionary game theory was initially
applied by biologists in research pertaining to the species evolution
of animals and plants. It was not until 1973 that the evolutionary
stability strategy proposed by Smith et al. [1] marked the
formalization of evolutionary game theory. Evolutionary game
theory is widely used in sociology, management, cybernetics,
biology and other disciplines because it does not require game
subjects to be completely rational, and the information between
game subjects is not fully disclosed. Wölfl et al. [2] used the
evolutionary game model to study the evolution of cancer. Li
et al. [3] analyzed the decision-making behaviors of the
government, online media and netizens in the process of
disinformation dissemination by constructing a three-party
evolutionary game model. Wang et al. [4] analyzed the decision-
making behaviors of workers, platforms and requesters in spatial
crowdsourcing based on an evolutionary game model. Wu et al. [5]
studied the behavior of enterprises facing energy transition in the
carbon trading market. Shi et al. [6] studied decision-making
behaviors among the government, service providers and elderly
people in a smart aging system. Sun et al. [7] studied the decision-
making behavior of civil aviation and high-speed rail under a carbon
trading price. Shi et al. [8] studied the behavior of the government,
automotive suppliers and logistics companies in the context of green
transition. As Perc et al. [9] and Tanimoto et al. [10] explored
whether the emergence of random disturbances will affect the
payoffs of the game system. Different game subjects in a real
environment are affected by the uncertainties they experience or
by the external environment, which results in great uncertainty in
decision-making behavior among game subjects. Therefore, some
scholars have combined stochastic analysis theory with evolutionary
game theory, introduced Gaussian white noise into the construction
of models, and constructed stochastic evolutionary game models.
For example, Mo et al. [11] suggested that random factors interfere
with the decision-making behavior of game subjects and constructed
a stochastic evolutionary game model to study the decision-making
behavior of different game subjects in the online car market. Kang
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et al. [12] constructed a stochastic evolutionary game model among
multinational corporations, international dealers and the
government. Xie et al. [13] contructed the model to study the
behavior of market regulators and risky units in electricity
markets. Du et al. [14] constructed an evolutionary game model
between e-commerce firms and banks without considering the
interference of stochastic factors and a stochastic evolutionary
game model considering the interference of stochastic factors.
Scatà et al. [15] used the stochastic evolutionary game model to
investigate the cooperation mechanism between humans.

Scholars in various countries have carried out related research
from various perspectives against the background of major
emergencies. Among them, some scholars have studied the
impact of major emergencies. Mos et al. [16] believe that major
emergencies can cause enormous financial risks and economic
losses. Cheng et al. [17] analyzed the oil price data of the month
whenmajor emergencies occurred from 2009 to 2020 and found that
major emergencies in major economies around the world would
seriously affect international oil prices. Some other scholars, studied
the behavior of different types of actors after major emergencies. For
example, Jia et al. [18] constructed a stochastic evolutionary game
model based on the Moran process to study the effects of different
game actors on prevention and control behavior in public health
emergencies. Using game theory, Özkaya et al. [19] investigated the
effect of self-isolation on the spread of COVID-19. Salarpour et al.
[20] used COVID-19 as a background for a game-theoretic study of
the behavior of countries in the supply of medical supplies at
different stages. Wang et al. [21] studied the dispatching
behavior of relief supplies after a major emergency. Meanwhile,
some scholars conducted research about online public opinion
caused by major emergencies. Wei [22] used the theory of heat
conduction to study the propagation behavior of online public
opinion after major emergencies. Chen et al. [23] argue that the
topics that are widely discussed over time will generate new sub
topics which will combine with existing public opinion to form
multidimensional new public opinion. Lu et al. [24] argue that
netizens pay limited attention to different events occurring at the
same time and do not pay attention to all the information. Apuke
et al. [25] argued that factors such as altruism, quality of
information, and netizens’ thirst for information determine
whether false information will be spread on social media. Chew
et al. [26] argued that relevant government departments can utilize
online social media platforms to disseminate truthful information
related to major emergencies, thereby reducing public panic. Yu
et al. [27] argued that when there is a major emergency, spreading
false information related to the event will increase public panic.
Zhang et al. [28] argued that in major emergencies, the identity and
social influence of opinion leaders have a positive effect on the
efficiency of crisis information dissemination. Guan et al. [29]
argued that information released by opinion leaders with a
certain social status is more likely to be adopted by netizens, and
in most cases, the gender factor does not affect netizens’ decision-
making behavior. Alvarez-Galvez [30] argues that even if a message
is not adopted by the majority of netizens, they will choose to adopt
the message when a central opinion leader supports the message.
Parsegov et al. [31] argue that netizens are able to discuss topics of
interest in social networks and form clusters of different types
of networks.

In past research on different actors after major emergencies
occurred, few scholars have studied decision-making behavior in the
process of uncertain information dissemination. Based on previous
research, this paper combines stochastic analysis theory with
evolutionary game models to analyze the decision-making
behavior of opinion leaders and netizens in uncertain
information dissemination after major emergencies occur.
Considering that random factors from internal or external
environments can affect the decision-making behavior of both
parties, we construct a stochastic evolutionary game model
between 2 research objects, opinion leaders and netizens, by
introducing Gaussian white noise. This study provides theoretical
basis and decision-making reference for exploring the decision-
making behavior of opinion leaders and netizens in uncertain
information dissemination under the background of major
emergencies in the future.

3 Construction of the evolutionary
game model

The workflow comprises four key steps: 1) Defining game
subjects and their decision-making behaviors; 2) Constructing the
model; 3) Computing equilibrium solutions; 4) Analyzing
evolutionary stability strategies. Organizational diagram of the
current study as shown in Figure 1.

3.1 Basic assumptions and notation

In the era of new media, the public can use social platforms to
obtain information triggered by major emergencies worldwide, but
due to the diverse forms, large quantities and rich content of
network information, it is impossible for the public to grasp all
the information. Therefore, the public can watch the audio and video
of video bloggers, live broadcasts of anchors, and information
organized by self-media to obtain rapid access to relevant
information. This paper defines video bloggers, anchors, self-
media outlets and other people who have a certain degree of
discourse power and are able to influence and shape the opinions
of others through their own speech or behavior as opinion leaders.
The members of the public who can use online social media
platforms to obtain information are defined as netizens. Based on
this, this paper defines opinion leaders and netizens as the main
actors in the process of disseminating uncertain information after
major emergencies. Both of them are limited rational participants
with learning ability; in the case of incomplete information, they
cannot judge whether the choices they make can maximize the
benefits the first time, but due to their learning ability, they canmake
choices toward the strategy of maximizing the benefits in the process
of learning continuously.

After major emergencies occur, opinion leaders need to integrate
and sort out the relevant information related to major emergencies
and propose their own views for netizens to adopt to gain attention.
Since opinion leaders have the right to speak, which leads to their
remarks being able to guide netizens’ thoughts, the gaming strategy
of opinion leaders can include positive guidance (by investigating
the relevant events and releasing the real information about the
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events) or negative guidance (by rumor mongering, releasing
unconfirmed and false information, stirring up the netizens’
emotions, and other means to make profits). The netizens’ game
strategies include adopting or not adopting the opinions published
by opinion leaders. Upon combinations of the above game strategies,
the resultant scenarios encompass: (positive guidance, adoption),
(negative guidance, adoption), (positive guidance, nonadoption),
and (negative guidance, nonadoption).

This paper is based on the literature [32]. The following
assumptions are made for this evolutionary game model:

(1) The probability that an opinion leader chooses posotive
guidance or negative one is x and 1-x; the probability that
a netizen chooses to adopt or not is y and 1-year, respectively.

(2) Neitziens’ psychological identification with opinion leaders is λ(0
< λ < 1). In this paper, it is argued that netizens’ psychological
identity toward opinion leaders is a kind of trust relationship
formed after netizens pay attention to the remarks of opinion
leaders for a long time; when the identity degree is zero, it means
that netizens have no trust in opinion leaders; and when the
identity degree is one, it means that netizens have complete trust
in opinion leaders.

(3) When the opinion leader provides positive guidance, they will
investigate and collect evidence on a series of uncertain
information triggered by major emergencies, the cost of
investigation will be C1, and the public speech from the
opinion leader will be M1; if the netizens adopt the speech
from the opinion leader’s positive guidance, then the opinion
leader will receive the benefit of I1. When the opinion leader
leads negatively, since he or she publishes false information
and does not verify the uncertain information, he or she does
not pay investigation costs, and the published speech is M2.
However, since negative guidance is more capable of stirring
up netizens’ emotions, leading to netizens’ panic or increasing
conflict between netizens and the government, there is a
probability of π for the opinion leader to be punished by
the government, and the punishment is L2. If the netizen adopts
the speech published by the opinion leader under negative
guidance, the opinion leader receives the benefit of I2. As long
as negatively guided speech is not adopted, the opinion leader
loses L1 due to a decrease in his or her popularity.

(4) When netizens agree with the opinion leader’s speech, they
will pay the cost of time and energy C3 and the cost of judging
the relevant speech (1-λ) C4. Meanwhile, they will also have a
certain sense of satisfaction and participation, I3 and I4,
respectively, and I4 > I3 because the speech in negative
steering was more appealing. If netizens adopt positively
guided speech, they will have a positive gain λM1; if
netizens adopt negatively guided speech, they will have a

negative gain λM2 because the speech is not true but false and
harmful information (recorded as −λM2 in the modeling
operation). When netizens do not adopt any remarks of
opinion leaders, they will experience panic (C2) because
they are in a state of information vacuum.

The above parameters C1, C2, C3, C4, I1, I2, I3, I4, L1, L2,M1,M2,
π, λ are all greater than 0, where 0≤ x≤ 1, 0≤y≤ 1, 0≤ π ≤ 1,
0< λ< 1, I4 > I3.

3.2 Benefits matrix analysis

Based on the assumptions above, we can examine that when
netizens adopt the positive guidance of opinion leaders, the total
profit of the opinion leader is composed of their own
investigation cost C1 and the profit obtained from netizens’
adoption I1, the gain of opinion leaders is −C1 + I1; the total
profit of netizens is composed of their own time and effort cost
C3, the cost of judging the statements released by opinion leaders
(1-λ) C4 and the profit from obtaining true information from
opinion leaders, as well as the satisfaction and sense of
participation gained from participating in the discussion of
uncertain information λM1 +I3 -(1-λ) C4 -C3. In this way,
when netizens adopt the negative guidance of opinion leaders,
the total profit of the opinion leader is I1 +I2 -πL2 and the total
profit of netizens is -λM2 +I4 -C3 -(1-λ) C4. When netizens do not
adopt the positive guidance of opinion leaders, the gain of
opinion leaders is −C1 − L1, and the gain of netizens is −C2.
When netizens do not adopt the negative guidance of opinion
leaders, the gain of opinion leaders is −πL2 − L1, and the gain of
the netizen is −C2. The gain matrix is shown in Table 1.

Combining the benefit matrix in Table 1, let the expected benefit
of opinion leaders choosing positive guidance be U11, the expected
benefit of opinion leaders choosing negative guidance be U12, and
the average benefit of opinion leaders be U1; then, U11, U12, and U1,
respectively:

U11 � y −C1 + I1( ) + 1 − y( ) −C1 − L1( ) � y I1 + L1( ) − C1 + L1( )
(1)

U12 � y I1 + I2 − πL2( ) + 1 − y( ) −πL2 − L1( )
� y I1 + I2 + L1( ) − πL2 + L1( ) (2)

U1 � xU11 + 1 − x( )U12

� −xyI2 + x πL2 − C1( ) + y I1 + I2 + L1( ) − πL2 + L1( ) (3)

Based on Eqs 1–3, it can be obtained that, the replication
dynamic equation for opinion leaders’ choice of positive guidance
strategy is:

TABLE 1 Gain matrix of the two-party game between opinion leaders and netizens.

Internet user

Acceptance Nonacceptance

Opinion leader Positive guidance (-C1 +I1, λM1 +I3 -(1-λ) C4 -C3) (-C1 -L1, -C2)

Negative guidance (I1 +I2 -πL2, -λM2 +I4 -C3 -(1-λ) C4) (-πL2 -L1, -C2)
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F x( ) � dx

dt
� x U11 − U1( ) � x 1 − x( ) U11 − U12( )

� x 1 − x( ) −yI2 + πL2 − C1( ) (4)

Similarly, let the expected benefit of the netizen’s choice to adopt
be U21, the expected benefit of the netizen’s choice not to adopt be
U22, and the average benefit of the netizen be U2; then, U21, U22, and
U2, respectively:

U21 � x λM1 + I3 − 1 − λ( )C4 − C3[ ]
+ 1 − x( ) −λM2 + I4 − 1 − λ( )C4 − C3[ ] (5)

U22 � x −C2( ) + 1 − x( ) −C2( ) � −C2 (6)
U2 � yU21 + 1 − y( )U22

� xy λM1 + I3 − 1 − λ( )C4 − C3[ ]
+ 1 − x( )y −λM2 + I4 − 1 − λ( )C4 − C3[ ] − 1 − y( )C2

� xy λM1 + I3 + λM2 − I4[ ]
+ y −λM2 + I4 − 1 − λ( )C4 − C3 + C2[ ] − C2 (7)

Based on Eqs 5–7, it can be obtained that, the replication
dynamic equation for netizens’ choice of adoption strategy is:

F y( ) � dy

dt
� y U21 − U2( ) � y 1 − y( ) U21 − U22( )

� y 1 − y( ) x λM1 + λM2 + I3 − I4( ) − λM2 + I4[
− 1 − λ( )C4 − C3 + C2] (8)

4 Construction of a stochastic
evolutionary game model

4.1 Introduction of Gaussian white noise

Due to limitations, the above Eq. 4 considers only the expected
and overall benefits of opinion leaders adopting positive guidance
strategies and does not take into account the difference between the
benefits of opinion leaders adopting positive guidance and the
benefits of adopting negative guidance; therefore, the above Eq. 4
adjusted to:

dx

dt
� x −yI2 + πL2 − C1( ) (9)

The above Eq. 8 considers only the expected and overall benefits
of adopting an adoption strategy by netizens and does not take into
account the difference between the benefits of adopting and the
benefits of not adopting by netizens; therefore, the above Eq. 8
adjusted to:

dy

dt
� y x λM1 + λM2 + I3 − I4( ) − λM2 + I4 − 1 − λ( )C4 − C3 + C2[ ]

(10)
Considering that in the real world, opinion leaders and netizens

are influenced by uncertain factors caused by their own or external
environment, making their decision-making behavior highly
uncertain. Therefore, to better understand the influence of the
random perturbation term on the decision-making behavior of
the game subjects, this section combines stochastic analysis

theory and introduces Gaussian white noise into the replication
dynamic equation of the evolutionary game between opinion leaders
and netizens Eqs 9, 10 in the game, i.e.,

dx t( ) � x t( ) −yI2 + πL2 − C1( )dt + σx t( )dw t( ) (11)

dy t( ) � y t( ) x λM1 + λM2 + I3 − I4( )
−λM2 + I4 − 1 − λ( )C4 − C3 + C2

[ ]dt + σy t( )dw t( )
(12)

where w(t) is a one-dimensional standard Brownian motion; dw(t)
is Gaussian white noise; when t> 0, the step size h> 0, and its
increment Δw(t) � wπ(t + h) − w(t) obeys the normal distribution
N(0, ��

h
√ ); σ refers to the intensity of the random perturbation; and

when σ is 0, the model is not affected by random disturbing factors.
The above equation is a one-dimensional Itô stochastic

differential equation containing a Gaussian random disturbance
term, which represents the replicated dynamic equations for opinion
leaders and netizens subjected to random perturbations.

Compared with the evolutionary game model between opinion
leaders and netizens constructed in literature [32], the stochastic
evolutionary game model between opinion leaders and netizens
constructed in this paper not only takes into account the impact of
known factors on both parties when making behavioral choices but
also considers the influence of uncertainties caused by themselves or
the external environment. After introducing Gaussian white noise,
the stochastic evolutionary game model differs from the ordinary
evolutionary gamemodel in the calculation of equilibrium solutions.
The ordinary evolutionary game is mathematically expressed based
on ordinary differential equations, while the stochastic evolutionary
game model is mathematically expressed based on stochastic
differential equations.

4.2 Existence and stability analysis of
equilibrium solutions

Analyze the existence and stability of equilibrium solutions for
stochastic evolutionary game models separately. Firstly, evaluate the
existence of equilibrium solutions. Lemma 1 below is a sufficient
condition for the solutions of stochastic differential equations to
satisfy existence and uniqueness.

Lemma 1. There is a stochastic process x � x(t), t≥ 0{ } satisfying
the Itô differential equation:

dx t( ) � f t, x t( )( )dt + g t, x t( )( )dw t( ),∀0≤ t≤T (13)

If f(t, x), g(t, x): [0, T] × R → R satisfies all of the following
conditions:

(1) The measurability condition, i.e., f(t, x), g(t, x) is binary
measurable, |f(t, x)| 12, |g(t, x)| ∈ L2T×R

(2) The Lipschitz condition, i.e., the existence of a constant H
such that |f(t, x) − f(t, y)| + |g(t, x) − g(t, y)|≤H|x − y|,
where ∀0≤ t≤T, x, y ∈ R;

(3) Linear growth bounded condition: There exists a positive
constant P such that |f(t, x)| + |g(t, x)|≤P(1 + |x|),
where ∀0≤ t≤T, x ∈ R;

(4) Initial conditions: x(t0) on Ft0 is measurable and
Ex2(t0)<∞.
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Then, there exists a unique process x � x(t), t≥ 0{ } satisfying
the Itô differential Eq. 13, and x(t) is adaptive; with respect to Ft0

being measurable, then Ex2(t0)<∞ and ∀0≤ t≤T.

Proposition 1. A stochastic differential equation has a unique
solution under x, y ∈ [0, 1], t ∈ [0, T].

Proof:

(1) Measurability condition

Rewrite the equations as dx(t) � fi(x,y)dt + gi (x, y)dw(t),
i � 1, 2, Among them,

f1 x, y( ) � x −yI2 + πL2 − C1( )
g1 x, y( ) � σx
f2 x, y( ) � y x λM1 + λM2 + I3 − I4( ) − λM2 + I4 − 1 − λ( )C4 − C3 + C2[ ]
g2 x, y( ) � σy

⎧⎪⎪⎪⎨⎪⎪⎪⎩ .

Clearly, f1(t, x), g1(t, x), f2(t, x) and g2(t, x) are continuous
at [0, 1] × [0, 1], and condition (1) holds.

(2) Lipschitz condition

Due to ∀x, x* ∈ [0, 1]:
f1 x, y( ) − f1 x*, y( )∣∣∣∣ ∣∣∣∣ � −yI2 + πL2 − C1

∣∣∣∣ ∣∣∣∣ x − x*| |≤ πL2 − C1| | x − x*| |
(14)

g1 x, y( ) − g1 x*, y( )∣∣∣∣ ∣∣∣∣ � σx − σx*| |≤ σ| | x − x*| | (15)

where |πL2 − C1| and |σ| are both positive constants. Assume
H � max |πL2 − C1|, |σ|{ }: Based on Eqs 14, 15, it can be obtained that,

max |f1(x, y) − f1 (x*, y) |, |g1 (x, y) − g1(x*, y)|{ } ≤ H |x − x*|,
therefore, when y ∈ [0, 1], the Eq. 11 satisfies the local Lipschitz

condition. Similarly, Eq. 12 also satisfies the local Lipschitz

condition. Thus, condition (2) holds.

(3) Linear growth bounded condition

For any x ∈ [0, 1]:
f1 x, y( )∣∣∣∣ ∣∣∣∣2 � −yI2 + πL2 − C1( )x∣∣∣∣ ∣∣∣∣2 ≤ πL2 − C1| |2 x| |2

≤ πL2 − C1| |2 1 + x| |2( ) (16)
g1 x, y( )∣∣∣∣ ∣∣∣∣2 � σx| |2 ≤ σ| |2 1 + x| |2( ) (17)

where |πL2 − C1|2 and |σ|2 are both positive constants, such that
P � max |πL2 − C1|2, |σ|2{ }, then: Based on Eqs 16, 17, it can be
obtained that, max |f1(x,y)|, |g1(x,y)|{ }≤P(1 + |x|2). Therefore,
the equation satisfies the linear growth bounded condition. Similarly,
the Eq. 12 also satisfies the linear growth bounded condition. Thus,
condition (3) holds.

(4) Initial conditions

The initial condition (4) clearly holds.
Thus, Proposition 1 is proved.
From Proposition 1, we can see that there is an equilibrium

solution in the stochastic evolution game model of opinion leaders
and netizens; i.e., under the premise of no Gaussian white noise
interference, opinion leaders and netizens can reach a consensus
with each other at the beginning and choose a strategy that meets

their own interests. However, in reality, with the passage of time and
changes in the internal or external environment, opinion leaders and
netizens may be affected by random interference, which changes
their decision-making behavior. For example, after a period of time
after a major emergency, as relevant investigations are conducted, an
increasing number of details are reported, and netizens are able to
obtain more information, which makes netizens quickly choose
whether to adopt or not to adopt the comments released by opinion
leaders. This random factor plays an important role in the original
decision-making behavior, and the random factor plays a crucial
role in the selection of the final stabilization strategies of opinion
leaders and netizens. Therefore, fully considering random factors is
more conducive to understanding the decision-making behaviors of
opinion leaders and netizens in real society.

Next, the stability of the equilibrium solution is analyzed based
on Lemma 2 below:

Lemma 2. Let the stochastic differential equation x � x(t), t≥ 0{ }
satisfy the solution of the Itô differential equation initial value problem:

dx t( ) � f t, x t( )( )dt + g t, x t( )( )dw t( ),∀t≥ 0, x t0( ) � x0 (18)
There exist continuous differentiable functions V(t, x) with

positive constants c1 and c2 such that c1|x|p ≤V(t, x)≤ c2|x|p.

(1) If there exists a positive constant γ such that
LV(t, x)≤ − γV(t, x), t≥ 0, then the Eq. 18 of the zero
solution of the pth order moment index is stable and holds
E|x(t, x0)|p ≤ (c2c1)|x0|pe−γt, t≥ 0.

(2) If there exists a positive constant γ such that
LV(t, x)≥ γV(t, x), t≥ 0, then the Eq. 18 of the zero
solution of the p-order moment index is unstable and
holds E|x(t, x0)|p ≥ (c2c1)|x0|pe−γt, t≥ 0.

Among others, LV(t, x) � Vt(t, x) + Vx(t, x)f(t, x) + 1
2g

2

(t, x)Vxx(t, x).

Proposition 2. For the Eq. 11, when c1 � c2 � 1,
p � 1, γ � 1, V(t, x) � x2, LV(t, x) � 2x2(−yI2 + πL2 − C1) + σ2x2.

(1) The exponential stability condition for the zero solution
moment of the stochastic evolution equation satisfying the opinion
leader is DL1.

When y≥ −1 − σ2 − 2πL2 + 2C1
−2I2 and −πL2 + C1 + I2 ≥ 1 + σ2

2 , DL1.
(2) The zero-solution moment-exponential instability condition

for a stochastic evolutionary equation satisfying the opinion
leader is DL2.

When y≤ 1 − σ2 + 2C1 − 2πL2
−2I2 and πL2 − C1 ≥ 1 − σ2

2 , DL2.
Proof: For Eq. 11, when c1 � c2 � 1, p � 1, γ � 1,

V(t, x) � x2, LV(t, x) � 2x2(−yI2 + πL2 − C1) + σ2x2.

(1) When the zero-solution moment exponent is stabilized, the
equation is required to satisfy
2x2(−yI2 + πL2 − C1) + σ2x2 ≤ − x2. Because x ∈ [0, 1] and
−I2 < 0, 2(−yI2 + πL2 − C1) + σ2 ≤ − 1; that is,
y≥ −1 − σ2 − 2πL2 + 2C1

−2I2 ; and because y ∈ [0, 1],
−1 − σ2 − 2πL2 + 2C1

−2I2 ≤ 1, the solution is −πL2 + C1 + I2 ≥ 1 + σ2

2 .
Based on this, we can obtain Eq. 11 The exponential
stabilization condition for the zero-solution moment of Eq.
y≥ −1−σ2−2πL2+2C1

−2I2 and −πL2 + C1 + I2 ≥ 1+σ2
2 .
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(2) When the zero-solution moment exponent is unstable, the
equation is required to satisfy 2x2(−yI2 + πL2 − C1)+
σ2x2 ≥x2. Because x(t) ∈ [0, 1] and −I2 < 0,
2(−yI2 + πL2 − C1) + σ2 ≥ 1; that is, y≤ 1 − σ2 + 2C1 − 2πL2

−2I2 ;
and because y ∈ [0, 1], 1 − σ2 + 2C1 − 2πL2

−2I2 ≥ 0; thus, the
solution is πL2 − C1 ≥ 1 − σ2

2 . Based on this, we can obtain
Eq. 11 The zero-solution-moment exponential instability
condition of Eq. y≤ 1 − σ2 + 2C1−2πL2

−2I2 and πL2 − C1 ≥ 1 − σ2

2 .

Proposition 2 suggests that the stabilizing strategy of opinion
leaders will be influenced by their own factors as well as by random
factors. When condition DL1 is satisfied, opinion leaders will
eventually choose the strategy of negative guidance; i.e., over
time, no matter what the initial state is, opinion leaders will
eventually reach a stable state under the strategy of negative
guidance after continuously adjusting their decision-making
behavior. When condition DL2 is met, the opinion leader will
eventually choose the strategy of positive guidance; that is, over
time, regardless of the initial state, the opinion leader will eventually
reach a stable state under the strategy of positive guidance after
constantly adjusting his or her decision-making behavior.

From condition DL1 and condition DL2 of Proposition 2, it is
clear that opinion leaders are more inclined to choose a strategy that
is in their own interest. That is, opinion leaders adopt the strategy of
negative steering when the expected benefit of choosing negative
steering is greater than the expected benefit of choosing positive
steering; conversely, they adopt the strategy of positive steering. This
finding is consistent with the actual situation because the decision-
making behavior of opinion leaders is influenced by factors such as
penalties from regulatory agencies and the traffic generated by the
attention of netizens, and which strategy is adopted is determined by
the expected benefit of that strategy. However, random factors from
internal or external sources can also have an impact on the final
decision-making behavior of opinion leaders. For example, to smear
the public image of China, hostile forces force opinion leaders to
make negatively guided choices by means of coercion and
enticement when major emergencies occur. In addition, to help
the government reduce the impact of major emergencies as soon as
possible, opinion leaders always choose to guide them positively,
regardless of their own interests. All of these random factors may
affect the decision-making behavior of opinion leaders, causing the
final stabilization strategy to fluctuate or change.

Proposition 3. For Eq. 12, when c1 � c2 � 1,
p � 1, γ � 1, V(t, y) � y2, LV(t, y) � 2y2[x(λM1 + λM2 + I3−
I4) − λM2 + I4 − (1 − λ)C4 − C3 + C2] + σ2y2.

(1) The exponential stability condition for the zero-solution
moment of the stochastic evolutionary equation that satisfies the
netizen is DW1 ∪ DW2.

DW1 when λM1 + λM2 + I3 − I4 > 0, x≤
2λM2 − 2I4 + 2(1−λ)C4 + 2C3 − 2C2−(1 + σ2)

2(λM1 + λM2 + I3 − I4) and λM2 − I4 + (1 − λ)C4 +
C3 − C2 ≥ 1

2 (1 + σ2).
DW2 when λM1 + λM2 + I3 − I4 < 0, x≥

2λM2 − 2I4 + 2(1 − λ)C4 + 2C3 − 2C2 − (1 + σ2)
2(λM1 + λM2 + I3 − I4) and (1 − λ)C4 + C3 − C2 −

λM1 − I3 ≥ 1
2 (1 + σ2).

(2) The zero-solution moment-exponential instability condition
for the stochastic evolutionary equations that satisfy the netizens is
DW3 ∪ DW4.

DW3 when λM1 + λM2 + I3 − I4 > 0, x≥
(1 − σ2) + 2λM2 − 2I4 + 2(1 − λ)C4 + 2C3 − 2C2

2(λM1 + λM2 + I3 − I4) and (λM1 + I3) − (1 − λ)C4 −
C3 + C2 ≥ 1

2 (1 − σ2).
DW4 when λM1 + λM2 + I3 − I4 < 0, x≤

(1 − σ2) + 2λM2 − 2I4 + 2(1 − λ)C4 + 2C3 − 2C2
2(λM1 + λM2 + I3 − I4) and −λM2 + I4 − (1 − λ)C4 −

C3 + C2 ≥ 1
2 (1 − σ2).

Proof: For Eq. 12, when c1 � c2 � 1, p � 1, γ � 1, V(t, y) � y2,
LV(t, y) � 2y2[x(λM1 + λM2 + I3 − I4) − λM2 + I4 − (1 − λ)C4−
C3 + C2] + σ2y2.

(1) When the zero-solution moment exponent is stabilized, the
equation is required to satisfy 2y2[x(λM1 + λM2 + I3 − I4)−
λM2 + I4 − (1 − λ)C4 − C3 + C2] + σ2y2 ≤ − y2. Since y ∈ [0, 1],
2[x(λM1 + λM2 + I3 − I4) − λM2 + I4 − (1 − λ)C4 − C3 + C2] + σ2

≤ − 1.
In the case when λM1 + λM2 + I3 − I4 > 0, x≤

2λM2 − 2I4 + 2(1 − λ)C4 + 2C3 − 2C2 − (1 + σ2)
2(λM1 + λM2 + I3 − I4) , since x ∈ [0, 1],

2λM2 − 2I4 + 2(1 − λ)C4 + 2C3 − 2C2 − (1 + σ2)
2(λM1 + λM2 + I3 − I4) ≥ 0, and λM2 − I4 +

(1 − λ)C4 + C3 − C2 ≥ 1
2 (1 + σ2) is solved.

In the case when λM1 + λM2 + I3 − I4 < 0, x≥
2λM2 − 2I4 + 2(1 − λ)C4 + 2C3 − 2C2 − (1 + σ2)

2(λM1 + λM2 + I3 − I4) , since x ∈ [0, 1],
2λM2 − 2I4 + 2(1 − λ)C4 + 2C3 − 2C2 − (1+σ2)

2(λM1 + λM2 + I3 − I4) ≤ 1, and (1 − λ)C4 + C3 − C2 −
λM1 − I3 ≥ 1

2 (1 + σ2) is solved.
Based on this, one can obtain Eq. 12 The exponential stability

condition for the zero solution moment is:
When λM1 + λM2 + I3 − I4 > 0, x≤

2λM2 − 2I4 + 2(1 − λ)C4 + 2C3 − 2C2 − (1 + σ2)
2(λM1 + λM2 + I3 − I4) and λM2 − I4 + (1 − λ)C4 +

C3− C2 ≥ 1
2 (1 + σ2); alternatively, when λM1 + λM2 + I3 − I4 < 0,

x≥ 2λM2 − 2I4 + 2(1 − λ)C4 + 2C3 − 2C2 − (1 + σ2)
2(λM1 + λM2 + I3 − I4) and (1 − λ)C4 + C3 − C2 −

λM1 − I3 ≥ 1
2 (1 + σ2).

(2) When Eq. 12 The zero solution moment exponent is
unstable, the equation needs to satisfy 2y2[x(λM1 + λM2 + I3 −
I4) − λM2 + I4− (1 − λ)C4 − C3 + C2] + σ2y2 ≥y2. Since y ∈ [0, 1],
2[x(λM1 + λM2 + I3 − I4) − λM2 + I4 − (1 − λ)C4 − C3 + C2]+
σ2 ≥ 1.

In the case when λM1 + λM2 + I3 − I4 > 0,
x≥ (1−σ2) + 2λM2 − 2I4 + 2(1 − λ)C4 + 2C3 − 2C2

2(λM1 + λM2 + I3 − I4) , because x ∈ [0, 1],
(1 − σ2) + 2λM2 − 2I4 + 2(1 − λ)C4 + 2C3 − 2C2

2(λM1 + λM2 + I3 − I4) ≤ 1, and (λM1 + I3) −
(1 − λ)C4 − C3 + C2 ≥ 1

2 (1 − σ2) is solved.
In the case when λM1 + λM2 + I3 − I4 < 0,

x≤ (1 − σ2) + 2λM2 − 2I4 + 2(1 − λ)C4 + 2C3 − 2C2
2(λM1 + λM2 + I3 − I4) , because x ∈ [0, 1],

(1 − σ2) + 2λM2 − 2I4 + 2(1 − λ)C4 + 2C3 − 2C2
2(λM1 + λM2 + I3 − I4) ≥ 0, and −λM2 + I4 −

(1 − λ)C4 − C3 + C2 ≥ 1
2 (1 − σ2) is solved.

Based on this, one can obtain Eq. 12 The exponential instability
condition for the zero solution moment is:

When λM1 + λM2 + I3 − I4 > 0, x≥
(1 − σ2) + 2λM2 − 2I4 + 2(1 − λ)C4 + 2C3 − 2C2

2(λM1 + λM2 + I3 − I4) and (λM1 + I3) − (1 − λ)C4 −
C3+ C2 ≥ 1

2 (1 − σ2); alternatively, when λM1 + λM2 + I3 − I4 < 0,
x≤ (1 − σ2) + 2λM2 − 2I4 + 2(1 − λ)C4 + 2C3 − 2C2

2(λM1 + λM2 + I3 − I4) and −λM2 + I4 −
(1 − λ)C4 − C3 + C2 ≥ 1

2 (1 − σ2).
Proposition 3 suggests that netizens’ stabilizing strategies are

influenced by their own factors as well as by random factors. When
DW1 ∪ DW2 is satisfied, netizens will eventually choose the strategy
of nonadoption; i.e., over time, regardless of the initial state, after
continuously adjusting their own decision-making behavior, they
will eventually reach a stable state under the strategy of
nonadoption. When DW3 ∪ DW4 is met, netizens will eventually
choose the strategy of adoption; i.e., over time, regardless of the
initial state, netizens will eventually reach a stable state under the
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strategy of adoption after continuously adjusting their decision-
making behavior.

From the condition and the condition of Proposition 3, it is
clear that netizens are more inclined to choose a strategy that is in
their own interest. That is, when the expected benefit of not
adopting is greater than the expected benefit of adopting,
netizens will choose to not adopt; in contrast, they will adopt
the strategy of adopting. Because netizens’ decision-making
behavior is influenced by the degree to which they pay
attention to major emergencies and by their psychological
recognition of opinion leaders, which strategy to adopt is
determined by the expected benefit of the strategy. Moreover,
random factors from internal or external sources may also have an
impact on netizens’ final decision-making behavior. For example,
at the early stage of major emergencies, the investigation of major
emergencies by relevant departments has just begun, and specific
real information has not yet been released in time; in these cases,
netizens can only pay attention to major emergencies through the
remarks released by opinion leaders. In this case, netizens can only
pay attention to the comments of opinion leaders. Or for other
reasons, the attention of netizens may be drawn to other events and
they may give up paying attention to major emergencies. All of
these random factors may affect the decision-making behavior of
netizens, which may lead to fluctuations or shifts in the final
stabilization strategy.

Based on Proposition 3 in Proposition 4, the final evolutionary
stability strategies of the random evolutionary game between
opinion leaders and netizens can be described by the following
four scenarios:

(1) When DL1 ∩ (DW1 ∪ DW2) is satisfied, there exists a
unique evolutionary stable strategy, ESS(0,0), for the
system; i.e., the opinion leaders and netizens will ultimately
choose the strategy of negative guidance or nonadoption over
time. In this case, although the opinion leader chooses to
negatively guide and does not provide netizens with true
information related to major emergencies, netizens ultimately
choose not to adopt the statements posted by the opinion
leader. This prevents netizens from being swayed by the
negative guidance released by opinion leaders, limits the
spread of panic, and reduces the burden on the relevant
authorities to maintain the smooth operation of society.

(2) When DL1 ∩ (DW3 ∪ DW4) is satisfied, there exists a
unique evolutionary stable strategy, ESS (0,1), for the
system; i.e., the opinion leaders and netizens will ultimately
choose the strategy of negative guidance or adoption over
time. In this case, as netizens adopt the negative guidance s
released by opinion leaders, some of them will reprocess and
spread the negative statements, which is very likely to
exacerbate the spread of panic. If not channeled in a
timely manner, it is very easy for major emergencies to
cause secondary impacts and may even evolve into severe
network mass incidents.

(3) When DL2 ∩ (DW1 ∪ DW2) is satisfied, there exists a
unique evolutionary stable strategy, ESS (1,0), for the
system; i.e., opinion leaders and netizens will ultimately
choose the strategy of positive guidance and nonadoption
over time. In this case, although the opinion leaders choose to

positively guide the released speech is not adopted by
netizens, their decision-making behavior does not cause
obstacles to relevant government departments in the
process of dealing with major emergencies. It also slows
the spread of panic and reduces the burden of relevant
departments in maintaining the smooth operation of
society from a side perspective.

(4) When DL2 ∩ (DW3 ∪ DW4) is satisfied, there exists a
unique evolutionary stable strategy, ESS (1,1), for the
system; i.e., opinion leaders and netizens will eventually
choose the strategy of positive guidance and adoption over
time. In this case, the opinion leader chooses to guide netizens
positively, and netizens adopt the statements posted by the
opinion leader. Both of these decision-making behaviors
greatly reduce the pressure on relevant departments when
dealing with major emergencies and the burden of
maintaining smooth operation.

Among the above four scenarios, the strategy most conducive to
the society stablity is (positive guidance, adoption). In this scenario,
opinion leaders and netizens will cooperate together. Opinion
leaders publish positive guidance statements, and netizens choose
to believe the truthful information released by opinion leaders. Both
parties work together to clarify uncertain information, which can
greatly reduce the adverse effects caused by the dissemination of
uncertain information. The strategy least conducive to the stable
operation of society is (negative guidance, adoption). In this
situation, opinion leaders, for some purpose, publish negative
guidance statements on social platforms, inciting panic among
netizens who believe in negative guidance statements, which will
directly exacerbate the adverse effects caused by the dissemination of
uncertain information.

4.3 Equilibrium solution

Since Eqs 11, 12 is a nonlinear Itô stochastic differential
equation, it is impossible to find its analytical solution directly,
so it needs to be solved numerically; in the next part of this paper, we
use the stochastic Taylor expansion and Itô’s formula to solve Eqs
11, 12 In the next part of this paper, the stochastic Taylor expansion
and Itô’s formula are applied to numerically solve Eq.

For the following Itô stochastic differential equation:

dx t( ) � f t, x t( )( )dt + g t, x t( )( )dw t( ) (19)
where t ∈ [t0, T], x(t0) � x0, x0 ∈ R and w(t) are standard
Brownian motions obeying a normal distribution N(0, t) and
dw(t) obeys a normal distribution N(0,Δt).

Let the step size h � T − t0
N , tn � t0 + nh, where N is the number of

samples, t0 is the initial time point, tn is the nth sample time point,
and n ∈ 0, 1, 2, . . . , N{ }. The stochastic Taylor expansion of Eq. 19
the stochastic Taylor expansion of Eq:

x tn+1( ) � x tn( ) + P0f x tn( )( ) + P1g x tn( )( )
+ P11K

1g x tn( )( ) + P00K
0f x tn( )( ) + R

(20)

where R is the remainder term of the expansion, P0 � h, P1 �
Δwn, P11 � 1

2 [(Δwn)2 − h], P00 � h2

2 , K
1 � ∂g(x)

∂x , K0 � ∂f(x)
∂x + ∂2g(x)

2∂x2 .
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Based on the Formula 20, the random Taylor expansions for Eqs
11, 12 are:

x tn+1( ) � x tn( ) + hx tn( ) −yI2 + πL2 − C1[ ] + Δwnσx tn( )

+1
2

Δwn( )2 − h[ ]σ2x tn( ) + h2

2
−yI2 + πL2 − C1[ ]2x tn( ) + R1

(21)

y tn+1( ) � y tn( ) + hy tn( )
x λM1 + λM2 + I3 − I4( )

−λM2 + I4 − 1 − λ( )C4 − C3 + C2

⎡⎣ ⎤⎦
+ Δwnσy tn( ) + 1

2
Δwn( )2 − h[ ]σ2y tn( )

+ h2

2

x λM1 + λM2 + I3 − I4( )
−λM2 + I4 − 1 − λ( )C4 − C3 + C2

⎡⎣ ⎤⎦2y tn( ) + R2

(22)
where R1 and R2 are the remainder of the expansion of Eqs
21, 22.

In real-world applications, the model can be simulated
numerically using Euler’s method or Milstein’s method, which
involves partial term interception of the stochastic Taylor
expansion and subsequent numerical solution. In this paper, the
numerical solution is based on Milstein’s method, taking Eq. 20 For
example, the intercept format of the Milstein method is shown in
Eq. 23:

x tn+1( ) � x tn( ) + hf x tn( )( ) + Δwng x tn( )( )
+ 1

2
Δwn( )2 − h[ ]g′ x tn( )( )g x tn( )( )

(23)

5 Discussion

This paper investigates the decision-making behavior of
opinion leaders and netizens on online social media platforms
in the process of uncertain information dissemination after a
major emergency. A two-party stochastic evolutionary game
model of opinion leaders and netizens is constructed
considering random interference factors. The evolutionary
stability strategy of the model and the stochastic evolution
process are solved and analyzed, and the effects of different
variables on the decision-making behavior of the two parties
are discussed.

To more accurately reflect the influence of the interference
strength of random factors, the strength of the regulatory body
on the negative guidance of opinion leaders and the psychological
identity of opinion leaders toward the decision-making behavioral
choices and stochastic evolutionary process of opinion leaders and
netizens should be considered. In the following, MATLAB 2017b
software is used to numerically simulate the behavioral evolution

FIGURE 1
Organizational diagram of the current study.
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process of the above two game subjects and verify the theoretical
analysis above.

5.1 Analysis of the stochastic evolutionary
process of opinion leaders and netizens

To better analyze the influence of random interference factors
on opinion leaders and netizens in making decision-making
behavioral choices, i.e., to analyze the evolutionary stabilization
process of the game system after the introduction of Gaussian
white noise. The other parameters in the model are randomly
assigned, and the evolutionary processes in the absence of
random interference factors (σ � 0) and the presence of random
interference factors (σ � 1) are compared and analyzed.

(1) Analysis of the stochastic evolutionary process of opinion
leaders’ and netizens’ choices (negative guidance, nonadoption).

The relevant parameters of the model are assigned as follows:
I1 = 10, I2 = 3, I3 = 2, I4 = 4, L1 = 8, L2 = 10, C1 = 9, C2 = 6, C3 = 10,
C4 = 10, M1 = 3, M2 = 3, λ = 0.35, and π = 0.2. The initial values of the
opinion leaders’ choice of the positive steering strategy and the
netizens’ choice of the adoption strategy are set to x (0) = 0.5 and y
(0) = 0.5, respectively, and the simulation step size is h = 0.01. The
random evolutionary trend of opinion leaders and netizens can be
obtained as shown in Figure 2 below. 0.01. Under the premise of
ensuring that the values of the remaining parameters remain
unchanged, the stochastic evolution trend graphs of opinion
leaders and netizens at σ � 0 and σ � 1 can be obtained, as
shown in Figure 2 below.

The blue line in Figure 2 represents the probability curve of
opinion leaders choosing the positive guidance strategy, and the red
line represents the probability curve of netizens choosing the
adoption strategy. Figure 2 shows that after a period of evolution,
opinion leaders and netizens gradually converge to 0. That is, no
matter what the initial values of opinion leaders choosing the
positive guidance strategy and netizens choosing the adoption
strategy are, opinion leaders and netizens will ultimately choose

the strategy of negative guidance or nonadoption over time, and
opinion leaders tend to converge to 0 at a slightly faster rate than
netizens. This is because, after major emergencies, opinion leaders
can obtain more information from multiple sources and are able to
adjust more quickly after gaming behavior has begun. This is
because after a major emergency occurs, opinion leaders can
obtain more information from multiple sources and make faster
adjustments after the game behavior begins. When the benefits of
negative guidance strategies are discovered due to positive guidance,
opinion leaders can quickly choose negative guidance strategies.

By comparing Figures 2A, B, it can be found that at σ � 0,
opinion leaders and netizens evolve to a stable strategy faster because
they are not interfered with by random factors in the decision-
making process and need to combine each other’s expected benefits
to make a strategy choice. Therefore, in an idealized situation
without random interference, the two parties are able to quickly
make choices that are in their own interest.

(2) Analysis of the stochastic evolutionary process of opinion
leaders’ and netizens’ choices (positive guidance, adoption).

The relevant parameters of the model are assigned as follows:
I1 = 10, I2 = 3, I3 = 2, I4 = 4, L1 = 8, L2 = 20, C1 = 6, C2 = 6, C3 = 6, C4 =
4, M1 = 3, M2 = 3, λ = 0.5, and π = 0.5. The initial values of the
opinion leaders’ choice of the positive steering strategy and the
netizens’ choice of the adoption strategy are set as x (0) = 0.5 and y
(0) = 0.5, and the simulation step size is h = 0.01. The random
evolutionary trends of opinion leaders and netizens can be obtained
as shown in Figure 3. 0.01. Under the premise of ensuring that the
values of the remaining parameters remain unchanged, the
stochastic evolution trend graphs of opinion leaders and netizens
at σ � 0 and σ � 1 can be obtained, as shown in Figure 3 below.

The blue line in Figure 3 represents the probability curve of
opinion leaders choosing the positive guidance strategy, and the red
line represents the probability curve of netizens choosing the
adoption strategy. Figure 3 shows that after a period of evolution,
opinion leaders and netizens gradually converge to 1. That is, no
matter what the initial values are for opinion leaders to choose the
positive guidance strategy and for netizens to choose the adoption

FIGURE 2
Stochastic evolutionary trend of opinion leaders and netizens’ choices (negative guidance, nonadoption). (A) σ � 0 (B) σ � 1.
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strategy, opinion leaders and netizens will ultimately choose the
strategy of positive guidance adoption over time, and the speed at
which opinion leaders converge to 1 is slightly faster than that
of netizens.

By comparing Figures 3A, B, it can be observed that the speed at
which opinion leaders and netizens evolve to a stable strategy is
relatively slow. This is because both are subject to interference from
internal or external random factors during the decision-making
process, resulting in oscillations during the evolution to a stable
state. Therefore, in a nonidealized situation, opinion leaders and
netizens will be partially limited by random factors in their decision-
making, and they will slow their decision-making speed when
thinking about the pros and cons of random factors.

5.2 The effect of psychological identity on
stochastic evolutionary processes

To analyze the influence of netizens’ psychological identity
toward opinion leaders on the stochastic evolution process, other
parameters in the model are randomly assigned, and the evolution
process is simulated. The influence of changes in psychological
identity on the decision-making behavior of opinion leaders and
netizens should be observed.

The relevant parameters of the model were assigned as I1 = 10,
I2 = 3, I3 = 2, I4 = 4, L1 = 8, L2 = 20, C1 = 6, C2 = 6, C3 = 6, C4 = 4,M1 =
3, M2 = 3, π = 0.5, and σ = 1. Setting the initial value of the opinion
leader’s choice of the positive steering strategy, the netizen’s choice
of the adoption strategy is set to x (0) = 0.5, y (0) = 0.5, and the
simulation step size h = 0.01. Under the premise of ensuring that the
values of the remaining parameters remain unchanged, we change
the value of λ and set λ = 0.1, 0.5, and 0.8. We can construct a
stochastic evolution trend graph of opinion leaders and netizens, as
shown in Figure 4 below.

The blue line in Figure 4A represents the probability curve of
opinion leaders choosing the positive guidance strategy when the
psychological identity λ = 0.1, the red line represents the probability

curve when the psychological identity λ = 0.5, and the green line
represents the probability curve when the psychological identity λ =
0.8. The three lines in Figure 4B are the probability curves of netizens
choosing the adoption strategy. Figure 4A shows that the netizens’
psychological identity λ of the opinion leader does not affect the final
strategy choice of the opinion leader; however, the smaller the value
of psychological identity λ is, the faster the opinion leader equals 1.
This is because, in reality, the less value a netizen places on the
opinions of the opinion leader, the less likely it is that the opinion
leader’s published speech will be adopted by the netizens. To
increase their influence among netizens, opinion leaders need to
make strategic choices as early as possible to attract netizens’
attention. The more content an opinion leader publishes, the
more netizens will pay attention to it, and the more likely it is to
increase netizens’ psychological identification with it.

Figure 4B shows that as netizens’ recognition of opinion leaders
gradually increases, they gradually convert from converging to 0 to
converging to 1; that is, netizens convert from not adopting the
remarks released by opinion leaders to adopting the remarks
released by opinion leaders. This is because the more netizens
trust opinion leaders, the easier it is for them to believe their
statements. However, the psychological recognition of opinion
leaders by netizens is a double-edged sword. Due to their limited
understanding, it is difficult to accurately distinguish whether the
statements made by opinion leaders are true. This leads to the fact
that when opinion leaders provide positive guidance, they can
largely maintain the stable operation of society, but when they
provide negative guidance, it is easy to exacerbate the spread of
panic and greatly increase the difficulty of government work.

5.3 Effect of penalty strength on stochastic
evolutionary processes

To analyze the influence of the government’s punishment
strength on those who propagate and spread negative
information on the stochastic evolution process, the other

FIGURE 3
Stochastic evolutionary trend of opinion leaders’ and netizens’ choices (positive guidance, adoption). (A) σ � 0 (B) σ � 1.
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parameters in the model are randomly assigned values, and the
evolution process is simulated. The influence of changes in
punishment strength on the decision-making behavior of opinion
leaders and netizens should be observed.

Since both π and L2 in the model can affect the punishment
strength, for the convenience of analysis, only the government’s
punishment probability π for those who propagate and spread
negative information is selected for analysis. The relevant
parameters of the model are assigned as follows: I1 = 10, I2 = 3,
I3 = 2, I4 = 4, L1 = 8, L2 = 20, C1 = 6, C2 = 6, C3 = 6, C4 = 4, M1 = 3,
M2 = 3, λ = 0.35, and σ = 1. The initial values of the opinion leaders’
choice of the positive guidance strategy and the netizens’ choice of
the adoption strategy are set as x (0) = 0.5 and y (0) = 0.5,
respectively, and the simulation step size is set as h = 0.01.
Under the premise of ensuring that the values of the remaining
parameters remain unchanged, changing the value of π and setting

π = 0.2, 0.5, and 0.8, we can obtain the stochastic evolution trend
graph of opinion leaders and netizens, which is shown in
Figure 5 below.

The blue line in Figure 5A represents the probability curve of
opinion leaders choosing the positive guidance strategy when the
penalty probability is π = 0.2, the red line represents the probability
curve when the penalty probability is π = 0.5, and the green line
represents the probability curve when the penalty probability is π =
0.8. The three lines in Figure 5B are the probability curves of netizens
choosing the adoption strategy. From Figure 5A, it can be seen that
when the government’s punishment for propagandizing and
spreading negative information gradually increases, the opinion
leader gradually changes from 0 to 1, i.e., the opinion leader
converts from negative guidance to positive guidance. This is
because when the government’s punishment gradually exceeds
the range that opinion leaders can bear, to avoid being punished,

FIGURE 4
The effect of psychological identity λ on the evolutionary strategies of opinion leaders and netizens. (A) opinion leaders (B) netizens.

FIGURE 5
Impact of punishment probability π on the evolutionary strategies of opinion leaders and netizens. (A) opinion leaders (B) netizens.

Frontiers in Physics frontiersin.org12

Ma et al. 10.3389/fphy.2024.1387312

190

https://www.frontiersin.org/journals/physics
https://www.frontiersin.org
https://doi.org/10.3389/fphy.2024.1387312


such as through banning, blocking or administrative punishment,
opinion leaders will switch from negative guidance to positive
guidance. Therefore, when there are major emergencies, the
government should increase punishment for those who publicize
and disseminate negative information to encourage opinion leaders
to choose a positive guidance strategy.

Figure 5B shows that the government’s punishment strength for
those who publicize and spread negative information does not affect
netizens’ final strategy choice; however, the stronger the punishment
is, the faster the netizens tend to 1. This is because, in netizens’
thinking, the more the government punishes opinion leaders for
spreading negative statements, the more correct the statements
spread by the possible opinion leaders will be; therefore, the
netizens will adopt the strategy more quickly.

5.4 Limitations and future prospects

This study has certain limitations: 1) this paper assumes that the
ability of opinion leaders to disseminate statements is the same and
does not distinguish the ability of opinion leaders to disseminate
statements, but in reality, the statements released by different
opinion leaders are all different; 2) the vague relationship
between opinion leaders and netizens has not been clearly
distinguished; In the real world, opinion leaders can be natural
persons or institutional accounts; 3)This paper uses MATLAB for
numerical simulation of the model without combining
real-world data.

In future work, we will conduct separate research on opinion
leaders with different dissemination capabilities based on different
network structures [33, 34] by combining complex networks with
stochastic evolutionary game models. Furthermore, we will refine
the differences between opinion leaders and netizens, incorporate
more detailed decision-making behaviors, and include more
accurate assumptions in the construction of the model.
Additionally, we will try to combine real-world data and use real
cases to simulate the model.

6 Conclusion

This paper takes the decision-making behavior of opinion
leaders and netizens in the process of uncertain information
dissemination on online social media platforms after major
emergencies as the research background. In the real world,
opinion leaders and netizens are subject to random interference
from their own internal factors or external environmental factors in
the decision-making process. Based on the traditional evolutionary
game model, Gaussian white noise is introduced to construct a
stochastic evolutionary game model based on uncertain information
dissemination behavior between opinion leaders and netizens. Using
the theory of Itô stochastic differential equations and stochastic
Taylor expansion, the evolutionary stability strategy and stochastic
evolution process of the model are analyzed, and the numerical
solution of the equilibrium solution of the model is found. Finally,
through numerical simulation software, we analyze the influence of
the interference intensity of random factors, the punishment
strength of regulatory agencies when opinion leaders spread false

or negative information, and the opinions of netizens toward
opinion leaders on the stochastic evolution process. The results
of this paper can be summarized as follows:

(1) Random disturbances will not change the strategic choices of
opinion leaders or netizens during the process of stochastic
evolution to a stable state. However, due to the emergence of
random interference, opinion leaders and netizens will think
about the advantages and disadvantages of random factors in
the process of decision-making, which leads to the slowing of
their progression to a stable state and the occurrence of
oscillations in the process of evolution. After a major
emergency occurs, opinion leaders can obtain more
information from multiple sources and make faster
adjustments after the game behavior begins. The speed at
which opinion leaders reach a stable state is faster than the
speed at which netizens reach a stable state.

(2) A change in the netizens’ psychological identity λ will not
affect the final strategy choice of opinion leaders, but it will
affect the speed at which opinion leaders reach a stable state;
the smaller the value of λ is, the faster the opinion leaders
reach a stable state. A change in psychological identity λ has a
greater impact on netizens and even changes their final
strategy choice. Under the premise that the other variables
remain unchanged, when the value of λ gradually increases,
the netizens’ final stable state will be converted from
nonadoption to adoption of the speech released by
opinion leaders.

(3) Changes in the government’s punishment of those who
publicize and disseminate negative information will not
affect netizens’ final strategic choices but will affect the
speed at which netizens reach a stable state; the greater the
punishment is, the more quickly netizens reach a stable state.
A change in punishment intensity has a greater impact on
opinion leaders and even changes their final strategy choice.
Under the premise that other variables remain unchanged,
when the punishment intensity gradually increases, the final
stable state of opinion leaders will be converted from negative
guidance to positive guidance.

Therefore, when major emergencies occur again, government
regulators can encourage opinion leaders to make positive
decisions by increasing punishment for those who publicize
and disseminate negative information, accelerating the
investigation of major emergencies and releasing the real
situation in a timely manner, and improving the channels for
opinion leaders to obtain information. Opinion leaders can
attract the attention of netizens by increasing their
psychological recognition and improving and enriching the
content of the real information they publish to encourage
netizens to adopt positive statements.
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Game-theory based truck platoon
avoidance modes selection near
the highway off-ramp in mixed
traffic environment
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Introduction: The rise of autonomous vehicles has brought about a transformative
shift in transportation, witnessing the coexistence of human-driven and
autonomous vehicles on highways in the United States, Europe, and China. This
coexistence poses challenges to traffic operations, particularly in intricate scenarios
like highway ramps. The interaction between autonomous truck platoons,
displaying heightened maneuverability, and human-driven vehicles has emerged
as a critical concern. Consequently, this research aims to propose and investigate
three avoidance modes (overall, gap and cross) employed by truck platoons,
evaluating their comprehensive impact on human-driven vehicles.

Methods: Multiple scenarios are simulated utilizing the Simulation of Urban
Mobility (SUMO) software, collecting data on three distinctive avoidance
modes concerning Travel Time (TT) and Time to Collision (TTC). Employing
principles of game theory, a comprehensive assessment is undertaken to evaluate
the traffic efficiency and safety of eachmode. Comparative analyses against a no-
avoidance baseline are conducted, offering a holistic evaluation of each mode’s
applicability across diverse scenarios.

Results: The findings highlight the commendable performance of gap mode and
overall mode in enhancing traffic efficiency, while cross mode excels in fortifying
traffic safety. Overall, the gapmode emerges as the optimal choice among the three.

Discussion: This study introduces a game-theoretic approach tomanaging human-
machine mixed traffic flow, establishing a foundational framework for theoretical
research in decision-making for emerging mixed traffic environments. It considers
safety and efficiency perspectives across different types of traffic entities. The insights
gained contribute to the evolving discourse on the integration of autonomous
vehicles into existing traffic systems, addressing the intricate challenges posed by
the coexistence of various vehicle types on highways.

KEYWORDS

truck platoon, avoidance mode, mixed traffic flow, off-ramp area, game theory

1 Introduction

With the development of logistics industry and the intensification of market
competition, truck transportation plays a crucial role in cargo transportation. However,
truck transportation also faces many challenges, such as traffic congestion, environmental
pollution, and energy consumption. To address these issues, researchers have begun to
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consider using autonomous truck platoons to reduce transportation
costs, improve transportation efficiency, and reduce environmental
impacts. In practical scenarios, an excessively long truck platoon
needs to avoid other cars in specific areas, so how to choose an
avoidance mode is currently one of the research topics. Game
theory-based methods can provide effective decision support for
autonomous truck platoon system, which helps to choose the best
avoidance mode.

2 Literature review

The emergence of autonomous driving technology has given rise to
various new technology, equipment, and theoretical approaches related
to autonomous driving. Based on such development, truck platoon as a
new freight transportation mode has demonstrated significant
advantages in terms of reducing energy consumption [1, 2],
operating costs [3, 4], and improving road capacity [5, 6]. Truck
platoons are two or more trucks in a fleet that are connected using
vehicle-to-vehicle communication and autonomous driving support
systems. When these trucks are connected to each other on certain
sections (e.g., on a highway), they automatically maintain a close-
headway platoon [7]. This means that these trucks must be equipped
with Level 1 or Level 2 and even higher autonomous driving systems
[8]. However, the current state of autonomous driving technology is
insufficient to support full truck platoon driving in the entire road
network. Instead, truck platoon is applicable only in specific road
scenarios.Moreover, due to the spatial characteristics of truck platoons,
they aremore suitable in the wider road scenarios [9]. Thus, it is crucial
to explore the safety aspects and assess the impact on the traffic
environment when implementing truck platoons in specific scenarios.

Previous research has investigated various aspects of truck
platooning in specific road environments. Zhao focused on
optimizing overall traffic efficiency by examining the appropriate
length of truck platoons in off-ramp regions [10]. Chandra explored
how different highway routes affect the accessibility of truck
platoons [11]. Faber studied the impact of different truck platoon
characteristics on traffic safety and efficiency in the context of
highway merging scenarios [12]. It can be seen that the highways
are recognized as suitable environments for truck platoon driving,
particularly during merging and diverging scenarios where human-
driven vehicles (HVs) frequently interact with truck platoons.
Scholars have conducted studies on truck platooning during
highway merging situations [13–15]. However, fewer studies have
been conducted for the diversion scenario. Especially, how can truck
platoons meet the needs of HVs on the adjacent lanes waiting for
getting off the highway when passing through the highway diversion
area. Tabibi suggested that high traffic volumes make it challenging
for the vehicles to find gaps to cross the truck platoon [16].

Recent research has focused on the avoidance strategies of the
connected autonomous truck platoons. For example,Wu applied the
intra-platoon field theory in the feasible gap model [17]. Shi
proposed a cooperative connected autonomous vehicle (CAV)
lane-changing model to build more CAV platoon in mixed traffic
conditions [18]. Wang designed a collaborative lane change control
algorithm based onmodel predictive control algorithm, which could
reduce the influence of lane change behavior on traffic flow [19].

The above studies showed that CAV platoon could improve the
lane capacity and decrease the average time headway in a great deal
[20, 21]. However, in a mixed traffic flow scenario (HV + CAV), the
benefits of platooning can be influenced by various factors, including
traffic signals, highway ramps, vehicle types, and human errors. Few
of these factors were considered or discussed in past studies.
Therefore, further studies are needed to explore these issues.

This study focuses on the highway off-ramp scenario to analyze
the impact of truck platoon with different avoidance modes on the
traffic flow when surrounded with human-driven vehicles. The
objective of this study is to provide an effective method to assess
the impact of different truck platoon avoidance modes on traffic
flow, which helps to improve traffic efficiency and safety. It is
assumed that all the vehicles in the simulation experiment are in
the state of vehicle networking. The lane-changing information of
human-driven vehicles can be obtained directly by the truck
platoons. Besides, the truck platoons travel on the right lane that
is compliant with the traffic rules in China. Simulation experiments
based on SUMO were conducted in this study. Meanwhile, collision
risk factor and traffic efficiency are also quantified to evaluate the
applicability of each avoidance mode.

The rest of the study is organized as follows. Section 2 analyzes
the lane-changing scenarios of HVs near the off-ramp areas and
proposes three truck platoon avoidance modes. Section 3 describes
the design of the simulation experiments. Section 4 proposes to
evaluate and analyze the performance of each avoidance mode.
Section 5 discusses the impact mechanisms of different avoidance
modes. Section 6 summarizes the whole work and its contributions
and limitations.

3 Truck platoon avoidance mode

The technical difficulty and complexity of the truck platoon
model is higher than that of the car platoon model. The flexibility of
car platoons is stronger, and the control strategies can be applied on
all lanes. However, truck platoons can only operate on designated
lanes and have lower traffic rights than cars or car platoons on
special road sections. Therefore, the avoidance of truck platoons is
one of its characteristics, on the other hand its driving mode is also
constrained. Therefore, in this study, a two-lane highway off-ramp
scenario was designed, with the assumption that the truck platoon
travels on the second lane (the right one). As the truck platoon
approached the off-ramp, evasive maneuvers became necessary to
satisfy the lane change requirements of HVs, as shown in Figure 1.

Based on the above scenarios, three avoidance modes of the
truck platoon are proposed as follows.

(1) Overall mode: All trucks in the platoon will change lanes to
allow the green HVs to access the off-ramp. Once the HVs
have entered the ramp, the platoon will transition back to
the right lane.

(2) Gap mode: The platoon will disperse to create additional
space for the green HVs to perform their lane changes. After
the HVs have completed the off-ramp maneuver, the sub-
platoons will merge to form the original long platoon
configuration.
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(3) Cross mode: In this mode, the platoon will dissolve into three
sub-platoons. The lead platoon continues straight ahead. The
center platoon will change lanes for the green HVs. The rear
platoon will continue straight ahead and keep a safe distance
from the last green HVs.

In the overall mode, the whole truck platoon will change
lanes and return to the original lane after the HV vehicles goes
off ramp. In the gap mode, the truck platoon stays on the same
lane, then the platoon will split into two sub-platoons to
provide additional space for off-ramp vehicles, and will re-
merge after the HV vehicles go off ramp. In the cross mode,
the truck platoon will split into three sub-platoons, then the

middle sub-platoon changes the lane to give way to the HV
vehicles, and will return to the original lane after the HV
vehicles go off ramp.

The illustration of the three modes is shown in Table 1.

4 Simulation experiment

4.1 Simulation scenario and settings

In this study, a highway simulation scenario was constructed
based on SUMO. This highway included two lanes and an off-ramp
area, as shown in Figure 2.

FIGURE 1
The lane-changing scenarios of human-driven vehicles (A) Continuous human-driven lane-changing vehicles (B) Discrete human-driven lane-
changing vehicles.

TABLE 1 Avoidance modes.

Modes Illustration

Continuous off-ramp scenario Discrete off-ramp scenario

Overall Mode

Gap Mode

Cross Mode
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In our study, 40 drivers participated in simulation experiments in
Silab simulator. The lane-changing position of each driver was recorded
to obtain the lane change area. The lane-changing positions of HVs on
the upstream of highway off-ramps were recorded. Based on this, this
study determined theHVs’ lane-changing area for HVs upstream of the
highway off-ramps as shown in Figure 3.

The speed limit of all vehicles was 120 km/h. The HVs entered the
simulation lane randomly. The off-ramp vehicles must complete the
lane-changing behavior before entering the no lane-changing area. In
the continuous HVs scene, the four continuous off-ramp vehicles kept
driving with a safe time of headway like other HVs until they reach the
lane-changing area. Then they could change lane freely.

The trucks could keep driving by platoon and disband to yield by
the TraCI module (Traffic Control Interface) in SUMO. Through

the TraCI module, parameters such as the platoon status and vehicle
trajectory in the platoon could be obtained in real time. At the same
time, the vehicle status could be modified and controlled in the
simulation scenario. The key parameters mentioned above are
shown in Table 2.

In this study, the traffic flow volume of HVs around the truck
platoon was regarded as an important factor in the mode choice
[22]. Therefore, five ratio levels (K) of the off-ramp vehicles were
simulated in SUMO, including K = 10%, K = 20%, K = 30%, K =
40%, K = 50%. K can be calculated as Eq. 1.

K � ORVs

GVs + ORVs
(1)

where, ORVs is the number of off-ramp vehicles in the scenario.
GVs is the number of going-straight vehicles in the scenario.

Each mode was simulated in the three kinds of traffic flow
volume, as shown in Table 3. The three kinds of traffic flow volume
is based on the service level 1 to 4 in “Technical Standard of Highway
Engineering (JTG B01-2014)” of China.

4.2 Car-following models

In this study, the truck platoon was assumed to be equipped with
V2V communication and automatic cruise control (ACC) system.

FIGURE 2
SUMO-based simulation scenarios.

FIGURE 3
The distribution of lane change locations near the off-ramp.

TABLE 2 Key parameters of the simulation experiment.

No. Parameter Value

1 Length of scenario 2000 m

2 Length of HV 5 m

3 Length of truck 15 m

4 Initial speed of HV 100 km/h

5 Initial speed of truck 80 km/h

6 Maximum acceleration 2.6 m/s2

7 Maximum decelerate −4.5 m/s2

8 Initial lane of HV Random

9 Initial lane of truck platoon Second lane

10 Length of lane-changing area 531.3 m

11 Time headway between trucks 0.1 s

TABLE 3 Three kinds of traffic flow volume.

No. Flow volume type Range

1 Low flow 1800–2,300 pcu/h

2 Medium flow 2,400–2,900 pcu/h

3 High flow 3,000–3,500 pcu/h
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Therefore, different following models should be adopted for the
truck platoon and HVs.

4.2.1 Car-following model
4.2.1.1 Human-driven vehicle

IDM, as a basic model to study the dynamic changes of traffic, is
mainly modeled based on speed, inter-vehicle distance and the speed
difference between the rear vehicle and the front vehicle [23, 24].
Therefore, this study uses IDM as the car-following model for
human-driven vehicles in the simulation scenarios.

The acceleration function in IDM is shown as Eqs 2, 3

_υ � a 1 − υ

υ0
( )δ

− S′ υ,Δυ( )
S

( )2⎡⎣ ⎤⎦ (2)

s′ υ,Δυ( ) � s0 + Tυ + υΔυ
2

���
ab

√ (3)

where, _υ is the vehicle acceleration, a is the maximum acceleration, υ
is the actual speed, υ0 is the desired speed, δ is the free acceleration
component, Δυ is the velocity difference from the leading vehicle, S
is the distance difference from the leading vehicle, S′ is desired
following distance, s0 is jam distance, T is safe-time headway, b is the
desired deceleration rate.

4.2.1.2 Truck platoon
The CACC car-followingmodel based previous studies is used to

describe the driving behavior between trucks [25–27].
Corresponding equations are listed in Eqs 4–6.

υi,k � υi,k−1 + kpei,k−1 + kd
d ei,k−1 − ei,k−2( )

dt
(4)

ei,k � pi−1,k−1 − pi,k−1 − L − tdesυi,k−1 − d0 (5)

d0 � 0
−0.125υ{ υi,k ≥ 10m/s

υi,k ≤ 10m/s (6)

where, υi,k is the speed of vehicle i at time k, ei,k is the difference
between actual space headway and desired space headway of vehicle
i at time k, pi,k is the position of vehicle i at time k, L is the length of
the vehicle, tdes is the desired headway, d0 is the spacing margin, kp
and kd are the control gains.

4.2.2 Lane-changing model
In the SUMO, the vehicle needs to determine whether the gap on

the target lane satisfies the minimum safe gap before executing the
lane-changing command [28]. If it is satisfied, the lane-changing
behavior would be executed, otherwise it needs to wait for a safer gap
before changing lanes.

The safe gap of vehicles is calculated as follows.

Ssg � df
sg + db

sg + d1 + d2 + d3 (8)
df
sg t( ) � ve t( ) × Te + de

bg t( ) − dl
bg t( ) (9)

db
sg t( ) � vf t( ) × Tf + df

bg t( ) − dl
bg t( )

�

vs t( ) × ns t( ) − vsr t( ) × ns t( ) ns t( ) + 1
2

)Ts

vsr t( ) � bsmax

ns t( ) � vs t( )
vsr t( )[ ]

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
(10)

where, dfsg is the safe front gap of vehicles, d1 is the minimum
parking gap for following vehicles, d2 is the ego vehicle’s length, d3 is
the minimum parking gap for ego vehicles, dfsg(t) and dbsg(t) are the
safe gap difference from the leading vehicle and the back vehicle at
time t, υe(t) and υf(t) are the speed of ego vehicle and following
vehicle at time t, Te and Tf are the headway of ego vehicle and
following vehicle, T is the time step.

5 Results and analysis

5.1 Evaluation indicators

In the simulation experiments, the average value of the travel
time (AVG TT) and the minimum value of time to collision
(minTTC) of all HVs were recorded and calculated by Eqs 11,
12. AVG TT shows the overall travel efficiency of all vehicle in the
simulation scenarios. MinTTC shows the worst safety situation
influenced by the avoidance modes. Therefore, the best avoidance
mode needs to decrease the negative impact on efficiency and
increase the safety of the whole off-ramp area.

TT � l
υ

(11)
minTTC � min minTTC1,minTTC2, . . . ,minTTCn{ } (12)

where, l is the distance between the HV and ramp, v is the
vehicle speed,

The relative value (RV) of TT and minTTC between the
avoidance mode and no-avoidance mode were calculated by Eqs
13, 14.

RVTTi � AVG TTmi( ) − AVG TTm0( ) (13)
RVTTCi � minTTCmi −minTTCm0 (14)

where, mi is the avoidance mode i, m0 is the no-avoidance mode,
and AVG is the abbreviation of average.

5.2 RVTT of three modes under different
traffic flow

In Figure 4, it can be observed that the increase of the traffic
flow volume generally leads to a noticeable upward trend in the
average travel time (AVG TT) of HVs across various ORVs ratio
scenarios. To illustrate the impact of three avoidance modes on
GVs, ORVs and overall HVs, the detailed analysis is presented
as follows.

5.2.1 Impact on the RVTT of GVs
As shown in Figure 4, among the 15 scenarios (5 × 3 = 15, five

ratio levels and three traffic flow volume), the gap mode performed
best in 13 scenarios and the overall mode performed best in two
scenarios in the discrete flow scenario. In these scenarios, these two
modes made the HVs’ travel time shorter than the no-avoidance
mode (keeping going-straight without any avoidance behavior). As
shown in Figure 5, the gap mode performed best in 13 scenarios in
the continuous flow scenario. Therefore, the gap mode is applicable
in most scenarios. The overall mode is only suitable for a few
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scenarios. The cross mode did not help to decrease the GVs’ travel
time, but increased it in almost all scenarios.

5.2.2 Impact on the RVTT of ORVs
As shown in Figure 5, the gap mode performed best in

13 scenarios. It was found that the gap mode was still benefit for
the majority of the ORVs in the discrete flow scenario. The overall
mode had negative influence on the ORVs’ travel time (the
minimum travel time of ORVs changed from 2s to 4s). However,
in the continuous flow scenario, no-avoidance showed good
performance in 14 scenarios. This means that the avoidance
behavior of truck platoon is not useful to reduce the ORVs’
travel time.

5.2.3 Impact on the RVTT of all HVs near the off-
ramp area

The AVG TT represented the overall impact of different modes
on all nearby HVs.

As shown in Figure 4, the gap mode performed well in
12 scenarios and the overall mode performs well in three
scenarios in the discrete flow scenario. As for the continuous
flow scenario, the gap mode performed well in 13 scenarios and
the overall mode performs well for the HV in the three scenarios.

The above results show that in the discrete flow scenario,
adopting a certain avoidance mode (overall mode or gap mode)

is useful to improve the traffic efficiency near the off-ramp. The
gap mode obviously showed the best performance among the
three modes to reduce the HVs’ AVG TT in the
continuous scenario.

In the discrete flow, when the traffic flow was between
1800–2,300 pcu/h, the overall mode and gap mode had
different performance in decreasing AVG TT of HVs with the
increase of K. However, in the medium flow (2,400–2,900 pcu/h)
or high flow (3,000–3,500 pcu/h), only the gap mode could
decrease the AVG TT of HVs. Therefore, the gap mode was
more suitable for medium and high traffic flow volume scenarios.
It can be concluded that the cross mode had a poor performance
in reducing the AVG TT of HVs. On the contrary, the gap mode
was the best choice in improving the driving efficiency in the
mixed traffic flow near the off-ramp.

5.3 Game-theoretic analysis of safety
and efficiency

In this study, the relative value of AVGTT is used tomeasure the
driving efficiency. The small AVG TT value can result in more
efficient avoidance mode. The relative value of minTTC is used to
measure the driving safety. The large minTTC value means a safer
avoidance mode. Therefore, a perfect avoidance mode can reach the

FIGURE 4
RVTT of discrete flow under three kinds of traffic volume.

FIGURE 5
RVTT of continuous flow under three kinds of traffic volume.
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relative maximum value (maxZ) of two aspects. The calculation
model is Eq. 15.

maxZ � ±
������������������������������
Eq,k,mi − Eq,k,m0( )2 ± Sq,k,mi − Sq,k,m0( )2√

(15)

where, E is the maximum relative value of average travel time in GVs
and ORVs, S is the minimum relative value of minTTC in lane-
changing area, q is the rate of flow volume, which includes low,
medium and high, K is the ratio levels of the off-ramp HVs, which
includes 10%, 20%, 30%, 40% and 50%, mi is the avoidance mode i,
and m0 is the no-avoidance mode.

To get the solution of the above equation, the Euclidean Distance
based single-objective linear programming method is applied to
calculate the maximum Z-value. The mode with large Z-value is
safer and more efficient in the specific scenario. When Z > 0, the
avoidance mode is more superior than no-avoidance mode in terms of
safety and efficiency. Otherwise, when Z < 0, the performance of the
avoidance mode is not as good as no-avoidance mode. When Z = 0, it
means that the avoidance mode and no-avoidance have the same effect,
so it is not necessary to take avoidance behavior for the ORVs.

Based on this, the Z-value of each avoidance mode in the discrete
flow and continuous flow scenarios are obtained and shown in
Figure 6 and Figure 7.

The above two figures show that gap mode (the grey line) had
the highest Z-value among the 15 discrete flow and 15 continuous
flow scenarios. The gap mode was suitable for 70% off-ramp
scenarios. The overall mode was suitable for 23.3% off-ramp
scenarios, and the cross mode was suitable for only 6.7% off-
ramp scenarios.

In the cases of Z < 0, three avoidance mode had different
limitations among the 30 situations.

• Cross mode

The Z-value of this mode were below 0 in nearly half of the
30 scenarios. It performed better under the high ORVs ratio in
discrete traffic flow. In the continuous flow, it was the best choice
under the 20% ORVs ratio in the medium traffic flow. However, in
the rest circumstances, its performance was not stable and was
inferior to the other two modes.

FIGURE 6
Z-value of each avoidance mode in the discrete flow.

FIGURE 7
Z-value of each avoidance mode in the continuous flow.

Frontiers in Physics frontiersin.org07

Li et al. 10.3389/fphy.2024.1371233

199

https://www.frontiersin.org/journals/physics
https://www.frontiersin.org
https://doi.org/10.3389/fphy.2024.1371233


• Overall mode

The overall mode performed badly in the high discrete traffic
low under low ORVs ratio (K = 10%, 20%, 30%) and the medium
discrete traffic low under high ORVs ratio (K = 30%, 40%, 50%). In
the continuous flow, this mode is not an option for the medium
traffic flow under low ORVs ratio (K = 10% and K = 30%) and the
low traffic flow under high ORVs ratio (K = 50%).

• Gap mode

It had no benefit for the low traffic flow under low ORVs ratio
(K = 10% and K = 20%) and themedium/high traffic flow under high
ORVs ratio (K = 50%/K = 40%).

Therefore, the gap mode was the best choice for the truck
platoon to improve the safety and efficiency for the mixed traffic
flow in the most scenarios. The other two modes were preferred in
some specific scenarios. Table 4 and Table 5 show the game analysis
results of all scenarios.

In low traffic volume and low-level ORVs ratio, the overall mode
is optimal for discrete off-ramp vehicles. For other cases at low
ORVs ratio, the gap mode and cross mode are better choice. In
medium traffic flow, the cross mode and gap mode are optimal for
continuous off-ramp vehicles. In high traffic volume, the overall
mode is optimal if the ORV ratio is K = 50% or 40% but it does not
perform well in medium and low traffic flow for continuous off-

ramp vehicles. For other cases at high flow rate, the gap mode
is optimal.

6 Discussion

The simulation results show that in the two-lane highway off-
ramp area, the AVG TT of HVs increases with the traffic flow
volume under mixed traffic flow. This is because when the volume is
low, HVs can drive freely at the ideal speed or designed speed. It is
easy for them to slow down and change lanes near the ramp, which
can result in small influence on the other vehicles or truck platoon.
With the increase of traffic flow, the traffic density near the off-ramp
will also increase. In this situation, once the ORVs decelerate, several
GVs following the ORVs need to decelerate, which leads to a
decrease in the average speed and travel time of HVs. This
phenomenon indicates that the off-ramp demand and state are
the basis to evaluate the need and performance of truck platoon
avoidance mode. It can be seen that the above results have some
similarity with the previous studies. For example, Shen [29]
mentioned that in order to improve the traffic efficiency of urban
expressways, V2V technology was needed near the expressway off-
ramp and downstream intersections as collaborative control areas.
This indicates that the status of the off-ramp is an important
scenario when evaluating the demand and performance of the
truck platoon avoidance modes. The traffic volume and off-ramp

TABLE 4 The game analysis results of three modes in all scenarios (discrete).

Superior avoidance mode Low Medium High Best mode

K = 10% , ,

K = 20% None , ,

K = 30% , , ,

K = 40% , , , ,

K = 50% , , None , , ,

Best Mode

Note: is the cross mode, is the overall mode, is the gap mode.

TABLE 5 The game analysis results of three modes in all scenarios (continuous).

Superior avoidance mode Low Medium High Best mode

K = 10% , , ,

K = 20% , , , , ,

K = 30% , , , ,

K = 40% , , , ,

K = 50% , , , ,

Best Mode

Note: is the cross mode, is the overall mode, is the gap mode.
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vehicle ratio were considered in past studies [20, 30], in which high
traffic volume or ORV ratio would result in the platoon-single
vehicle congestion, so short platoon modes were preferred. This
is consistent with the results in Tables 4, 5 that gap mode is more
suitable in high traffic volume and ORV ratio scenarios, and
overall mode is the best mode in low traffic volume and ORV
ratio scenarios. On the other hand, this research also has some
difference with previous studies. Some studies focused on the
operation characteristics and safety effects [31]. The lateral and
longitudinal steady control is the key factors to guarantee the
safety of truck platoons and other vehicles near the off-ramp.
However, this study does not focus on the micro-aspect of single
truck operation, but applies best avoidance mode to enhance the
overall safety and efficiency of off-ramp area, which can be
applied in most two-lane highway off-ramp scenarios.
Different from Liu et al.’s study [20] and Wang et al.’s study
[32], three avoidance modes were proposed and analysed in the
off-ramp simulation experiments, other than the single sub-
platoon control mode or merging scenarios. This provides a
macro-decision strategy for platoon management system.
According to the simulation and game analysis results, the
main findings are discussed as follows.

6.1 The efficiency gain of different
avoidance modes

The results show that there are obvious differences in efficiency
gain among three avoidance modes. In some continuous flow
scenarios, if the truck platoon takes no-avoidance action, the
ORVs’ AVG TT of most scenarios are smaller than the three
modes. The reason is that the continuous lane-changing demand
requires a large gap in the truck platoon to ensure the safe off-ramp
behavior. Therefore, when truck platoon slows down or changes
lanes to yield for a high rate of continuous ORVs, the following
ORVs and ORVs on the adjacent lane have to slow down as well,
which results in the increase of ORVs’ AVG TT. To overcome this
problem, the gap mode is a solution to provide ORVs with enough
space to change lanes before the lane-changing area. It makes the
truck platoon to split and leave enough space for ORVs to change
lanes. This can not only reduce the waiting time for the ORVs, but
also release the left lane for the GVs to drive freely. Therefore, this
mode greatly reduces the traffic delay and improves the HVs and
ORVs’ driving efficiency.

The poor performance of the cross mode is due to the low gap
acceptance between the sub-platoon. HVs have to follow the sub-
platoon for a few seconds to seek for a lane-changing
opportunity. On the other hand, before the ORVs change
lanes, they need to check the traffic state on the target lane. If
there are already several ORVs in the “cross gap” (the gap
between the first and the third sub-platoon), the following
ORVs have to wait until the target lane has enough space.
These two aspects are the main reasons for the large AVG TT
result when the truck platoon taking the cross mode.

Considering the lane-changing characteristics of truck platoon,
the overall mode yields for the ORVs by changing the whole platoon
to the left lane. This requires no additional control of sub-platoon.
However, the overall mode has some limitations in some situations.

For example, when the HVs travel on the left lane near the off-ramp,
the truck platoon cannot directly change lanes. The container trucks
in truck platoon must change lanes one by one according to the
nearby traffic conditions. Sometimes, the following trucks have to
look for another appropriate lane-changing opportunity after the
leading truck changes lanes. This will reduce the average speed of
HVs on the left lane, which results in the decrease of the HVs’
driving efficiency.

6.2 The safety gain of different
avoidance modes

When the ORVs reach the off-ramp area, they need enough
space on the right lane to meet their lane-changing demand. In
the no-avoidance state, the truck platoon occupies 100 m on the
right lane, so that the ORVs have two choices to get off the
highway: a) overtaking the whole truck platoon before reaching
the end line of the lane-changing area. b) keeping a distance with
the truck platoon, and waiting for the truck platoon passing the
off-ramp exit, then finding the appropriate opportunity to change
lanes. If the ORVs need to get off the ramp quickly, they must
sacrifice the safety to decrease the relative distance and to
increase the speed. Therefore, the most unsafe status usually
appears in this period.

If the traffic flow volume increases constantly and reaches a high
flow volume, the traffic density will increase. Therefore, when HVs
are closer to the off-ramp and still do not change to the right lane,
they will develop a strong intention to change lanes. If truck platoon
disbands enough space, ORVs will adjust the speed between the two
sub-platoons. Otherwise, there will be a risk of rear-end accident. In
the simulation results, this phenomenon is reflected with low AVG
min TTC of HVs.

Generally, the avoidance of truck platoon near the highway
off-ramp can increase traffic safety. The gap mode provides great
space for ORVs to meet their lane-changing requirement.
However, the gap mode will cause the rear sub-platoon to
decelerate, which will increase the conflict probability between
the rear sub-platoon and the following HVs. In addition, if the
leading platoon does not accelerate enough, the ORVs cannot
overtake the platoon before the lane-changing area. In this case,
they must wait on the left lane at the off-ramp exit, which results
in traffic congestion (choice b). The overall mode allows the
ORVs to change lanes freely by clearing the right lane, which
reduces the conflicts between HVs and other vehicles. However,
during the lane-changing process of each container truck, the
conflict probability between truck platoon and HVs climbs. The
HVs following or travelling in parallel with truck platoon must
decelerate to the same speed as the platoon to change lane safely.
Therefore, how to balance the truck lane-changing behavior and
traffic efficiency is an important issue of this avoidance mode.
The cross mode combines the advantages and disadvantages of
the other two modes. It includes the lane change and disband
behavior of platoons, so it provides proper gap for ORVs to
change lanes. Compared with the other two modes, the minTTC
of cross mode is larger. This is because the ORVs in this mode
usually change lanes at a relative slower speed, which sacrifices
the travel efficiency but improves safety.
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6.3 Summary

A comprehensive evaluation of different avoidance modes in
mixed traffic flow necessitates an examination from two key
perspectives: travel efficiency and safety. The findings indicate
that the gap mode consistently demonstrates superior
performance across various scenarios, while the overall mode
exhibits commendable efficiency in several instances. Conversely,
the cross mode proves applicable in only a limited number of
scenarios. Comparative analysis against a no-avoidance state
reveals that all three modes contribute to enhancing the
efficiency and safety of both human-driven vehicles (HVs) and
truck platoons to a certain extent.

The results of game analysis highlight the gap mode as the
optimal choice, displaying the most favourable impact on travel
efficiency and safety, especially with increasing traffic volume and
off-ramp vehicle ratio. Although not always the primary choice in
specific situations, the gap mode remains a viable option,
particularly for static truck platoon control systems. In cases
where individual trucks within the platoon can be monitored and
controlled, the avoidance mode should be dynamically tailored to
match the traffic environment, as outlined in Table 4 and Table 5.

7 Conclusion

This study introduces three avoidance modes for truck platoons
in the off-ramp area of a two-lane highway within a human-machine
mixed traffic flow context. Employing game theory to analyze the
safety and efficiency of each avoidance mode, the study concludes
that the gap mode proves most effective in enhancing travel safety
and efficiency. By segmenting the long platoon into multiple sub-
platoons, the gap mode generates ample spaces for multiple off-
ramp vehicles.

However, in scenarios characterized by high traffic volume and
consecutive high-speed vehicles waiting to exit the highway, the
overall mode emerges as a preferable option over the gap mode. In
the overall mode, all trucks shift lanes to the left, significantly
reducing travel time for nearby vehicles. Additionally, the overall
mode demonstrates adaptability to various Off-Ramp Vehicle
(ORV) ratio levels in low traffic volume, ensuring greater safety
for high-speed human-driven vehicles compared to other
avoidance modes.

Despite these findings, this study still has some limitations.
Firstly, all vehicles in the scenarios are assumed to be connected in
the Intelligent Transportation Systems environment, but
information transmission delay in avoidance mode is not
analyzed. Secondly, the study only focuses on the differences
between the three modes without considering the position, speed,
and length of sub-platoons for each mode. Thirdly, the evaluation
indicators for HVs do not include other factors, such as queue length
and deceleration rate. Consequently, future research needs to
conduct field tests to investigate the safety, traffic efficiency, and

response delay of diverse avoidance modes in the Vehicle-to-
Everything (V2X) environment. Detailed micro-macro evaluation
of different modes would be preferred to obtain more accurate
avoidance strategies.
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