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Background: The approximate 5:1 male to female ratio in clinical detection of Autism

Spectrum Disorder (ASD) prevents research from characterizing the female phenotype.

Current open access repositories [such as those in the Autism Brain Imaging Data

Exchange (ABIDE I-II)] contain large numbers of females to help begin providing a new

characterization of females on the autistic spectrum. Here we introduce new methods to

integrate data in a scale-free manner from continuous biophysical rhythms of the nervous

systems and discrete (ordinal) observational scores.

Methods: New data-types derived from image-based involuntary head motions and

personalized statistical platform were combined with a data-driven approach to unveil

sub-groups within the female cohort. Further, to help refine the clinical DSM-based ASD

vs. Asperger’s Syndrome (AS) criteria, distributional analyses of ordinal score data from

Autism Diagnostic Observation Schedule (ADOS)-based criteria were used on both the

female and male phenotypes.

Results: Separate clusters were automatically uncovered in the female cohort

corresponding to differential levels of severity. Specifically, the AS-subgroup emerged

as the most severely affected with an excess level of noise and randomness in the

involuntary head micro-movements. Extending the methods to characterize males of

ABIDE revealed ASD-males to be more affected than AS-males. A thorough study of

ADOS-2 and ADOS-G scores provided confounding results regarding the ASD vs. AS

male comparison, whereby the ADOS-2 rendered the AS-phenotype worse off than the

ASD-phenotype, while ADOS-G flipped the results. Females with AS scored higher on

severity than ASD-females in all ADOS test versions and their scores provided evidence

for significantly higher severity than males. However, the statistical landscapes underlying

female and male scores appeared disparate. As such, further interpretation of the ADOS

data seems problematic, rather suggesting the critical need to develop an entirely new

metric to measure social behavior in females.

Conclusions: According to the outcome of objective, data-driven analyses and

subjective clinical observation, these results support the proposition that the female
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phenotype is different. Consequently the “social behavioral male ruler” will continue

to mask the female autistic phenotype. It is our proposition that new observational

behavioral tests ought to contain normative scales, be statistically sound and combined

with objective data-driven approaches to better characterize the females across the

human lifespan.

Keywords: females, head micro-movements, autism, AS, stochastic signatures, resting state fMRI

INTRODUCTION

Autism Spectrum Disorder (ASD) presents a diagnosis ratio
estimated between 4:1 and 5:1 males to females (Volkmar
et al., 1993; Mandy et al., 2012), a figure that is further
exacerbated by evidence indicating that females are diagnosed
significantly later than males (Lai et al., 2015). Indeed, studies
show that observational clinical tools, such as the Diagnostic
Statistical Manual (DSM) [ASD; APA 4] and Autism Diagnostic
Observation Schedule (ADOS) (Lord et al., 2000, 2012) may
need modifications to detect symptomatology earlier in females.
Such adaptations could help further our understanding of
differential sex contribution to the ASD phenotype. Namely,
the DSM-V shows a marked division from the DSM IV
by encompassing ASD, Asperger’s Syndrome (AS), and other
similar developmental disorders under an umbrella diagnostic
label of Autism Spectrum Disorders, yet the diagnostic
implications with respect to sex-level differences has yet to be
elucidated. Unfortunately, the current diagnostic rates present
tangible difficulties in exploring ASD within the wider female
population—most notably challenges in recruiting a sufficient
number of female participants. The current methods are
therefore grounded on the observation of social behaviors within
the male phenotype. However, we know that expectations of
social behavior vary from culture to culture. As such, they carry a
heavy subjective weight. Thus, the question posed is, how can we
use objective means and take advantage of contemporary data-
driven techniques, to assess the question of sex differences in
ASD?

In recent years, access to open scientific repositories of data
has enabled researchers to rethink the issue of sex differences
in ASD—providing access to a range of data to achieve
higher levels of statistical power and female representation. For
instance, a number of publications have pointed at presumed,
fundamental, differences in brain signal variability (Takahashi
et al., 2016) and patterns of connectivity between the typically
developing (TD) brain and the ASD brain (Cheng et al., 2015;
Falahpour et al., 2016) by drawing on brain imaging data
banks. Importantly, such research highlights specific sex-based
differences (Alaerts et al., 2016), including differentiations in
structural organization of the motor systems, which are discussed
in light of repetitive behaviors (Supekar and Menon, 2015),
cortical volume and gyrification (Schaer et al., 2015), among
other morphological parameters. Such evidence for fundamental,
physiological differences in ASD expression between the sexes
may allude to new, refinedmethods to isolate and quickly identify
ASD symptomatology in females; a population that has been thus
far difficult to diagnose.

But how accurate and reliable are these claims? A series of
recent papers have begun to question the “black-box” treatment
of functional magnetic resonance imaging (fMRI) data analyses
(Power et al., 2012), particularly when related to ASD (Tyszka
et al., 2014). More specifically, there is an analytic pipeline
following a “one size fits all model” under assumptions of
normality, linearity and stationarity in the imaging data that
does not necessarily conform to the characteristics inherent
in the variability of such data. Part of the problem stems
from the pervasive effects of involuntary head motion on all
measures of morphometry and functions derived from structural
MRI or resting state fMRI data (rs-fMRI). As such, fMRI
experiments require maximal dampening of head movements
that may occur during the scanning session (i.e., while lying
inside the scanner) to prevent artifacts due to involuntary
movements (Deen and Pelphrey, 2012; Power et al., 2012;
Tyszka et al., 2014). Yet, even upon padding the head during
the scan to minimize movement, these minute fluctuations
in head motion are detectable and known to confound the
data if no motion correction procedures are in place (Friston
et al., 1996; Hutton et al., 2002; Jenkinson et al., 2002). This
problem often leads to the removal of large portions of datasets
so as to enable statistical inferential analyses. Furthermore,
recent work underscores the importance of not making a
priori statistical assumptions about the underlying stochastic
features of biophysical rhythms harnessed from the nervous
systems (Torres, 2011, 2013a; Torres et al., 2013a, 2016a).
In particular, such work demonstrates that when empirically
estimated, the probability distributions that characterize such
signals are generally not normal; rather, they are subject
to non-linear and stochastic variations inherently present
in signals derived from complex systems. These biophysical
signals include those derived from fMRI involuntary head-
motion related data (Eklund et al., 2016; Torres and Denisova,
2016).

Considering the inherent nature of the empirical data rather
than a priori imposing theoretical assumptions for statistical
inference seems particularly relevant when analyzing cross-
sectional data from the population at large. Neurodevelopment
is, indeed, non-uniform and highly non-linear in its early stages
(Torres et al., 2016b), with the statistical properties of biorhythms
from the developing nervous systems changing dramatically with
age (Figure 1) (Torres et al., 2013a, 2016a). In particular, the
degree to which spontaneous involuntary fluctuations in the
nascent nervous systems can be dampened on command is in
itself a sign of maturity (Torres et al., 2013a), as the nervous
systems transition into more stable states. In the case of ASD
and other neurodevelopmental disorders, the coping nature of
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FIGURE 1 | Age dependent shifts in the non-Gaussian stochastic signatures of motion variability. Physical motion starts from conception and ends with death. We

propose that during early stages of life the nascent immune and autonomic systems scaffold self-supervision and autonomy, respectively thus endowing the nervous

systems with features to be poised to grow and mature intelligence by partly supervising and using its own feedback to learn and adapt. As such, the variability

inherently present in the biorhythmic motions of the person—e.g., in deliberate voluntary motions, spontaneous involuntary motions and the inevitable autonomic

motions serve as a form of kinesthetic feedback from various systems. It is our finding that these motions are not characterized by symmetric distributions with

non-stationary properties. Rather, the probability density functions empirically derived from actual physical data are skewed; shift skewness with aging and the rates of

change of the shifts in skewness change within different age groups. For example, early in neonatal stages the female and male phenotypes separate according to the

generalized coefficient of variation (CV) of their rates of growth, which is reflected as well in their rate of change of motion stochastic signatures (Torres et al., 2016b)

[Data obtained from 26,985 babies per summary point (13,623 girls, 13,362 boys) publicly available from the methods to build the WHO-CDC Growth Charts]. Babies

were longitudinally tracked for 24 months upon which cross-sectional data was used to build the charts up to 5 years of age (Kuczmarski et al., 2002; de Onis and

Onyango, 2003). Inset highlights the non-Gaussian nature of the variability of this parameter of physical growth and the inflecion point attained earlier (at 224 days) in

females than males (at 252 days). Later on in life such sex differences are less obvious (Torres et al., 2013b), but using the fluctuations in motion parameters (e.g.,

those changing in cross-sectional data spanning 3–77 years of age) can be informative of subtle differences in speed micro-movements denoting different degrees of

skewness and dispersion along with different age-dependent rates of change in this stochastic signatures (data extracted from controls (CT) in 176 participants

reported in Torres et al., 2016a) Yellow and black PDFs are from a deafferented participant for reference of a system without (or very poor) kinesthetic reafference

manifested in the typically aging elderly.

the nervous systems adds a layer of instability that can be
tracked through the assessment of involuntary motions (Torres,
2013a), particularly those that are still present in excess in the
system despite instructions to remain still (Torres and Denisova,
2016). Indeed, recent results on the role of head motion micro-
movements during rs-fMRI revealed elevated levels of noise-to-
signal ratio (NSR) in the ASD population at large (Torres and
Denisova, 2016). These elevated NSR in involuntary head micro-
movements were detected with or without medication intake,
suggesting that the presence of involuntary motions with excess
NSR levels could serve as an important biological feature of
nervous systems with developmental problems. In addition, this
previous work illustrated differences between individuals as a
function of medication intake (Torres and Denisova, 2016); a
comparison dominated by a cohort consisting of majority males
participants.

The prior work, however, did not have a sufficiently
large number of female participants to examine if male
participants primarily drove the elevated NSR, or if the
females with a diagnosis of ASD/or AS also have inherently
elevated levels of NSR. If so, this signature of stochastic
motor variability may provide a route of non-invasive
diagnosis, one that may tap into underlying symptomatology
associated with a diagnosis of ASD in females. Within the
context of resting state imaging studies involving ASD

participants, questions have therefore been raised over
claims on connectivity and morphometry variation as
individuals with a disorder of the nervous system—including
those considered a “mental illness” by the DSM (American
Psychiatric Association, 2013)—often move more, which impacts
statistical inferences and interpretations made (Pardoe et al.,
2016).

Given the pervasive noisy and random somatic motor micro-
movements signal in ASD across sex and ages (Torres et al.,
2013b), severity (Torres and Denisova, 2016) and levels of motor
control (voluntary, Torres et al., 2013a; automatic, Torres et al.,
2016c), autonomic (Torres and Lande, 2015; Kalampratsidou
and Torres, 2016; Torres et al., 2016b), the present work
aimed to investigate if involuntary micro-movements of head
motion recorded within the scanner had a statistically different
rate of noise accumulation in ASD females in relation to TD
control females. Further, this was examined in light of male-
specific ASD-TD differential patterns to consider the impact
of gender. For the purposes of our inquiry, it was not as
important to consider if the person affected with ASD moved
more (since we suspected they did and others corroborated
that guess already in affected adults, Tyszka et al., 2014).
The question is whether the continuous random process that
we used to characterize those fluctuations in head motion
amplitude (as spike trains) revealed higher cumulative effects
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of noise and randomness in females with ASD, (including
as well those with a DSM-IV AS-related diagnosis) than in
female controls. We report evidence that the ABIDE data sets
contain information of use to help define the ASD female
phenotype.

METHODS

Demographics of ABIDE I and ABIDE II
All datasets included in this study are from the Autism Brain
Imaging Data Exchange (ABIDE) databases: ABIDE I (http://
fcon_1000.projects.nitrc.org/indi/abide/abide_I.html) and
ABIDE II (http://fcon_1000.projects.nitrc.org/indi/abide/abide_
II.html). The work is in compliance with Frontiers guideline
on the use of human subject’s data. To that end, quoting from
ABIDE “In accordance with HIPAA guidelines and 1,000
Functional Connectomes Project/INDI protocols, all datasets
have been anonymized, with no protected health information
included.”

Collectively, these open access databases contain datasets with
a much larger number of females (and males) than one could
find in any given single study in the literature. The breakdown
of demographics used in the present study is summarized in
Figure 2. The study includes four main comparisons:

1. ASD, AS, TD: Comparison of stochastic signatures of head
micro-movements extracted from individuals who have a
formal DSM diagnosis of ASD, a DSM-IV-TR (American
Psychiatric Association, 1994) diagnosis of AS and TD
controls, but are not on medication.

2. Medication vs. no Medication: Comparison of individuals with
a diagnosis who reported medication use vs. those who did not
report medication use.

3. ADOS-2 vs. ADOS-G: Comparison of ADOS-2 and ADOS-G
scores (Lord et al., 1989, 2000) whenever available for set in (1)
above.

4. Females vs. Males: Comparison of females vs. males according
to the above mentioned metrics and selected across ABIDE
based on the inclusion/exclusion criterion next defined.

Inclusion/Exclusion Criterion
We included those sites in ABIDE I and II that contained
information regarding participant medication intake (Table 1
of the Supplementary Material lists sites with summary
information). From those sites, we first isolated female
individuals who did not take medication (n = 76). From these
individuals, we isolated those with a diagnosis of ASD and
those with a diagnosis of either AS (n = 27), or a mixed
diagnosis of AS or a pervasive developmental disorder not
otherwise specified PDDNOS/PDD (n = 32). ABIDE I was
published before the DSM-5 (American Psychiatric Association,
2013) was released and only reports information as per
DSM-IV-TR (American Psychiatric Association, 1994) while
ABIDE II reports both DSM-IV-TR and DSM-5 diagnostic
information. Due to the augmentation of terminology in
DSM-5 (American Psychiatric Association, 2013) leading to
putative overlap between ASD and AS, the ASD individuals
were from the non-DSM-IV column of the demographics
data set. The AS individuals (and diagnosis) were isolated
using the next column representing DSM-IV-TR classification
only. Thus, the main question was whether the two groups
(non-DSM-IV ASD and the DSM-IV AS) were in any way
distinguishable. Then we examined 63 age-matched (TD)
females, a group of comparable size, from ABIDE I as the control
group.

FIGURE 2 | Inclusion/Exclusion criteria for the ABIDE I and II data sets used in this study. (A) Females: TD females are from ABIDE I and include all individuals with no

medication intake only from ABIDE I sites that reported medication intake in the demographics were included as the group size covered the proper age range and

comparable number of participants to those with ASD. ASD females are from column 1 DSM of demographics records across ABIDE I and II with a diagnosis of ASD;

DSM-IV-TR AS diagnosis of column 2 of demographics records; MIX includes all AS, PDDNOS, PDD from column 2 DSM-IV (no ASD from DSM IV). NoMEDS refers

to all with a diagnosis of ASD (column 1 and 2 of the demographics records), all with a diagnosis of AS or PDDNOS or PDD who were not on medication (i.e., from all

sites that reported medications). MEDS were as before, all participants with a diagnosis but not on medication. (B) The same as (A) for males.
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A second level comparison was to select all participants with
a given diagnosis (i.e., ASD from the first DSM column, ASD
from the second column with the DSM-IV diagnosis and those
with AS, PDDNOS, PDD) who were on medication (n= 76) and
those who were not on medication (n = 35). Here, the goal was
to compare their involuntary head micro-movements signatures
and ask if medication intake in the females had an effect on the
stochastic signatures of the head motions. Figure 2 summarizes
these demographics.

Lastly, we compared ADOS-2 and ADOS-G scores, whenever
available, for the groups above and included the males selected
under the same criteria for this comparison (Table 2 of the
Supplementary Material lists sites with summary information).
The idea was to uncover differential patterns (if any) between
female-female statistically significant differences and male-male
statistically significant differences. Summary of these results and
the levels of statistical significance are shown in Tables 1, 2 of the
Supplementary Material.

Motion Extraction
Motion extraction was performed using the Analysis of
Functional NeuroImages (AFNI) software packages (Cox, 1996).
Single subject processing scripts were generated using the
afni_proc.py interface1. Skull stripping was performed on
anatomical data and functional EPI data were co-registered to
anatomical images. The median was used as the EPI base in
alignment. Motion parameters, 3 translational (x, y, and z) and 3
rotational (pitch-about the x axis, roll-about the y axis, and yaw-
about the z axis), from EPI time-series registration was saved.

Statistical Analyses
In the present work we assess the scan-by-scan velocity-
dependent variations in the linear displacement and in
the angular rotations of the head during rs-fMRI sessions.
The analyses specifically refer to the stochastic signatures
of the micro-movements (as generally defined below), their
accumulation and empirically estimated statistical features under
a statistical platform for individualized behavioral analysis
(SPIBA). In the specific case of rs-fMRI data, the data types
are not the original head motions per se, but rather derivative
information pulled out from the original time series that the
head-motion extraction methods create (Friston et al., 1995;
Worsley and Friston, 1995). The commonly used methods
to estimate volume-to-volume head movements from fMRI
data were therefore used to obtain the original time series of
(raw) head motion data (see section Methods for head motion
extraction above).

Micro-Movements as a New Waveform
Data Type for Analyses of Motions
Embedded in the Biorhythms Harnessed
from the Nervous Systems
Given the disparate sampling resolutions (SR) across sites
reporting data to ABIDE, we here use a data type that is
insensitive to the differences in stochastic processes that such

1https://afni.nimh.nih.gov/pub/dist/doc/program_help/afni_proc.py.html

different SR give rise to Caballero et al. (2017). The micro-
movements (see below) are a new waveform introduced earlier to
analyze motion data from various sensors used in motion caption
sampling with different degrees of accuracy, frequency and
temporal resolutions (Torres et al., 2013a). Instead of examining
a time series of time dependent values, we rather focus on a
waveform of the fluctuations in signal amplitude in the order in
which the changes in the peaks of the signal occur. In the present
work we use the raw linear and angular speeds extracted from
the imaging data to build the micro-movements. To that end,
we examine the changes in amplitude in a dynamic-independent
fashion.

To derive the micro-movements, we obtained the series of
local peaks (speed maxima) and divided them pointwise by the
sum of the speed maximum value and the local average speed
between the two minima,

NormSpeedMax =
SpeedMax

SpeedMax+ AvrgSpeed
(1)

The spike trains of amplitude fluctuations derived from this
normalized version of the raw data are the waveform used as
input to the SPIBA. We combine this waveform with a Gamma
process to empirically estimate the Gamma parameters and
track their values on the Gamma parameter plane, compute the
probability distribution functions (PDFs), obtain the Gamma
moments and the summary statistics (see Figure 3).

Presented in prior work (Torres, 2011, 2013a; Torres et al.,
2013a, 2016a,c; Torres and Denisova, 2016) and patent pending
technology (Torres and Jose, 2012), the micro-movement
approach examines the orderly series of peaks and valleys across
biophysical data continuously registered from physiological
sensors, from which such spikes can be extracted. Specifically,
the fluctuations in amplitude (and timing when the instrument’s
sampling resolution is uniform across the data set) of such spikes
are assumed to characterize a continuous random process where
events in the past may (or may not) accumulate evidence toward
prediction of future events (see Figure 4). Figure 4 provides a
summary of the data types used in the stochastic analyses with
sample raw data in Figures 4A–D, and micro-movements plots
in Figure 4E.

This method has been applied to other biorhythms harnessed
non-invasively from various processes of the nervous systems
ranging from deliberate-voluntary to spontaneous-automatic,
spontaneous-involuntary, to inevitable-autonomic (e.g., output
from EEG, output from ECG, skin temperature probes, output
from inertial measurement units, output from electromagnetic
sensors, output from camera based systems, among others,
Torres (2013b), Torres et al. (2013a), Kalampratsidou and Torres
(2017), Ryu and Torres (2017), and Whyatt and Torres (2017).

Within this framework, the rate of change of raw linear
displacement of the head position was obtained in vector form
(a three-dimensional velocity field over time). For each velocity
vector the Euclidean norm was used to obtain the magnitude of
each element in this scalar field over time, i.e., the linear speed
temporal profile corresponding to the given session (denoted
LS). The time-series of the LS values were then plotted for
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FIGURE 3 | SPIBA using the Gamma process for statistical inference and interpretation of biophysical data. (A) Obtain frequency histograms of biophysical parameter

and derive micro-movements from the waveform. Empirically estimate the PDF’s using maximum likelihood estimation with high confidence and plot the estimated

parameters on the Gamma plane. (B) The Gamma plane statistical inference for interpretation of biophysical data, (e.g., the biophysical rhythms harnessed from the

Central and Peripheral Nervous Systems) is shown here in schematic form. The empirical estimation of the shape and scale Gamma parameters has provided a range

of empirical data from movements encompassing a range of voluntary control levels (e.g., autonomic, spontaneous, automatic, involuntary and voluntary). Along this

gradient we have profiled the autistic phenotype and found empirical evidence for the prevalence of the Exponential distribution SHAPE value of 1 to the left of the

shape-axis. In contrast, the typically developed young participants tend to manifest symmetric shapes to the right of the SHAPE-axis, with skewed distributions

between these two extremes prevalent across the adult population at large. Along the SCALE-axis (denoting the noise to signal ratio (NSR) of the biophysical rhythms

from movements comprising multiple levels of control) the autistic population remains high in ranges of NSR in relation to the typical controls with lower levels in the

steady state regimes of a task (i.e., when the person is proficient at it). This empirical evaluation of human biorhythms harnessed during natural behaviors defines two

quadrants of interest to track in any experimental setting involving individualized behavioral analyses: the left upper quadrant of the Gamma plane (LUQ) and the right

lower quadrant (RLQ) of the Gamma plane. Each quadrant provides (theoretical) statistical inference information amenable to interpret the actual biophysical data. The

subdivision has also been used to characterize and map out the statistical ranges of human behavior with pathologies of the nervous systems in relation to normative

data from typical fellows. (C) Different scenarios of the Gamma plane and its statistical-inference quadrants are shown in schematic form to invite its use for the

tracking of stochastic trajectories of a given individual derived during a given session of a given study. The longitudinal evolutions of the probability distribution

functions from the LUQ to the RLQ are important to consider in individualized neurodevelopmental data but also possible to track in scenarios comprising

cross-sectional data (such as the present one).

each participant as a linear speed profile where each unit time
depends on the scan specs (frames per second in Hz) across
the lengths of the scanning sessions (plotted in Figures 4A,B

for the age-matched TD vs. ASD representative samples and
in Figures 4C,D for age-matched TD vs. AS and PDDNOS
participants).

The fluctuations in amplitude (of LS maxima) were then
normalized as in Torres (2011) and Torres et al. (2013a),
using equation 1 above, scaled between 0 and 1 to account
for allometric (head or body size) effects in cross-sectional
data from the population at large (Lleonart et al., 2000). This
standardized way of examining physiological signals (the micro-
movements data type) further permits grouping of themovement
data using clinical and demographic features of participants

with heterogeneous demographics and phenotypic information
(Torres and Jose, 2012).

The normalized peaks in the order in which they appeared
are plotted in Figures 4E and for each type of participant.
This waveform then served as input to a Gamma process and
stochastic characterizations of their fluctuations in amplitude
were used to provide a signature of the ASD, AS, and TD
groups. Thus, we examined the continuous spike train data of
orderly speed amplitude shifts as a Gamma process under the
general rubric of a Poisson Random Process (PRP), assuming
independent and identically distributed (IID) random variables.
This assumption will be relaxed in future work; but for the
purposes of our examination concerning the traditional a priori
assumption of normality in such biophysical data, it should
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FIGURE 4 | Involuntary head excursions were detected during the resting state fMRI sessions. (A) Linear displacements vs. angular rotations of the head contrasting

ASD females vs. age-matched TD controls. (B) Raw data consisting of linear speed and angular speed extracted from the position and orientation tri-axial trajectories

contrasting TD vs. ASD participants. (C,D) Same as in (A,B) for the females of ABIDE I and II with a DSM-IV diagnosis of AS and PDDNOS vs. the age-matched TD

controls in (A). (E) Micro-movements extracted from rs-fMRI head linear displacements in TD, ASD, and AS combined with PDDNOS participants.

suffice to consider the simpler case of a point process where the
distributions have various degrees of dispersion, skewness, i.e.,
are not normal and different kurtosis.

Briefly, the Gamma probability distribution function is given

by: y = f (x|a, b) = 1
Ŵ(a)ba

xa−1e
−x
b , in which a is the shape

parameter, b is the scale parameter, and Ŵ is the Gamma
function (Ross, 1996). We used in-house developed software
and MATLAB version 8.3 (R2014a) (The MathWorks, Inc.,
Natick, MA) functions to estimate the Gamma parameters
and corresponding PDF (and CDF) using maximum likelihood

estimation (MLE) with 95% Confidence Intervals (CIs). To that

end, we compared different families of probability distributions

(e.g., the Gaussian, Normal, Lognormal, Exponential and

Gamma) and chose the best fit in an MLE sense. Owing to our
prior work using the ABIDE sets (Torres and Denisova, 2016)

we were able to determine that the Gamma had the best fit in
an MLE sense. Of particular importance, the (NSR), a.k.a. the

Fano Factor (FF, Fano, 1947) is obtained from the empirically
estimated Gamma variance divided by the empirically estimated
Gamma mean. The Gamma mean is given by µ = a · b and the

Gamma variance is given by σ 2 = a · b2. The NSR in this case

is also the Gamma scale parameter since σ 2

µ
= /a·b/2

/a·/b
= b (Ross,

1996). This is important as we will be assessing the levels of noise
in relation to the empirical estimation of the Gamma parameters

from the data as a function of group type. Higher levels of noise
in the left upper quadrant of the Gamma plane (Gamma-LUQ)
will correspond to increases of the b scale parameter along the
vertical axes of the Gamma plane; whereas lower levels of noise
in the right lower quadrant (Gamma-RLQ) will correspond to
lower values along the scale axis of the Gamma plane. This is
shown in Figure 3B in schematic form with schematic examples
of stochastic trajectory evolution across the quadrants of interest
in Figure 3C. The quadrant’s limiting values (represented by
the quadrant-dividing lines) are derived from the stochastic
signatures of the evolution set as the median values of the scale
or shape empirically estimated parameters.

It is also important to emphasize that when the shape
parameter a of the Gamma family a = 1 at the Gamma-
LUQ, the data follows the memory-less Exponential probability
distribution. This is the most random distribution whereby
events in the past do not accumulate information predictive of
events in the future (Ross, 1996). Larger values of the shape
parameter toward the Gamma-RLQ tend toward the symmetric
distributions, with a variety of skewed distributions between the
two extremes.

The scatter of points on the log-log Gamma plane gives rise
to a power-law relation between the shape and the dispersion of
the distributions [the scale parameter or Noise-to-Signal Ratio
(NSR)]. The extent to which the scatter points deviate from
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this pattern can be quantified. To that end, it is possible to
measure the residuals from the linear polynomial fit (denoted
here as delta) and obtain a parameter plane involving the delta
values vs. the corresponding NSR for each point (representing a
participant) in the scatter. This information can thus give rise to
statistically driven clusters (Nguyen et al., 2016) to classify various
subtypes of patients.

Here we adopt such a metric (that we introduced in Nguyen
et al., 2016 and adapted to rs-fMRI data from ABIDE in Torres
and Denisova, 2016) to ask if the females of the ABIDE sites that
reported medication intake follow any type of automatic sub-
group classification. Note here that we do not include females
for whom medication status was unknown. To that end, we
integrated information from theNSR and the delta residuals from
the linear polynomial fit (power-law relation) associated to the
scatter of the log-shape and log-scale values on the Gamma plane
and will examine the ranges of parameter values within each
group. In the text we will refer to the level of randomness in the
empirically estimated shape parameter (when close to a = 1), the
limiting Exponential case; or we will point out increasing values
of the shape parameter toward more symmetric distributions
tending to the Gaussian limiting case. Likewise we will refer to
higher or lower NSR levels according to the empirically estimated
b Gamma scale parameter value relative to the age-matched TD
control values (as normative data) Figure 3A.

RESULTS

Significant Differences in Physical Head
Excursions Distinguish ASD and AS
Females from TD Females
We examined the relative head excursions during rs-fMRI
sessions for each individual female in the cohort. To that end,

the cumulative sum of speed values over all frames was obtained
(i.e., the physical path length the head traveled) and divided
by the number of frames for each participant. The rate of
change raw data (before normalization) can be seen for TD
vs. ASD in Figure 4A with their speed profiles in Figure 4B.
Figure 4C shows the comparison for the TD age-matched vs. the
AS. Figure 4D shows the corresponding speed profiles for each
group.

The distributions of the relative head excursion ratios were
well fit by the continuous family of Gamma PDFs. Figure 5A
shows the empirical cumulative probability distribution (eCDFs)
and the estimated CDFs for all three groups of age-matched
females. The inset shows the estimated first and second Gamma
PDFs. Figure 5B shows the signatures localized on the Gamma
parameter plane. The estimated Gamma moments were also
obtained and the results are summarized in Table 3 of the
Supplementary Material.

We next focus on the linear displacements. We compare the
relative head excursions pairwise across each female group. To
that end we used the non-parametric Mann-Whitney-Wilcoxon
U rank-sum test. We found statistically significant differences
between the pooled data of ASD females and age-matched TD
female controls (rank sum test p < 2.22e-06), with notably more
head movement (as recorded by physical head excursion) for
the ASD female group (see Figures 4C,D vs. Figures 4A,B). This
was further identified in a significant comparison between the
AS females, and age-matched TD female controls (rank sum test
p < 1.95e-05), but no significant differences were found in the
length of head excursions between ASD and AS females (p <

0.39). Furthermore, we used the Kolmogorov-Smirnov goodness-
of-fit hypothesis test from MATLAB to compare two empirically
estimated eCDFs. The pairwise comparison for the relative head
excursion parameter yielded significant differences for TD vs.
ASD (p< 3.42e-05) and for TD vs. AS (p< 1.72e-04) but was not

FIGURE 5 | Differences in relative physical head excursions manifest in female participants during rs-fMRI session upon instruction to remain still. (A) The empirical

cumulative distribution functions (eCDFs) estimated using Gamma fits to the empirical data pooled across all subjects per pre-labeled group separate age-matched

TD participants from ASD and AS. Note that eCDFs from ASD and AS participants also separate, but the separation has non-statistical significance (see text). The

inset shows the estimated Gamma PDFs. (B) Using the SPIBA Gamma process the involuntary head micro-movements of each labeled cohort localize AS and ASD

on the LUQ of the Gamma plane with more elevated NSR relative to TD controls localized on the RLQ of the Gamma plane.
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significant for ASD vs. AS (p < 0.54). The ASD vs. AS proximity
in the distributions can be appreciated in Figure 5A and the
overlapping confidence intervals in Figure 5B, along with their
separation form TD controls.

Similar analyses were performed to compare all females with
a diagnosis on medication vs. those who reported not being on
medications. No significant differences were found between the
ASD and AS groups of females (p < 0.31).

Data-Driven Separation of ABIDE Females
We used SPIBA to examine the micro-movements of the head
linear displacements extracted from the rs-fMRI. As explained in
the methods section, these spike trains were used as inputs to
a Gamma process and the Gamma shape and scale (the NSR)
parameters are plotted on the Gamma plane (Figure 6A). The
log-log plot of this scatter yielded a power relation, whereby a
polynomial of degree 1 was fit using polyfit via the MATLAB
curve fitting toolbox [Linear Model Poly1 f (x) = p1 · x+ p2 with
p1 = −1.03(−1.09, 1.02) and p2 = −0.369(−0.4185, −0.3194)].

The goodness of fit was SSE 0.06, Adjusted R-square 0.9962 and
RMSE 0.01.

The residuals (delta) from the linear fit against the actual
scatter of points were examined and plotted on the bottom
panel of Figure 6A. The deltas vs. the log of the Gamma scale
(NSR) were plotted on a parameter plane in the random order
in which they were examined. Three groups emerged with
clear separation—see Figure 6B. The scatter was subsequently
colored coded according to the diagnosis label (Figure 6C). As
is evidenced in Figure 6C, the ASD females separated from the
AS females, while both groups separated from the TD controls.
We underscore here that the bottom panel of Figure 6A contains
the deltas in random order. There is no a priori-selection
that leads to Figure 6B systematic separation. It is rather a
systematic separation that self emerges without the use of the
labels (unsupervised mode). Then Figure 6C is colored with the
labels (supervised mode). Further, the cumulative path/frame
(head excursion ratio) was plotted along the z-axis (Figure 6D)
and the groups further separated (surprisingly) showing the AS
group as the farthest apart from the age-matched TD controls.

FIGURE 6 | Data-driven approach for cluster detection based on stochastic properties of the head micro-movements data of the females in ABIDE. (A) Individually

estimated Gamma probability distributions of the females and power relation fit using polynomial of degree 1 on the log-shape vs. log-scale parameter plane (top

panel). Bottom panel shows the residuals (delta) obtained from the error between the polynomial fit and the actual scatter points. (B) Parameter plane distinguishes

three clusters along the Delta vs. log (scale) or noise to signal ratio (NSR). (C) Scatter colored by DSM labels reveal clusters congruent with the diagnosis. (D) Further

separation of the groups emerges when using the relative head excursion (cumulative path length per frames), with the AS group singled out as the farthest apart from

the age-matched TD controls.
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Data-Driven Separation of ABIDE Males
Given the results in the female cohort, the SPIBA approach paired
with the Gamma process was used to examine the males across
ABIDE using the same inclusion-exclusion selection criteria as
with the ABIDE females. Figure 7 shows the resulting plots
from these analyses. As in Figure 6A involving the females,
we found that the log-log plot of this scatter yielded a power
relation whereby a polynomial of degree 1 was fit using polyfit
via the MATLAB curve fitting toolbox [Linear Model Poly1
f (x) = p1 · x + p2 with p1 = −1.02(−1.024, 1.015) and p2 =

−0.423(−0.4364, −0.3879)]. The goodness of fit was SSE 0.488,
Adjusted R-square 0.9947 and RMSE 0.02, Figure 7A.

The delta residuals in random order are plotted in Figure 7A-
bottom panel. They give rise to two main groups in the
unsupervised case plotted in Figure 7B. The supervised case
in Figure 7C reveals that in the males of ABIDE, the AS
group overlaps with the TD controls. It is instead the male-
ASD group that falls farther apart from the controls and AS
groups. This comparison revealed a marked contrast with the
ABIDE females in Figure 6, suggesting that the male ASD

and the female ASD are two distinct somatic-motor phenotypic
groups.

Impact of Clinical Severity
Given this result, severity metrics were examined to consider
the symptomatology composition of the ASD and AS cohorts.
As such, ADOS-2 (Autism Diagnostic Observation Schedule,
Edition 2; Lord et al., 2012) and ADOS-G (Autism Diagnostic
Observation Schedule Generic; Lord et al., 2000), scores were
extracted where possible, to characterize associated severity.
Table 2 of the Supplementary Material lists the ABIDE
sites providing such information. Operationalizing clinical
diagnostic criteria stipulated via the DSM (American Psychiatric
Association, 1994, 2013), these “gold standard” (Lord et al.,
1989, 2000, 2012; Gotham et al., 2008), clinical tools provide
standardized scoring metrics to quantify and characterize axes of
ASD, whereby “higher” scores are reflective of more pronounced
symptoms, thus severity. The aims were therefore (1) to examine
if female ASD and AS participants with DSM-based labels
could be further refined by ADOS-based severity criteria; (2)

FIGURE 7 | Data-driven approach for cluster detection based on stochastic properties of the head micro-movements data of the males in ABIDE. (A) Individually

estimated Gamma probability distributions of the females and power relation fit using polynomial of degree 1 on the log-shape vs. log-scale parameter plane (top

panel). Bottom panel shows the residuals (delta) obtained from the error between the polynomial fit and the actual scatter points. (B) Parameter plane distinguishes

three clusters along the Delta vs. log (scale) or noise to signal ratio (NSR). (C) Scatter colored by DSM labels reveal clusters congruent with the diagnosis. (D) Further

separation of the groups emerges when using the relative head excursion (cumulative path length per frames), with the ASD group singled out as the farthest apart

from the age-matched TD controls and AS subgroup overlapping with the TD controls.
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to examine if male participants with ASD and AS DSM-based
labels could be further refined by ADOS-based severity criteria
and (3) if ADOS-based severity in males vs. females provided
further information to further integrate both clinical and research
criteria with the objectively determined subtypes (see Figure 8

and Supplementary Materials for information on other ADOS-
sub-scores).

To that end, the ADOS-G and ADOS-2 scores were first
normalized relative to the maximum values allowed for each sub-
score scale. Further, as age-related coping mechanisms in ASD
appear to impact the stochastic signatures of micro-movements
(Torres, 2013a; Torres et al., 2013a), the age of the participant
at the time of the scan was used to correct for possible age
differences due to the developing mechanisms. As such, we
normalized the scores by age and set them on a 0–1 scale.
These normalized scores reflect a measure obtained relative
to the individual. However, due to the clinical characteristics
of the ADOS-2 and ADOS-G scales (Lord et al., 2000), with
no normalized population data for comparisons, it is difficult
to anchor the ADOS-based scores to normative data to help

interpret performance in relation to the neuro-typical population
(unlike the analyses in Figures 6, 7 providing a relative metric, in
relation to TD controls).

Comparisons were then made between the ADOS-2—total,
severity and sub-scales (RRB–restricted repetitive behaviors
and SA–social affect). As illustrated in Tables 1, 2 of the
Supplementary Material, the overarching severity score and
total scores were significantly different across the cohort. This
pattern was further reflected in a significant difference between
overarching ADOS-G total scores for each group. Yet, upon
closer inspection of the metrics derived, these results illuminate a
number of interesting, and somewhat puzzling findings.

First, the summative statistics, empirically derived through
distribution fitting (rather than theoretically assuming
normality), yielded higher average measures for each of the
female and male AS sub-groups in relation to the corresponding
ASD group. As measured by the ADOS-2, denoting the feature
quantified by each element (sub-score and total metrics), the
average was worse in AS females than in ASD females of
comparable neuro-developmental age (as measured by the age

FIGURE 8 | Age corrected (incremental) ADOS-2 scores mark statistically significant differences between ASD and AS observational phenotypes in the

cross-sectional data form ABIDE I and II of sites that reported medication status. (A) Females with an AS diagnosis have higher age-corrected ADOS-2 severity scores

than ASD females (Table 1 in Supplementary Material) reports the Gamma fit first (mean) and second (sigma) moments from highly skewed distribution of incremental

scores considering physical age of the person at the time of the test (i.e., this is different corrective criterion than adjusting for mental age, already factored into the

module selection process). (B) Same trend as in (A) for the age-corrected ADOS2-total reveals worse scores for AS females. (C,D) The analyses of (A,B) for females

were performed on the males. Similar statistical features were detected for the incremental age-corrected ADOS-2 scores: skewed distributions with higher mean

values for AS in relation to ASD.
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corrected scale). We underscore however, that this somewhat
counterintuitive finding is underpinned by empirically derived
estimates of the mean and variance, rather than a priori
assumptions of normality across the data. In particular, the
parameters of interest were extracted, normalized and the
probability distribution function that best characterized the
distribution of the data harnessed to extract both the mean and
variance (see Figure 8). These results map onto the patterning
derived through empirical, objective (unsupervised) examination
of the underlying head micro-movement during rs-fMRI (see
Figure 6), whereby female AS participants are found to be
notably separated from the female TD group. Indeed, the female
ASD group appears to display more commonality to the TD
group at this objective level.

Second, this pattern is further mirrored in “higher” ADOS-
G results for the female cohort, again implying pronounced
symptomatology for the female AS group in comparison to the
female ASD group. Yet, despite this pervasive finding across
the female cohort, mapping well onto the pattern of grouping
according to stochastic signature of physiological variability, the
male cohort fail to display this feature consistently across the
ADOS-G parameters. In particular, at this level, the male group
inverts, whereby male participants diagnosed with ASD display
“higher” ADOS-G scores in relation to the corresponding AS
male group—a finding that is consistent across this clinical tool
i.e., sub-scales and total metrics. More in keeping with traditional
expectations (i.e., more pronounced symptomatology associated
with ASD), this finding may also point to the similarities we
unveiled in Figure 7 between TD and AS male participants in
relation to objective (unsupervised) profiling of the stochastic
signature of micro-movements.

When examining the profile of significant differences between
individuals with ASD and AS across the ADOS-2 and ADOS-
G for both the female and male cohorts, further differences
are highlighted. Specifically, fewer axes of both the ADOS-2
and ADOS-G significantly differentiate between female ASD and
AS, whereas more consistently significant differences are found
between the male ASD and AS groups (see Tables 1, 2 of the
Supplementary Material). This pattern may be indicative of the
sensitivity (or lack thereof) of the clinical assessment tools to
quantify and classify symptomatology of ASD in females.

Further comparison between AS males and females, and
ASD males and females were performed in relation to ADOS-
G and ADOS-2 scores. These are provided on Tables 4, 5 of the
Supplementary Material. All ADOS-G scores yielded significant
differences with higher average scores for females (suggesting
higher severity). Several ADOS-2 scores also yielded statistically
significant differences and higher scores on average for the
females. Yet, despite empirically derived, these summary statistics
are based upon different probability distribution functions (in
some instances) for each sex, as shown by Supplementary Tables
and Figures. Indeed, overall, the distribution of ADOS-2 and
ADOS-G sub-scores in the cases of ASD and AS females have
very different tails than that of the males (Figure 9). This hints
at a different statistical landscape altogether for the female case.
Combined, such results caution that it may be inappropriate to
continue the use of a social-behavior male ruler as imposed by

clinical tools to measure the female ASD phenotype—a feature
already unveiled by the somatic-motor metrics of involuntary
motion in Figures 6, 7 underlying any behavior (social or
otherwise.) See additional figures in Supplementary Material
which provide sub-score distributions and Tables 4 and 5 lists
the outcome from the male-female comparison with the caveat
(as with Tables 1, 2 above) that we do not have any reference to
normative population data (i.e., preventing us from using relative
population scores) to anchor these results to (i.e., while using
absolute population scores).

DISCUSSION

Arguably, the most striking result in the present work stems from
the data-driven approach that revealed automatic clustering of
subgroups with fundamentally different patterns between females
and males. Specifically, the head motion patterns obtained from
imaging data during resting state fMRI experiments—which are
commonly used to remove motion artifacts from the images—
can be harnessed to serve other purposes, namely to facilitate
diagnosis and classification of separable subtypes. Indeed, groups
appeared on a parameter plane according to the NSR within the
head-motion signal, and the extent to which the participant’s
stochastic signature departs from a power relation between the
shape and dispersion of the empirically estimated distributions
derived from their involuntary head motions. Further, groups
separated according to the relative head excursions that the
individual experienced while resting in the fMRI session under
the instruction to remain still. In the female cohort this result
pointed at the AS group as the one having the most dissimilar
involuntary micro-movements’ signatures from the age-matched
TD controls. In contrast, the male AS group overlapped with the
TDmale participants, potentially more in-line with expectations.
Indeed, in this instance it was the ASD subgroup that emerged as
the most dissimilar with respect to the TD controls.

Such results suggest that the stochastic signature of
physiological variability may provide a physical, non-invasive
method to objectively characterize the ASD phenotype. In
particular, this method may provide a novel insight into
the functioning and expression of ASD across the female
population—a cohort known to be difficult to diagnose and
examine. Indeed, current discussion points toward an under-
diagnosis of ASD in the female population, with a number of
females potentially missing diagnosis or being misdiagnosed in
the clinical field (Gould and Ashton-Smith, 2011; Wing et al.,
2011), developing coping strategies or mechanisms that result in
the failure to diagnose and thus provide services to these females
when exclusively basing their diagnosis on a male model of social
behavior.

The extent to which these somatic-motor disturbances may
be captured by observational tools may be reflected in the
age-corrected ADOS-2 severity and total scores that reached
statistical significance for comparisons between ASD vs. AS
females. Specifically, the pattern of separation between the ASD
and AS groups of females (at this observational level) is reflected
in a distinct unsupervised separation of groups in relation to
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FIGURE 9 | ADOS-2 and ADOS-G scores at a glance taken from all subjects we included in the analyses. (A) Females with a non-DSM-IV diagnosis of ASD.

(B) Females with a DSM-IV diagnosis of AS. (C) ASD Males as in (A). (D) AS Males as in (B). Note the skewness of these distributions and the differences in their tails

separating the two sexes. As detected by the non-parametric Rank-Sum test, the ADOS-2 severity and the ADOS-2 total do not tapper off as the individual ages,

physically grows and develops neutrally at irregular rates.

underlying stochastic signature of the physiological signature.
Combined, these results suggest that an increase in somatic-
motor noise in AS females distinguishes this group from the ASD
group (and TD group)—a distinction reflected in the clinical tool
assessment. Yet, interestingly, this separation is in a—perhaps
counterintuitive—direction, with more pronounced difficulties
or symptomatology recorded in female AS participants. When
these analyses were extended to the males under similar criteria,
the separation between ASD and AS males remained strong and
the age-corrected ADOS-2 severity score also separated them
with statistical significance. Yet, unlike in females, the head
micro-movement analyses in males did not reveal fundamental
statistical differences between the TDmale controls and themales
with an AS DSM-IV diagnosis.

The age-corrected ADOS-G scores provided a somewhat
different landscape from those of the ADOS-2. Specifically, the
pattern illustrated across the female cohort was inverted for
the males. As demonstrated, AS females displayed systematically

higher age-corrected ADOS-G scores than ASD females, a trend
that persisted across both the ADOS-2 and ADOS-G. According
to clinical interpretation, such results infer worse social-related
symptoms in AS females than ASD females (communication,
social and stereotypic behaviors)—a pattern also reflected at
the physiological level. Yet, in comparison, the male AS cohort
demonstrate systematically lower age-corrected ADOS-G sub-
scores across all categories listed in the ADOS-G (see Table 2
of the Supplementary Material); a result that is an inversion to
the pattern across the female group, and indeed, an inversion to
the result displayed by the male AS group examined using the
ADOS-2 (See summary Figure 9 to see the results at a glance).
This (implicitly) may imply that their social behavior asmeasured
by these tests and the scores they provide (as properly corrected
here by physical age) point at AS males being closer to TD
controls than the ASD males. We underscore here the word
“may implicitly imply” because the paper describing the ADOS-G
explicitly states the need to test this inventory with typical control
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participants. As such, we deduce that the scores of the ADOS-G
as those of the ADOS-2 are absolute, rather than derived relative
to normative data.

Yet, why the different pattern of results between sexes, and
what can this tell us in light of the physiological metrics? First, the
pattern of pronounced difficulty across the female AS cohort in
relation to the ASD groupmay infermore pronounced symptoms
in the female AS participant pool. Indeed, social-behaviors, such
as those examined and quantified by the ADOS-2 and ADOS-
G, intrinsically depend upon a level of motor control. As such,
the result that individuals with higher levels of sensory-motor
noise display “higher” scores capturing more pronounced ASD
symptomatology may not be surprising. Further, it must be noted
that the pattern of significant differences, across the clinical
assessment are constrained to the total and severity metrics
for the female cohort—perhaps reflective of the complexities
associated with profiling the subtleties of ASD behaviors in the
female population. Indeed, in line with physiological assessment,
the one sub-scale (across both the ADOS-2 and ADOS-G)
in which significant difference between the female sub-groups
emerge is that of stereotyped behaviors in ADOS-G. It may
be the case that this form of movement variability—both at
an observational and micro-level—is a characteristic feature
associated with AS in the female cohort. Secondly, the inversion
of the male cohort at the level of ADOS-2 and ADOS-G is
puzzling. With the ADOS-G outcomes sitting in line with the
physiological metrics (i.e., with male AS participants being more
in line with TD participants than those with ASD–see Figure 8),
the objective physiologically driven results may place more
weight on the outcomes of the ADOS-G. However, the ADOS-G
criteria is (according to their authors) incomplete to completely
render a diagnosis of ASD as it lacks the repetitive behavior sub-
scores (Lord et al., 2000)–which we see here as the one sub-score
with somewhat explicit motor component form overt observable
behaviors that we could more directly relate to the data-driven
results. On the other hand, the ADOS-2, which contains the sub-
score from repetitive behaviors the ADOS-G lacks, does not align
with the data-driven results based on involuntary motor issues.
In fact, the males, which dominate ASD research due to the
5:1 male to female ratio, are according to the ADOS-2, better
off in the non-DSM-IV ASD classification than in the DSM-IV
AS classification (Figure 10, Tables 1–5 of the Supplementary
Material). Yet, according to the ADOS-G, it is the opposite: the
ASD males are worse off than the males with AS in all social and
communication aspects.Which one is it?

A further element of potential concern with such
observational clinical assessment tools, such as the ADOS-
2 or ADOS-G aimed to operationalize the working DSM model,
is the underlying assumption of a theoretical normal distribution
across the population. This assumption underpins the ability
for such tests to derive and report a (assumed) mean and
standard deviation from their empirical computations. Yet,
here the distribution of observational outcomes (i.e., those
with the ADOS-2 and ADOS-G) were collated, the probability
distribution that best characterized that metric empirically
estimated (see Supplementary Material) were not symmetric.
Such empirical work illustrates the inherent variability, even

FIGURE 10 | Contradictory results between the ADOS-2 and ADOS-G

reported demographics in ABIDE I and II in relation to the non-DSM-IV ASD

and the DSM-IV AS phenotypes. According to the theoretical population

assumptions underlying the ADOS-based scoring systems, if we were to have

a random draw of one male individual with a diagnosis of ASD and one male

individual with an AS diagnosis from the ABIDE population that reports

medication, we would find that the ASD individual is likely to be worse off than

the AS under ASD-G criteria (enclosed rectangle) but better off than the AS

under the ADOS-2 criteria (enclosed rectangle). In contrast, if we were to do

this with females, both ADOS-based criteria would yield a better outcome

score for the ASD than the AS DSM-driven phenotype (enclosed rectangle

comprising both ASD-2 and ASD-G). Note here that these are the outcomes

of statistical tests. We are not interpreting here the data beyond that outcome

from the ABIDE data (see p-values and empirically estimated summary

statistics in Tables 1, 2 of the Supplementary Material).

at this level, of ASD characteristics, with the underlying
distribution across the population of scores extracted from the
ABIDE databases best characterized by PDFs including the
Gamma family, the generalized extreme value, and exponential
distributions. This raises a fundamental question on the ability
of such population data to be accurately reflected in clinical
tools; tools that largely dominate the research domain and
advocate a “one size fits all” model (Torres et al., 2016a).
Such a model is inadequate as it remains incongruent with
empirical data from motions at all levels of nervous systems
functioning that our proposed taxonomy defines (Torres, 2011):
deliberate-voluntary (Figure 1 and see Torres et al., 2016a);
spontaneous-involuntary (explored in this work, Torres and
Denisova, 2016; and inevitable-autonomic, Ryu and Torres,
2017).

The Question of Medication Intake
The present work also demonstrates atypically elevated levels
of NSR and randomness in the amplitude fluctuations of the
involuntary head micro-movements of female participants with
ASD and ASD-related diagnoses (AS and PDDNOS, PDD) in
relation to age-matched TD controls, whether or not they took
medication. That is, even the medication naïve ASD and AS
females demonstrated noisy and random involuntary motor
signatures. It is our proposition (Brincker and Torres, 2013) that
this excess noise from the periphery may compromise kinesthetic
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feedback, echoing a form of persistently corrupted re-afferent
feedback loop. This result is interesting in light of the prior work
involving ABIDE I participants (Torres and Denisova, 2016),
which had predominantly ASD male participants, but produced
results that demonstrated differences according to the quantity of
medication intake and medication classes. As such, there seems
to be a difference between males and females on the spectrum
regarding medication and involuntary head micro-movements.
Larger sets involving females only with more detailed medication
information (e.g., dosage, class, time on treatment, etc.) will be
required to further investigate this hypothesis, nonetheless, the
question of medication and mental illness is complex.

These new results are, however, a step forward toward
the integration of ordinal discrete data from observational
inventories with physically driven objective criteria from
continuous data. In particular, the present criteria are derived
directly from biorhythms of the nervous systems—which may
mark nervous systems’ disorders. Indeed, the 5:1 male to
female ratio from observational methods currently employed
to diagnose ASD strongly suggests that these observational
criteria appear to “miss” the females early in life. In this sense,
physical parameters providing objective assessments of somatic-
motor measures and other related physiological signatures may
boost the early detection rate and help distinguish sub-types
of females in the spectrum relative to neuro-typical controls.
Building on prior work quantifying differences in patterns of
voluntary control that differentiate between males and females
with ASD (Torres et al., 2013b) during a decision-making
task, the present results demonstrate the ability to detect sex
differences by analyzing involuntary head motion extracted
from resting state activity during fMRI experiments. Perhaps
combining these levels of enquiry we can further refine our
understanding between different female subgroups. Specifically,
we propose that neurodevelopmental fields dealing with criteria
for mental illness, as defined by the DSM and ADOS, may utilize
objective metrics grounded on somatic-motor physiology—in
a move toward the Precision Psychiatry agenda (Torres et al.,
2016a) and the Research Domain Criteria (RDoC) of the NIMH
(Insel et al., 2010; Insel, 2014).

Unfortunately, both psychological (ADOS-2/ ADOS-G) and
psychiatric (DSM) criteria for the diagnosis of ASD exclude
somatic-motor criteria. For instance, the ADOS-2 manual states
(author emphasis added):

“Note that the ADOS-2 was developed for and standardized using

populations of children and adultswithout significant sensory and

motor impairments. Standardized use of any ADOS-2 module

presumes that the individual can walk independently and is free of

visual or hearing impairments that could potentially interfere with

use of the materials or participation in specific tasks” (Lord et al.,

2012).

While, the DSM-criteria also avoid somatic-motor issues on the
grounds thatmany individuals on the autism spectrum, including
infants and young children, are on psychotropic medication
which may impact the nervous systems functioning. Indeed,
under the DSM-5 (American Psychiatric Association, 2013)

section entitled “Medication-Induced Movement Disorders and

Other Adverse Effects of Medication”, several disorders are
listed as byproducts of adverse effects from psychotropic
medication intake. Within this setting, the DSM-5 explicitly
states, “Although these movement disorders are labeled

‘medication induced’, it is often difficult to establish the

causal relationship between medication exposure and the

development of the movement disorder”, (DSM-5; medication
section, American Psychiatric Association, 2013). While none of
this section makes direct reference to developmental disorders
like ASD or ADHD that under DSM-5 (but not under DSM-IV)
are allowed to be comorbid (American Psychiatric Association,
1994, 2013), such developmental disorders are heavily medicated
worldwide (Zito et al., 2003; Chai et al., 2012; Zhang et al., 2013)
with uncertain consequences. Future consideration of the impact
ofmedication intake on somatic-motor criteriamay help separate
involuntary motor issues from those present across the spectrum
regardless of medication.

Finally, such results indicate that the ASD and ASD-
related female phenotype (i.e., AS, PDDNOS and PDD) can be
distinguished according to stochastic signatures of involuntary
head micro-movements. Likewise, the ASD male phenotype can
be distinguished from the AS and TD controls. However, the
age groups in ABIDE start at 6 years of age. These distinctions
need to be made within the first couple of years of life before an
observational diagnosis or a diagnosis based on parental reports
is already in place. By then, the problems are obvious to the
naked eye, suggesting they have reached a more steady-state
status with a tendency to become harder to readapt once the
rates of adaptive change in the nervous systems slow down or
plateau.

It is our proposition that perhaps to detect risk for a
neurodevelopmental disorder earlier in life, we could begin to
combine the types of neuro-motor control related biometrics
explained here with patterns of physical growth that are
already tracked by pediatricians in the newborn -as we did
in a small cohort of 36 babies, some at risk of stunting
in neurodevelopment (Torres et al., 2016b). Indeed, female
newborn babies are already separable from the male newborn
babies according to their patterns of physical growth. This
should be particularly important in the nascent nervous
systems of the newborn baby, or the rapidly developing
nervous system of a young infant. During the pre-cognitive
state of the neonate, accelerated rates of change in physical
growth are accompanied by rapid neurodevelopment of motor
control when typical development is in place (Torres et al.,
2016b). Indeed failing to follow this coupled rate of change
trajectory reveals stunting in neurodevelopment rather early.
As such, objectively tracking physical parameters may help
us identify the females with neurodevelopmental issues much
earlier than current observational inventories or parental
reports allow. The latter are of outmost importance. But
if we were to complement them with physical criteria
and properly derive and standardize their statistical ranges
using normative approaches, more progress on the early
detection of risk for neurodevelopmental issues would be
ascertained.
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CONCLUSIONS

The present methods were adapted to the personalized
assessment of nervous systems biorhythms to objectively
quantify: (1) the excess involuntary motions present as the
person laid down in resting state and was instructed to
remain still; (2) the cumulative effects of continuous head
motions on the NSR and randomness of this physiological
waveform; and to (3) distinguish females across the human
spectrum of typical and atypical development resulting in
an ASD or AS/PDDNOS diagnosis. Notwithstanding the
limitations of the study owing to the need for more females
of diverse age groups, more information on medication intake
(dosage, classes, time of treatment, etc.), and the issues with
the ADOS-based criteria, we demonstrate that it is possible
to initiate the path of better defining the ASD female
phenotype by employing objective quantitative means and
publicly available large data sets. As our bodies are in constant
motion (even when seemingly at rest) these methods may be
extended to use with wearable sensing technology and cloud
updating under the mobile-Health concept, contributing to
progress toward a mathematically-driven model of Precision
Psychiatry.
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Incongruence between our motor intention and the sensory feedback of the action

(sensorimotor conflict) induces abnormalities in sensory perception in various chronic

pain populations, and to a lesser extent in pain-free individuals. The aim of this study was

to simultaneously investigate sensory and motor disturbances evoked by sensorimotor

conflicts, as well as to assess how they are influenced by the presence of acute pain.

It was hypothesized that both sensory and motor disturbances would be increased

in presence of pain, which would suggest that pain makes body representations

less robust. Thirty healthy participants realized cyclic asymmetric movements of

flexion-extension with both upper limbs in a robotized system combined to a 2D virtual

environment. The virtual environment provided a visual feedback (VF) about movements

that was either congruent or incongruent, while the robotized system precisely measured

motor performance (characterized by bilateral amplitude asymmetry and medio-lateral

drift). Changes in sensory perception were assessed with a questionnaire after each trial.

The effect of pain (induced with capsaicin) was compared to three control conditions

(no somatosensory stimulation, tactile distraction and proprioceptive masking). Results

showed that while both sensory and motor disturbances were induced by sensorimotor

conflicts, only sensory disturbances were enhanced during pain condition comparatively

to the three control conditions. This increase did not statistically differ across VF

conditions (congruent or incongruent). Interestingly however, the types of sensations

evoked by the conflict in the presence of pain (changes in intensity of pain or discomfort,

changes in temperature or impression of a missing limb) were different than those evoked

by the conflict alone (loss of control, peculiarity and the perception of having an extra

limb). Finally, results showed no relationship between the amount of motor and sensory

disturbances evoked in a given individual. Contrary to what was hypothesized, acute pain

does not appear to make people more sensitive to the conflict itself, but rather impacts

on the type and amount of sensory disturbances that they experienced in response to

that conflict. Moreover, the results suggest that some sensorimotor integration processes

remain intact in presence of acute pain, allowing us to maintain adaptive motor behavior.

Keywords: body image, body schema, acute pain, virtual reality, sensorimotor integration
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INTRODUCTION

To maintain accurate movements that are adapted to the
outside world, the sensory feedback arising from our actions
is systematically compared to our motor intentions (Blakemore
et al., 2000; Frith et al., 2000). While this function is critical to
detect unexpected perturbations, correct for inadequate planning
and support motor learning, Harris (1999) has proposed that
a discordance between motor intention and sensory feedback
(creating a sensorimotor conflict) may result in the sensation
of pain acting as an “error signal”. The most obvious example
that has been proposed by Harris to illustrate this theory is
the case of phantom limb pain, in which the intention to
move the phantom limb cannot result in appropriate sensory
feedback from the missing body part. However, sensorimotor
conflicts can also arise when the limb is still present. For
instance, in complex regional pain syndrome a conflict can
arise between the intended movement (e.g., completely open the
hand) and the limited movement that can actually be performed
(McCabe and Blake, 2008). Interestingly, canceling out the
discordance between motor intention and visual feedback (VF)
by spatially superposing a mirror image of the non-painful limb
on the painful limb can alleviate pain in various chronic pain
populations (Ramachandran and Rogers-Ramachandran, 1996;
McCabe et al., 2003; Mercier and Sirigu, 2009; McCabe, 2011).
In contrast, creating an experimental sensorimotor conflict
with a mirror can transiently exacerbate painful sensations
and other sensory disturbances (as feelings of peculiarity, loss
of control, perceived extra limb or loss of limb, changes in
weight or temperature) (McCabe et al., 2007; Daenen et al.,
2010, 2012). Changes in motor performance have also been
observed during exposure to the mirror feedback, but reports
have focused more on the sensory consequences of those changes
in performance rather than recording a specific trajectory change
(McCabe et al., 2005, 2007). For example, participants with and
without chronic pain describe a loss of awareness and control
of limbs, and the researchers observe altered limb trajectory
and poor bilateral alignment of the limbs (McCabe et al., 2005,
2007).

In healthy volunteers, sensorimotor conflicts produced
experimentally generate the same type of sensory disturbances
(Daenen et al., 2010; Foell et al., 2013; Roussel et al., 2015), but
to a lesser extent to what is observed in chronic pain populations
(McCabe et al., 2007; Daenen et al., 2010). These conflicts have
even been reported to sometimes induce painful sensations
(McCabe et al., 2005), although this remains controversial (Foell
et al., 2013; Don et al., 2017). Less robust body representations
in the presence of pain could contribute to explain this difference
in the intensity of the response to sensorimotor conflicts between
individuals with chronic pain and healthy individuals, as well as
altered sensory perception and motor performance that are often
observed in chronic pain populations (Lotze and Moseley, 2007;
Nijs et al., 2012).

Indeed various chronic pain states are associated with
alterations in sensory perception and body representations, such
as an overestimation of the size of the painful limb (Lewis et al.,
2007; Peltz et al., 2011; Nishigami et al., 2015), an altered sense

of position (Gelecek et al., 2006; Moseley, 2008; Lewis et al.,
2010) and movement (Roosink et al., 2015). These alterations
in body representations have sometimes been reported to be
associated with the severity of motor disturbances observed in
chronic pain populations (Bank et al., 2013; Hamacher et al.,
2016). In healthy volunteers, the induction of experimental acute
pain can also transiently alter body representations, as shown
by shifts in the subjective body midline toward the painful side
(Bouffard et al., 2013), overestimation of the size of the painful
limb (Gandevia and Phegan, 1999) and altered sense of position
(Eva-Maj et al., 2013) Finally, patients with chronic pain have
altered somatosensory (Flor et al., 1997; Di Pietro et al., 2013)
and motor (Lotze et al., 2001; Maihöfner et al., 2007) cortical
representations. A recent study has shown that the presence
of acute pain enhances the corticospinal excitability changes
induced by subsequent transient deafferentation of the hand
(Mavromatis et al., 2016). Together, these results support the view
that painmight make the body representations more plastic, both
at the cortical and perceptual level.

The general objective of this study was to assess sensory and
motor disturbances induced by sensorimotor conflicts, and to
test whether these disturbances are influenced by the presence of
experimental pain.We hypothesized that both sensory andmotor
disturbances would be increased in presence of pain, which
would support the idea that pain makes body representations
less robust. To test this hypothesis, participants realized cyclic
asymmetric movements of flexion-extension with both upper
limbs in a robotized system combined with a 2D virtual
environment. The virtual environment allowed the provision of
VF about movements that were either congruent or incongruent,
while the robotized system allowed precise measurement of
motor performance (in addition to subjective perception of the
participant), before and during exposure to different types of VF.
The effect of experimental pain was compared to three control
conditions (no somatosensory stimulation, tactile distraction and
proprioceptive masking) to ensure that the effect of pain was
not due to a simple distraction or to an impact of pain on the
integration of proprioceptive information. Indeed, integration of
proprioceptive information has been reported to be altered in the
presence of pain. (Lee et al., 2010; Sheeran et al., 2012; Eva-Maj
et al., 2013).

A secondary objective was to determine whether the amount
of sensory disturbances induced by sensorimotor conflicts was
associated with the extent of motor disturbances.

MATERIALS AND METHODS

Participants and Ethics Statement
Thirty healthy caucasian participants (26 right-handed as
determined in the Edinburgh Inventory Test (Oldfield, 1971)—
15 females—mean ± SD age: 27.7 ± 5.9 years) were recruited
from Laval University. None of them had a history of visual,
nervous system or musculoskeletal disease that could affect task
performance. All participants provided their written informed
consent prior to admission to the study. The experiment was
performed in accordance with the tenets of the Declaration of
Helsinki and the study protocol was approved by the local ethical
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review board (Institut de réadaptation en déficience physique de
Québec, Canada, n◦2015-461).

Study Design
The experiment was conducted on two experimental sessions
separated by 6.9 ± 2.7 days (Figure 1A). In total, each
participant was exposed to 16 experimental conditions (described
in details in Section Experimental Conditions) presented in
a factorial within-subject design: [Somatosensory conditions
(“No Stimulation” or “Tactile Distraction” or “Proprioceptive
Masking” or “Experimental Pain”)] × [Visual conditions
(“Congruent VF ” or “No VF” or “Flipped VF” or “Mirror VF”)].

In each of the two sessions, participants realized two
blocks of trials, each block corresponding to one of the four
somatosensory conditions (No Stimulation, Tactile Distraction,
Proprioceptive Masking or Experimental Pain, Figure 1B). Each
block included 8 trials, i.e., two trials of each of the 4 visual
conditions (Congruent VF, No VF, Flipped VF or Mirror
VF, see Figure 2) presented in a pseudo-random order. Note
that given that the effect of experimental pain (induced with
capsaicin) does not vanish immediately after the removal of
the capsaicin cream, the Experimental Pain condition was
systematically the last block in the session. However, the order
to the four somatosensory conditions was counterbalanced
in such a way that the average rank of all somatosensory

conditions was similar. Each participant performed a total of
32 experimental trials (4 Visual conditions X 4 Somatosensory
conditions X 2 trials) over the two sessions (i.e., 16 trials by
session).

Instrumentation and Experimental Task
The experiment was conducted using the KINARM (BKIN
Technologies, Kingston ON, Canada; see Figure 3A), a robotized
bilateral exoskeleton that allows combined movements of the
shoulder (horizontal abduction-adduction) and elbow (flexion-
extension) joints in order to move upper limbs (ULs) in the
horizontal plane. A 2D virtual environment (47′′) created the
illusion of two virtual ULs replacing participant’s ULs (with
appropriate vision of depth), that were always obstructed from
view (Dexterit-E software version 3.4.2; Figure 3B). These virtual
ULs that were driven by participant’ ULs in real-time provided
the possibility to manipulate the VF given to the participant in
a much more flexible manner than the mirror box set-up that is
typically used in this type of experiments: we had the possibility to
program virtual ULs to move synchronously or asynchronously
with the real movement of the participant, or to disappear, giving
us an ideal scenario to create varied sensorimotor conflicts while
recording the impact of these conflicts on the movement of each
UL. Joint angular positions for both the shoulder and elbow were
obtained from KINARM motor encoders and sampled at 1 kHz,

FIGURE 1 | Experimental design. (A) The experiment was carried out on two experimental sessions separated by ∼7 days for each participant. Each session

comprised two blocks of trials, one block corresponded to one of the four somatosensory conditions. (B) Somatosensory conditions. Black and red rectangles

indicate the site of application of vibrators or capsaicin cream, respectively.
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FIGURE 2 | Trial timeline and visual conditions. The participant saw exclusively

the virtual upper limbs (Step 1 and 2) as well as the red targets (Step 1). Blue

lines depict the real position of the upper limbs. The size and the center of

rotation of virtual upper limbs were adjusted to correspond to the real upper

limbs of the participant. In Step 1, two red targets were alternating in

anti-phase at 1.25 Hz and participants were instructed to reach successively

toward the targets, in order to create a bilateral anti-phase movement. In Step

2, the red targets were disappearing and one of the four visual conditions

depicted was presented, providing either congruent or incongruent visual

feedback (VF) about the limb movement.

and the position of the index was computed in real-time. Data
processing was made with Matlab (MathWorks, R2011b).

Each session began with two trials of familiarization with the
motor task (35 s each), in which the virtual ULs reproduced
faithfully the movement of the participants’ ULs (corresponding
to Step 1 described below). Figure 2 illustrates the task that was
then used throughout the experiment and comprised two steps.
Before each trial, participants had to position their ULs on two
green targets (2 cm of diameter) corresponding to an angular
position of 85◦ for the elbows and 40◦ for the shoulders.

In Step 1 (baseline phase, 15 s), the virtual ULs were always
congruent with the position of the real ULs. Two red targets
(2 cm diameter) were appearing and alternating in anti-phase
at 1.25 Hz. Location of the red targets was 10 cm anterior or
posterior to the position of the green targets. Participants were
instructed to reach successively toward red targets, in order to
create a bilateral anti-phase movement (i.e., when one UL was in
its peak of flexion, the other was in its peak of extension, with an

endpoint movement amplitude of 20 cm in the antero-posterior
axis for each UL). Participants were instructed to execute a
fluid movement, without stopping on the red targets. To help
participants to follow the rhythm, a metronome beat the time
every 800 ms. Red targets were only present during this step, in
order to help the participant to achieve the expected movement
amplitude, but the metronome beat was maintained until the end
of Step 2 to help keeping the rhythm. After the baseline phase
(Step 1) and just before the experimental phase (Step 2), the red
targets and the virtual ULs were disappearing for 0.8 s, while the
metronome was still beating.

In Step 2 (experimental phase, 20 s), one of the four visual
conditions (Congruent VF, No VF, Flipped VF, or Mirror VF)
was presented. Except in the No VF condition, in which the
screen remained completely black, participants were seeing their
virtual ULs (although the position/movement was not necessarily
congruent with their movements). Participants were instructed
to continue to do the same movement and to always look at
both virtual ULs, even if the visual condition was troubling (see
Supplementary Material for a video of an experimental trial).

At the end of each trial, participants had to respond to
questions about their sensations and perceptions in their ULs
during the experimental phase.

Experimental Conditions
Visual Conditions (Present Only in Step 2)
Four visual conditions were studied (Figure 2), one control
condition (Congruent VF) and three sensorimotor conflict
conditions (No VF, Flipped VF and Mirror VF):

(1) Congruent VF: the virtual UL reproduced faithfully the
movements of the participant;

(2) No VF: participants were watching a black screen (with eyes
open);

(3) Flipped VF: the left virtual UL reproduced the movement
of the right UL and the right virtual arm reproduced the
movement of the left UL;

(4) Mirror VF: both virtual ULs reproduced themovement of the
non-dominant UL.

Somatosensory Conditions (Present through Both

Step 1 and Step 2)
Four somatosensory conditions were studied (Figure 1B):

(1) No stimulation: no somatosensory stimulation applied to the
ULs;

(2) Tactile Distraction: a 40-Hz vibration was applied on each
hand (5th metacarpal; irrelevant to the task performed) to
control for attentional effects related to the application of
somatosensory stimuli to ULs;

(3) Proprioceptive Masking was achieved by co-vibrating the
biceps and triceps of both ULs at 40 Hz. Vibration
preferentially activates muscle spindle endings (Roll and
Vedel, 1982). When the vibration is applied to a single
muscle, illusory movements or a reflexive contraction
can be elicited (Calvin-Figuière et al., 1999). However,
when the vibration is applied equally to agonist-antagonist
muscles these effects are canceled out and the co-vibration
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FIGURE 3 | Experimental set up. Exoskeleton robot (A) and 2D virtual environment (B) are the 2 elements of the KINARM. The exoskeleton is fitted to the

anthropometric characteristics of the participant. The virtual environment consists in the projection of virtual upper limbs on a semi-transparent mirror (47′′) thanks to a

television. Upper limbs rest on the exoskeleton under the semi-transparent mirror and are obstructed from the participant’ view.

method degrades proprioceptive responsiveness (Bock et al.,
2007). Although the preferential frequency used is 80
Hz (Bock et al., 2007), 40 Hz is sufficient to degrade
proprioception (Cordo et al., 1995; Chancel et al., 2016)
without inducing discomfort (to maintain a clear distinction
with the Experimental Pain condition). When vibrators were
installed, biceps and triceps were first stimulated separately
to evoke an illusory movement of extension and flexion, and
then we ensured that co-vibration canceled out these illusory
movements. All participants except one reported illusory
movements when the biceps or triceps were stimulated
separately, and this illusion was always canceled out during
co-vibration;

(4) Experimental Pain was induced with a single topical
application of 1% capsaicin cream. A thin layer (∼1 mm)
of cream forming a 1 cm ring was applied around the
upper arm, just proximal to the elbow, on both ULs. This
location was selected because elbow joints were the most
directly involved in the motor task performed by the subject,
and that location was visible on the virtual ULs. Moreover,
the fact that capsaicin was applied all around the arm
creates a penetrating and irradiating burning sensation,
which aimed to reproduce neuropathic pain. When the
capsaicin cream was applied, participants were required to
verbally rate their pain intensity using a numeric pain rating
scale (NPRS) ranging from 0 (no pain) to 10 (the worst
pain imaginable). Experimental block began when the pain
reached an intensity of 5/10 for both ULs, or when the pain
reached a plateau (average of 18 ± 4 min). The average of

pain intensity reported at the beginning of the experimental
block was 5.4 ± 1.6 for the left arm, 5.3 ± 1.6 for the right
arm, and did not differ between both ULs (p= 0.96).

Measures and Data Analysis
Each outcome was expressed as a change from the baseline phase
in order to cancel out any direct effect that the somatosensory
condition could have had on the movement or the perception of
the limb.

Sensory Disturbances
After each trial, participants had to verbally answer to nine
yes-no questions: “In the last trial, when the red targets were
not present, did you feel any change or the appearance of...?”
(i.e., dichotomic choice without intensity rating, but with
the possibility to add comments). Questions were targeting
perceptions of pain, discomfort, losing a limb, temperature
change, weight change, having an extra limb, losing control,
peculiarity or any other sensations. Participants had to report any
changes from the baseline phase, meaning for example that in
the Experimental Pain condition, participants were instructed to
answer no to the question about pain if the pain level was similar
between the baseline period and the experimental condition. This
questionnaire is based on previous studies assessing the impact
of sensorimotor conflict on sensory disturbances in healthy
volunteers (McCabe et al., 2005; Foell et al., 2013) and in chronic
pain populations (McCabe et al., 2007) using open questions.
The descriptors obtained through open questions in these studies
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were used to produce yes-no question for the present study,
allowing quantification of the changes induced in the sensations
across conditions. However, the last question (to report any
other changes) allowed participants to report changes that were
not covered by the questionnaire. A total score for the nine
items was computed, corresponding to the mean percentage of
sensory disturbances. For one experimental condition, a score
of 0% indicated that the participant experienced no sensory
disturbances for the nine items on the two trials. A score of 100%
indicated that the participant experienced sensory disturbances
on every item in both trials.

Motor Performance
Two main outcomes were used to assess motor performance,
both based on the position of the endpoint (index finger):

(1) Amplitude asymmetry between both upper limbs: y-
coordinates for both indexes were encoded for each peak
of flexion and extension. For each movement half-cycle, the
amplitude on the y-axis was extracted for each UL, and then
the absolute difference between both ULs was calculated (see
Figure 6 for an example).

(2) Medio-lateral drift: for each movement half-cycle, the x-
coordinate of the maximal deviant point was extracted. The
difference between the highest (i.e., most lateral point) and
the lowest (i.e., mostmedial point) values was then calculated
to obtain the range of the medio-lateral drift. Values of both
ULs were pooled because they did not differ (p = 0.19) (see
Figure 6 for an example).

The motor performance for both outcomes in the Baseline phase
are presented in Supplementary Figure 1. Both motor outcomes
were expressed as a change from the baseline phase in order to
cancel out effects of the somatosensory condition, as we were not
interested in the effect of vibration or pain on motor control per
se, but rather on alteration in motor performance induced by the
conflict. Such normalization was needed as there was a small, but
significant, effect of somatosensory condition on the amplitude
asymmetry (p < 0.01), less asymmetry being observed in Tactile
Distraction condition compared to the three others (p < 0.05).
No effect of somatosensory condition was observed for medio-
lateral drift (p = 0.20). Change from baseline was calculated
by subtracting the performance during the last 10 s of the
baseline phase from the performance during experimental phase.
A positive value indicates a degradation of motor performance
(i.e., more interlimb amplitude asymmetry or more medio-lateral
drift) and a negative value an improvement.

Statistics
Sensory disturbances and the twomotor outcomes were analyzed
using 4× 4 repeated-measures analyses of variance (rmANOVA).
Post-hoc tests were performed using Tuckey’s correction for
multiple comparisons. Statistical significance was set at p <

0.05. P-values were Huynh–Feldt corrected for sphericity when
necessary. Mean± standard deviation are reported in the results.
Statistical analysis was performed with R software (version 3.1.2).

To answer the secondary objective of the study—to determine
whether the sensory disturbances induced by sensorimotor

conflicts were associated with motor disturbances—participants
were arbitrarily split into two equal groups (n = 15/group),
that were named the Minimal and the High disturbances group
(see Figure 7A). The three sensorimotor conflict conditions
were pooled together to classify participants according to their
sensitivity to conflicts during No Stimulation and Experimental
Pain conditions. Then, the effect of Group on motor outcomes
was tested with t-test.

RESULTS

Sensory Disturbances
The rmANOVA revealed a strong main effect of vision
(p < 0.0001, ηp = 0.42). As it can be seen on Figure 4,
participants reported more sensory disturbances in conditions
of sensorimotor conflicts (Flipped VF = 15 ± 14%, Mirror
VF = 15 ± 16%, No VF = 9 ± 13%) than in Congruent VF
(3 ± 5%, p < 0.05). Flipped and Mirror VF did not differ
from each other (p = 0.99), but both induced more sensory
disturbances than No VF condition (p < 0.05). Furthermore,
a main effect of somatosensory condition was observed (p <

0.001, ηp = 0.24). Experimental Pain (15 ± 16%) induced more
sensory disturbances than Proprioceptive Masking (8 ± 11%, p
< 0.001), Tactile Distraction (10 ± 11%, p < 0.001) and No
Stimulation (9 ± 11%, p < 0.001) conditions. Proprioceptive
Masking, Tactile Distraction and No Stimulation conditions did
not differ from each other (p > 0.75). Finally, no significant
interaction was observed between somatosensory and visual
conditions (p= 0.60).

As Proprioceptive Masking and Tactile distraction conditions
did not differ from the No Stimulation condition, further
comparisons focused solely on the differences between
Experimental Pain and No Stimulation conditions. Figure 5

displays the number of individuals who reported each specific
type of disturbance in each visual condition. Note that no
statistical analyses were undertaken due to the large variability

FIGURE 4 | Average amount of sensory disturbances reported in each

experimental condition. Error bars represent the standard error of the mean.
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FIGURE 5 | Number of individuals who reported at least one disturbance for a given item, reported as a function of the experimental condition.

across items and the fact that the proportion of participants
reporting a given item was often low: these results should
therefore be considered as exploratory. During sensorimotor
conflicts (No VF, Flipped VF, and Mirror VF), participants
reported mainly a sensation of loss of control, peculiarity
and the perception of having an extra limb. However, the
occurrence of these three items was not influenced by the
presence of Experimental Pain. It was rather the disturbances
related to changes in intensity of pain or discomfort, changes
in temperature (hotter or colder, depending on the participant)
or the impression of a missing limb that appeared to differ
between Experimental Pain and No Stimulation condition. Such
effects were observed in the three conditions of sensorimotor
conflict. Importantly very few participants reported disturbances
related to changes in intensity of pain in the Congruent
VF condition performed in the presence of Experimental

Pain, which shows that the participants understood well that
they were expected to report only pain increases, and not
pain sensations per se (which were obviously present in all
Experimental Pain trials). The other disturbances experienced
by participants during sensorimotor conflicts were nausea,
dizziness and numbness in the hand. Finally, when Experimental
Pain was applied five participants reported the perception of
an extra limb like “having a phantom hand” in the No VF
condition.

Motor Performance
Figure 6A provides an example of motor disturbances induced
by sensorimotor conflicts in the absence of somatosensory
stimulation for two representative participants. Visual inspection
of the data shows that motor disturbances are observed both in
the antero-posterior and in the medio-lateral axis, and illustrates
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FIGURE 6 | Motor disturbances. (A) Individual data for two representative participants, in absence of somatosensory stimulation. Black circles and black dashed lines

represent, respectively, targets and trajectory of ULs during the baseline phase (Step 1). Blue and red lines represent, respectively, the trajectory of the left and right

ULs during the experimental phase (Congruent VF, No VF, Flipped VF or Mirror VF—Step 2). (B,C) Amplitude asymmetry between left and right ULs (B) and

medio-lateral drift (C). A positive value indicates a degradation of motor performance relative to baseline. Error bars represent the standard error of the mean.

how the two motor outcome variables (Amplitude asymmetry
and Medio-lateral drift) capture these disturbances. Moreover,
we can see that motor disturbances differ according to the visual
condition, and that some variability is present across participants.
Finally, motor disturbances in the Congruent VF comparatively
to the Baseline phase are observed and are explained by the fact
that the red targets were disappearing during the Experimental
phase (in order to avoid visual cues about errors in the conflict
conditions).

Amplitude Asymmetry
A significant main effect of vision (p < 0.0001, ηp = 0.29) was
observed. As shown on Figure 6B, the asymmetry was larger
in the Mirror VF condition (1.4 ± 1.9) than in the Congruent
VF (0.4 ± 1.2, p < 0.0001), No VF (0.4 ± 1.3, p < 0.0001)
and Flipped VF (0.4 ± 1.5, p < 0.0001) conditions. In Mirror
VF, the dominant UL (for which incongruent VF was provided)
did smaller movements than the non-dominant UL (for which
congruent VF was provided). Congruent VF, No VF and Flipped
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VF conditions were not statistically different (p > 0.99). The
somatosensory condition had no significant effect on Amplitude
asymmetry (p= 0.54) and no significant interactionwas observed
between the somatosensory and the visual conditions (p= 0.93).

Medio-Lateral Drift
The ANOVA revealed a main effect of vision (p < 0.0001, ηp

= 0.36). As shown on Figure 6C, participants drifted more in
Flipped VF (3.6 ± 2.4 cm) than in the three other conditions (p
< 0.05). Moreover, Mirror VF (2.1 ± 1.7 cm) and No VF (2.7
± 2.2 cm) did not differ statistically from each other (p = 0.26),
but only No VF differed statistically from Congruent VF (1.5
± 1.4 cm, p < 0.05). However, there were no significant main
effect of somatosensory conditions (p = 0.20) and no significant
interaction between visual and somatosensory conditions (p =

0.31).

Perception and Motor Performance
Figure 7A shows the variability in the amount of sensory
disturbances experienced across participants in condition of

sensorimotor conflicts during No Stimulation somatosensory
condition, ranging from 0% (no disturbances at all in the three
sensorimotor conflict conditions) to 42.6%. Based on this average
score of sensory disturbances, participants were arbitrarily split
in to two equal groups to explore factors related to the sensitivity
to sensorimotor conflicts as assessed by sensory disturbances.
No difference was observed between the Minimal and the High
disturbances group in terms of gender and age (p = 0.96).
To explore whether groups also differed on the amount of
motor disturbances, they were compared on the motor outcome
that was the most sensitive to each type of conflict, i.e., the
medio-lateral drift for No VF (Figure 7B) and Flipped VF
(Figure 7C) conditions and amplitude asymmetry for the Mirror
VF (Figure 7D). No significant difference was observed onmotor
performance between the Minimal and the High disturbances
groups for any of the sensorimotor conflict in the No stimulation
condition (Figure 7). The same result was observed for the
Experimental Pain condition, (all p> 0.32; Supplementary Figure
2). Importantly, the intensity of pain reported by both groups
following the application of capsaicin was similar (p= 0.84).

FIGURE 7 | Motor and sensory disturbances induced by sensorimotor conflict in the No Stimulation condition. (A) represents the amount of sensory disturbances

across participants for the three sensorimotor conflict conditions during No Stimulation condition. (B,C) compares the average medio-lateral drift (black bars) and

amount of sensory disturbances (red circles) between groups with Minimal vs. High sensory disturbances, in the No VF and Flipped VF conditions, respectively. (D)

compares the average amplitude asymmetry (black bars) and amount of sensory disturbances (red circles) between groups with Minimal vs. High sensory

disturbances in the Mirror VF condition. Error bars represent the standard error of the mean. P-values are reported only for motor disturbances (as groups were

formed based on amount of sensory disturbances).
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DISCUSSION

While previous studies on sensorimotor conflicts have focused
only on evoked sensory disturbances in pain-free individuals
and chronic pain patients, the two main original contributions
of the present study were to investigate simultaneously sensory
and motor disturbances evoked by such conflict, as well as to
assess how they are influenced by the presence of acute pain.
Results of the present study show that looking at virtual ULs
which provide VF about movement that is incongruent with
our actual movement induces sensory and motor disturbances
in healthy participants. Contrary to what we hypothesized—
that both motor and sensory disturbances would increase in
the presence of pain—only sensory disturbances were enhanced
during the experimental pain condition comparatively to the
three control conditions (no stimulation, tactile distraction
or proprioceptive masking). Moreover, this increase did not
depend on the VF condition (congruent or incongruent). Finally,
results show that motor and sensory disturbances induced by
sensorimotor conflicts are not related with each other.

Sensory disturbances reported by the participants, involving
mainly perceptions of loss of control, of peculiarity or of having
an extra limb, are consistent with previous studies in which
sensorimotor conflicts were induced with a mirror (McCabe
et al., 2005; Daenen et al., 2010; Foell et al., 2013; Roussel
et al., 2015). Sensory disturbances were also reported during
the Congruent VF, but significantly less than in condition of
sensorimotor conflicts. This could be explained by the fact that
although virtual ULs were realistic in shape and adjusted to the
arm’s length of each participant, the match with the real arms
was never perfect, thus creating a minor sensorimotor conflict.
Moreover, our results showed that even in the absence of VF
(i.e., when virtual ULs, present during Step 1, were suddenly
disappearing during Step 2) participants reported more sensory
disturbances than in the Congruent VF condition, but to a
lesser extent than Flipped and Mirror VF. In line with this
result, individuals with fibromyalgia report increased sensory
disturbances when they close their eyes, including the perception
of an extra limb. The induction of sensory disturbances by
sensorimotor conflicts is a large and robust effect: 42% of the
variance in sensory disturbances was explained by the visual
condition in our study, and similar effects have been reproduced
several times both in healthy participants (McCabe et al., 2005;
Daenen et al., 2010; Foell et al., 2013; Roussel et al., 2015) and
in chronic pain populations (McCabe et al., 2007; Daenen et al.,
2010, 2012). It supports the idea that sensory disturbances might
be acting as a warning signal when a discordance occurs between
our motor intentions and the sensory feedback of the action. It
has been suggested that a sensorimotor conflict can be sufficient
to trigger painful sensations in healthy subjects (Harris, 1999;
McCabe et al., 2005, 2009), but this remains controversial (Don
et al., 2017). In our study, only one participant out of thirty
reported painful sensations in the No Stimulation condition,
supporting the idea that painful sensations can sometimes
be elicited with sensorimotor conflicts in healthy individuals
(McCabe et al., 2005), but that this is the exception rather than
the rule.

The presence of acute pain, but not of other sensory
manipulations, was found to enhance sensory disturbances in all
visual conditions, including conditions of sensorimotor conflicts,
consistent with the fact that chronic pain populations report
more sensory disturbances than pain-free individuals (McCabe
et al., 2007; Daenen et al., 2012). However, no statistically
significant interaction between visual and somatosensory
conditions was observed, which question whether this effect
was specific to the situation of sensorimotor incongruence.
An aspect that makes quantitative comparisons between
conditions difficult in this type of study is the fact that although
a large proportion of individuals report abnormal sensations
in response to conflict, different types of disturbances are
experienced and simply counting the number of sensations
reported is certainly an imperfect approach. It is possible that
some types of sensations (e.g., discomfort, pain, lost limb) reflect
a higher degree of disturbance than others (e.g., change in weight
or temperature). Interestingly, items that were the most sensitive
to sensorimotor conflicts in the absence of pain (loss of control,
feelings of peculiarity, perception to having an extra-limb)
were not increased in the presence of experimental pain. New
types of sensations (changes in intensity of pain or discomfort,
changes in temperature or the impression of a missing limb)
were rather appearing, mainly in the three conditions of conflict.
This suggests that, contrary to our initial hypothesis, pain does
not make individuals generally more sensitive to sensorimotor
conflicts. Based on this hypothesis, we would have expected
to see an increase in the frequency of reports of the type of
sensations that were typically evoked by the conflicts in the
absence of experimental pain. Our results rather suggest that
while pain does not make people more sensitive to the conflict
itself, it impacts on the type and amount of sensory disturbances
that they experienced in response to that conflict. This idea is
supported by a recent study comparing EEG cortical sources in
healthy subjects under conditions of sensorimotor congruence
or incongruence, while taking into account the amount of
discomfort generated during sensorimotor incongruence
(Nishigami et al., 2014). Interestingly, they reported that
sensorimotor incongruence was associated with increased
activation in the right posterior parietal cortex, irrespective
of whether discomfort was experienced or not. However,
individuals who were highly sensitive to discomfort exhibited
more activation in two pain-related areas: anterior cingulate
cortex and posterior cingulate cortex. In light of these results,
we could hypothesize that in the presence of acute pain, the
effect of the sensorimotor conflict on posterior parietal cortex
activity would not be modified (i.e., no change in the sensitivity
to conflict per se) but that the activity in pain-related areas would
be increased, resulting in a different (and larger) set of sensory
symptoms.

In contrast with our observations in acute pain, comparison
between individuals with fibromyalgia and healthy controls
suggests that chronic pain results in an increase in the frequency
of reports of the disturbances that are typically evoked by
sensorimotor conflict, in addition to sensory disturbances that
appear to be more pain-specific (McCabe et al., 2007). This might
indicate that chronic pain, but not acute pain, make individuals
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more sensitive to sensorimotor conflicts. This difference between
acute and chronic pain could be explained by the fact that parietal
dysfunctions has been reported in individual with chronic pain
(Cohen et al., 2013; Kim et al., 2015), and that sensorimotor
incongruence is associated with increased parietal activations
(Nishigami et al., 2014).

Results on motor disturbances evoked by the sensorimotor
conflicts also contradict the hypothesis that acute pain makes
individuals generally more sensitive to sensorimotor conflicts. If
it was the case, we would expect to see an impact of pain on
both sensory and motor disturbances, while no effect of pain on
motor disturbances was observed. This, and the observation that
the amount of sensory disturbances perceived is not indicative of
the amount of motor disturbances exhibited suggest that sensory
and motor disturbances depend on different mechanisms. These
results indirectly support the multiple body representations
model, which dissociates the body schema governing the motor
action, and the body image underlying the perceptual judgment.
This theory was built according the Perception-Action model
(Haffenden and Goodale, 1998) which suggests a dissociation
between the “where”—ventral pathway—and the “what”—dorsal
pathway. Although this theory of multiple body representations
originally explained pathological cases like deafferentation or
neglect syndrome (Paillard, 1999; De Vignemont, 2010), it
had been shown that such dissociation also exists in healthy
volunteers (Kammers et al., 2009). In light of that theory, our
results would be interpreted as indicating that acute pain alters
body image (perceptual judgment), but without impacting on
body schema. This suggests that some sensorimotor integration
processes remain intact in the presence of pain which allows us
to maintain adaptive motor behavior, a view supported by two
recent studies showing that acute pain does not interfere with
sensorimotor integration asmeasured by short afferent inhibition
paradigm (Burns et al., 2016; Mercier et al., 2016). However, it
is possible that pain of a longer duration is needed to impact
on body schema, given that movement disorders become more
prevalent in complex regional pain syndrome as the disease
progresses (Van Hilten, 2010).

Some limitations of the present study need to be highlighted.
First, it is surprising that no effect of co-vibration was observed
on motor performance, questioning whether proprioceptive
masking was effectively achieved. Although the preferential
frequency used for co-vibration is 80 Hz (Bock et al., 2007),
we used a 40 Hz frequency to avoid inducing discomfort
(to maintain that condition independent of the Experimental
Pain condition). However, the lack of effect of bilateral co-
vibration on motor performance does not necessarily indicate
that proprioception was not degraded, as previous studies
showing a degradation of bimanual coordination used co-
vibration on only one UL, therefore creating an asymmetry on
the proprioceptive feedback from both sides (Swinnen et al.,
2003; Metral et al., 2014; Brun and Guerraz, 2015). Second,
for the sensory perception questionnaire performing statistical
analyses for each item was considered inappropriate in view of
the large inter-subject variability, therefore these results should
be interpreted cautiously. For future studies, using a scale that
allows the assessment of the intensity of the disturbances (e.g., a
Likert scale) rather than a binary answer (yes-no question) might

provide more sensitivity. Another interesting approach would
be to measure objectively the sensory disturbances induced by
sensorimotor conflict, e.g., change in skin temperature (Moseley
et al., 2013). Third, although all participants exhibited motor
disturbances in presence of sensorimotor conflicts, the exact
manner in which the movement disorganized was quite variable
from one subject to another. Although we have been able to
successfully identify motor outcomes that were sensitive to the
visual condition, it is possible that these variables were not the
most sensitive to the effect of pain. The use of a simpler motor
task, for example a unilateral task (which is not possible to do
with a mirror but could be achieved with virtual reality) or
of a single-joint bilateral task, might allow to decrease inter-
subject variability and therefore increase the sensitivity of the
measure for future studies. Finally, tonic pain was used in order to
mimic a neuropathic pain condition, as sensory disturbances are
predominantly reported in populations with neuropathic pain.
Using a phasic painmodel, in which the occurrence of pain would
be related to a specific movement of the participant, could have
more impact on the motor disturbances.

In conclusion, acute pain does not appear to make people
more sensitive to sensorimotor conflict itself, but rather impacts
on the type and amount of sensory disturbances that they
experience in response to that conflict. However, it needs to be
kept inmind that the impact of acute pain on body representation
might differ from that of chronic pain. Moreover, results showed
no relationship between the amount of motor and sensory
disturbances evoked in a given individual. This suggests that
some sensorimotor integration processes remain intact in the
presence of acute pain, allowing us to maintain adaptive motor
behavior even though limb perception is altered.
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Acupuncture and moxibustion have been shown to be effective in treating Crohn’s
disease (CD), but their therapeutic mechanisms remain unclear. Here we compared
brain responses to either electro-acupuncture or moxibustion treatment in CD patients
experiencing remission. A total of 65 patients were randomly divided into an electro-
acupuncture group (n = 32) or a moxibustion group (n = 33), and treated for
12 weeks. Eighteen patients in the electro-acupuncture group and 20 patients in the
moxibustion group underwent resting-state functional magnetic resonance imaging at
baseline and after treatment. Seed-based analysis was used to compare the resting-
state functional connectivity (rsFC) between bilateral hippocampus and other brain
regions before and after the treatments, as well as between the two groups. The
CD activity index (CDAI) and inflammatory bowel disease questionnaire (IBDQ) were
used to evaluate disease severity and patient quality of life. Electro-acupuncture and
moxibustion both significantly reduced CDAI values and increased IBDQ scores. In
the electro-acupuncture group, the rsFC values between bilateral hippocampus and
anterior middle cingulate cortex (MCC) and insula were significantly increased, and the
changes were negatively correlated with the CDAI scores. In the moxibustion group, the
rsFC values between bilateral hippocampus and precuneus as well as inferior parietal
lobe (IPC) were significantly elevated, and the changes were negatively correlated with
the CDAI scores. We conclude that the therapeutic effects of electro-acupuncture and
moxibustion on CD may involve the differently modulating brain homeostatic afferent
processing network and default mode network (DMN), respectively.

Keywords: acupuncture, moxibustion, Crohn’s disease, fMRI, functional connectivity

Abbreviations: CD, Crohn’s disease; CDAI, Crohn’s disease activity index; DMN, default mode network; HADS, hospital
anxiety and depression scale; HIPP, hippocampus; HCs, healthy control subjects; IBDQ, inflammatory bowel disease
questionnaire; IPC, inferior parietal cortex; MCC, middle cingulate cortex; rsFC, resting-state functional connectivity.
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INTRODUCTION

Crohn’s disease (CD) is a chronic inflammatory disease that
most commonly affects the terminal ileum and neighboring
colon, but can affect the entire digestive tract. The main
clinical manifestations include abdominal pain, diarrhea and
weight loss. Current therapeutic strategies are aimed at inducing
and maintaining disease remission, preventing the incidence
of complications, and preventing disease progression (Torres
et al., 2016). Although medications such as mesalazine,
glucocorticoids, and immunosuppressants are efficient in
controlling the acute activity of disease, the side effects caused
by long-term administration of these medications hinder their
continuous usage (Clark et al., 2007; Saibeni et al., 2014).
Emerging biological agents, for example tumor necrosis factor
alpha (TNF-α) inhibitors, bring hope to some patients. However,
the use of these agents places a heavy financial burden on them
(Clark et al., 2007).

Recently, the importance of brain-gut axis dysfunction in
the development and progression of inflammatory bowel disease
(IBD) has drawn more attention (Bonaz and Bernstein, 2013;
Al Omran and Aziz, 2014). Numerous recent studies have
shown that structural and functional abnormalities of the
brain may play crucial roles in the development of CD (Bao
et al., 2015; Bao C. et al., 2016; Bao C. H. et al., 2016;
Rubio et al., 2016; Thomann et al., 2016). As a principal
structure of the limbic system, hippocampus affects the intestinal
tract through multiple pathways, including the hypothalamic-
pituitary-adrenal (HPA) axis, the vagus nerve and the immune
system (Lathe, 2001). Studies using animal models of chemically-
induced CD have revealed changes in the excitability and
behavior of the central nervous system, such as activation of
hippocampal microglia, changes in glutamate transmission and
neuronal plasticity, increased levels of TNF-α, inducible nitric
oxide synthase (iNOS), and nitrites in the hippocampus (Riazi
et al., 2008; Heydarpour et al., 2016), and declined neuronal
regeneration (Riazi et al., 2015; Zonis et al., 2015). These
findings provide evidence for potential interaction between
the hippocampus and intestinal inflammation as well as
immunity. Previous neuroimaging studies have demonstrated
alterations in gray matter volume and functional activity
of the hippocampus in CD patients when compared to
healthy volunteers (Bao et al., 2015; Bao C. et al., 2016;
Bao C. H. et al., 2016). Hence, the hippocampus may play
a pivotal role in the development, progression and remission
of CD.

As an important complementary therapy and alternative to
standard medicine, acupuncture and moxibustion have been
used for thousands of years in the prevention and treatment of
different diseases, and have been widely used for gastrointestinal
diseases globally (Schneider et al., 2007; Cheifetz et al., 2017).
Randomized controlled trials have indicated that acupuncture
and moxibustion can help control intestinal inflammation and
improve CD patient quality of life (Joos et al., 2004; Bao et al.,
2014), but the underlying mechanisms have not yet been fully
elucidated. Previous evidence has suggested that the clinical
outcome of acupuncture treatment relies on its modulation of

central nervous system activity (Han et al., 1982; Takahashi, 2011;
Huang et al., 2014). Electro-acupuncture is a form of acupuncture
with improved therapeutic efficacy, in which small electrical
currents at certain frequencies are passed through acupuncture
needles. Moxibustion is a therapy that consists of burning dried
mugwort on acupoints to generate warm stimulation on the local
regions. Herb-partitioned moxibustion is a form of moxibustion
in which herbs are ground into powder, prepared as a certain
size of herbal disc using a mold, and the moxa cone is burned
to warm the herb-partition, which stimulates acupoints. Electro-
acupuncture and moxibustion are two stimulation approaches,
generally producing similar clinical outcomes. However, in
our previous study, we found that electro-acupuncture and
moxibustion induced different brain responses in CD patients
(Bao C. et al., 2016). The use of electro-acupuncture or
moxibustion treatment can correct abnormal brain function in
CD patients, and these changes are closely associated with clinical
outcomes (Bao C. et al., 2016). Considering the principle role
of the hippocampus in the brain-gut axis, it is important to
investigate if electro-acupuncture and moxibustion treatment
can affect the resting-state functional connectivity (rsFC) of
the hippocampus in CD patients, and the potential differences
between the two approaches.

Seed-based rsFC analysis can clarify the correlation of time
series signals of low frequency oscillation between brain areas
of interest (seeds) and other brain areas within the same
neuroanatomical system. It has been used to evaluate the
synchronization of neuronal activity in varied brain regions to
study brain function, and identify functional networks associated
with a seed region (Biswal et al., 1995; Fox and Raichle, 2007;
Bullmore and Sporns, 2009). This method has also been used
to investigate the mechanisms underlying several diseases and
acupuncture and moxibustion treatment (Chen et al., 2015;
Deng et al., 2016; Wang et al., 2016; Ning et al., 2017). This
study aimed to investigate the effects of electro-acupuncture or
moxibustion treatment on rsFC using bilateral hippocampus as
seeds, to compare the differences in brain response between the
two approaches, and to further explore the correlation between
these changes and clinical outcomes in CD patients experiencing
remission.

MATERIALS AND METHODS

Subjects
This study was approved by the Ethical Committee of Yueyang
Hospital of Integrated Translational Chinese and Western
Medicine, Shanghai University of Traditional Chinese Medicine.
It was registered in the clinical trials database (NCT01696838)1.
All participants were informed and signed a consent form and
the study was carried out in accordance with the Declaration of
Helsinki (Edinburgh version, 2000).

A total of 65 CD patients from the Specialist Outpatient
Department of IBD, Shanghai Research Institute of Acupuncture
andMeridian, and the Endoscopy Center of ZhongshanHospital,

1https://clinicaltrials.gov/
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Fudan University, were recruited in this study. All patients
received systemic and gastrointestinal screening, including
colonoscopy and biopsy, by an experienced gastroenterologist
from the Department of Gastroenterology, Zhongshan Hospital,
Fudan University. Disease severity was scored according to the
CD Index of Severity (CDEIS; Mary and Modigliani, 1989).
In addition, data were collected for patient serum C-reactive
protein level, erythrocyte sedimentation rate, and platelet count.
Patient mental health was evaluated by a psychiatrist from
Shanghai Mental Health Center according to DSM-IV criteria,
and participants with psychological and psychiatric disorders
were excluded.

Patients who met the following criteria were included for
this study: 18–70 years of age; education history ≥6 years;
right-hand dominant; disease remission >1 year; Crohn’s
disease activity index (CDAI) score ≤150; CDEIS score <3;
and no history of acupuncture or moxibustion treatment.
Patients were excluded if they met any of the following
criteria: serum C-reactive protein >10 mg/L; erythrocyte
sedimentation rate >20 mm/h; platelet level >300 × 109/L;
presence of abdominal fistula or sinus tract; history of
medical therapy with glucocorticoids, immunosuppressants,
anti-TNF-α agents or other biologics, mental health medications,
or opioids in the past 3 months; in a pregnant state;
currently experiencing or had a history of mental/neurological
disease, brain trauma, or loss of consciousness; with chronic
damage or disease of the heart, liver, or kidneys; or had
experienced tuberculosis, acute suppurative disease, or an
infectious disease.

Patients under the following conditions were excluded from
MRI examination: history of abdominal surgery related to CD;
claustrophobia; presence of metal inside the body; or over
50 years of age (brain structure and function in these subjects
have greater variation; Liu et al., 2016; Wu et al., 2016).

Participants taking mesalazine continued the drug
administration with unchanged dosing during the study.

Randomization
In this study, simple randomization was used. A random
number table was generated using SPSS 16.0 statistical software
by a non-related individual, and a random distribution table
was passed to the experimental researchers. Participants that
met the inclusion criteria were assigned to a random number
sequentially according to their admission number. Subjects
with odd random numbers were assigned to the electro-
acupuncture group (n = 32) and those with even random
numbers were assigned to the moxibustion group (n = 33).
During treatment, patients in the two groups were admitted
to separate treatment units in the study center to avoid
interpersonal communication.

Electro-Acupuncture and Moxibustion
Treatments
According to our previous studies (Bao et al., 2014; Bao C. et al.,
2016), four acupoints were selected for both groups, including
bilateral ST25 (stomach, Tianshu, bilateral), CV6 (conception
vessel, Qihai) and CV12 (Zhongwan; Figure 1).

Electro-Acupuncture Procedures
Following local disinfection, an acupuncture needle
(0.30 × 40 mm; Hwato, Suzhou Medical Appliance Factory)
was rapidly inserted through the skin, then slowly inserted
an additional 20–25 mm into the subcutaneous region. After
achieving a Qi sensation of acupuncture, the needles were
connected to a Han’s Acupoint Nerve Stimulator (HANS-
100). Two electrodes of the stimulators (not divided into
positive and negative charge) were connected to the left
ST25 and CV6, as well as the right ST25 and CV12. The
two clips did not touch each other. Dense disperse waves
(frequency 2/100 Hz, current intensity 1–2 mA) were used,
and the needles were left in place for 30 min. Patients
were given electro-acupuncture treatment once every other
day (3 days per week) for a total of 12 weeks (36 total
sessions).

Moxibustion Procedures
An herbal disc used in herb-partitioned moxibustion was
composed of Monkshood, Coptis chinensis, Radix aucklandiae,
Carthamus tinctorius, Salvia and Angelica sinensis. Each herbal
disc contained 2.8 g raw power. The powder was mixed
with maltose (3 g) and made into a paste with warm
water. The herbal disc was prepared to a uniform size
using a mold (23 mm in diameter, 5 mm in thickness).
Refined pure mugwort (size, 18 mm × 200 mm; Hanyi;
Nanyang Hanyi Moxibustion Technology Development Co.,
Ltd.) was cut to a 16 mm height (final weight 1.8 g) for
herb-partitioned moxibustion treatment. For each acupoint,
two moxa-cones were burnt. The therapeutic course was
the same as electro-acupuncture treatment (36 sessions over
12 weeks).

Outcome Measurement
CDAI (Best et al., 1979) is a globally accepted index for accurate
evaluation of the disease severity and therapeutic outcome for
CD patients. CDAI ≤150 was identified as remission, and
CDAI >150 was identified as active disease. The inflammatory
bowel disease questionnaire (IBDQ; Irvine et al., 1994) is a
questionnaire used to efficiently evaluate the health-related
quality of life in adults with IBD. It contains 32 questions, with
each question having a seven-point Likert scale. The total score
ranges from 32 to 224 points. A higher score represents a better
quality of life. Patients were assessed at baseline and after the
12-week treatment.

MRI Protocol and Image Acquisition
The MRI experiments were conducted using a 3.0 Tesla clinical
scanner (MagnetomVerio, Siemens, Erlangen, Germany)
in the Department of Radiology, Shanghai Mental Health
Center, Shanghai Jiaotong University (Shanghai, China). The
MRI scans were performed 3 days before the treatment and
3 days after the end of treatment. During the MRI scan,
all participants were instructed to relax and keep their eyes
closed but not to fall asleep and not to think of anything
in particular. Resting-state fMRI was performed with an
echo-planar imaging sequence (TR/TE: 2000 ms/30 ms, flip
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FIGURE 1 | Locations of selected acupoints and schematic diagram of electro-acupuncture and moxibustion treatment. The acupoints were ST25 (stomach,
Tianshu, bilateral), CV6 (conception vessel, Qihai) and CV12 (Zhongwan).

angle = 90◦, field of view (FOV) = 240 mm × 240 mm, matrix
size = 240 × 240, in-plane resolution = 1 mm × 1 mm,
slice thickness = 5 mm with no gaps and 32 slices). High
resolution three-dimensional T1-weighted imaging was
performed with a multi-echo magnetization-prepared rapid
gradient-echo (MPRAGE) sequence with the following
parameters: TR/TE = 2300/2.98 ms, FOV = 256 mm × 256 mm,
matrix size = 256 × 256, flip angle = 9◦, slice thickness = 1.0 mm
and 176 slices.

Image Data Processing
The resting-state fMRI datasets were processed using statistical
parametric mapping software (SPM8)2. The first 10 images of
each dataset were removed due to instability of the initial MRI
signal and adaptation of participants to the environment. The
remaining images were analyzed. Briefly, images from each
subject were slice-time corrected and head-motion corrected.
After realignment, all images were normalized to the standard
Montreal Neurological Institute (MNI) template, and then
resampled into 3 × 3 × 3 mm3 resolution. Next, the images
were smoothed with a Gaussian kernel of 6 mm full-width at
half maximum (FWHM). Six head motion parameters, signals
of the cerebrospinal fluid (CSF), and signals from white matter
were used as nuisance covariates to reduce the effects of head
motion and non-neuronal blood oxygenation level-dependent
(BOLD) fluctuations (Graybiel, 2008; Montembeault et al., 2012).
To reduce low-frequency drift and high-frequency respiratory
and heart rhythms, the linear trend in the fMRI data was

2http://www.fil.ion.ucl.ac.uk/spm

removed, and the images were temporally bandpass filtered
(0.01–0.1 Hz).

FC Analysis
Seed-based, whole-brain rsFC analyses were performed using the
Conn Toolbox (Whitfield-Gabrieli and Nieto-Castanon, 2012).
In this study, the WFU Pickatlas Tool3 was used to define
the bilateral hippocampus, as demonstrated in previous studies
(Rasetti et al., 2014; Duan et al., 2017; Figure 2A). Correlation
maps were created by computing the correlation coefficients
between the mean BOLD time course from the seed region and
those from all other brain voxels. Correlation coefficients were
then converted to z values using Fisher’s r-to-z transformation to
improve the normality.

Statistical Analysis
Twenty patients in each group were scheduled for MRI scans
at baseline and at the end of treatment. In the electro-
acupuncture group, one patient had head motion during the
MRI scan, and one patient was not scanned due to a conflict of
schedule. Therefore, a total of 18 MRI datasets from the electro-
acupuncture group and 20 from the moxibustion group were
included for final analysis. Among the 25 patients who were
not scheduled for MRI scans, 12 patients were in the electro-
acupuncture group (five were older than 50 years of age, three
had metal implants in their body, and four had refused to
receive the MRI scan) and 13 patients were in the moxibustion
group (five were older than 50 years of age, six had metal

3http://www.nitrc.org/projects/wfu_pickatlas/
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FIGURE 2 | Left hippocampal seed locations and brain responses to electro-acupuncture and moxibustion treatment. (A) Seed region in the left hippocampus.
(B) Brain regions showing an increase of rsFC with the left hippocampus following moxibustion compared to electro-acupuncture treatment, and the correlation
between rsFC and CDAI scores. (C) Brain regions showing less of an increase of rsFC with the left hippocampus after electro-acupuncture compared to moxibustion
treatment, and the correlation between rsFC and CDAI score changes. CDAI, Crohn’s disease activity index; HIPP, hippocampus; IPC, inferior parietal cortex; MCC,
middle cingulate cortex; PCUN, precuneus; rsFC, resting-state functional connectivity.

implants in their body, and two had refused to receive the MRI
scan).

A paired t-test was used to evaluate rsFC alterations
induced by different treatments within the two groups (electro-
acupuncture and moxibustion; P < 0.05, false discovery rate
(FDR) corrected and the cluster size ≥48). The differences
of rsFC between the two groups were evaluated using a two
sample t-test (post-treatment minus pre-treatment; P < 0.05,
FDR corrected and the cluster size ≥48). To analyze the
relationships between changes in rsFC and disease severity
(CDAI scores), Pearson’s correlation was then calculated
in patient groups with P < 0.05 using the Bonferroni
correction.

SPSS 16.0 software (SPSS Inc., Chicago, IL, USA)
was used for statistical analysis of the clinical variables.
All clinical data were subjected to an intention-to-treat
(ITT) analysis using the last observation carried forward
approach. Measurement data that were normally distributed

were compared by independent sample t-test between
groups. Measurement data without normal distribution
were subjected to non-parametric tests. Enumeration
data were compared between groups using a Chi-squared
test or Fisher’s exact test. Two-tailed tests were applied
for all analyses and P < 0.05 was considered statistically
significant.

RESULTS

Clinical Outcome
Table 1 shows a comparison of clinical and demographic
variables of CD patients between the two groups who completed
MRI scanning. There was no significant difference in the
gender, age, height, weight, disease duration, concomitant
medication (mesalazine), or the CDAI and IBDQ scores
between the two groups of patients (all P > 0.05). Table 2
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TABLE 1 | Demographic and clinical characteristics of CD patients at baseline in each group.

Electro-acupuncture group (n =18) Moxibustion group (n =20) Statistical value P value

Age (years), mean ± SD 30.89 ± 6.09 29.35 ± 7.73 t = −0.676 0.503
Gender (male/female), n 13/5 13/7 X2 = 5.158 0.023
Concomitant medication (mesalazine, yes/no), n 15/3 20/0 X2 = 26.947 0.000
Height (cm), mean ± SD 170.44 ± 6.53 170.00 ± 7.77 t = −0.190 0.851
Weight (kg), mean ± SD 58.56 ± 9.14 56.85 ± 8.53 t = −0.595 0.556
Disease duration (years) 5.42 ± 4.22 5.93 ± 3.80 t = 0.391 0.698
CDAI 78.28 ± 40.95 71.85 ± 40.84 t = −0.484 0.631
IBDQ 171.72 ± 20.17 176.10 ± 32.23 t = 0.495 0.623
HADS-A 6.33 ± 6.33 5.35 ± 3.62 t = −0.894 0.377
HADS-D 5.61 ± 3.16 3.65 ± 3.82 t = −1.713 0.095

CD, Crohn’s disease; CDAI, Crohn’s disease activity index; HADS-A, Hospital Anxiety and Depression Scale-Anxiety; HADS-D, Hospital Anxiety and Depression Scale-
Depression; IBDQ, inflammatory bowel disease questionnaire; SD, standard deviation.

TABLE 2 | Clinical outcome measurements.

Items Electro-acupuncture group (n = 18) Moxibustion group (n = 20)

CDAI
Baseline, mean ± SD 78.28 ± 40.95 71.85 ± 40.84
Post-treatment, mean ± SD 51.53 ± 31.80 40.90 ± 27.78
T value 6.876 6.584
P value 0.000 0.000
Changes from baseline to post-treatment −26.74 ± 29.23 −30.95 ± 24.83
T value −0.479
P value 0.634
IBDQ
Baseline, mean ± SD 171.72 ± 20.17 176.10 ± 32.23
Post-treatment, mean ± SD 187.18 ± 18.69 192.05 ± 21.45
T value 42.486 40.048
P value 0.000 0.000
Changes from baseline to post-treatment 15.44 ± 18.02 15.95 ± 17.28
T value 0.088
P value 0.930

CDAI, Crohn’s disease activity index; IBDQ, inflammatory bowel disease questionnaire; SD, standard deviation, compared with baseline.

shows that the CDAI scores were significantly reduced
(P < 0.01), while the IBDQ scores were significantly increased
(P < 0.01) following treatment in both groups. There
was no significant difference in the CDAI (P = 0.634)
or IBDQ scores (P = 0.93) between the two groups after
treatment.

Additionally, the clinical outcomes of either male or female
population was similar to those when the both populations were
combined (Supplementary Tables S1–S4).

Modulation of rsFC between Left
Hippocampus and Other Brain Regions by
Electro-Acupuncture and Moxibustion
Treatment
There was no significant difference in the rsFC baseline
characteristics between the two groups (P > 0.05). After
the 12-week treatment, the electro-acupuncture group
showed significant increases in rsFC values between the
left hippocampus seed region (shown in Figure 2A) and
the left anterior middle cingulate cortex (MCC), the right
insula, and the right hippocampus. In the moxibustion group,
the rsFC values were significantly elevated between the left

hippocampus seed region and the right precuneus (PCUN),
and the left inferior parietal lobe (IPC; P < 0.05, FDR
corrected). We did not detect any brain region that showed
reduced rsFC with the left hippocampus (P < 0.05, FDR
corrected).

As shown in Figure 2B, the moxibustion group showed
a greater increase in the rsFC between the left hippocampus
seed and the right PCUN and left IPC compared to the
electro-acupuncture group (P < 0.05, FDR corrected). As
shown in Figure 2C, the electro-acupuncture showed a
greater increase in the rsFC between the left hippocampus
seed and left MCC, right insula and right hippocampus
compared to the moxibustion group (P < 0.05, FDR
corrected).

In the moxibustion group, the increase of rsFC between
the left hippocampus seed and the right PCUN and left IPC
was negatively correlated with a reduction in the CDAI score
(r = −0.73, P < 0.001; r = −0.60, P < 0.01; Figure 2B). In
the electro-acupuncture group, the increase of rsFC between
the left hippocampus seed and the left anterior MCC and
right insula was negatively correlated to the reduction in the
CDAI score (r = −0.54, P < 0.05; r = −0.61, P < 0.005;
Figure 2C); the increase of rsFC between the left hippocampus
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FIGURE 3 | Right hippocampal seed locations and brain responses to electro-acupuncture and moxibustion treatment. (A) Seed region in the right hippocampus.
(B) Brain regions showing an increase of rsFC with the right hippocampus following moxibustion compared to electro-acupuncture treatment, and the correlation
between rsFC and CDAI scores. (C) Brain regions showing less of an increase of rsFC with the right hippocampus after electro-acupuncture compared to
moxibustion treatment, and the correlation between rsFC and CDAI score changes. CDAI, Crohn’s disease activity index; HIPP, hippocampus; IPC, inferior parietal
cortex; MCC, middle cingulate cortex; PCUN, precuneus; rsFC, resting-state functional connectivity.

seed and the right hippocampus was not significantly correlated
to the reduction in the CDAI score (r = −0.26, P > 0.05;
Figure 2C).

Modulation of rsFC between Right
Hippocampus and Other Brain Regions by
Electro-Acupuncture and Moxibustion
Treatment
There was no significant difference in the rsFC baseline
characteristics between the two groups (P > 0.05). After the
12-week treatment, the rsFC value in the electro-acupuncture
group was significantly increased between the right hippocampus
seed region (shown in Figure 3A) and the left anterior MCC
and the left insula. In the moxibustion group, the rsFC value
was significantly elevated between the right hippocampus seed
region and the right precuneus (PCUN), and the right IPC
(P < 0.05, FDR corrected). We did not detect any brain region
that showed reduced rsFC with the right hippocampus (P < 0.05,
FDR corrected).

As shown in Figure 3B, the moxibustion group showed a
greater increase in the rsFC between the right hippocampus seed

and the right PCUN and right IPC compared to the electro-
acupuncture group (P < 0.05, FDR corrected). As shown in
Figure 3C, the electro-acupuncture showed a greater increase in
the rsFC between the right hippocampus seed and left MCC and
left insula compared to the moxibustion group (P < 0.05, FDR
corrected).

In the moxibustion group, the increase of rsFC between the
right hippocampus seed and the right PCUN and right IPC
was negatively correlated with a reduction in the CDAI score
(r = −0.56, P = 0.01; r = −0.65, P < 0.01; Figure 3B). In
the electro-acupuncture group, the increase of rsFC between
the right hippocampus seed and the left anterior MCC and
left insula was negatively correlated to the reduction in the
CDAI score (r = −0.57, P < 0.05; r = −0.78, P < 0.001;
Figure 3C).

DISCUSSION

Our results demonstrate that electro-acupuncture and
moxibustion treatments resulted in similar improvements
in clinical outcomes but different changes in brain connectivity
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in CD patients in remission. Electro-acupuncture primarily
modulates the homeostatic afferent processing network, whereas
moxibustion treatment mainly regulates the default mode
network (DMN). Our findings suggest that electro-acupuncture
and moxibustion may help improve clinical outcomes through
different central integration patterns, and provide new insight
for understanding the therapeutic mechanisms of these two
approaches.

Previous studies have showed abnormality in the homeostatic
afferent processing network and DMN in CD patients in
remission (Bao et al., 2015; Bao C. et al., 2016). The homeostatic
afferent processing network participates in the regulation of
visceral sensation, pain, emotion and homeostasis. Non-painful
and painful stimulation from the viscera and body, as well as
emotional stimulation, can activate this network (Mayer et al.,
2006; Van Oudenhove et al., 2007). The DMN is mainly involved
in monitoring external environment, which is a spontaneous
cognitive process (Buckner et al., 2008; Mantini and Vanduffel,
2013).

Following electro-acupuncture treatment, the functional
connectivity between the bilateral hippocampus and the
homeostatic afferent processing network (insula and anterior
MCC) was enhanced. In addition, the clinical outcomes of
electro-acupuncture treatment were significantly correlated with
increases in rsFC between the bilateral hippocampus and these
two areas. The insula is considered the ‘‘interoceptive cortex’’
that processes different modalities of sensory information
regarding the internal state of the body (Van Oudenhove
et al., 2007). The MCC is a component of the medial pain
system that processes pain-related emotional and cognitive
information. The anterior MCC and subcortical structures, such
as hypothalamus and PAG, constitute the descending pain
modulation system, which functions in processing endogenous
pain. The system mediates nociceptive information at the level
of the spinal dorsal horn and controls the perception of pain
(Wiech et al., 2008; Blankstein et al., 2010). Electro-acupuncture
may help restore the homeostatic afferent processing network
function, improve the cerebral integration of the gastrointestinal
afferents, and balance homeostasis in CD patients by modulating
the functional connectivity between brain regions related to
visceral sensation, pain, and internal perception. This result
is consistent with our previous findings (Bao C. et al., 2016)
as well as results of a neuroimaging study that used electro-
acupuncture for the treatment of functional dyspepsia (Zeng
et al., 2012).

Following moxibustion treatment, the functional
connectivities between the bilateral hippocampus and the
DMN (PCUN and IPC) were enhanced, which were positively
correlated with the clinical outcomes. The PCUN and IPC
are two important components of the DMN. The PCUN
plays a pivotal role in the processing of emotions associated
with self-introspection and episodic memory (Maddock, 1999;
Schneider et al., 2008), whereas the IPC is linked to concentration
(Binder et al., 2009). During moxibustion treatment, the
abdomen of the patient was always warm. The patient was
pleased and felt positive regarding the warm stimulation
generated by moxibustion treatment, which increased the

attention of the patient on the abdomen. The warm stimulation
is a key factor for the outcome of moxibustion treatment (Pach
et al., 2009; Yi, 2009), and may mediate moxibustion-induced
influences on DMN-associated brain regions. In summary,
moxibustion treatment may enhance body attention, enhance
functional connectivity between the bilateral hippocampus and
the PCUN and IPC, and trigger the re-integration of the DMN,
all of which may positively regulate gastrointestinal function in
patients. These results are consistent with our previous findings
(Bao C. et al., 2016).

The different effects of acupuncture and moxibustion
on brain connectivity are likely due to a difference in
their stimulation properties. Electro-acupuncture combines
mechanical and electrical stimulation, while moxibustion is
a kind of warm stimulation. Afferent input from electro-
acupuncture stimulation ascends to thalamus and projects to
multiple targets including the limbic system and cerebro-
cerebellar (Hui et al., 2005), and were represented by the
response of the homeostatic afferent processing network in
CD patients. While the warm stimulation of moxibustion
makes a subject to feel comfortable in the abdomen, resulting
in a pleasure emotional experience, which may activate the
DMN responsible for internal and external environmental
monitoring and concentration. The input signals of both
treatments may be carried primarily by mechanosensory, and
pain and temperature sensation pathways. However, because
acupuncture is shown to mainly activate Aβ and Aδ afferent
fibers while the warm stimulus of moxibustion mainly activates
C afferent fibers (Han, 2009, 2016), these two stimulus signals
likely activate specific peripheral and central pathways and
ultimately lead to the activation of different brain regions that
underlie the observed differences in brain connectivity in CD
patients.

The main limitation of this study is the lack of a positive
control group (e.g., medication administration) or a negative
control (e.g., placebo). Because of the progressive and recurring
nature of CD, the Ethical Committee rejected our initial protocol
to include a placebo control group, even if the subjects were all in
remission. Therefore, we cannot rule out the non-specific effects
of electro-acupuncture and moxibustion treatment. The ethical
issue may be addressed in future through shortening treatment
period and a positive control may also be considered in the
future.

CONCLUSION

Our study demonstrated that electro-acupuncture and
moxibustion treatments were both effective in improving
symptoms in CD patients in remission but they may have
different brain mechanism by enhancing different brain
connectivity. Electro-acupuncture treatment may modulate
brain function mainly through the homeostatic afferent
processing network (insula and anterior MCC), whereas
moxibustion treatment may modulate the activity of the DMN
(PCUN and IPC). These findings provide a new insight on the
brain mechanism and clinical application of acupuncture and
moxibustion.
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Background: Neural injury to the motor cortex may result in long-term impairments.
As a model for human impairments, rodents are often used to study deficits
related to reaching and grasping, using the single-pellet reach-to-grasp task. Current
assessments of this test capture mostly endpoint outcome. While qualitative features
have been proposed, they usually involve manual scoring.

Objective: To detect three phases of movement during the single-pellet reach-to-
grasp test and assess completion of each phase. To automatically monitor rat forelimb
trajectory so as to extract kinematics and classify phase outcome.

Methods: A top-view camera is used to monitor three rats during training, healthy
and impaired testing, over 33 days. By monitoring the coordinates of the forelimb tip
along with the position of the pellet, the algorithm divides a trial into reaching, grasping
and retraction. Unfulfilling any of the phases results in one of three possible errors:
miss, slip or drop. If all phases are complete, the outcome label is success. Along
with endpoints, movement kinematics are assessed: variability, convex hull, mean and
maximum reaching speed, length of trajectory and peak forelimb extension.

Results: The set of behavior endpoints was extended to include miss, slip, drop and
success rate. The labeling algorithm was tested on pre- and post-lesion datasets, with
overall accuracy rates of 86% and 92%, respectively. These endpoint features capture
a drop in skill after motor cortical lesion as the success rate of 59.6 ± 11.8% pre-lesion
decreases to 13.9 ± 8.2% post-lesion, along with a significant increase in miss rate
from 7.2 ± 6.7% pre-lesion to 50.2 ± 18.7% post-lesion. Kinematics reveals individual-
specific strategies of improvement during training, with a common trend of trajectory
variability decreasing with success. Correlations between kinematics and endpoints
reveal a more complex pattern of relationships during rehabilitation (18 significant pairs
of features) than during training (nine correlated pairs).

Conclusion: Extended endpoint outcomes and kinematics of reaching and grasping are
captured automatically with a robust computer program. Both endpoints and kinematics
capture intra-animal drop in skill after a motor cortical lesion. Correlations between
kinematics and endpoints change from training to rehabilitation, suggesting different
mechanisms that underlie motor improvement.

Keywords: motor cortical lesions, rehabilitation, reach-to-grasp test, image processing, kinematics
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INTRODUCTION

Neural damage due to trauma, stroke, or tumor resection, for
example, may induce long-term impairments that are widely
studied with the use of animal models. Rodents are excellent
subjects to explore the understanding of fine motor impairments
that neurological damage induces in humans (Krakauer et al.,
2012). In this context, the single pellet reaching task is an
established method of evaluating skilled reaching in rodents,
either to assess effects of motor cortex lesions (Whishaw, 2000),
of models of stroke (Schaar et al., 2010; Lai et al., 2015) or
to study neural mechanisms of movement in healthy subjects
(Azim et al., 2014; Li et al., 2017). The test involves training
rats to reach and grasp for individual food pellets. Once the
animals become proficient, the test can be further used to study
disruption of skilled reaching and grasping, after a cortical
lesion has been induced, for example. After an initial drop of
performance, with focused training of the impaired limb, animals
often reach similar preoperative performance levels (Whishaw,
2000; Schaar et al., 2010). However, a prevalent question arising
in clinical rehabilitation in recent years that most current studies
do not address is how to study the underlying mechanism
of motor improvement and whether it reflects true neural
recovery or merely learning and training of new compensatory
behaviors, to overcome the underlying persisting impairment
(Jones and Adkins, 2015; Kwakkel et al., 2015; Hylin et al., 2017;
Jones, 2017). The intact motor cortex is widely thought to be
involved both in the acquisition and execution of new motor
skills. However, it remains unclear how neural mechanisms
related to training a new motor skill compare to recovery after
neurological damage, which may involve neural repair and/or
learning new compensatory behaviors to preserve that motor
skill. One common way of assessing behavioral recovery is
whether an endpoint has been achieved that is similar to the
preoperative performance of the animal or to the performance of
an intact control (Hylin et al., 2017). Such standard performance
outcomes are: reaching success, first-try success, or number of
attempts (Schaar et al., 2010). On the other hand, very detailed
qualitative assessments have also been described in literature,
where a reaching and grasping task is divided in up to ten
phases, each scored independently (Whishaw, 2000; Gharbawie
et al., 2005). Such detailed studies have so far revealed evidence
of compensatory limb behaviors that are qualitatively different
compared to true behavioral recovery. However, such approaches
are yet to be used prevalently. This is due to the relative ease
of evaluating the more standard endpoint features, whereas
qualitative phase-based features require evaluation on a frame-
by-frame basis, making the task very cumbersome. More recent
kinematic studies are using multiple cameras to reconstruct 3-D
trajectory of reaching (Azim et al., 2014; Guo et al., 2015), and
to extend the set of biomarkers of impairment and recovery
by using semi-autonomous tracking algorithms (Lai et al.,
2015). However, the step to detailed automatic segmentation of
movement is yet to be made. To our knowledge, no study so far
aimed to compellingly study the relationship between computer-
assessed kinematics and endpoint outcomes during learning and
during rehabilitation.

In this study, we developed and assessed a computer program
that uses image processing to monitor the kinematics of forelimb
during the pellet test and infers based on it a label for the
task outcome. The program can discriminate between three
movement phases: reaching, grasping and retrieval and can give
a label for each of them, thus discriminating between success
and three types of mistakes: miss, slip, drop. We developed the
algorithm on data from three rats monitored during 8 days
of learning the task. We then validated it on data acquired
during tests on the highly-skilled rats while they are healthy
and after a motor cortical lesion in the region controlling their
most dexterous forelimb has been induced. The kinematics
revealed an individual strategy to optimally accomplish the
task during the training phase. Moreover, the cortical lesion
altered the fine spatio-temporal structure of reaching, grasping
and retraction phases, triggering compensatory behavior, which
cannot be captured just by monitoring the percentage of
successful attempts, but also the type and distribution of
errors. Thus, the analysis revealed the need for longitudinal,
intra-animal studies that focus on individualized kinematics
of movement, where improvements in endpoint measures are
accompanied by a significant reduction in subjects’ trajectory
variability. Correlation analysis between endpoint features and
kinematics revealed different patterns of linear relationships
between the training and the post-lesion rehabilitation stages,
underlying strategies of performing the reach and grasp task.

Thus, this study emphasizes the need for individualized
methods of monitoring performance that fuse traditional
endpoint features with kinematics of movement and raises
questions on how such variables help explain improvement and
change our definition of recovery, be it due to true neural repair
or learned compensatory behavior.

MATERIALS AND METHODS

Subjects
Three male Sprague-Dawley rats weighing ∼300 g were housed
individually in standard plastic cages (light on a 14:10 h cycle
beginning at 7:00 AM; room temperature 22◦C). The animals
were 8 weeks old at the beginning of the experiment. Five days
prior to the start of training, the animals were gradually food
deprived to reach 90% of their body weight by the start of the
experiment. The animals were fed standard laboratory chow (1 g
per 50 g of body weight) after the testing period each day. By the
time testing began at 10:00 AM, all three rats had no remaining
food in their cage, thus being sufficiently restricted andmotivated
to perform the task. The experiments were approved by the
Animal Ethics Committee KU Leuven, and all procedures were
in accordance with the Belgian and European laws and guidelines
for animal experimentation, housing and care (Belgian Royal
Decree of 29 May 2013 and European Directive 2010/63/EU
on the protection of animals used for scientific purposes of
20 October 2010, project number: P218/2014).

Reaching Task
The pellet test setup and training paradigm were based on
established methods (Whishaw, 2000). The animals were trained
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FIGURE 1 | Pellet test setup and experimental timeline. (A) Schematic view of the reaching box. (B) Top-view illustration of the pellet placement with respect to the
slit. (C) Timeline of the data experiment and data acquisition. During training (days 1–8) one test/day was recorded. During pre-lesion (days 9–11) and post-lesion
(days 19–33) testing periods, two tests/day were recorded.

to reach and grasp in a clear Plexiglas reaching box (19.5 cm long,
8 cm wide, and 20 cm high), with a 1 cm-wide slit in the anterior
side. A plastic shelf (8 cm long, 6 cmwide, 2 cm tall) wasmounted
in front of the box. Two indentations were created in the shelf,
2 cm away from the slit, and symmetrical to its edges, spaced 1 cm
away from each other (Figure 1A).

Two days before start of training, the rats were habituated
to the cage. Pellets were initially available on the cage floor and
within tongue distance on the shelf. Pellets were gradually placed
farther away on the shelf until the rats were forced to reach to
retrieve the food. The pellets were placed in both indentations
initially, allowing the animals to display forelimb preference.

Since day 1, once we started recording the training phase,
we solely used the indentation contralateral to the preferred
forepaw, which allows the rat to obtain the pellet with the most
dexterous forelimb and not with the tongue or the other forelimb
(Figure 1B). The training consisted of reaching for 20 food pellets
(Dustless precision pellets, 45 mg, Bio-Serv, Flemington, NJ,
USA) until they were all consumed. The experimenter re-placed
the pellet in the indentation as many times as needed before the
rat managed to successfully retrieve it. The training session was
performed once a day, for 8 days.

Once the rats achieved a mean success rate higher than
40% over three consecutive days, we proceeded to test them.
A test session differed from a training session in that each

of the 20 pellets was offered only once. The rat was allowed
to reach for the pellet until it either displaced it, in which
case the experimenter took it away, or until it could retrieve
it through the opening, into the box. If the rats missed the
target or touched the pellet without knocking it away from
the indentation, they were allowed to continue. We collected
six tests for each animal, during 4 days (days 9–12). The average
success rate was 59.7% (±5.7%), comparable to other similar
behavior studies (Gharbawie et al., 2005; Alaverdashvili and
Whishaw, 2008; Alaverdashvili et al., 2008). Thus the animals
were considered trained for the task and we proceeded to
inducing cortical lesions.

Surgery
A lesion in the area of the primary motor cortex was induced
on day 12. Rats were anesthetized with a mixture of ketamine
(Nimatekr) and medetomidine hydrochloride (Narcostartr). A
craniotomy over the forelimb area of the primary motor cortex
contralateral to the preferred forelimb (right hemisphere in one,
left hemisphere in two animals) was made, using coordinates:
1.5 mm posterior to 5 mm anterior to Bregma, and 0.5 mm
to 4.5 mm lateral to Bregma, after which the exposed brain
tissue was aspirated to a depth of 1.5 mm. Lesions were made to
include the rostral and caudal forelimb areas. We defined these
coordinates in a preliminary mapping experiment performed in
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TABLE 1 | Histology results.

Lesion location (mm) Lesion extent (mm)

Rat A P M L D V A-P M-L D-V

R1 2.52 1.92 1 2.4 0.2 3 4.44 1.4 2.8
R2 5.64 0 1 2.6 0.4 3 5.64 1.6 2.6
R3 4.68 1.44 1.6 2.8 0.6 2.6 6.12 1.2 2
Mean 4.28 1.12 1.2 2.6 0.4 2.87 5.4 1.4 2.47
SD 1.60 0.99 0.35 0.20 0.2 0.23 0.87 0.2 0.42

Lesion location and lesion extent are determined based on the most anterior point (A), most posterior point (P), medial (M) and lateral (L) borders at the widest point and
dorsal (D) and ventral (V) borders at the deepest point. Lesion extent is shown in terms of length (antero-posterior spread, A-P), width (medial-lateral spread, M-D) and
depth (dorsal-ventral spread, D-V). All values represent distances (mm) to Bregma.

animals of the same sex, age and weight that had been trained
for a similar skilled task (data not published).The animals were
returned to their home cages, and the pellet test was resumed on
day 19, following 1 week of rest.

Histology
Rats received a pentobarbital overdose (Nembutal, CEVA
Santé Animale, Belgium; 3 ml i.p.) after which they were
perfused intracardially with a solution of 10% sucrose (D(+)-
Saccharose, VWR International BVBA, Belgium), followed by
a 4% formaldehyde solution (37% dissolved in water, stabilized
with 5%–15% methanol, Acros organics, Belgium; 10× diluted
in DI water). The brain was removed, embedded in paraffin
and was then sliced with a microtome (Leica Biosystems GmbH,
Germany) to obtain 10 µm slices. Slices were stained with
cresyl violet (0.5% cresyl violet acetate in dH2O, Merck KGaA,
Germany), and were then microscopically inspected and visually
compared to a Paxinos stereotactic atlas (Paxinos and Watson,
2005) to determine the lesion extent and location (with the
observer blinded for group allocation). Lesion depth and width
were estimated based on the deepest and widest point of the
lesion, respectively, and results are summarized in Table 1.
On average, the lesions extended between 1.12 ± 0.99 mm
posterior to 4.28 ± 1.6 mm anterior and 1.2 ± 0.35 mm medial
to 2.6 ± 0.2 mm lateral. The lesions were rather large, but
representative of those described previously (Whishaw, 2000).

Video Recording and Timeline of Data
Acquisition
We performed top-view recordings of the task with a Sony
DSRPD100 camera (30 Hz sample rate, 120◦ wide angle,
resolution 1920 × 1080) placed ∼10 cm above the reaching
table. As shown in Figure 1C, data was collected in three phases:
training, pre-lesion testing and post-lesion testing. In total, we
collected eight training phase sessions, as the rats learned to
execute the task (days 1–8), 6 tests pre-lesion, when the animals
were healthy and well skilled for the task (days 9–12) and
30 sessions in post-lesion rehabilitation, as the rats gradually
improved their skill over 15 days (days 19–33).

Pre-processing
To remove the effect of lens distortion, we determined camera
distortion parameters with a checkerboard calibration pattern,
by using Matlab Single Camera Calibration App (Computer

Vision System Toolbox, Mathworks, Natwick, MA, USA). These
parameters were further used in the video monitoring routines,
to undistort each frame before analysis. To account formillimeter
variations in the way the camera was positioned for each test
and to reconstruct 2-D world coordinates of the forelimb, we
determined the pixel/centimeter ratio of each video, by taking as
reference the reaching table, a black object of exactly 5 cm width.

Behavioral Monitoring
We hypothesized that both training and the motor lesion would
not only impact the success rate, which is quantifiable manually,
but it would also alter the fine spatio-temporal structure of
the reaching, grasping and retraction phases. The objective
of the behavioral monitoring was thus two-fold: to assess
movement kinematics but also to use kinematics to infer the
outcome of the test, be it success or error. Furthermore, we
hypothesized the type of error would provide insight into the
mechanisms of learning or rehabilitation, so we extended the
possible classes of errors to three categories: miss, slip, drop. All
video analyses were performed in Matlab, using the Computer
vision toolbox (in pre-processing and step (i)) and Image
processing toolbox (in step (i)), along with custom designed
functions.

Behavioral monitoring was performed off-line, in three steps.
In step (i), the algorithm analyzed all frames in a recording
session to identify and digitize location of the pellet and the
forelimb tip along with features of the forelimb’s shape. Rats
identify food by olfaction (Alaverdashvili and Whishaw, 2008).
However, we observed instances when rats reach towards an
empty indentation, either before the pellet was placed in the
indentation by the experimenter, or after they had displaced it.
Consequently, we programed the algorithm to first identify the
pellet with respect to the indentation, so as to ensure that such
attempts were excluded and only reaches aimed at a correctly
positioned pellet were quantified. The position of the indentation
was defined manually for each video, since the contrast was
not high enough to determine it by means of image processing.
This was the only manually required input. A rectangle of
size 0.5 × 0.5 cm centered on the indentation is generated as
the preliminary region of interest (ROI). In this preliminary
ROI, the pellet can be identified by means of pixel intensity
discrepancy, since the pellet is almost white in color, against the
dark background of the reaching table (Figure 2A). However, the
metallic forceps used to place the pellet in the indentation was
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FIGURE 2 | Task phases and error categories. (A) The three phases of a successful trial captured by a top-view camera. The region of interest centered around the
detected pellet and the trajectory of the forelimb tip are plotted in yellow. (B) Decision tree that treats each phase as a condition for success and labels the type of
outcome.

also occasionally transiting this region, so to ensure such noise
is excluded, an extra condition was imposed. Once an object was
detected, its perimeter, P and area A are used to test if the object
is round, using circularity C defined as

C = P2/(4πA)

C has a value of 1 for circles and more than 1 for all other
objects. Roundness and not area was the only condition for
detecting the pellet, since bigger objects would not fit in the
preliminary ROI.

Once the pellet was confirmed to be in the indentation, the
search for the forelimb was triggered, in an ROI of 4 × 6 cm
centered on the detected pellet. The size of the ROI was devised to
monitor reaching once the forelimb passed through the slit. The
activity of the forelimb in the cage was obscured by the animal’s
head and it could not be reliably quantified. The cropped image
was converted to a binary image. Because the limb of the rat is
light in color, it can easily be identified against the black reaching
table without the need to use skin markers (Figure 2A). Using
the Matlab function ‘‘regionprops’’ (Image Processing Toolbox),
forelimb shape features like centroid, area, orientation, minor
and major axes, x- and y-coordinates of the tip were assessed.
Timestamps for the position of the pellet and forelimb tip, the
coordinates of the indentation and the ROIs, and forelimb shape
features were saved.

In step (ii), pellet and forelimb coordinates are analyzed
as time series, to determine the interval of a reaching
attempt. Figures 3A,B shows examples of reaching trajectories
reconstructed based on forelimb tip coordinates between the
timestamps for start of reach and grasping. These timestamps
were extracted in step (ii). The most robust feature to detect
an attempt was the maxima in the time series of forepaw shape
area, marking the moments of maximum forelimb extension.

The start of an attempt was defined as the first frame before the
forepaw area started increasing monotonically. This condition
was imposed rather than just detecting the timestamp when
the forelimb enters through the box slit and is detectable in
the ROI, so as to exclude intervals when the rat was resting
its forelimb on the reaching table or was hesitating before
moment of attack. The moment of grasping was detected in
the frames following the maximum forelimb extension, based
on velocity profile (Figure 3C). A decrease in speed succeeded
the change in x-axis direction, as the rat retrieved the forepaw
from maximum extension position and hovered above the pellet
location before touching it. While reaching towards the pellet
is quite a uniform and repeatable phase of the attempt, the
behavior following grasping was variable. Thus, in this stage
only the timestamps for start of reach and grasping (hovering)
were detected. Kinematic features based on the reaching phase
were extracted in this step, such as maximum speed of reaching,
mean speed of reaching, total reaching length, mean peak
extension, variability of reaching trajectories and convex hull (see
‘‘Behavioral Endpoints’’ section).

In step (iii), a decision tree was implemented to assess the
outcomes of each attempt. As explained in step (ii), we aimed
to segment movement in three phases: reaching, grasping and
retraction. Forelimb position and direction of movement with
respect to the pellet was used by the algorithm to label the
outcome of each attempt into four possible categories: miss,
no grasp, drop and success (see Figure 2B). We used the
timestamps for start to reach and hovering/grasping detected
in step (ii), to create a decision tree algorithm that labels
attempt outcome after the rat reached for the pellet (Figure 4B).
Starting from the first frame where hovering is detected, the
algorithm checks how many objects are detected in the ROI
for the next 25 frames (∼0.8 s) or until no objects is detected,
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FIGURE 3 | Reaching kinematics. (A) Tracked forelimb trajectories capture skill variability. Trajectories of all reaching, grasping and retraction attempts are plotted for
a representative rat on start of training (day 1), last test before lesion induction (day 12), first rehabilitation test (day 19), last rehabilitation test (day 33). All trajectory
coordinates are normalized with respect to the pellet (represented as the black filled circle). The slit, from which movement is initiated and completed, is indicated on
the right-hand side. (B) Corresponding spatio-temporal representation for trajectories represented in (A). Each trajectory coordinate is plotted as a colored circle,
where the color represents the time from the start of the attempt (see Legend). (C) Mean kinematics from a representative rat captured between the start of a
reaching attempt and grasping (average over 20 attempts). Shaded regions represent 95% confidence intervals. Transition from reach to hovering phase delineated
by red arrows, as velocity decreases. Velocity crossing of zero indicates direction reversal. For clarity, variations of velocity and distance with time are shown with
respect to x-axis direction.

meaning the forelimb was completely retracted. Assuming the rat
missed the target, the position of the pellet will be unchanged
as the forelimb retracts. We excluded a miss when ∆Pellet,
the distance between indentation and current pellet position,
didn’t exceed a value of 0.04 cm. If the rat touches the pellet
without grasping it, or grasps it correctly, but drops it while
retracting, the pellet will again become visible in the ROI, in a
changed position. The algorithm detects a drop if the position
of the pellet is within 1 cm away from the slit (∆Slit-Pellet < 1).
The other cases are taken as a slip. An example of how
the algorithm detects a slip is pictured in Figure 4A. The

algorithm gives a label of success if the pellet is at no time
detected in the ROI until the forepaw is completely retracted out
of the ROI.

Behavioral Endpoints
All endpoint and kinematic parameters were calculated
individually for each animal and for each session.

Task Outcome
As shown in Figure 2A, the reaching phase consisted of
an extension of the limb within the cage slit and beyond
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FIGURE 4 | Algorithm for outcome labeling. (A) Left panel: example of algorithm decision on four frames succeeding maximum forepaw extension. Right panel:
binary image of the frame in which the slip occurs, showing detected objects (forepaw tip, pellet) and fixed landmarks (indentation, slit). (B) Decision tree algorithm
iterated on the frames succeeding maximum forepaw extension. Description of abbreviations: ∆Pellet = distance between indentation and current pellet position;
∆Tip-Slit = distance between forepaw tip and slit; ∆Slit-Pellet = distance between pellet and slit.

the position of the pellet. The limb then returned and
hovered above the pellet with a decreased speed. Then, the
grasping phase occurred. In the retraction phase, the animal

returned the forelimb holding the pellet back in the cage.
These were the movements captured with our setup. We
did not capture behavior inside the cage, e.g., the start of

Frontiers in Behavioral Neuroscience | www.frontiersin.org 7 January 2018 | Volume 11 | Article 25551

https://www.frontiersin.org/journals/behavioral-neuroscience
https://www.frontiersin.org
https://www.frontiersin.org/journals/behavioral-neuroscience#articles


Nica et al. Automated Assessment of Skilled Reaching

reaching or the eating of the pellet. However, the phases
described were still informative as to the skill of reaching and
grasping.

As described in ‘‘Behavioral Monitoring’’ section, the
instantaneous position of the forelimb, its velocity profile (speed
and direction of the tip of the forelimb) along with the position
of the pellet with respect to the indentation allowed us to develop
a decision tree algorithm that identified phases of movement and
labeled the outcome of the attempt (Figure 2B). Based on total
number of attempts executed in the session, we calculated miss,
slip, drop and success percentages as endpoint measures of one
session.

Variability
Dynamic time warping is a distance measure that allows for
time shifting and can thus match similar shapes even when they
have a time phase difference. Since reaching trajectories were
of varying time lengths, we calculated intra-animal variability
by using pairwise dynamic time warping distance between all
trajectories recorded in one session.

Convex Hull
The convex hull of one training session is the area containing
all x-y coordinates tracked during that session. This surface
was drawn between the most extreme points of the forelimb
coordinates. While variability is a function of time-aligned space
coordinates, the convex hull provides solely space information,
as it quantifies the spread of the reaching trajectories performed
during one session.

Mean and Maximum Speed
Mean speed was averaged during each individual reach, then
averaged between all reaches in one session. Maximum speed
was taken as the absolute maximum speed achieved between all
reaches in one session.

Reaching Length
The length of each reaching trajectory, calculated between the
start of the reach and the positioning of the paw above the pellet
was taken as the reaching length. All reaching length values were
averaged over one session.

Peak Limb Extension
As shown in Figures 3A,B, the animals extended their limb
beyond the position of the pellet, before returning to grasp
it. Peak limb extension is the length of the forelimb at the
moment of maximum limb extension. All values were averaged
over attempts within one session. While the pasta matrix test
directly assesses physical limits of reaching, with the reach-to-
grasp test, the pellet is well within the limits of reaching for
each rat. Thus, shorter peak limb extensions should not be
interpreted as a proof of impairment, since the animal might
have a more directed reaching strategy even as an intact subject.
However, changes in peak limb extension might signal changes
in strategy of reaching, which in turn may reflect compensatory
behavior.

Statistical Analysis
Statistical analyses were performed using MATLAB with a
significance level α = 0.05. To assess the effect of the lesion on
performance and the effect of the rehabilitation, we created two
groups with the post-lesion data, comprising, respectively, the
first six tests after lesion induction (days 19–21) and the last six
tests of the rehabilitation (days 31–33). The third set included
the six tests recorded pre-lesion (days 9–12) when the rats were
well skilled. We compared outcome percentage and kinematic
parameters in these three sets using the non-parametric Kruskal-
Wallis test with Dunn-Sidak post hoc pairwise comparisons.
To test linear relationships between kinematic parameters and
task outcome, we calculate Pearson coefficient. P-values were
adjusted with a Bonferroni correction.

RESULTS

Task Outcome
Labeling Accuracy
We assessed accuracy of the labeling algorithm by manually
scoring a subset of the videos for each experimental stage: the
three acclimation sessions from day 0, before training began,
were used together with 38% of videos from training phase (days
1–8) to develop and validate the training set. We included the
three acclimation sessions in order to capture more extreme
behavior and make the algorithm more robust. To test the
algorithm, 33% of videos from pre-lesion tests and 20% of
videos of post-lesion testing were used. The percentages are
equal for all animals. This allowed us to estimate the rates of
predicted labels with respect to actual labels, and the results are
presented in confusion matrices (see Tables 2–4). The reason
for assessing each dataset separately is that the distribution of
labels differs from one stage to the next. Figure 3A captures
the kinematics of impairment after lesion. As seen in Figure 5,
the animals are very successful in the pre-lesion stage, while
exhibiting high percentages of misses or slips in the post-lesion
testing. Moreover, since the rats exhibit task-unrelated behavior
especially in the beginning of the training period and at the start
of the rehabilitation period respectively, we defined an additional

TABLE 2 | Confusion matrix with correctly and incorrectly classified attempts from
the training phase (days 1–8).

Tr
ue

cl
as

s

Miss 86 3 0 1 0 96%

Slip 2 182 0 8 0 95%

Drop 0 2 18 5 0 72%

Success 2 2 4 163 2 94%

Other 1 3 0 4 20 71%

= TPR

99% 97% 99% 94% 99% = Specificity

Miss Slip Drop Success Other

Predicted class

The algorithm outcome was validated on 38% of videos selected randomly from
the training phase. Five labels (N = 509) are correctly classified in 92% of cases.
TPR = true positive rate = sensitivity. In bold are the correctly classified instances
(true positives).
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TABLE 3 | Confusion matrix with correctly and incorrectly classified attempts from
the test phase (days 9–11).

Tr
ue

cl
as

s

Miss 11 2 0 0 0 85%

Slip 1 49 0 6 0 88%

Drop 0 0 10 1 0 91%

Success 0 1 0 71 2 96%

Other 0 4 0 7 2 15%

= TPR

99% 93% 100% 85% 98% = Specificity

Miss Slip Drop Success Other

Predicted class

The algorithm outcome was validated on 33% of videos selected randomly from
the test dataset. Five labels (N = 167) are correctly classified in 86% of cases.
TPR = true positive rate = sensitivity. In bold are the correctly classified instances
(true positives).

TABLE 4 | Confusion matrix with correctly and incorrectly classified attempts from
the rehabilitation phase (days 19–33).

Tr
ue

cl
as

s

Miss 194 4 1 1 1 97%

Slip 9 295 1 8 1 93%

Drop 0 0 31 0 0 100%

Success 0 6 4 117 6 88%

Other 0 4 0 9 50 79%

= TPR

98% 97% 99% 97% 99% = Specificity

Miss Slip Drop Success Other

Predicted class

The algorithm outcome was validated on 20% of videos selected randomly from the
rehabilitation phase. Five labels (N = 747) are correctly classified in 92% of cases.
TPR = true positive rate = sensitivity. In bold are the correctly classified instances
(true positives).

label, ‘‘Other’’ for all non-attempt movements captured by the
forelimb monitoring algorithm that could be discarded by the
labeling routine. These include movements of the forelimb in
the region of interest that are not related to or not according
to the instructions for the skilled reaching task, like keeping the
forelimb stationary on the table, or grasping the pellet straight
from the forceps before the experimenter could position it on the
indentation. The overall accuracy for development and validation
sets was 92% (Table 2). Similar accuracy was obtained for the
pre-lesion test (86%, Table 3) and the post-lesion test (92%,
Table 4).

Training Phase
Early training sessions exhibited a high number of attempts
and high percentages of misses (Figure 5). The rats became
more successful in locating the pellet and the rate of misses
decreased at under 10% in only 3 days of training. The precision
of grasping stayed variable between days as slips remain the main
type of error the animals made throughout the training period.
The percentage of drops was constantly under 5%. Success rate
steadily increased with each day of training, and it became
the main test outcome in the last 3 days of training at rates
of 45%–50%.

Pre- vs. Post-lesion Tests
As seen in the timeline of outcomes from Figure 5, a
drop in performance after lesion induction occurred, but rats
progressively became more successful during the 15 days of
post-lesion testing. We compared the rate of misses, slips, drops
and success between three phases: days 9–11 when the healthy
animals were well skilled for the task, day 19–21, the first
on resuming training when the effect of the lesion was most
severe, and days 31–33, to test the effect of rehabilitation. The
results of the comparisons along with individual data points are
summarized in Figure 6.

The relative rate of missed attempts increased significantly
from 7.2± 6.7% pre-lesion to 50.2± 18.7% post lesion (p� 0.01)
and remained significantly high at 21.6 ± 9.3% with respect
to pre-lesion testing after 15 days of rehabilitation (p < 0.01),
although it also decreased significantly with respect to the
beginning of rehabilitation (p < 0.01). The relative rate of slips
did not change significantly after lesion induction: 28.1 ± 13.1%
pre-lesion and 31.9 ± 8.9% post-lesion (p > 0.05). However,
the rate of slips increased by the end of rehabilitation to
43.63± 8.1%, significantly higher with respect to pre-lesion tests
(p � 0.01), and to the start of rehabilitation (p = 0.02). There
was no significant change in drop percentage, which remained
under 5 ± 3.2% during all three testing phases. The rate of
success decreased significantly from a mean of 59.6 ± 11.8%
pre-lesion to 13.9 ± 8.2% post-lesion (p � 0.01). Success rate
increased to 30 ± 9.2% at the end of rehabilitation, significantly
higher with respect to beginning of rehabilitation (p = 0.011)
but still significantly below the levels before lesion induction
(p� 0.01). For all outcome labels, no between-animal differences
were significant.

Kinematics
As with outcome labels, kinematic features were compared
among three phases of the experiment using Kruskal-Wallis
test with Dunn-Sidak post hoc for pairwise comparisons. Based
on observed reaching trajectories, it seems that rats developed
individual strategies for reaching, so additionally, we tested in
the same way if kinematics can help discriminate between the
animals.

Variability
We tested intra-rat variability, finding a significant increase in
the beginning of rehabilitation at 11.5% (±3%) from pre-lesion
tests, where the mean was 9.2% (±1.6%). By the end of
rehabilitation, the mean was 9.2% (±1.1%), similar to that of the
pre-lesion tests. Rat 1 exhibited values significantly lower than
rats 2 and 3 (p� 0.01).

Convex Hull
The convex hull increased significantly (p � 0.01) from 4.2
(±0.6) cm2 pre-lesion to 6.4 (±1.8) cm2 post-lesion, but
the difference disappeared by the end of rehabilitation, when
the mean convex hull was 4.3 (±0.3) cm2. There were also
differences between rats, with rat 1 trajectories (4.1, ±0.8 cm2)
having significantly (p = 0.03) lower convex hulls than rats 2
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FIGURE 5 | Timeline of task phase outcome. The percentage of misses, slips and drops together with success rate and number of attempts are shown during
training (days 1–8), testing (days 9–11) and rehabilitation (days 19–33). Mean values ± standard deviation are shown. (∗) In panel (v), the number of attempts is
represented on a log scale. The mean value ± standard deviation on day 20 were [8.5 329.5].

(5.1 ± 1.1 cm2) and 3 (5.6 ± 2 cm2). There were no differences
between rats 2 and 3.

Mean Speed and Maximum Speed of Reaching
Mean speed of reaching decreased at the end of rehabilitation
with respect to the start of rehabilitation, but the difference was

not significant. There were no significant differences with respect
to pre-lesion tests. There were also no significant differences
between rats.

Maximum speed decreased significantly (p = 0.05) from 45.8
(±3.5) cm/s pre-lesion to 43.4 (±4.2) cm/s in the beginning of
rehabilitation, but the difference was not significant by the end
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FIGURE 6 | Comparison of task phase outcome. The percentage outcome is compared between pre-lesion testing, the start and the end of rehabilitation
(∗p < 0.05, ∗∗∗p < 0.01).

FIGURE 7 | Correlation of endpoint outcome with kinematics. Significant (p < 0.05) correlation pairs are represented. The pattern of correlations increases in the
post-lesion dataset (days 19–33) with respect to the training phase (days 1–8).

of rehabilitation. Rat 2 had a significantly faster maximum speed
(p < 0.01) at 46.7 (±3.9) cm/s than rat 3 (42.3 ± 2.2 cm/s), but
not rat 1 (43.2± 3.5).

Length of Trajectory
Although there were no significant differences in trajectory
length (4.17 ± 0.02 cm) between the phases of the experiment,
there were significant differences between rats (p < 0.01), as rat
2 shows significantly shorter trajectories (3.9 ± 0.3 cm), than rat
1 (4.4± 0.3 cm, p< 0.01) and rat 3 (4.2± 0.3 cm, p = 0.03).

Peak Limb Extension
Peak limb extension decreased significantly (p < 0.01) in the
beginning of rehabilitation (2.8 ± 0.2 cm) with respect to
pre-lesion (3.07 ± 0.23 cm) and remained significantly lower

(p = 0.01) at the end of rehabilitation (2.8 ± 0.18 cm).
There were no differences in peak limb extension between
animals.

Task Outcome and Kinematics during
Training and Rehabilitation
Performance improved in both the training phase and the
post-lesion phase, with similar trends, as shown in Figure 5:
success rate increased as miss percentage lowers, slip is
consistently the most prevalent type of mistake, while drop
rates are insignificant. To examine if kinematics help explain
improvement in task outcome and if the mechanisms for
improvement are similar in training and in rehabilitation,
we calculated correlations between kinematic features and
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behavioral endpoints independently for each phase. We took
the Pearson coefficient as a measure of correlation and we
set a significance level of p = 0.05. All correlation strengths
for non-significant pairs of features were subsequently set to
zero.

The training phase revealed a number of nine significantly
correlated pairs of features, with an increase in the rehabilitation
stage to 18 pairs, suggesting overall a different contribution of
kinematic features to task success (see Figure 7). Number of
attempts was positively correlated with variability (R = 0.51)
and convex hull (R = 0.65) in the training phase, a relationship
that is maintained during rehabilitation (R = 0.37 and R = 0.72,
respectively). The negative correlation with peak limb extension
(R = −0.58) during the training phase became insignificant
during rehabilitation, while additionally, a positive correlation
with mean speed (R = 0.53) occurred during rehabilitation.
There was a similar trend with miss percentage, where positive
correlations with variability (R = 0.57) and convex hull (R = 0.46)
in the training phase were maintained during post-lesion phase
(R = 0.33 and R = 0.64, respectively) during post-lesion
phase. Additionally, miss rate was positively correlated with
mean speed during rehabilitation (R = 0.62). Interestingly,
as trajectory length and peak limb extension increase during
training, miss percentage decreases (R = −0.41 and R = −0.49,
respectively). These negative correlations were not maintained
during post-lesion tests, suggesting that precision of reaching
was achieved in different ways in the two phases. While
slip rate was not correlated with any kinematic features
during training, it was negatively correlated with convex
hull (R = −0.45) and mean speed (R = −0.51) during
post-lesion tests. Drop rates were not significantly correlated
with any kinematic features during the training phase, but
were negatively correlated with variability (R = −0.38) and
convex hull (R = −0.32) in the rehabilitation stage and weakly
correlated with trajectory length and peak limb extension
(R < 0.3). Success rate was negatively correlated with variability
(R = −0.44) and convex hull (R = −0.61) in the training
phase, which weakened during rehabilitation (R = −0.23 and
R = −0.46, respectively) and additionally, small negative
correlations with mean speed (R = −0.38), trajectory length
(R = −0.37) and peak limb extension (R = −0.3) arose during
this phase.

DISCUSSION

The present study demonstrates the feasibility of automatically
tracking reaching and grasping without additional need of skin
markers. Monitoring the forelimb from top-view recordings
generated a kinematic profile of movement. Based on it, we
developed necessary conditions for the algorithm to segment the
task into reaching, grasping and retraction. Top-viewmonitoring
proved sufficient to reliably detect the outcome of the three
movement phases and thus distinguish between the following
types of errors: miss, slip and drop along with overall task success.
The Matlab algorithms were developed on a dataset consisting
of training sessions and the overall accuracy achieved on new

datasets was of 86% (pre-lesion test set) and 92% (post-lesion
test set).

Combinations of front-view and lateral-view cameras (usually
infra-red or near-infra-red sensitive), have been used in recent
studies to reconstruct 3-D kinematics of reaching and grasping
in rodents. While kinematic assessment could be achieved
autonomously (using infra-red reflective markers to track
the forelimb, in Azim et al., 2014) or semi-autonomously
(tracking with machine learning techniques, while segmentation
of movement is achieved manually by Guo et al., 2015),
these studies didn’t extend their automatic tracking to more
descriptive measures of movement and no measure of algorithm
performance is reported. Lai et al. (2015) used a side-view
camera together with a tilted mirror to reconstruct reaching
trajectories in a sagittal and coronal plane and extended types
of kinematic parameters to characterize reaching, grasping and
retrieval, but did not use kinematics to further extend or
explain endpoint measures. Esposito et al. (2014) proposed a
segmentation of movement and types of errors similar to the
one we used, but the forelimb tracking and classification are
achieved manually. Two recent studies (Wong et al., 2015;
Ellens et al., 2016) developed a fully automated apparatus
to perform the pellet test and assess success or failure
online.

On the other hand, very detailed, but manually scored
qualitative measures have been proposed, either to segment
reaching and grasping movement into 10 phases (Whishaw,
2000, 2002; Whishaw et al., 2004), to study individual digit
movement (Alaverdashvili and Whishaw, 2008) or types of
gestures that arise with impairment (Alaverdashvili et al., 2008).
These qualitative approaches are very informative and capture
adaptation strategies to induced impairments, but given the
burden of manual scoring, they have not been widely adopted.
The main findings of these studies point towards decreased
wrist rotation, additional adaptive body rotation, decreased
individual movement of digits and increase in gestures with
impairment, highlighting the role of compensation after neural
damage.

In comparison, in our study we developed an algorithm that
uses image processing to semi-autonomously reconstruct the
kinematics of reaching, which are then further used to gain
insight into the quality of movement, by segmenting attempts
into three phases of movement. We used one camera placed
on top to capture x-y-coordinates of movement (transverse
plane). A front view analysis is very difficult to implement
with a computer routine, given the lack of contrast between
the paw of the rat and its body, both light in color. A side
view recording, while offering a better glimpse at the activity
of the limb inside the cage, and in the sagittal plane, would
miss movement in the transversal plane, which proved very
informative in our study. In comparison with most studies cited,
we used a rather low sampling rate of 30 Hz. This caused
occasional blurring, especially during the reaching phase, when
the speed of the forepaw was maximum. However, since we
quantified trajectories based on the tip of the paw instead of
the centroid, the blurring did not affect the result during the
reaching phase. We did not observe blurring during retraction
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in the frames we manually quantified for scoring and validating
the result of the classification, possibly because the speed
of the paw decreases during retraction (Figure 3C). Higher
sampling rates would also provide more accurate estimates of
kinematic features, especially when estimating maximum speed.
When the animals move fast, we might be underestimating the
distance between two consecutive forelimb coordinates, due to
the low frame rate. Since top-view recordings with a rather
low sampling rate were sufficient in our study to reach an
overall accuracy percentage of 86%–92% in scoring outcome,
it would be informative to assess what further information
can be extracted from an additional dimension at a higher
time resolution, possibly features like rotation of the wrist,
which can lead to further movement segmentation and outcome
classification.

While using the classical single pellet reaching test setup
(Whishaw, 2000), we did not force the rat to execute true
grasping rather than dragging the pellet and we also did
not distinguish between dragging and grasping with our
algorithm. We attempted to quantify grasping by assessing
the minor-axis length of the forepaw shape (the width), but
this feature didn’t prove robust enough (data not shown).
However, this strategy may be used robustly if bigger variations
in shape width can be captured, for example while testing
non-human primates or humans performing similar reaching
and grasping tests. Also, while animals exhibited dragging
rather than grasping since the training phase, we did not
associate dragging with impairment. While not eliminating
dragging, detecting it would be possible by increasing the
frame rate, which may provide more robust results. In other
studies that automatically quantify kinematics of the reach
and grasp test, dragging was detected from sagittal plane
recordings (Lai et al., 2015). One possibility to eliminate dragging
would be a change of experimental setup and such a solution
has been proposed by Hays et al. (2013), who developed a
novel setup, called the isometric pull task, to quantify both
reach-to-grasp dexterity and forelimb strength (Sloan et al.,
2015).

Analysis of phase outcome captured disruption in motor
skill and prevalence of abnormal behavior, as rates of misses
increased seven times between pre- and post-lesion tests. By the
end of rehabilitation, the percentage of misses had decreased,
but it was still three times higher than in pre-lesion tests.
Significant increases of slip percentage during rehabilitation
were also observed. A study focused on gesture analysis
(Alaverdashvili et al., 2008) reported an increased number
of gestures with rehabilitation, related, among other phases,
also to reaching towards the pellet and grasping it. It is
possible that we captured the same kind of increased abnormal
behavior, since such gestures would translate in our study to
failures of reaching, miss or failures of grasping, slip. Further
analysis is needed to compare the quality of mistakes pre-
and post-lesion. Success rates decreased severely after lesion, as
reported widely in literature, and increased over the 2 weeks
of rehabilitation, but not to the pre-lesion percentages. Our
study focused on intra-rat comparisons, but we also tested
for differences between animals. Interestingly, no differences

were found between rats based on endpoint features. Thus,
endpoint performance features are a useful tool to assess error
rates and types of errors on a group level. More importantly,
the phase analysis revealed which interval of the reaching and
grasping movement was more prone to error. Moreover, this
study reveals that different phases of movement are problematic
in the timeline of recovery. Miss rates, possibly reflecting the
inability to control the forelimb so as to aim at a target, are
higher in early stages, whereas slips, caused by inexact grasping,
dominate error rates in later stages of recovery. Such insight
is essential in developing a rehabilitation strategy that targets
specific aspects of movement. With further refinements in
movement segmentation, this assessment of behavior outcome
could be used to gain insight into neural mechanisms of
movement acquisition and execution in healthy subjects, or
in mechanisms of recovery, in studies focused on motor
impairments.

On the other hand, inspection of trajectories clearly shows
independence in strategy between animals, findings supported by
other studies that focused on kinematic quantification (Esposito
et al., 2014; Guo et al., 2015; Lai et al., 2015). Variability, convex
hull and maximum speed increase significantly at the start of
rehabilitation with respect to pre-lesion. These differences were
not significant with respect to pre-lesion values by the end
of rehabilitation. In all features except mean speed, significant
differences between rats were detected. Thus, kinematics proved
much more sensitive to individual differences than endpoint
task outcome, even when they could not capture changes
in state between pre- and post-lesion behavior. This result
further emphasizes the need for individualized rehabilitation
strategies, where kinematics and endpoint behavior measures
are used jointly to infer what aspects of movement allow
improvement in motor performance. Additional features such as
curvature of reaching trajectories might provide further insight
into individual strategies of completing the task and into how
behavior changes with impairment.

While correlation does not necessarily imply causation, it is
still informative to compare the general pattern in kinematics and
outcome percentages. We found that variability and convex hull
decreased as success rates increased, a relationship significant
both in learning and rehabilitation, confirming the idea that
kinematics stabilize as endpoint performance increases (Kawai
et al., 2015). A high number of attempts, mostly ending in
a miss, characterize both the beginning of training and that
of rehabilitation and this non-structured pattern of searching
for the position of the pellet translates kinematically in high
trajectory variability and high convex hull. Thus, it is not
surprising that the correlation between convex hull, variability
and miss rate, number of attempts, stays significant both
in training and rehabilitation. Additionally, more significant
relationships of lower magnitude develop during rehabilitation.
Interestingly, mean speed was correlated with all endpoint
features. Based on observation, animals tended to make fast,
imprecise movements in the beginning of rehabilitation, which
translated to an indirect correlation of mean speed with success
and direct correlation with miss rate and number of attempts.
However, the indirect correlations with slip and drop rates may
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be a by-product of using relative outcome rates. With less misses,
the rats proceed further in the task, increasing the probability
of making mistakes during further phases, like slips of drops.
Thus, we believe further investigations are needed to confirm
a true relationship with slip and drop rates. Trajectory length
and peak extension decreased with miss and number of attempts
in training, an interesting result, suggesting the rats learn to
optimize their pellet search with training. This relationship no
longer holds in rehabilitation, however, as inverse correlations
of trajectory length and peak extension arise with success rate,
suggesting optimized pellet search most likely results in overall
success. A weak direct correlation of peak limb extension was
also found with drop rate, suggesting that longer searches for the
pellet, even after a successful grasp, are more likely to result in a
drop before the retraction can be successfully completed. Overall,
more linear relationships between kinematic parameters and
phase outcome arise during rehabilitation, suggesting a change
in strategy with respect to training. This is an unsurprising
result, since compensation has often been reported as the more
prevalent mechanism for achieving improvement after neural
damage (Whishaw, 2000; Whishaw et al., 2004; Alaverdashvili
and Whishaw, 2008; Alaverdashvili et al., 2008).

Recent review articles assess the important role of
compensation in and the lack of features to discriminate it
from normal recovery (Kwakkel et al., 2015; Hylin et al., 2017;
Jones, 2017). Developing algorithms that can achieve refined
detailed behavior description, both robustly and efficiently has
become a necessity. Algorithms that assess automatically types of
mistakes, not just overall task outcome, together with kinematics

of movement may help elucidate the question of what recovery
really means and what rehabilitation should focus on: achieving
true neural repair and pre-injury behavior quality, or improving
ability to adapt to impairments.

CONCLUSION

The present study focused on implementing a detailed evaluation
of the classical pellet test in a computer program: (i) we
developed an algorithm that automatically tracks the movement
of the rat’s forelimb using image processing methods; (ii) we
expand on existing endpoint behavior features and we assess
them along with kinematics of movement, achieving accuracy
rates of 86%–92%; (iii) with this extended analysis we captured
perturbation of skill after a motor cortical lesion was induced;
(iv) analysis of kinematics of movement revealed that rats
developed individual strategies to achieve the task; and (v) that
learning is distinct from rehabilitation.
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Higher-order cognitive processes were shown to rely on the interplay between
large-scale neural networks. However, brain networks involved with the capability
to split attentional resource over multiple spatial locations and multiple stimuli or
sensory modalities have been largely unexplored to date. Here I re-analyzed data
from Santangelo et al. (2010) to explore the causal interactions between large-scale
brain networks during divided attention. During fMRI scanning, participants monitored
streams of visual and/or auditory stimuli in one or two spatial locations for detection
of occasional targets. This design allowed comparing a condition in which participants
monitored one stimulus/modality (either visual or auditory) in two spatial locations vs.
a condition in which participants monitored two stimuli/modalities (both visual and
auditory) in one spatial location. The analysis of the independent components (ICs)
revealed that dividing attentional resources across two spatial locations necessitated
a brain network involving the left ventro- and dorso-lateral prefrontal cortex plus
the posterior parietal cortex, including the intraparietal sulcus (IPS) and the angular
gyrus, bilaterally. The analysis of Granger causality highlighted that the activity of
lateral prefrontal regions were predictive of the activity of all of the posteriors parietal
nodes. By contrast, dividing attention across two sensory modalities necessitated a
brain network including nodes belonging to the dorsal frontoparietal network, i.e., the
bilateral frontal eye-fields (FEF) and IPS, plus nodes belonging to the salience network,
i.e., the anterior cingulated cortex and the left and right anterior insular cortex (aIC).
The analysis of Granger causality highlights a tight interdependence between the dorsal
frontoparietal and salience nodes in trials requiring divided attention between different
sensory modalities. The current findings therefore highlighted a dissociation among
brain networks implicated during divided attention across spatial locations and sensory
modalities, pointing out the importance of investigating effective connectivity of large-
scale brain networks supporting complex behavior.

Keywords: divided attention, frontoparietal, central executive, salience, network, independent component
analysis (ICA), Granger, causality
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INTRODUCTION

It is by nowwell established that higher-order cognitive processes
rely on the interplay between large-scale neural networks
(Bressler and Menon, 2010; Raichle, 2015; Wig, 2017). However,
how such multiple networks interact to support a complex
cognitive process such as divided attention is largely unknown.
Divided attention consists in the capability to monitor and
select multiple information at the same time (Jans et al., 2010).
Previous research has demonstrated that monitoring of multiple
streams of information typically results in a decrement of
processing efficacy (Shaw and Shaw, 1977; Eriksen and St. James,
1986; Castiello and Umiltà, 1990, 1992; Müller M. M. et al.,
2003; Müller N. G. et al., 2003). At a neurophysiological level,
divided attention was shown to recruit high-level brain regions,
such as the dorsal frontoparietal attention network (Fagioli
and Macaluso, 2009, 2016; Santangelo et al., 2010), showing
modulatory effects on sensory cortices deputed to process the
incoming, multiple information (McMains and Somers, 2004,
2005; Sreenivasan et al., 2014).

However, one limitation of the previous studies devoted
to the understanding of the neural correlates of divided
attention relies on the use of subtraction paradigms that, by
definition, are not sensitive to the co-activation of distinct
networks (Friston et al., 1996). As such, less is known to
date about whether the neurophysiological underpinnings of
divided attention involve a dynamical interplay betweenmultiple
networks. Based on the re-analysis of previous data (Santangelo
et al., 2010, reporting standard fMRI analyses), the current
study aims at highlighting large-scale brain networks involved
with divided attention, and more specifically, with divided
attention across different spatial locations vs. different stimuli
and sensory modalities. Attentional resources can be employed
to monitor for a given stimulus that might appear from
different locations (divided attention across multiple locations)
or to monitor for different stimuli originating from the same
spatial locations (divided attention across multiple stimuli).
In this latter case, the stimuli to be monitored might come
from the same or different sensory modalities, e.g., visual or
auditory.

Previous research (Fagioli and Macaluso, 2009) reported
that the dorsal frontoparietal attention network (encompassing
the frontal eye-fields (FEF) and the intraparietal sulci (IPS),
bilaterally) activated both when subjects divided attention
across different spatial locations and across simultaneously
presented visual stimuli (e.g., geometrical shapes of different
colors). Fagioli and Macaluso (2009) interpreted these findings
as suggesting a key role played by the dorsal frontoparietal
network both for spatial and non-spatial divided attention.
This might also indicate the existence of an interplay between
divided attention and working memory, with increased working
memory load when trying to monitor multiple visual stimuli at
different locations, supported by frontoparietal regions (e.g., see
for review Smith and Jonides, 1999; D’Esposito, 2001; see
also Johnson and Zatorre, 2005, 2006; Johnson et al., 2007).
However, following research (Santangelo et al., 2010) showed
that dividing attention between two sensorymodalities depended

on the spatial distribution of attention, unlike monitoring
two stimulus categories in the visual unisensory context. In
fact, the behavioral cost of monitoring two vs. one sensory
modality was shown to decrease when paying attention to
two vs. one hemifield. These findings suggest that there is
higher interference (greater behavioral costs) in monitoring
two independent sensory modalities when attention is focused
on a given spatial location as compared to multiple spatial
locations. Overall, this suggests greater availability of processing
resources when attending for different sensory modalities at
different spatial locations. The more efficient performance in
monitoring two modalities at separated locations compared
to the same location was found to be supported by the
posterior nodes of the dorsal frontoparietal network, namely
the posterior parietal cortex, which might provide additional
processing resources under this condition (Santangelo et al.,
2010). This specific interplay between spatial- and sensory-
related factors might indicate that—at least in multisensory
contexts—divided attention across different spatial locations
or sensory modalities might be subserved by different brain
networks.

In the current study participants were asked to monitor
streams of visual and/or auditory stimuli in one or two
spatial locations for detection of occasional targets. This
experimental design allowed contrasting conditions in which
participants monitored one stimulus/modality (either visual or
auditory) in two locations, i.e., the left and right hemifields
(‘‘att2loc’’) vs. conditions in which participants monitored two
stimuli/modalities (both visual and auditory) in one location
(‘‘att2mod’’). The analysis of the independent components
(ICA) was used to highlight any large-scale brain network
operating during divided attention across spatial locations vs.
sensory modalities. Based on the existent literature (Fagioli and
Macaluso, 2009, 2016; Santangelo et al., 2010; Santangelo and
Macaluso, 2013a), there might be expected a main involvement
of the frontoparietal network during divided attention tasks,
but also brain differences related to the specific interplay
between spatial- and sensory-related factors in multisensory
contexts (see, Santangelo et al., 2010) during divided attention
over different spatial locations or sensory modalities. To
investigate the specific contribution of regions within the ICs
supporting either divided attention across spatial locations
or sensory modalities Granger Causality Analysis (GCA) was
employed. This allowed to assess any causal relationships
(i.e., the effective connectivity) among the main nodes of the
emerging ICs.

MATERIALS AND METHODS

Participants
Thirteen right-handed healthy volunteers took part in the study.
All participants had normal hearing and normal or corrected-
to-normal visual acuity (with contact lenses). Because of poor
accuracy on the task (<75%), one participant was excluded from
statistical analysis, leaving 12 participants (6 males, age range:
20–33 years, mean age: 25.2 years). The independent Ethics
Committee of the Santa Lucia Foundation (Scientific Institute
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for Research Hospitalization and Health Care) approved the
study. Participants gave written informed consent before their
participation.

Stimuli and Task
Stimuli and task were fully described in Santangelo et al.
(2010), where we performed standard univariate analyses of
this data set. Briefly, the participants’ task was to detect visual
and/or auditory targets (i.e., one or two target modalities) in
either or both hemifields (i.e., one or two target locations).
During fMRI scanning, participants viewed a central display
via a mirror system (see Figure 1A). Through the display,
participants were presented with visual instructions regarding
the upcoming attention task and with a central fixation cross
(1.2◦

× 1.2◦), which was displayed throughout the task. During
the task participants were present with four simultaneous streams
of stimuli, that is, a visual and an auditory stream on each
hemifield. Two rubber pipes conducting sounds (i.e., bursts
of white noise, sound pressure level, SPL = 115 dB) from
two loudspeakers placed outside the MR room were used to
present the auditory stimuli. The pipes were horizontally aligned
with the fixation cross and connected to the left and right
side of the coil. Participants were presented with either single
(duration = 160 ms) or double bursts (160 ms on, 160 ms off,
160 ms on), with the latter serving as to-be-detected targets,
when presented in the to-be-attended auditory stream. Optical
fibers (diameter = 1 mm) connected with yellow light emitting
diode (LED; luminance = 30 cd/m2) were instead used to present
visual stimuli. Each optical fiber was located into a rubber pipe:
this procedure allowed delivering visual and auditory stimuli
from approximately the same locations, that is, around 30◦ to
the left and right of central fixation point. As for the auditory
stimuli, single (duration = 160 ms) and double flashes (160 ms
on, 160 ms off, 160 ms on) were presented, with the latter
serving as targets when delivered in the to-be-attended visual
stream. Notably, the amount of stimulation was identical on
both hemifields, with visual and auditory stimuli presented
concurrently, regardless of the selective attention task that
participants had to carry out.

The four simultaneous streams were presented in blocks of
25 s, corresponding to 10 consecutive trials. At the beginning of
each block an instruction display indicating the location(s) and
modality(ies) to be monitored was presented to the participants.
The instruction display (duration = 3 s) included the text string
‘‘Instruction’’, plus one or two letters on the left and/or right side
(‘‘V’’ for ‘‘monitor vision’’ and ‘‘A’’ for ‘‘monitor audition’’). The
arrangement of letter(s) and position(s) provided the relevant
side and modality to be monitored in that block of trials
(see Figure 1A). According to the instruction, the participants
performed one of four possible attention tasks: (1) attend to one
single modality in one hemifield, that is, detect either visual or
auditory target in either the left or the right hemifield; (2) attend
to one single modality in both hemifields, that is, detect either
visual or auditory targets in both the right and left hemifield;
(3) attend to both modalities in the same hemifield, that is,
detect both visual and auditory targets in either the left or right
hemifield and (4) attend to one modality in one hemifield, and

FIGURE 1 | (A) Schematic diagram showing from top to bottom an example
of a few trials in the “attending two modalities” (att2mod) and “attending two
locations” (att2loc) conditions. Each block consisted of 10 trials and began
with an instruction display signaling the current task. On each trial, the
stimulation was always bilateral with two independent audiovisual streams on
each side. Depending on the current condition, participants monitored one or
two of the four sensory streams in one or two hemifields, responding to
double pulses (i.e., the targets) in the relevant stream/streams while ignoring
all other stimuli; (B) Reaction times (left graph) and error rates (right graph) for
the two main conditions (att2loc and att2mod). The error bars represent the
standard error of the means.

the other modality in the opposite hemifield, that is, detect
visual targets in the left hemifield and auditory targets in the
right hemifield or vice versa. According to the main aim of
the current study, here we directly compared task 2 vs. task
3, involving, respectively, ‘‘divided attention across two spatial
locations’’ (att2loc) and ‘‘divided attention across two sensory
modalities’’ (att2mod).
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Participants task consisted in the detection of visual (double
flashes) and/or auditory (double bursts) targets in one of the
currently attended streams, while ignoring all the stimuli in
the currently irrelevant streams. Participants signaled target
detection by pressing a response button with their right index-
finger. Each block included 10 trials, which started 2000 ms
after the offset of the instruction display. Every 2500 ms a new
trial started. The sequence of trials entailed two constraints:
First, two target stimuli were never presented in the same trial
when participants had to monitor for multiple streams. Second,
there were always five targets in each currently relevant stream.
Participants underwent four fMRI runs, each lasting about 6min.
Each run included 12 blocks, i.e., four tasks repeated three times.
Overall, each participant was therefore presented with an amount
of 480 trials, that is, 120 repetitions for each of the four attention
tasks.

fMRI Methods
Image Acquisition
A Siemens Allegra (Siemens Medical Systems, Erlangen,
Germany) operating at 3T and equipped for echo-planar imaging
(EPI) was used to acquire the functional magnetic resonance
images. A quadrature volume head coil was used for radio
frequency transmission and reception. Head movement was
minimized by mild restraint and cushioning. Thirty-two slices
of functional MR images were acquired using blood oxygenation
level-dependent imaging (3 × 3 mm, 2.5 mm thick, 50% distance
factor, repetition time = 2.08 s, time echo = 30 ms), covering the
entirety of the cortex.

Image Processing
I used SPM12 (Wellcome Department of Cognitive Neurology)
implemented in MATLAB R2012b (The MathWorks Inc.,
Natick, MA, USA) for data preprocessing and GLM. Each
participant underwent four fMRI-runs, each comprising
477 volumes. After having discarded the first four volumes
of each run, all images were corrected for head movements.
Slice-acquisition delays were corrected using the middle slice
as reference. All images were normalized to the standard
SPM12 EPI template, resampled to 2 mm isotropic voxel size,
and spatially smoothed using an isotropic Gaussian kernel of
8 mm FWHM. Time series at each voxel for each participant
were high-pass filtered at 220 s and pre-whitened by means of
autoregressive model AR(1).

Independent Component Analysis
The main aim of the current study was to highlight any large-
scale brain network involved with divided attention across
multiple spatial locations and sensory modalities. These brain
networks were identified by the ICA. ICA is a blind-source
computational method for separating a multivariate signal into
additive subcomponents. The main assumption is that each
subcomponent is statistically independent from each other. ICA
was here implemented by means of the ‘‘Group ICA of fMRI
Toolbox’’ (GIFT; Calhoun et al., 2001, 2009). This method
involves performing ICA on functional data concatenated over
every participant, creating a series of spatial maps and associated

time courses for the group. The number of components was
estimated to be 24 using theminimumdescription length criteria.
The infomax algorithm was repeated 20 times with randomly
initialized decomposition matrices and the same convergence
threshold using ICASSO approach in GIFT (Himberg et al.,
2004). As a finite set of data never result in exactly the same
ICA model, ICASSO was introduced to estimate the overall
reliability of the generated components. Back reconstruction
was then used to create individual time courses and spatial
maps from each participant’s functional data. Based on the
spatio-temporal characteristics of each identified independent
component (IC), 12 components reflecting noise were discarded
after careful visual inspection (see Supplementary Figure S1
and Beckmann, 2012), leaving 12 components for further
analyses.

Identification of Independent Components Related to
Divided Attention
ICs with time courses related to the experimental design were
identified using multiple regressions and the temporal sorting
feature of the GIFT toolbox. Individual performance at the
two main attention tasks was modeled with SPM12. Single
subject models comprised two regressors, one including the
onsets of ‘‘att2loc’’ blocks and the other including the onsets
of ‘‘att2mod’’ blocks, plus a covariate of no interest including
the onsets of the remaining blocks of trials (i.e., task 1: Attend
to one single modality in one hemifield, and task 4: Attend
to one modality in one hemifield, and the other modality
in the opposite hemifield). All blocks were modeled with a
duration of 25 s, i.e., 10 trials by 2500 ms each, time locked
at the onset of the first trial of the block. The onsets of
instruction displays were also included in the multiple regression
model as covariates of no interest, with a duration of 5 s.
All predictors were convolved with the SPM12 hemodynamic
response function.

We tested the significance of the component time courses
by doing statistics on the beta weights obtained after the
temporal sorting, using the ‘‘Stats on Beta Weights’’ GIFT utility.
Specifically, this utility allowed to assess the temporal fitting
of the time course of a given IC with the events modeled
with SPM. In accordance with the main aim of the current
study, we assessed which component was involved with divided
attention across spatial locations, by testing ‘‘att2loc> att2mod’’,
and with divided attention across sensory modalities, by testing
‘‘att2mod > att2loc’’, by means of two-tailed paired t-tests.
Holm-Bonferroni’s correction was applied to account for the
risk of increased false positives as a function of an increased
number of ICs tested (Gaetano, 2013). This procedure enabled
to highlight two different brain networks, one operating during
divided attention across space (IC 8), and the other operating
during divided attention across sensory modalities (IC 15; see
Table 1).

Granger Causality Analysis
The effective connectivity among the main nodes of ICs
supporting divided attention across spatial locations and
sensory modalities was then assessed. While ‘‘functional’’
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TABLE 1 | Two-tailed paired t-tests assessing the involvement of independent
components (ICs) with “att2loc > att2mod”, denoted by positive t-values, and
with “att2mod > att2loc”, denoted by negative t-values, showing the involvement
of IC 8 and IC 15, respectively.

IC t-value p-value

2 2.11 0.295
3 −1.64 0.427
5 −2.77 0.163
7 3.12 0.098
8 4.59 0.008
9 −1.76 0.427

11 2.45 0.225
13 −0.95 0.693
14 2.33 0.240
15 −5.79 0.001
18 0.98 0.693
23 −2.67 0.175

P-values are corrected by Holm-Bonferroni’s procedure for multiple comparisons.

connectivity allows assessing the co-variation between two
or more neurophysiological measures (i.e., time-series)
without providing any information about directionality or
causality, ‘‘effective’’ connectivity allows investigating which
time-series is causing which other, thus drastically reducing
the possibility of alternative interpretations (Stephan and
Roebroeck, 2012). To investigate the effective connectivity
among IC nodes GCA was used. CGA has the advantage with
respect to other effective connectivity measures (e.g., dynamic

causal modeling, DCM) of not requiring any a priori
knowledge about within-network connectivity (Friston et al.,
2013).

CGA is based on the notion that, if a time-series ‘‘X’’
causes a time-series ‘‘Y’’, then knowledge of X should improve
the prediction of Y more than information already in the
past of Y. GCA allows computing causality by comparing the
variance of the residuals after an autoregressive (AR) application
to the reference signal Y, with the same variance obtained
when autoregression is evaluated by combining both the past
values of the signal Y and the past values of the potentially
causing signal X. Previous literature has already demonstrated
that CGA is a viable technique for analyzing fMRI time-series
(Barnett and Seth, 2011; Seth et al., 2013; Wen et al., 2013)
and that provides results that are consistent with other effective
connectivity measures (i.e., DCM; Bajaj et al., 2016). We
therefore modelled directional causality among multiple time
series using GCA, as implemented in the ‘‘Multivariate Granger
Causality Toolbox’’ (MVGC; Barnett and Seth, 2014; see also
Seth, 2010).

As showed in Figure 2, the IC 8 that was selectively
involved during divided attention across spatial locations
(att2loc > att2mod) included bilateral regions of the posterior
parietal cortex and left regions of prefrontal cortex (see
‘‘Results’’ section below). On the other hand, IC 15 that
was selectively involved with divided attention across sensory
modalities (att2mod > att2loc), included both regions belonging

FIGURE 2 | Task-related independent components (ICs) grouped according to their functional similarity. IC 8 and IC 15, supporting divided attention across space
and sensory modalities, respectively (see Table 1), were highlighted by yellow boxes.
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TABLE 2 | MNI coordinates of areas selected as regions of interest (ROI) in the
IC 8 and IC 15, supporting divided attention across space and sensory
modalities, respectively.

Divided attention across space (IC 8)

Area x y z

L DLPFc −50 10 30
L VLPFc −56 18 8
L IPL −48 50 54
R IPL 46 −48 52
L Ang −42 −66 48
R Ang 54 −60 38

Divided attention across modalities (IC 15)

Area x y z

ACC −2 14 42
L aINS −30 24 −4
R aINS 36 22 −2
L FEF −28 2 58
R FEF 30 2 58
L IPS −34 −48 46
R IPS 34 −46 48

The time courses of the bold signal originated from these ROIs were used for
the Granger causality analysis. Note: DLPFc, dorsolateral prefrontal cortex; VLPFc,
ventrolateral prefrontal cortex; IPL, inferior parietal lobule; Ang, angular gyrus; ACC,
anterior cingulate cortex; aIC, anterior insular cortex; FEF, frontal eye-fields; IPS,
intraparietal sulcus.

to the dorsal frontoparietal network and regions belonging to
the salience network. Accordingly, these areas (see Table 2)
were selected as regions of interest (ROI) for the GCA. Each
ROI consisted of a sphere (diameter = 8 mm, matching
the FWHM of the smoothing filter) centered on the peak
of activity of the regions belonging to IC 8 and IC 15
(Table 2). MarsBar SPM toolbox (v. 0.44) was used to extract
and average time series from single subject designs within
each ROI. Holm-Bonferroni correction was applied to account
for the risk of increased false positives as a function of an
increased number of comparisons across the nodes of the ICs
tested.

RESULTS

Behavioral Data
The analysis of the behavioral performance—illustrated in
Figure 1B—revealed that participants made more errors
(including both false alarms and missed responses) when
monitoring two sensory modalities (mean = 8.1%) compared
with two spatial locations (4.7%; two-tailed paired t-test:
t(11) = 2.9, p = 0.015). Despite only marginally significant, the RT
data were consistent with the latter finding, with slower target
detection when participants monitored two sensory modalities
(1114 ms) compared with two spatial locations (1076 ms;
t(11) = 2.1, p = 0.059; see, for extended behavioral results,
Santangelo et al., 2010).

fMRI Data
The ICA identified 24 ICs. Twelve of these ICs were unnoisy and
related to the main attention tasks (Figure 2). Each of these ICs
was attributed to a particular network on the basis of the previous

literature (e.g., Damoiseaux et al., 2006; Shirer et al., 2012). These
components were further analyzed in order to highlight which
of them underlies divided attention across spatial locations and
divided attention across sensory modalities.

Divided Attention across Spatial Locations: ICA and
GCA
Trials requiring dividing attention across the two hemifields
involved the selective contribution of IC 8, as revealed by the
analysis of beta weights that contrasted ‘‘att2mod > att2mod’’
(see Table 1). IC 8 included several regions of the posterior
parietal cortex, extending from the inferior parietal lobule (IPL)
to the angular gyrus (Ang), bilaterally. This component also
included regions of the prefrontal cortex, but only on the
left hemisphere, namely the left dorsolateral prefrontal cortex
(DLPFc) and the left ventrolateral prefrontal cortex (VLPFc; see
Figure 3A and Table 2).

The effective connectivity among these regions was
investigated with GCA (Figure 3B and Table 3). Significant
causal relationships were observed at both intra-regional
(i.e., within the prefrontal and within the posterior parietal
cortex) and inter-regional level (i.e., prefrontal/posterior
parietal effective connectivity). This causal relationships are
schematically illustrated in Figure 3C. Mutual causality was
observed between the dorsolateral and ventrolateral regions
of the prefrontal cortex. Similarly, an high level of mutual
causality was observed within the posterior parietal cortex,
although this was mainly driven by the left and right IPL, which
were found to predict the activity of the left and right Ang. At
the inter-regional level, the prefrontal regions were found to
significantly predict the activity of the posteriors parietal nodes.
In fact, both the DLPFc and the VLPFc showed causal relations
with each single node of the posterior parietal cortex (see cyan
lines in Figure 3C). By contrast, the posterior parietal cortex
showed overall a reduced causal influence of the prefrontal
nodes. This was evidenced by the fact that only the right IPL and
the left Ang showed causal relations with the left DLPFc and the
VLPFc, respectively, and that these two latter connections were
bi-directional, i.e., not indicating any specific causal influence
of the posterior parietal over the prefrontal nodes during trials
requiring divided attention across different spatial locations.

Divided Attention across Sensory Modalities: ICA
and GCA
The analysis of beta weights revealed that IC 15 was
selective involved with events requiring to divide attention
across stimuli originated from different sensory modalities
(‘‘att2mod > att2loc’’; see Table 1). IC 15 included regions
belonging to the dorsal frontoparietal network (Corbetta and
Shulman, 2002; Corbetta et al., 2008; Duncan, 2013), such as
the FEF and the IPS, bilaterally. IC 15 also included regions
belonging to the salience network (Menon and Uddin, 2010;
Uddin, 2015), such as the anterior cingulate cortex (ACC) and
the anterior insular cortex (aIC), bilaterally (see Figure 4A and
Table 2).

As before, the effective connectivity among these regions was
analyzed with GCA (Figure 4B and Table 4). Extensive intra- and
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FIGURE 3 | (A) Lateral prefrontal and posterior parietal regions derived from the IC no. 8 involved with divided attention across space. (B) Results of the Granger
Causality Analysis (GCA) highlighting (C) a model of effective connectivity between prefrontal and posterior parietal regions. The model illustrates a prefrontal over
posterior parietal control during divided attention across space (see the main text for further details).

inter-network causal relationships were observed, and these are
schematically illustrated in Figure 4C. In the salience network,
each of the three nodes showed mutual causal relationships with
each of the other nodes. Similarly, mutual causality relations
were observed among the nodes of the dorsal frontoparietal
network, with the exception of the left IPS that did not predicted
activity in the left and right FEF. At inter-network level, the
GCA showed a number of mutual causal relationships between
the dorsal frontoparietal and the salience network, highlighting
a tight interdependence between these two networks. This was
exemplified by the seven red lines in Figure 4C. By contrast,
the GCA showed only a few uni-directional causal relationships
from the dorsal frontoparietal to the salience network (two yellow
lines) and from the salience to the dorsal frontoparietal network
(three purple lines).

DISCUSSION

The current study aimed at characterizing large-scale brain
networks supporting divided attention by re-analyzing
previously reported fMRI data (Santangelo et al., 2010).
Consistent with standard fMRI analyses reported by the previous
literature (Fagioli and Macaluso, 2009, 2016; Santangelo et al.,
2010; Santangelo and Macaluso, 2013a), the current study found
that divided attention was sustained by regions belonging to the
frontal and parietal cortices. However, the current data-driven
approach based on ICA and CGA also revealed novel findings
compared to the previous literature. Specifically, important
differences were observed depending on whether attentional
resources were divided across different spatial locations or
different sensory modalities, which is in agreement with the

TABLE 3 | Holm-Bonferroni’s corrected p-values derived from the Granger causality analysis carried out among the nodes of the ICs no. 8 (see also Figure 3B).

To
:

L DLPFc — 0.000 0.090 0.000 0.350 0.195
L VLPFc 0.000 — 0.456 0.209 0.456 0.008
L IPL 0.000 0.000 — 0.000 0.063 0.448
R IPL 0.000 0.000 0.116 — 0.000 0.090
L Ang 0.001 0.000 0.000 0.021 — 0.000
R Ang 0.004 0.000 0.000 0.000 0.000 —

L DLPFc L VLPFc L IPL R IPL L Ang R Ang
From:
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FIGURE 4 | (A) Dorsal frontoparietal, anterior cingulate and insular regions derived from the IC no. 15 involved with divided attention across sensory modalities.
(B) Results of the GCA highlighting (C) a model of effective connectivity between the nodes of the dorsal frontoparietal and the salience network. Overall, the model
illustrates a tight interdependence between the two networks during divided attention across sensory modalities (see the main text for further details).

current behavioral data showing decreased performance when
participants had to monitor both visual and auditory streams
compared to when they had two monitor both the left and right
hemifield.

As revealed by the ICA, dividing attentional resources
across two spatial locations necessitated the recruitment of
a brain network involving the left ventro- and dorso-lateral
prefrontal cortex, plus the posterior parietal cortex, including
the IPS and the angular gyrus, bilaterally (IC 8, Figure 3A).
There is by now a large consensus about the key role played
by the posterior parietal cortex in spatial-related tasks. In
fact, the posterior parietal cortex has been associated with
spatial attention (Corbetta et al., 2000; Yantis et al., 2002;
Vandenberghe et al., 2005; Molenberghs et al., 2007; Kelley
et al., 2008; Nardo et al., 2011, 2014), as well as with the
storage of spatial information in working memory (Munk
et al., 2002; Leung et al., 2004; Xu and Chun, 2006; Santangelo
and Macaluso, 2013b; Santangelo et al., 2015; see also, for
reviews, Zimmer, 2008; Santangelo, 2015). The lateral prefrontal

cortex is instead thought to be deeply implicated in executive
control (see, for reviews, Yuan and Raz, 2014; Koechlin, 2016)
and to play a central role in strategic monitoring during
working memory processes (see, for a review, Sreenivasan
et al., 2014). While the posterior parietal cortex has been
shown to be centrally involved with the maintenance of spatial
representation, the activation of the lateral prefrontal cortex
has been more related to the control of the information
that is actually maintained in the posterior parietal cortex
(Champod and Petrides, 2007). Consistently, several recent
studies demonstrated that neural populations in the lateral
prefrontal cortex can encode multiple task variables (Barak et al.,
2010; Stokes et al., 2013), which allows high-dimensional
representation of behavioral priorities. For instance,
Machens et al. (2010) showed that single lateral prefrontal
neurons contributed to themaintenance of multiple information,
such as stimulus identity and elapsed time, but that each type
of information can be independently extracted from the
population code.

TABLE 4 | Holm-Bonferroni’s corrected p-values derived from the Granger causality analysis carried out among the nodes of the ICs no. 15 (see also Figure 4B).

To
:

ACC — 0,000 0,000 0,454 0,000 0,000 0,013
L aIC 0.000 — 0.000 0.454 0.000 0.000 0.000
R aIC 0.000 0.000 — 0.006 0.000 0.000 0.000
L FEF 0.000 0.000 0.000 — 0.000 0.369 0.000
R FEF 0.052 0.000 0.086 0.000 — 0.158 0.000
L IPS 0.021 0.136 0.000 0.001 0.000 — 0.000
R IPS 0.000 0.136 0.000 0.014 0.000 0.000 —

ACC L aIC R aIC L FEF R FEF L IPS R IPS
From:
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All this literature is consistent with the current findings
showing the involvement of lateral prefrontal and posterior
parietal regions during divided attention across spatial locations.
The current data demonstrates for the first time in the context
of divided attention that the posterior parietal regions are under
controls of the ventro- and dorso-lateral prefrontal cortex. As
revealed by the GCA, the prefrontal regions (i.e., the left DLPFc
and the VLPFc) of IC 8 were found to predict the activity of all
of the posteriors parietal nodes (see cyan lines in Figure 3C).
Conversely, the causal influences of the posterior parietal nodes
towards the prefrontal regions is rather limited, showing no
uni-directional causal relationships with the prefrontal cortex.
In agreement with the existent literature, the involvement of
the lateral prefrontal cortex might be related to the effort
of maintaining the current target representation, implemented
by the posterior parietal cortex, on multiple spatial locations.
The lateral prefrontal/posterior parietal mechanism might then
pre-activate sensory cortices (McMains and Somers, 2004, 2005;
Sreenivasan et al., 2014), thus enabling correct target detection
among the continuous flow of audiovisual information across
both hemifields.

The current findings demonstrated instead quite different
neural resources implicated for monitoring multiple stimulus
types/sensory modalities. As revealed by the ICA, dividing
attention across different stimuli/sensory modalities necessitated
the recruitment of IC 15. This brain network involved nodes
belonging to the dorsal frontoparietal cortex (Corbetta and
Shulman, 2002; Corbetta et al., 2008; Duncan, 2013), such
as the FEF and the IPS, bilaterally, and the salience network
(Menon and Uddin, 2010; Uddin, 2015), including the anterior
cingulated cortex and the left and right aIC. The analysis of
Granger causality highlights a tight interdependence between
the dorsal frontoparietal and the salience network in trials
requiring divided attention between different sensory modalities.
In fact, most of the link between the two networks were
bi-directional, indicating mutual causal relationships, which is
in agreement with recent literature showing positive correlation
between the frontoparietal and the salience network in a variety
of tasks (see, for a review, Uddin, 2015). The current findings
further extends the notion of frontoparietal/salience network
co-variation in the domain of divided attention, showing that
mutual interrelations between the dorsal frontoparietal and
salience network might be fundamental to monitor concurrent
stimuli coming from different sensory modalities. The salience
network has key nodes in the aIC and ACC and is thought
to be critical for detecting stimuli that are potentially relevant
from a behavioral point of view (Menon and Uddin, 2010).
Recently, the aIC has been shown to play an important role
during multisensory attention. Chen et al. (2015) reported
an fMRI study in which participants were asked to perform
three different ‘‘oddball’’ tasks based on visual, auditory and
auditory-visual stimuli. Chen et al. (2015) observed that the
activity of the right anterior insula influenced the activity of all
of the other emerging multisensory-related areas (i.e., frontal,
cingulate and parietal cortex). The authors found that the
role of the right anterior insula was more compatible with
an ‘‘integrated signaling model’’ based on the simultaneous

deployment of attention to both auditory and visual stimuli
in the oddball task, rather than a ‘‘segregated signaling
model’’ based on uncorrelated signals coming from each single
sensory modality. What is more, this integrated model was
particularly effective in accounting for the signals originating
from the anterior cingulate and posterior parietal cortices,
two important nodes of the salience and the frontoparietal
network, respectively. These results were interpreted as an
evidence that the anterior insula might serve as a control hub
for the deployment of attentional resources on multisensory
stimuli.

Consistent with Chen et al. (2015), monitoring simultaneous
multisensory streams entailed here the recruitment of
the salience network. However, the current data showed
an interdependency between the salience and the dorsal
frontoparietal network, more than a ‘‘control’’ role played by
the salience over the dorsal frontoparietal network. This might
be related to a key difference in task demands: while Chen
et al. (2015) employed a task based on audio-visual integration
(i.e., with audiovisual targets), in the current task participants
were asked to monitor concurrent but separated audiovisual
streams for detecting visual and auditory targets. The current
requirement to monitor independent auditory and visual
streams might have necessitated an increased interplay between
the salience and the dorsal frontoparietal network.

To conclude, this study highlighted the key role played by
the lateral prefrontal cortex in splitting attentional resources
over multiple spatial locations, and by the salience network to
divide attention towards multiple (visual and auditory) stimuli
originating from the same location. Both the lateral prefrontal
cortex and the salience network were shown to necessitate
the contribution of different regions of the frontoparietal
network during divided attention: dorsal frontoparietal
regions (FEF and IPS) were linked to the salience network
during divided attention towards audiovisual stimuli, while
ventral regions of the posterior parietal cortex (IPL and
Ang) were linked to the lateral prefrontal cortex during
divided attention towards the left and right hemifield. The
current findings therefore brought to light a dissociation
between the brain networks implicated during divided
attention across spatial location and sensory modalities,
overall highlighting the importance of instigating the effective
connectivity among large-scale brain networks supporting
complex behavior.
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The field of enacted/embodied cognition has emerged as a contemporary attempt to
connect the mind and body in the study of cognition. However, there has been a
paucity of methods that enable a multi-layered approach tapping into different levels
of functionality within the nervous systems (e.g., continuously capturing in tandem
multi-modal biophysical signals in naturalistic settings). The present study introduces
a new theoretical and statistical framework to characterize the influences of cognitive
demands on biophysical rhythmic signals harnessed from deliberate, spontaneous and
autonomic activities. In this study, nine participants performed a basic pointing task
to communicate a decision while they were exposed to different levels of cognitive
load. Within these decision-making contexts, we examined the moment-by-moment
fluctuations in the peak amplitude and timing of the biophysical time series data
(e.g., continuous waveforms extracted from hand kinematics and heart signals). These
spike-trains data offered high statistical power for personalized empirical statistical
estimation and were well-characterized by a Gamma process. Our approach enabled
the identification of different empirically estimated families of probability distributions
to facilitate inference regarding the continuous physiological phenomena underlying
cognitively driven decision-making. We found that the same pointing task revealed shifts
in the probability distribution functions (PDFs) of the hand kinematic signals under study
and were accompanied by shifts in the signatures of the heart inter-beat-interval timings.
Within the time scale of an experimental session, marked changes in skewness and
dispersion of the distributions were tracked on the Gamma parameter plane with 95%
confidence. The results suggest that traditional theoretical assumptions of stationarity
and normality in biophysical data from the nervous systems are incongruent with the true
statistical nature of empirical data. This work offers a unifying platform for personalized
statistical inference that goes far beyond those used in conventional studies, often
assuming a “one size fits all model” on data drawn from discrete events such as mouse
clicks, and observations that leave out continuously co-occurring spontaneous activity
taking place largely beneath awareness.

Keywords: embodied cognition, cognitive load, heart rate variability, sensory-motor integration, pointing
movements, stochastic processes
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INTRODUCTION

Cognitive Science as a field has focused primarily on the
study of the mind, with few studies addressing the mind-body
interactions. In recent years, the field of embodied cognition
has emerged to fill this gap and try to connect mental
representations with physically enacted actions (Wilson, 2002;
Mahon and Caramazza, 2008). However, progress in this
nascent field has stalled, partly because there are no proper
ways to statistically quantify cognition and action under a
common framework. Given that motor action is a result of the
central and peripheral nervous systems working together, it is
necessary to study continuous output signals from all layers of
the nervous systems in tandem. These include the brain, the
heart and the body in motion. Conventional studies are often
based on discrete epochs of biophysical signals obtained during
constrained (unnatural) actions whereby decisions are marked
by mouse clicks, self-reports and/or observation. Such classes
of actions contrast with signals obtained during naturalistic and
self-generated continuous behaviors.

In the naturalistic case, spontaneous movement segments
coexist with deliberate ones and are performed largely beneath
the person’s awareness (Torres, 2011). Indeed, naturalistic
actions involve varying levels of functional control, which range
from those that are intentional and goal-directed, to those that
are autonomic in nature (Figure 1A). Activities of daily living
require the coordination and control of motions along all these
levels of functionality. Accordingly, it is important to understand
the evolving dynamics of biophysical signals across the multiple
layers of the nervous systems, under different levels of functional
control within these systems. To that end, the current study
introduces a new theoretical and methodological framework that
assesses the influences of cognitive loads on bodily motions.
We use the hand’s and the heart’s rhythmic motions during
continuously repeated pointing gestures to indicate cognitive-
loaded decisions.

In order to understand the interactive dynamics across
the different nervous systems, we introduce a new theoretical
framework (Torres et al., 2013a) grounded on the principle of
reafference (VonHolst andMittelstaedt, 1950), from the works of
Von Holst and Mittelstaedt, stating that ‘‘Voluntary movements
show themselves to be dependent on the returning stream of
afference which they themselves cause.’’ Our work expands
the use of this principle to other non-voluntary movements’
functionalities and to movements that may be independent of the
returning afferent stream but coexisting within voluntary actions.
These include supportive motions that occur spontaneously
and do not pursue a goal, involuntary motions inherent in
the person’s system, automated and autonomic motions. These
motions have different dynamics and funnel differently the
influences of dynamics on the geometry of the paths their
trajectories describe—as compared to those intended to a goal,
i.e., deliberately performed with intent or purpose (Torres, 2001,
2010, 2011; Torres and Zipser, 2004; Torres and Andersen, 2006;
Torres et al., 2013c). They also have the common feature that
the person is less aware of them than those performed under
voluntary control.

Within this framework, studying physiological signals with
varying levels of functional control, it is then essential to
understand co-existing levels of functionality permeating the
closed feedback loops between the CNS, the PNS, and within
the PNS, the ANS. These multi-modal flows of information
exert influences over one another. For instance, it has been
shown that spontaneous actions (e.g., retracting motion of
the pointing hand) co-exist with, and are instrumental to the
goal-directed segments of complex motions, as they provide
fluidity to behavior at large (Torres, 2011). Along those lines,
prior work concerning neuromotor features of complex actions
with coexisting multi-functional movement segments examined
the interplay between deliberate and spontaneous movements
to characterize their stochastic signatures among athletes vs.
novices (Torres, 2011, 2013b). Within the realm of basic
perceptual science, the new framework has been used to examine
top down influences of visual illusions onmulti-functional motor
control (Nguyen et al., 2013, 2014a,b). In the health space, these
new methods under the aforementioned theoretical construct
have been used to examine individuals with autism spectrum
disorders (Torres, 2013c; Torres et al., 2013a), schizophrenia
(Nguyen et al., 2016), Parkinson’s disease (Torres et al., 2011),
stroke (Torres et al., 2010) and deafferentation (Torres et al.,
2014). More generally, these methods have been deployed as a
new platform for personalized medicine drawing on principles
of the Precision Medicine approach (Torres et al., 2016a,b) for
Big Data analyses (Torres and Denisova, 2016; Torres et al.,
2017) and mobile health concepts (Torres, 2013a; Torres and
Lande, 2015; Torres et al., 2016c). The use of the fluctuations in
amplitude and timing extracted from parameters in biophysical
signals provides a proper level of detail to detect preferences
in sensory guidance and help evoke and steer the system’s
autonomy, its volitional control and ultimately its agency
(Figures 1B,C).

We posit that interactions among signals from the full
range of functionalities and from different nervous systems are
necessary for the development and maintenance of deliberate
autonomy (i.e., the ability to deliberatelymaintain a robust course
of action on demand, impervious to external/environmental
influences).

Under the lens of this framework, to examine how increase
in cognitive demands are manifested across different nervous
systems, we assessed the variability inherent in the biophysical
rhythms that we harnessed noninvasively from the various
layers of the nervous systems. We characterize the influences
of increases in cognitive demands on the hand movement
kinematics and the heart signals, using new statistical methods
under the renovated kinesthetic reafference framework, as
applied to the multi-layered and multi-functional nervous
systems. Here, we vary the level of cognitive demands during
a pointing task to communicate a decision. Under those
conditions, we examine: (1) the goal-directed segment of the
pointing motion; (2) the supplemental segments of the retracting
motions; and (3) the heart rate variability, as these provide
a window into the individual’s mental states during cognitive
decisions, in an interactive closed-loop between the central and
the peripheral nervous systems.
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FIGURE 1 | Micro-movements from different nervous systems’ biorhythms. (A) Continuum of different levels of control ranging from those that are conscious and
goal-directed to those that are autonomic and unconscious (taken from Torres, 2011). (B) Different waveforms from different instrumentations (e.g., heart activity,
temperature and movement) registered from physiological sensors. Raw biophysical signals give rise to a time series of peaks and valleys, which vary in amplitude
and timing. The fluctuations in the amplitude and timing of the peaks are the “micro-movements” of biophysical signals. (C) The micro-movements datatype can be
used in an empirical estimation of families of probability distributions (e.g., using a Gamma process) to estimate parameters of the probability distribution functions
(PDFs), track the integrated signatures from different layers of the nervous systems on the Gamma parameter plane, and separate regimes of low vs. high
noise-to-signal ratio (NSR), and low vs. high symmetry of the distribution based on the shape values.

MATERIALS AND METHODS

Participants
Nine undergraduate students (two males and seven females)
between the ages 18 and 22 were recruited from the
Rutgers human subject pool system and received credit for
their participation. This study took place at the Sensory
Motor Integration Laboratory of Rutgers University. All
participants signed the consent form approved by the Rutgers
University Institutional Review Board (IRB). The entire study
protocol was approved by the Rutgers University IRB. The
study conforms to the guidelines of the Helsinki Act for
the use of human subjects in research. Two participants
were left-handed, and all had normal or corrected-to-normal
vision.

During the experiment, the motor and heart signals were
recorded from each participant. However, one participant’s
heart signals did not record successfully due to instrumentation

malfunctioning, resulting in an analysis on motor data for nine
individuals and heart data for eight individuals.

Sensor Devices
In this study, two sensor devices—motion capture system and
a wireless heart rate monitor—were used to record the signals
coming from the bodily movements and the heart. The data
obtained from these two devices were analyzed separately.

Motion Capture
Fifteen electromagnetic sensors at a sampling frequency of
240 Hz (Polhemus Liberty, Colchester, VT, USA) were used
to continuously capture the participant’s movements across the
upper body. Nine sensors were placed on the following body
segments using sports bands to optimize unrestricted movement
of the body: center of the forehead, thoracic vertebrate T7, right
and left scapula, right and left upper arm, right and left forearm,
the dominant hand’s index finger. An additional sensor was used
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to digitize the body in constructing a biomechanical model using
the Motion Monitor (Innovative Sports Training Inc., Chicago,
IL, USA) software. One sensor was placed at the backside center
of the iPad (Apple, Cupertino, CA, USA) display screen. This
sensor served to measure the physical position of the fixed target,
to help obtain a distance-based criterion to automatically classify
motions into forward (from the resting position of the hand to
the target) and backward (from the target to the resting position).
There were also four positional sensors placed at the four corners
of the table on which the iPad was standing. This physical
information enables us to build computational models of these
movements to study Bernstein’s degree of freedom problem
(Torres and Zipser, 2002; but that work is beyond the scope of
this article). During the experiment, the participant’s motion was
captured in real-time, recording the location and speed of the
upper body movements.

Heart Rate Monitor
Heart signals were obtained via electrocardiogram (ECG) from
a wireless Nexus-10 device (Mind Media BV, Netherlands) and
Nexus 10 software Biotrace (Version 2015B) at a sampling rate of
256 Hz. Three electrodes were placed on the chest according to
the standardized lead II method and were attached with adhesive
tape. A typical ECG data includes a set of QRS complexes and
detecting R-peaks (within the QRS complex) is essential, as the
heart rate metrics needed for this study focuses on the oscillation
of intervals between consecutive heartbeats. To remove any
baseline wandering and to accurately detect the R-peaks, ECG
data were preprocessed using the Butterworth IIR band pass filter
for 5–30 Hz at 2nd order. The range of the band pass filter was
selected based on the finding that a QRS complex is present in the
frequency range of 5–30 Hz (Kathirvel et al., 2011). To retrieve
the time between R-peaks (i.e., inter-beat intervals, IBI) from the
preprocessed ECG data, simple peak detection method was used,
and was plotted using Matlab graphics to ensure that there were
no missed R-peaks.

Stimulus Apparatus and Experimental
Procedure
Once all sensors were donned and calibrated, participants were
seated at a table facing an iPad used as a touchscreen display. An
in-house developed MATLAB (Release 2015b, The MathWorks,
Inc., Natick, MA, USA) program controlled the presentation
displayed on the touchscreen display and recorded the timing
and location of the touches made by the participant. The
MATLAB program was presented on the touchscreen display
using the TeamViewer (Germany) application.

As shown in the schematics of Figure 2, for each trial, the
participant was presented with a circle on the center of the display
screen. This presentation prompted the participant to touch the
circle on the screen within 5 s. After the touch, the participant
heard a tone at 1000 Hz for 100 ms. The duration between the
touch and the tone was randomly set to be 100 ms, 400 ms,
or 700 ms. Then, on the display screen, the participant was
presented with a sliding scale ranging from 0 to 1. On the sliding
scale, the participant indicated how long they perceived the time
to have elapsed between the touch and the tone, by touching

the corresponding number on the scale within 5 s. Note, the 5 s
time-windows allowed ample time for the participant to touch
the screen at their own pace, as the time to reach the screen and
then to retract the hand took approximately 1.5 s. Supplementary
Table S1 of the Supplementary Material summarizes the median
time to move the hand under each condition.

The experiment consisted of three conditions—control, low
cognitive load and high cognitive load condition. Under the
control condition, the participant simply performed this task for
60 trials. Under the low cognitive load condition, the participant
performed these tasks for 60 trials, while repeatedly counting out
loud one through five. Under the high cognitive load condition,
the participant performed these tasks for 60 trials, while counting
backwards from 400 subtracting by 3.

Participants performed the conditions in the order of control-
baseline, low cognitive load condition, and high cognitive load
condition. Note, the order was not counterbalanced, because
performing high cognitive load tasks prior to low load tasks
would have caused cognitive load and fatigue to be carried
over to the low cognitive load condition. This might have
influenced the effect of cognitive load to be mixed with fatigue,
but this was necessary to keep the low cognitive load tasks
to be minimally taxing as possible. For both low and high
cognitive load conditions, the participant was instructed to count
at a comfortable pace. Participants took breaks in between
conditions, and the entire experiment took about 40 min.

Justification and Assessment of Levels of
Cognitive Load
To illustrate the effects of subtle increases in cognitive demands
on the hand kinematics, we use Figure 3A where the hand speed
profiles for the low and high cognitive load conditions show
marked differences in variability as the movements unfold in
each trial, and as they are performed from trial to trial. Besides
the speed profiles, these differences can be appreciated in plots of
heat maps where the peaks are highlighted for 60 trials. Indeed,
the results extend to the heart beat, as illustrated in Figure 3B
using similar format as in Figure 3A (i.e., the waveform of the
raw signal and the heat map of the peaks).

To justify the use of this paradigm to test influences of
cognitive demands on movement kinematics, we evaluated the
number of peaks in the angular acceleration waveform for both
the deliberate portion of the reach (forward to the target) and the
spontaneous retraction (backward to rest).

The effects of the increase in cognitive demands manifested
in statistically significant changes in the accuracy of the task
and the time of performance. The group incurred a significant
increase in the time to point (t(8) = 0.15, p < 0.01) explained
by the statistically significant increase in the number of angular
acceleration peaks as the cognitive demands increased. The
accumulation of peaks in the rates of hand angular speed
with higher cognitive load resulted in higher physical effort,
as the participants had longer angular excursions with higher
cognitive demands. The insets in Figure 3C show the increase in
number of peaks for both types of motions under consideration
(forward and backwards). Lastly, we confirmed that the increase
in cognitive demands affected their accuracy in estimating time.
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FIGURE 2 | Experimental design. The participant was presented with a display screen as shown on (A). During the first 5 s, the screen presented a circle prompting
the participant to touch the circle on the screen. After the touch, the participant heard a tone. The duration between the touch and the tone was randomly set to be
100 ms, 400 ms, or 700 ms. In the next 5 s, the participant was presented with a sliding scale, where the participant would indicate how long they perceived the
time to have elapsed between the touch and the tone, by touching the corresponding number on the scale. (B) For each trial, the participant made a pointing
gesture to touch the circle and to indicate their time estimation on the sliding scale. The pointing movement is composed of a voluntary/goal-directed forward
segment (red) and a spontaneous backward segment (blue).

This is shown in Figure 3D, where the increase in the cognitive
loads resulted in statistically significant higher errors of the time
estimation (t(8) = 4.21, p < 0.01). All these preliminary tests
confirmed that the motor task we designed was adequate to
assess variations in cognitive load and their potential effects
on physiological parameters of interest. We then proceeded
to examine these physiological waveforms’ peaks in terms of
spike trains under the general rubric of continuous stochastic
processes.

Data Analysis
The Statistical Platform for Individualized Behavioral
Analyses (SPIBA)
The current study employs a new platform, Statistical Platform
for Individualized Behavioral Analyses (SPIBA; Torres and
Jose, 2012), which was created for personalized assessments
required in the Precision Medicine and mobile Health concepts
(Hawgood et al., 2015). For the present study, the SPIBA
was used to first characterize each participant individually,
which could potentially be used to automatically (without
heuristics of e.g., machine learning algorithms to classify labeled
data) identify self-emerging clusters of participants based on
their similar statistical patterns in subsequent studies. This
platform stands in stark contrast to current approaches in
health sciences (e.g., significant hypothesis testing method),
which tend to compare hand-picked grouped data under some

inclusion/exclusion criteria and assumed to follow a normal
distribution with homogenous variance. The pitfalls of such
methods have been discussed by others (Gallistel, 2009; Gallistel
and King, 2009) and the Bayesian framework has been offered
(e.g., in fields of Cognitive Science and Neuroscience) as
an alternative to address some of the known weaknesses of
traditional approaches to statistical inference. However, the
Bayesian approach has not been adapted to analyze multiple
types of biophysical data in tandem, obtained from different
layers of the nervous systems, including those that are internally
generated with disparate levels of functionality.

The SPIBA framework, with the use of a new datatype
coined ‘‘the micro-movements’’ of biophysical signals (explained
in the following section), was precisely designed to longitudinally
tackle the emergence, dynamic development, maintenance and
degeneration of the signals produced by the multi-layered
nervous systems, including those with different pathologies over
the human lifespan (Torres et al., 2016a).

New Data Type: Definition of Micro-Movements
The raw biophysical data continuously registered from
physiological sensors (i.e., physiological signals obtained by
ECG, respiration patterns, kinematics from bodily, head and
eye movements, tremor data, etc.) give rise to time series
of peaks and valleys, which vary in amplitude and timing
(Figure 3). The fluctuations in amplitude and timing of the
peaks are treated as spikes and assumed to follow a continuous
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FIGURE 3 | Biorhythms from different nervous systems and motor/behavioral results from cognitive load. (A) Biorhythm of motor signals, from hand pointing
movements, in the form of temporal speed profiles across 60 trials, exhibit moment by moment variations with different levels of cognitive load. Motions are aligned
to the touch of the screen and heat maps are used to show the speed peaks (cm/s) for the forward and backwards motions. Peaks of the electro-cardiogram signals
(ECG) are aligned (4 s) and represented in (B) as spikes. Later in the analyses, these peaks become standardized as unit-less micro-movements ranging on the
real-valued scale from 0 to 1 for further stochastic analyses (see “Materials and Methods” section). (C,D) To validate the effect of cognitive load, movement time
(i.e., time was registered from the time when the participant was prompted to reach the target, to time of completion of the reach by touching the screen), error in
time estimation, and average number of angular acceleration peaks per trial were compared between the high and low cognitive load conditions, and between
pointing and time estimation tasks. Movement time showed significant difference between control and high cognitive load condition (t(8) = 3.53, p < 0.01) and
between low and high cognitive load condition (t(8) = 0.15, p < 0.01). Error in time estimation also showed significant difference between control and high cognitive
load condition (t(8) = 2.89, p = 0.04) and low and high cognitive load condition (t(8) = 4.21, p < 0.01). Number of angular acceleration peaks were significantly
different between low and high cognitive load conditions for forward motions (t(8) = 5.4, p < 0.01) and backward motions (t(8) = 7.6, p < 0.01); and between pointing
and time estimation tasks for forward motions (t(8) = 2.2, p = 0.05) and borderline significant for backward motions (t(8) = 2.1, p = 0.07). ∗∗p < 0.01; ∗p < 0.05. The
experimental paradigm described in Figure 2 proved efficient to probe cognitive demands and characterize cognitive loads by time series of peaks in trajectories
described by the hand’s angular acceleration. See Supplementary Tables S2–S4 for all pairwise comparisons of these metrics.

random process where events in the past may (or may not)
accumulate evidence towards the prediction of future events.
Under this framework, we distinguish the processes, whereby
the consequences of the signals dependent on the returning
stream of afference which the (voluntary) motions themselves
cause, from the independent processes. The latter are those for
which the present events are independent of the past events.
All fluctuations treated as standardized spikes in the 0–1
unit-less real number range are the ‘‘the micro-movements’’
of biophysical signals. To model them, we build on our

original work (Torres et al., 2013a) whereby random variables
follow a Gamma process (rationale behind this is explained in
next).

For the current study, the goal is to show an example of using
SPIBA and micro-movement data involving signals harnessed
in tandem from the PNS and ANS while performing CNS
driven decisions. To that end, we will examine biophysical data
from body movements and the heart activities in a personalized
fashion, as each participant is exposed to a decision-making task
with different levels of cognitive load.
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Different Classes of Movement Segments—Forward
vs. Backward
The continuous positional trajectory of the participant’s
dominant hand index finger was decomposed into forward and
backward movements (schematics of Figure 2 (bottom panel)
and sample hand movement trajectory in Figure 4A). The
forward movement corresponds to the movement when the
hand resting on the table would reach out to touch the display

screen. As this movement involves an explicit goal in mind
(i.e., to touch the display screen), this movement involves a high
level of intention. On the other hand, the backward movement
corresponds to the movement when the hand touching the
display screen would spontaneously (without any instruction)
retract back to the table. Because this uninstructed movement
does not involve an explicit goal and is more automatic, it
involves a relatively lower level of intention. Note, this forward-

FIGURE 4 | Analytical and visualization methods. (A) Continuous positional trajectory of the dominant hand performing a single pointing movement loop forward to
the target (instructed) and backwards to rest (spontaneous). Forward motion corresponds to the movement from the time when the index finger is resting on the
table and lifts to move until the time the finger touches the target displayed on the screen and stops. The backward movement corresponds to the movement from
the time the index finger leaves the target and retracts back to the table. (B) Time series of angular acceleration of the dominant hand’s index finger rotations during a
typical pointing task. Peaks (maxima) and valleys (minima) are shown in red and black dots, respectively. The inset shows a zoomed-in picture of a single angular
acceleration segment (i.e., two local minima and a single local peak in between). This is a schematic of computing the amplitude micro-movements (AM;
i.e., normalized peak amplitude) from a continuous time series of signal data, where the AM is computed by dividing the peak value by the sum of the peak value and
the average of the signal values between the two local minima (see equation 1). (C) Spike train for a typical pointing task. All peak values from (B) are normalized
between 0 and 1, while all non-peak values are set to 0. (D) All AM values were identified and gathered across all trials. For these data, a frequency histogram was
then plotted, and fitted with a Gamma PDF using maximum likelihood estimation (MLE). In addition to the AM values (used here to explain these methods), we can
also plot an inset PDF of the raw data (i.e., angular acceleration or time to peak TM) to show the differences in PDF between the raw data and the data scaled by
equation (1). (E) The estimated Gamma parameters from the fitted probability distribution corresponding to the parameters registered in two sample conditions
(e.g., high load and low load) were then plotted on a Gamma parameter plane, with lines representing the 95% confidence interval (CI). (F) Empirically estimated
Gamma moments: mean, variance, and skewness plotted on the x, y, and z axes respectively. The size of the marker reflects the level of kurtosis, where larger size
indicates high kurtosis level of the fitted PDF. The arrows connecting the markers indicate the order of the task conditions. The marker’s face color represents the
median values of the underlying physical units (e.g., the range values of deg/s2). For example, the marker with blue edge representing Condition 1, is yellow, signaling
a color of lower values in the color bar than the blue color of the marker with red edge representing Condition 2. This representation to visualize the data means that
from Condition 1 to Condition 2, the skewness dropped towards the 0-value reference for symmetric distributions (also marked by a right-shift in (E) along the shape
axis); a decrease in kurtosis (peakier distribution in Condition 2 than in Condition 1) with a drop in the NSR in (E) along the scale axis from Condition 1 to Condition 2.
Further, the shift from Condition 1 to Condition 2 shows an increase in the mean with a reduction in the variance (explaining the drop in NSR, i.e., mean/var).
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retraction motion paradigm has been developed (Nguyen et al.,
2014a) and translated in clinical (Torres et al., 2010, 2011,
2013a,b, 2016a; Yanovich et al., 2013; Hong et al., 2014; Amano
et al., 2015; Nguyen et al., 2016) and sports research (Torres,
2011).

For each trial, as the participant moved the dominant hand
from the table to the display screen and back to the table, the
movement trajectory consisted of a single forward and backward
movement segment. Within the trajectory, the two movement
segments were extracted, by identifying the time when the
distance between the index finger and the display screen was at
the minimum. Naturally, the linear velocity of the index finger
reaches near instantaneous zero at that point. Hence, the forward
movement would correspond to the movement from the time
when the index finger is resting on the table until the time the
finger stops at the display screen. The backward movement, on
the other hand, would correspond to the movement from the
time when the index finger stops at the display screen until it
reaches back to the table and rests (i.e., the speed value is near
zero again).

As explained above, the rationale behind the separation
between forward and backward movement is that one is
instructed and goal-directed, while the other is not, thus differing
in their levels of intent. The latter is spontaneously self-initiated
by the person without instruction. The statistical characteristics
have been shown to differ between forward and backward
movements (i.e., motion segment with high vs. low level of
intent) during reaching, pointing, and grasping actions among
different patient populations and across the general human
population (Torres et al., 2010, 2011, 2013a, 2014; Nguyen et al.,
2016). For that reason, we expect that separating the movements
in such a manner would allow us to examine the impact of
cognitive load on movements involving different levels of intent.

Analyses of the sensors from other body parts are beyond the
scope of this article and will be disseminated in future work.

Motivation and Rationale: Micro-Movements
Analytics for Motor Signals
For each forward and backward movement, we examined the
linear and angular positional data and their higher order
derivatives: the linear velocity, the angular velocity, the linear
acceleration and the angular acceleration. For each time-series
data the peak amplitudes and inter-peak intervals were identified,
converted to micro-movements (see below) and gathered across
all trials. Among the four types of parameters, for both forward
and backward movements, angular acceleration was analyzed,
as it has the largest number of peaks and provides the signal
with the highest statistical power (hundreds of peaks per
person) to carry on our stochastic estimation with high (95%)
confidence.

We underscore that the current paradigm relies on the
statistical power of an estimation procedure (which will be
detailed in the next paragraph) so the higher the number of
samples used to make an empirical estimation for a given person,
the less taxing the experiment is to the participant, as it takes less
time to attain a robust estimate. For instance, during a typical
point-to-point reaching action, which consists of a single forward

and backward movement, the linear velocity would typically
provide at least two salient samples (peaks; see Figure 3A),
one for forward and one for backward movement. To gain
enough peak data from the linear velocity speed profile during
a single experimental session and attain proper statistical power,
the participant would need to perform at least 100 reaches.
These would give us statistical power for the estimation of the
probability distribution function (PDF) describing each segment
but would likely lead to fatigue-related effects. However, using
underlying kinematic parameters with higher number of samples
(i.e., higher order of peak data) instead can result in shorter
experiments. In turn, this would allow us to include additional
conditions to manipulate various contextual parameters. For
that reason, the current study focused on examining the peak
data obtained from angular acceleration, as this provides the
most power in the statistical estimation within the shortest
time. The tradeoff here is that higher order derivatives of
the position/orientation data (such as angular acceleration)
can introduce large fluctuations from instrumentation noise.
However, we have developed in house filtering/smoothing
methods (Nguyen et al., 2014a) and combined them with
traditional filtering (Paarmann, 2001) to eliminate such potential
issues when using higher order derivatives of the position
and orientation data. In the present work, we further rely
on a variety of filtering algorithms embedded in the data
collection interface we used (Sports Inn, The Motion Monitor,
Chicago, IL, USA).

To build a unit-less normalized scale, and to address
possible allometric effects (Mosimann, 1970) due to individual
anatomical differences, the peak amplitudes of the angular
acceleration were normalized as:

Norm Peak Amplitude (AM) =
Peak Amplitude

Peak Amplitude+ AvrgMin to Min
(1)

Normalized peak amplitude (coined amplitude micro-movements
(AM), Torres et al., 2013a) provides a scaled summary of the
continuous data, and is computed using equation (1), by dividing
each local peak amplitude by the sum of the peak amplitude
and the average of the signals sampled within the neighboring
points of two local minima surrounding the peak (Figure 4B
inset). While we convert the analog continuous signal into a
point process and treat it as a continuous random process
for statistical estimation, the averaging in the denominator
preserves the information contained in the points surrounding
the maxima. Higher values of the AM imply lower values
of the signal amplitude on average. Likewise, shifts towards
lower values of AM imply increases on the magnitude of the
amplitude values on average. We emphasize that representation
of spike trains is not reduced to a binary scale (unlike the
binary representation of cortical neuronal spikes). We work with
a continuous (normalized) scale with real values ranging from
0 to 1. Further the averaged peaks in the denominator are Gamma
distributed and so are the peaks in the numerator. As such the
resulting scaled value is also Gamma distributed.

Besides the amplitude information, peak data can provide
estimates related to the motion’s temporal dynamics. To that

Frontiers in Human Neuroscience | www.frontiersin.org 8 April 2018 | Volume 12 | Article 11678

https://www.frontiersin.org/journals/human-neuroscience
https://www.frontiersin.org
https://www.frontiersin.org/journals/human-neuroscience#articles


Ryu and Torres Cognitive Load on Biophysical Signals

end, normalized inter-peak interval timings were computed by
extracting the time elapsed between consecutive peaks (timing
TM) and normalizing the array of these TM values using
Equation 1 (coined timing micro-movements NTM). The two
types of normalized, unitless spike-dependent data (i.e., AM,
NTM) can be visualized in a spike train format as shown in
Figure 4C. Further, the physical ranges (deg/s2 and seconds)
of the original peaks can be used to color code the graphs
and show the range of parameters of each participant as
shown in Figure 4F. This is a personalized approach that
enables us to distinguish the physiological features of each
person, while automatically unveiling self-emerging trends in a
group.

The micro-movements are then used as input to a Gamma
process. These spike-train data are accumulated within a time
window that depends on the sampling resolution of the sensors
and on the physical phenomena under investigation. In this case,
the sampling resolution is 240 Hz and the physical phenomena
(i.e., a self-generated pointing movement consisting of a forward
and backward motion, produced by the nervous system) are on
the order of approximately 1500 ms each (see Supplementary
Table S1). As such, we have many sample peaks within a single
minute. Usually, we set the size of the sampling window to 1 min
(e.g., when we collect data continuously for 12 h in a hospital
setting; Torres and Lande, 2015), but in the present article we
use all trials in a given condition accrued across the experimental
session. The time window for the estimated statistical parameters
is the duration of the session (see experimental epochs for one
trial in Figure 2). For each condition we gather all peaks of
the angular acceleration and plot a frequency histogram using
optimal binning (Freedman and Diaconis, 1981; Shimazaki and
Shinomoto, 2007; Figure 4D). The histogram is then fitted
using maximum likelihood estimation (MLE; see Supplementary
Figure S3) to estimate the best continuous family of probability
distributions that fits the data with high confidence. We have
set the confidence intervals (CIs) for the empirically estimated
Gamma parameters to 95%.

Prior work from our lab was the first to explore in human data
the differences between multiplicative (e.g., lognormal family)
and additive (e.g., exponential families) random processes of the
micro-movement spike trains during voluntary, automatic and
involuntary motions (Torres, 2011). Among these are micro-
movements data from boxing routines involving voluntary and
spontaneously performed movements (Torres, 2011, 2013c),
forward-retracting motor loops during target-directed reaches
(Torres et al., 2010, 2011, 2013a, 2014; Nguyen et al., 2016),
natural walking involving automatic gait patterns (Torres et al.,
2016b), and involuntary head motions during resting state
within fMRI experiments (Torres and Denisova, 2016; Torres
et al., 2017). In all cases, the continuous Gamma family of
probability distributions has been the best fit (based on MLE
and Kolmogorov-Smirnov tests (KSTs) for empirically derived
cumulative distributions), showing that the human data has a
wide range of PDFs, ranging from the exponential to the normal
distribution. This contrasts with the assumption of a one size fits
all model guided by the theoretical Gaussian distribution. Given
that we found good fitting for the Gamma family under MLE,

here we opted for the Gamma process to represent our spike
trains of micro-movements. The Gamma PDF is given by:

y = f (x|a, b) =
1

0(a)ba
x a −1e

−x
b (2)

in which a is the shape parameter, b is the scale parameter, and
Γ is the Gamma function (Ross, 1996). The two parameters in
equation (2)—shape (a) and scale (b)—were estimated for each
histogram of the micro-movement data, as mentioned, using
MLE with 95% CIs. The estimated parameters with their CI
were plotted on a Gamma parameter plane, where the x-axis
represents the shape parameter value and the y-axis represents
the scale parameter value (Figure 4E).

The Gamma scale value conveys the noise to signal ratio
(NSR) since the Gammameanµ0 = a·b and the Gamma variance
is σ0 = a·b2, the scale:

b = NSR =
σ0

µ0
=
6a· 6b 2

6a· 6b
(3)

In this sense, according to equation (3), the scale axis of the
Gamma parameter plane allows us to infer behaviors leading
to higher noise levels vs. lower noise levels. Along the shape
axis, the Exponential distributions at a = 1 are found in autism
cases (Torres, 2011, 2013c). Using this approach, we can track
processes whereby events in the past do not contribute to the
prediction of future events and are well characterized by the
Exponential (the most random) distribution. We can also track
processes where the events in the past predict future events with
high certainty and observe skewed to symmetric distributions
along the shape axis with the Gaussian distribution at the
opposite extreme of the Exponential case. We have indeed done
so and provided the first empirical characterization of human
motions on the Gamma parameter plane (Torres et al., 2016a).

Additionally, the estimated Gamma moments were obtained
and plotted in a four-dimensional graph (Figure 4F). Here, the
empirically estimated mean, variance and skewness of the fitted
Gamma PDFs are plotted on the x, y and z axes respectively.
The size of the marker reflects the level of kurtosis, where larger
size indicates higher kurtosis level (distributions with sharper
peaks) of the fitted PDF. Negative skewness means that the
data are spread out more to the left of the mean than to the
right. Positive skewness means that the data are spread out
more to the right. Zero skewness indicates a perfectly symmetric
distribution. This four-dimensional graph allows us to visualize
the statistical features of the micro-movements and understand
how the stochastic signatures shift across different conditions
and/or individuals. The arrows are included to indicate the
orderly flow of changes across different conditions. Note, that we
standardized the waveform to a unit-less real-number ranging
from 0 to 1 and lost the original range of the physical units.
To capture the physical range of the raw data for each person,
we include color as a fifth dimension to visualize the gradient
of physical ranges of the data underlying the AM (expressed in
deg/s2) and NTM (expressed in second), giving us the change
in physical units along this color gradient for each participant.
The marker’s face represents the median of the physical values
within a condition, and the marker’s edge is used as another
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feature to represent the condition (i.e., cognitive load type). This
visualization tool allows us to see the physical ranges of each
individual person in transition from one condition to another,
while expressing all parameters along a common unit-less
standard scale. Note that reporting on the physical parameter
ranges of each instrument while maintaining the standardized
unit-less scale for statistical estimation and inference is amenable
for data exchange and reproducibility of results in our fields of
study.

Graphs such as Figures 4E,F produce a useful visualization
tool to uncover patterns (see Torres et al., 2016a, 2017)
for examples of large population groups that self-cluster
according to nervous systems pathologies using these methods).
Here, we can visualize participants as a group and uncover
self-emerging clusters of the general population, without a priori
hand-picking homogeneous groups for significant hypothesis
testing comparison (as it is traditionally done across the fields
of brain and health sciences). This is very important because the
patterns that we uncover are entirely data-driven, as the patterns
self-emerge from the inherent variability of the nervous systems
signals.

In the present work, we only have nine participants. However,
we underscore the personalized and empirically driven nature
of this statistical platform, as the statistical power lies in
the number of samples per person. The population family
of Gamma distributions for the human spectrum has been
empirically characterized in prior work (Torres et al., 2016a)
for this basic pointing task. This platform enables us to make
well-informed statistical inferences and interpret the empirically-
driven statistical phenomena under consideration.

Note also that we can examine the deliberate and spontaneous
processes by analyzing the micro-movement of forward and
backward motor signals, since the empirical data showed that
these processes map well onto voluntary goal-directed motions
and automatic uninstructed/goal-less motions, respectively
(Torres, 2011, 2013c).

Analytics for Heart Signals (Inter-Beat Interval)
Like the analysis performed on the micro-movement peak data
of motor signals (i.e., AM, NTM), we applied the distributional
analyses on the IBI data for each condition. As with the hand
kinematics, we fitted the PDF using MLE (see Supplementary
Figure S4). Histograms for the IBI data were fitted among the
Gamma, exponential, lognormal, and normal for each condition,
and we determined that the continuous Gamma family of
distributions would be appropriate for fitting the IBI data. For
that reason, the parameters of the Gamma PDF were estimated
for each histogram of the IBI data, and the shape and scale values
were plotted on the Gamma parameter plane with 95% CIs, and
the Gamma moments of the estimated PDFs were plotted on a
4D graph. Through this analysis, we could examine the inevitable
processes emerging from the ANS.

RESULTS

Given the preliminary analyses of Figure 3C, demonstrating
statistically significant effects given by increases in cognitive

demands on the participants’ performance (accuracy and time),
and their influences on the number of peaks of the biophysical
signals, we felt confident to explore the stochastic nature of
signals and more precisely characterize such effects at different
levels of functionality and control.

ANS Assessment of (Inevitable) Autonomic
Control of IBI
The estimated Gamma parameters characterizing the PDFs of
the IBI showed a distinct trend in the separation between the
two conditions at 95% CI. Figure 5A shows the individualized
profiling of each participant’s stochastic transitions from low to
high cognitive load condition, with the arrow marking the order
of those conditions. As the cognitive load increases, there is a
trend across participants to increase the PDF skewness (note, the
PDF shape is symmetric when the skewness value is 0), and an
overall tendency to increase the variance.

The increase in the IBI’s timing variance as the cognitive load
increases is reflected in the increase of the NSR (i.e., the value of
the Gamma scale parameter in Figure 5B bottom panel showing
the Gamma parameter shape-scale plane) across all participants.
Each participant’s PDF for low (blue) and high (red) cognitive
load is plotted in the inset of Figure 5A. Each point on the
Gamma parameter plane represents a single participant, and
the CIs are set to 95% level. Figure 5C illustrates the results
of using the KST to compare two empirically estimated PDFs
estimated under each condition. In particular, rows 1–3 are Low
vs. High; Low vs. Control baseline pointing; and High vs. Control
respectively; while the fourth and fifth rows of the color matrix
in Figure 5C show the departure of the estimated PDF from
the normal distribution for the low and high load condition
respectively. In all cases, a significant shift of the PDF can be
appreciated for different conditions performed during the same
pointing task.

In contrast to the task requiring different cognitive demands,
the time estimation task elicited modest changes when compared
to the baseline pointing task in the estimated Gamma PDF
parameters of the IBI, as is shown in Figures 5D–F. Yet,
the comparison of the empirically estimated PDFs to those
of the normal distribution did yield significance (Figure 5F
rows 2 and 3 of the matrix). This underscores the skewed
nature of these distributions and the variety of the family across
the general population (see inset in Figure 5D). Although the
changes in dispersion and shape were more modest in time
estimation-pointing task than in the high-low cognitive load
task, the overall shifts in PDF recorded within one experimental
session and the variations in skewness and dispersion across
subjects were quantifiable and significant.

Further distinction between the two tasks can be appreciated
in the fitting line to the log-log of the scatter and the behavior
of the scatter on the line. These are shown in insets to
Figures 5B,E. There, the high-load case shows a broader variety
of PDFs with a broader and more separable distributions per
condition; while the time estimation case shows a narrower
range of PDFs and a more mixed scatter of points between the
baseline pointing and the pointing during time estimation. Both
slopes and intercepts of the fitting line were similar (Low/High
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FIGURE 5 | ANS autonomic control assessment under high and low cognitive load conditions. Inter-beat intervals (IBI) signal. When comparing between high and
low cognitive load conditions (A–C) and basic pointing with pointing during time estimation (D–F). (A) Shifts in the empirically estimated Gamma moments of the IBI
distinguish Condition 1 (low load) from Condition 2 (high load) along moment axes, and PDFs spanning a family (inset). (B) Gamma parameters separate conditions
whereby high load have higher NSR and lower shape (higher skewness) than low load condition. Insets show the linear fitting of the log-log scatter (see Table 1 for
slope and intercept values). (C) Pairwise Kolmogorov-Smirnoff test (KST) for empirically estimated distributions (1–3 are Low vs. High; Low vs. Control; and High vs.
Control respectively). Comparisons 4, 5 refer to the KST for each empirically estimated distribution vs. the theoretical normal for low and high cognitive load
respectively. (D) Similar plots as in (A–C) in reference to the basic pointing and pointing during time estimation. (E) Note the different location of the scatter on the
Gamma parameter plane and the difference in slope and intercept of the inset. (F) Pairwise comparison of empirically estimated distributions using KST for each
participant: (1) baseline point vs. time estimation; (2) baseline pointing vs. normal distribution; (3) Time estimation vs. normal distribution.

load slope −1.01 intercept −0.27; Point/Time estimation slope
−1.01 intercept−0.23; also see Table 1) while the scatters shifted
along the line.

CNS Assessment of Deliberate and
Spontaneous Processes in Hand
Kinematics
Low Cognitive Load vs. High Cognitive Load
The estimated Gamma parameters characterizing the PDFs of
the hand kinematics were extracted from the pointing task
and separated into a deliberate forward movement segment
and a spontaneous backward movement segment. Then, for
each of these segments, the stochastic transitions of kinematic
micro-movements were examined between the low and high
cognitive load conditions.

Fluctuations in normalized inter-peak-time intervals (NTM)
The changes in the estimated Gamma moments referring to
the fluctuations in timing information are shown in Figure 6.
Both the deliberate (forward) and the spontaneous (retraction)
motions showed a large departure from 0-shift across all
participants. This means that the PDF of each participant shifted
to a different PDF altogether; thus, strongly advising against the
assumption of a theoretical uniform statistical approach to assess
the entire group. This is the one size fits all model currently in
use by traditional approaches and discussed in Supplementary
Figure S1.

The PDFs that we empirically estimated for each participant
were skewed, as is shown in the insets of Figures 6B,D;
thus, strongly advising against the theoretical assumption of
symmetric distributions such as the Gaussian distribution
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TABLE 1 | Power law fit of estimated gamma parameters.

Parameter Scatter points from Slope Intercept

IBI Low load vs. High load −1.0053 −0.2703
Point vs. Time estimation −1.0109 −0.2278

NTM forward Low load vs. High load −1.0304 −0.3678
Point vs. Time estimation −1.0352 −0.3372

NTM backward Low load vs. High load −1.0178 −0.4466
Point vs. Time estimation −1.0409 −0.3131

AM forward Low load vs. High load −1.0260 −0.3856
Point vs. Time estimation −1.0226 −0.4055

AM backward Low load vs. High load −1.0003 −0.5324
Point vs. Time estimation −1.0133 −0.4600

for statistical inference. Besides visual inspection, this result
was further verified using the Kolmogorov Smirnov test
to compare the empirically estimated distribution against

the normal distribution, yielding significant departure from
normality (p� 0.01) across all participants (see Supplementary
Figure S5D).

FIGURE 6 | CNS voluntary control assessment of goal-directed forward normalized inter-peak-time intervals (NTM) (A,B) and CNS automatic backward NTM (C,D)
during low and high cognitive load conditions. (A) Estimated Gamma moments showing shifts in NTM distribution parameters from low to high cognitive load
condition for forward motions, and color gradient denoting the range of physical parameter (time, seconds), where marker color for each participant noticeably shifts
range between conditions. (B) PDFs family across participants for the unitless NTM along with those for the raw TM in inset (left) and Gamma parameter plane (right).
Log-log scale aligns scatter along linear fit (see Table 1 for slope and intercept information). (C) Same as in (A) for spontaneous retractions with inset plotted at local
scale to appreciate the shifts in PDFs moments. (D) Estimated NTM PDF family along with raw TM PDFs in inset (left) and Gamma parameters (right). Inset shows the
shift of the scatter along the line fitted to the log-log plot (see Table 1 for slope and intercept values and Supplementary Figure S5 for detailed comparisons of
pairwise KST distribution comparisons for each participant).
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Furthermore, comparisons of the parameters of the estimated
Gamma PDFs and moments yielded differences in skewness and
dispersion with the task. In the forward case of Figure 6A, a
trend denoting an increase in skewness and dispersion of the
fluctuations in timing with the increase in cognitive demands
was quantified. The large shifts in PDFs for forward motions
contrasted with the backwards reach (retracting the hand to rest
without instructions), where the changes were more modest (see
Figure 6C). Specifically, each participant had a unique type of
shift in PDF as the cognitive load increased during backward
reaches (i.e., spontaneous process). Inset in Figure 6C zooms
in the scatter to show the shifts in the moments of the PDF
estimated and shown in Figure 6D for the backwards case.

The results of assessing these stochastic transitions with the
Kolmogorov Smirnov test are detailed for each participant in
Supplementary Figure S5A. Importantly, besides the shifts in
PDFs, we also quantified shifts in the physical range of the
parameters underlying the NMT (i.e., the range concerning
the number of seconds the original inter-peak time intervals
manifested). These are appreciated in Figures 6A,C, where the
changes of marker-face colors should be examined following the
arrow representing the order of presentation (from low to high
cognitive load). The shifts in physical range correspond to the
color gradient in the color bar.

To further quantify the shifts in PDFs between forward and
backward cases, we used the line fitting the scatter represented
in log-log transform of the Gamma parameter plane. These are
depicted in the insets of Figure 6B-right panel and Figure 6D-
right panel along the shape and scale axes. Forward slope
−1.03 intercept −0.37; Backward slope −1.02 intercept −0.45;
also see Table 1 reflect similarity in the fitting lines with different
locations and spread of the scatters. In the forward motions
the stochastic signatures of the NTM have a broader and more
uniform spread along the line while in the backward motions
the spread tended to lower NSR ranges and more symmetric
shapes (down and to the right of the line). This suggests a
stochastic process in the spontaneous retractions that is more
predictable (towards the Gaussian ranges) and less random
(away from Exponential ranges) than those quantified in the
deliberate case.

Fluctuations in angular acceleration amplitude micro-
movements (AM)
The analyses of the fluctuations in the amplitude of the angular
acceleration, as normalized by the micro-movements data type
(AM) using equation (1) show departure from 0-change in PDF
for all participants. As with the TM and NTM cases, these
results also advise against the use of a grand average treatment
to these biophysical data. Each participant manifested a different
stochastic shift. Further, there were no visible patterns across
all participants. Here, both the forward and backwards cases
showed unique shifting patterns for each person’s stochastic
signatures. The trend was rather in the physical ranges of angular
acceleration, which tended to decrease with the increase in
cognitive load for the forward reaches. This trend in reduction
of angular acceleration amplitude (Figure 7A) was generally
opposite in the backwards retractions (Figure 7C), with some

variations unique to each participant. The color bar (deg/s2) of
Figures 7A,C provide information on the median physical range.

Of note is the skewed (Exponential-fit) distributions of the
original peaks of the angular acceleration shown in Figures 7B,D
insets. The scaling of equation (1) transformed the micro-
movements data from Exponential to Gamma distributed
angular accelerationmicro-movements, as shown on the Gamma
parameter plane and corresponding PDFs of Figures 7B,D. This
family of PDFs estimated within the time span of a section further
confirms that the motor signatures under cognitive load are non-
stationary. They shift stochastic signatures in quantifiable ways
even within the experimental session, in the first 10–20 min.

As with the NTM parameter, here, besides uncovering
individual shifts between high and low cognitive loads for
each movement type, it is also possible to ascertain the
overall shifts of the group scatter between the deliberate and
spontaneous movements. In the log-log Gamma parameter
planes of Figure 7B vs. Figure 7D we can see these shifts in
the slope and intercepts of the line fitting the log-log transform
of the scatter (Forward slope −1.03 intercept −0.39; backward
slope −1.00 intercept −0.53; see also Table 1). For the forward
case there is broader spread (as in the case of NTM) than the
backwards case. The latter shows a trend to PDFs with lower
NSR (lower dispersion) and more symmetric shape. See also the
PDF plots corresponding to Figure 7B (flatter) and Figure 7D
(peakier). These features are reflected as well in lower skewness
and higher kurtosis when comparing the Gamma moments
across forward and backward reaches (Figure 7A vs. Figure 7C).

Pointing vs. Time Estimation (Decision-Making) Task
Deliberate forward and spontaneous backward reaches revealed
systematic shifts in PDFs for all participants and parameters
under examination, when comparing the basic pointing task to
the pointing task under time estimation. Several features for each
parameter are reported below.

Fluctuations in normalized inter-peak-time intervals (NTM)
A trend across all participants in the deliberate forward reaches
was a marked decrease in parameter range (time in seconds)
underlying the NTM data. Namely, basic pointing on average
took longer time between peaks (blue range of the color gradient
in Figure 8A) than pointing under time estimation, exhibited by
shifts in color gradient towards green/yellow range. These shorter
time intervals between peaks denote faster transitions in the
acceleration of the hand’s rotations. Another trend with the time
estimation task was a decrease in the dispersion (shown along the
scale axis of the Gamma parameter plane) with most participants
shifting to lower NSR and towards distributions of higher shape
value (more symmetric), as shown in Figure 8B. For backward
motions (Figures 8C,D), the patterns of the underlying physical
time reverted, whereby marker colors in Figure 8C shifted from
light to dark blue ranges for some, indicating an increase in the
number of time between peaks (i.e., slower rates of rotation).

The stochastic transitions in PDF signatures were tested
against the normal distribution for each estimated PDFs across
conditions for both forward and backward motions and showed
to significantly depart from the normality (details can be found in
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FIGURE 7 | CNS voluntary control assessment of goal-directed forward AM (A,B) and CNS automatic backward AM (C,D) during low and high cognitive load
conditions. (A) Estimated Gamma moments showing shifts in AM PDF from low to high cognitive load condition for forward motions, and (B) its AM estimated family
of PDFs along with raw angular acceleration peaks PDF in the inset (left) and Gamma parameters (right). (C) Same as in (A) for the spontaneous retractions. (D) Same
as (B), showing the shifts in PDFs towards lower dispersion and more symmetric shapes on the Gamma parameter plane and the log-log inset showing the linear fit
(see Table 1 for slope and intercept reports and Supplementary Figure S5 for detailed comparisons of pairwise KST distribution comparisons for each participant).

Supplementary Figure S5E). We obtained the slope and intercept
of the line fitting the log-log transform of the scatters (Forward
slope −1.04 intercept −0.34; backward slope −1.04 intercept
−0.31; also see Table 1) and found a more modest shift down
and to the right of the line than in the conditions involving low
vs. high loads. Nonetheless, the changes can be best appreciated
in the insets showing the PDFs whereby the more skewed
distributions in Figure 8B as compared to Figure 8D inset are
evident. Further the reduction in dispersion from inset PDFs in
Figure 8B as compared to inset PDFs in Figure 8D is also evident.
These visible effects were quantified and their significance shown
in Supplementary Figure S5.

Fluctuations in angular acceleration amplitude (AM)
A change in the estimated PDF from basic pointing to pointing
during time estimation was registered for the fluctuations
in the amplitude of the angular acceleration peaks, AM, as
scaled by equation (1). The individual shifts in the empirically
estimated Gammamoments were registered for both the forward
and backward reaches. The overall trend in the scatter of

forward reaches of Figure 9A is an increase in skewness of
AM distributions corresponding with higher ranges of physical
angular accelerations (see color gradient depicting median range
values of deg/s2).

Comparing between the movement classes, forward reaches
tended to have distributions with higher skewness as quantified
in the moments graphs of Figure 9A vs. Figure 9C. Further,
Figure 9B vs. Figure 9D show the differences between these
deliberate and spontaneous processes reflected in the NSR
(Gamma scale) and the Gamma shape estimated values for each
movement class.

In the forward goal-directed motion, the stochastic signatures
had higher NSR and lower shape parameters than the
spontaneous backward motions. The lower shape corresponds
to the higher positive skewness of Gamma moments plot in
Figure 9A. These features are visualized and apparent in the
corresponding panels of PDFs in Figure 9B vs. Figure 9D. They
are also quantifiable as shifts of the overall scatter along the line
fitting the log-log transform of the Gamma parameter plane. The
slope and intercepts of the log-log transform of the scatters for
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FIGURE 8 | CNS voluntary control assessment of goal-directed forward NTM (A,B) and CNS automatic backward NTM (C,D) during pointing and time estimation
tasks. Similar layout as in previous Figure 6.

the forward and backward reaches are similar (Forward slope
−1.02 intercept −0.41; backward slope −1.01 intercept −0.46;
also see Table 1); yet the scatter in the backwards motions
shifted down and to the right towards more distributions with
lower dispersion (downward-shift) and higher shape (right-
shift). Furthermore, Supplementary Figure S5B points the reader
to differences in the PDF between the two tasks as quantified by
the KST. These differences were significant as shown in various
parameters.

DISCUSSION

This work provides a new theoretical research framework,
datatypes, and analytics combined with an experimental
paradigm to study the interactions between mental states
and physical actions. We systematically probed the variability
inherently present in the biophysical rhythms across the multiple
layers of the nervous systems, as participants pointed to
communicate their decisions, and as they were exposed to
different levels of cognitive loads. Under such conditions, and
through a simple pointing task, we examined the influences of

cognitive demands across multiple layers of the nervous systems
and through fundamentally different processes—deliberate,
spontaneous and inevitable. These proposed processes have
specific characteristics and can be studied (non-invasively)
through the variability of various somatic-sensory-motor and
heart signals harnessed in tandem (Ryu and Torres, 2017).

We detected the effects of cognitive load in multi-modal
signals across different levels of functionality, and identified
specific parameters characterizing cognitive load through the
stochastic shifts of biophysical signals. Specifically, using a
personalized method of statistical analyses, we found families of
skewed probability distributions better describing the empirical
variability of the data, as opposed to assuming the normal
distribution for statistical inference.

Within the time span of minutes, the stochastic signatures
of parameters from the pointing motions shifted for each
participant in ways that were well-characterized by a Gamma
process. Using the new datatype that converts continuous analog
kinematic signals to real-valued spike trains normalized between
0–1 and treating the various types of cognitive demands as a
continuous stochastic process, we were able to capture marked
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FIGURE 9 | CNS voluntary control assessment of goal-directed forward AM (A,B) and CNS spontaneous backward AM (C,D) during baseline pointing and pointing
during time estimation tasks. Format as in Figure 7. Note the shift of the scatter in the insets of (B,D) whereby the PDFs denote distributions with lower dispersion
and more symmetric shapes in the backwards reaches.

effects of cognitive load on the somatic-motor parameters. A
simple pointing task performed with the same biomechanical
structure, but while making decisions on time estimations,
or while counting backwards, was sufficient to help us read
out in the motor and heart variability code, the various
mental influences across deliberate, spontaneous and (inevitable)
autonomic processes.

Of relevance here, we highlight the marked differences we
found in IBI with changes in the cognitive demands of the
task, transitioning from low to high cognitive loads. Changes in
PDF of the IBI were not as marked with the time estimation
task, perhaps inviting thoughts about differences between a
task with higher cognitive demands (counting backward) and
one with lower demands (estimating time). Indeed, the mere
quantification of the number of angular acceleration peaks
during the higher cognitive loads denoted higher demands
in bodily motions: i.e., the hand moved significantly more at
the micro-level with higher cognitive demands. As such, when
viewed cumulatively over the timespan of the task, the system

overall required more energy. This may be reflected as well in
the shifts in IBI with higher cognitive loads. In this sense, we
found a statistically quantifiable link between cognitive loads
and physical motions whereby differences are detectable and
have characteristic values that we summarized in various ways.
Among these, the slope and intercept of the log-transform
of the scatter points on the Gamma plane was similar for
each experiment (i.e., low-high cognitive load vs. pointing and
pointing while estimating time), denoting a power-law relation
between the shape and scale estimated parameters for each
participant. Yet the location of the scatter along the fitting
line of these points representing the personalized family of
PDFs changed across conditions and between the deliberate
and spontaneous classes of motions. They also changed for
the IBI timings of the autonomic motions. The main shift
from deliberate to spontaneous mode was down and to the
right on the Gamma parameter plane, consistently denoting
distributions with lower NSR and more symmetric shapes.
During these tasks, across all parameters, the spontaneous
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retractions were unexpectedly more controlled (lower noise
and higher predictability) than the forward ones. Yet it was
the forward motions that broadcasted more clearly the shifts
across conditions in the signatures of variability of the kinematic
parameters. These shifts were also noted in the IBI activity.

One limitation of the present methods is that they depend
on the sampling resolution of the sensors and accordingly,
on the time length of the task. In this study, due to time
constraint of the experiment (to avoid fatigue) we were only
able to examine angular acceleration as a kinematic parameter.
As explained in the methods and Supplementary Figure S2,
within the time constraints of this task, the angular acceleration
provided enough peaks in its waveform for statistical power
in our distribution-parameter estimation (we needed above
100 peaks for tight CIs). If we were to conduct this experiment
for a longer period, we could examine other position-related
parameters, such as linear speed and hand trajectory curvatures.
However, this would have caused participants to experience
fatigue during a prolonged experiment with conditions involving
multiple levels of cognitive loads. The linear speed has fewer
peaks-though we have recently studied the micro-movements
in the context of basic pointing in autism (Wu et al., 2018).
To make these methods amenable to use with commercially
available biosensors like the inertial measurement units (IMUs
embedded in smart phones) we could use linear acceleration.
Linear accelerations would provide us with sufficient number of
peaks in its waveforms, so we could possibly use these wearable
devices in future studies. The trade-off is that we would then
lose the positional data that we have access to with the present
research-grade sensors.

The main take home message from the study is that even
subtle fluctuations in timing and amplitude of the biophysical
signals that we recorded could be detected under the proposed
framework. Thus, the exact same task funneled out very different
stochastic scenarios under slightly different conditions. The
mere act of having to decide or having to do so under
different cognitive loads changed these heart and kinematics
parameters in ways we could capture here. These stochastic
shifts would have been missed if we had averaged across
the group or relied only on observation. In this sense, the
present methods allowed us to detect change at the individual
level on more than one statistical dimension. It also allowed
us to examine the cohort as a group and within each
condition, look at the effects of the cognitive demands on the
deliberate, spontaneous and autonomous functional somatic-
motor classes.

We underscore here that these stochastic shifts in the
biophysical parameters were empirically characterized. We did
not assume a priori any PDF, nor did we assume stationarity
of the random processes under examination (Supplementary
Figure S1). The shifts in the empirically estimated parameters of
the continuous Gamma family of probability distributions, that
we quantified here, occurred on the time scale of minutes, i.e., the
duration of the experimental session. They strongly suggest that
prior assumptions involving kinematics data analyses may be
insufficient to capture the richness of cognitive phenomena,
pertaining to their effects on the somatic-motor signals. Here,

we showed that cognitive phenomena do not merely elicit
a change in the mean or variance of somatic-motor related
variables under a single PDF. Rather, different PDFs are needed
altogether to better characterize cognitive phenomena for each
person under examination, as it is continuously funneled through
physical activity that leads to shifts in the signatures. The process
changes dynamically along the multiple layers of the nervous
systems.

Another aspect of the results alludes to the motor control
literature examining pointing behavior. There, the uninstructed
retraction segments, during which the hand automatically
returns to rest (i.e., backward movement), are hardly ever
considered as part of the overall behavior. However, when we
examined those retraction segments, we quantified the effect of
cognitive load on biophysical signals from spontaneous processes
in the moment-by-moment variations of the angular acceleration
NTM. Indeed, their stochastic signatures showed statistically
significant shifts in the empirically estimated parameters of
the Gamma PDF family (i.e., statistically significant departure
from zero-valued change across all participants for all Gamma
moments).

Pointing is a very automatic task, and yet several motor
signals from the peripheral end-effector were significantly
affected by simply adding an additional task requiring decision-
making (see Supplementary Figure S5 whereby for each
participant at least one change in PDF is highly significant
across pairwise compared conditions). This result implies
that decision-making processes driven by central controllers
at the CNS level can be quantified using the continuous
flow of the motor signal, as the voluntarily generated bodily
motions unfold to communicate the decision; and as the
fast-automatic segments of the motion spontaneously unfold.
In this sense, a parallel between slow-fast (deliberate-automatic;
Kahneman, 2011) decision-making processes and deliberate-
spontaneous somatic-motor signals can be established and well
characterized using continuous physiological signals beyond
discrete mouse clicks. Our conceptualization of multi-layered
influences across the different functional levels of the nervous
systems adds the inevitable (autonomic) afferent processes
feeding back to the cognitive systems. As such, we provide a
new experimental paradigm and a unifying statistical framework
to study embodied cognitive decision-making under a renewed
theoretical construct of multi-modal, multi-functional recursive
kinesthetic afference.

EMBODIED APPROACH TO STUDY
COGNITION

The current study employs a novel methodology to assess
features of embodied cognition. The new method extracts
continuous signals obtained from the PNS, including the
ANS, and statistically characterizes those signals under a
common unit-less (i.e., normalized) scale, using different levels
of cognitive loads (driven by the CNS), thereby allowing
us to gain a glimpse into the brain-body coupled stochastic
dynamics. In this sense, we have characterized cognitive load
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with sensory and somatic-motor signals, alluding to processes
that occur in a closed (recursive) loop between the many
layers of the brain and the body (the body that the brain
aims to control at will); including also those spontaneous
processes that fall largely beneath observational and/or sensing
awareness. For instance, the input signals from the micro-
movements of the movement-kinematics and the heart signals
can be thought of as fluctuations providing an important
source of guidance to the brain. They may be a form of
re-afferent feedback, to help the brain compensate for synaptic
transductions and transmission delays. By selectively shifting
the signatures of statistical variability under different levels
of cognitive load, different functional relations (in terms of
probabilistic maps) between bodily responses and environmental
demands (including cognitive loads) may be built, to be able to
predict ahead the sensory consequences of bodily actions, even in
the absence of, or the intermittent availability of relevant sensory
information.

This multi-layered, multi-modal and multi-functional
embodied approach to the study of cognitive processes has
the potential to provide a more holistic perspective on our
overall understanding of cognition and its development. Indeed,
this simple paradigm was useful to examine the changes in
bodily signals across multiple layers of the nervous systems
and characterize the sensory-motor behavior that underlies
cognitively driven performance. Furthermore, by adopting the
renovated kinesthetic reafferent framework in this study, we
could capture the variations of motor and multifaceted sensory
inputs that must be integrated to drive cognitive processes
(e.g., goal-selection, planning, decision making) under varying
levels of control, ranging from voluntary to automatic to
autonomic.

CONCLUSION

The current study provides important evidence to justify an
embodied and personalized approach to studying cognition
(Gallagher, 2014). This study offers a renovated theoretical
construct grounded on the principle of kinesthetic reafference,
a new unifying statistical method, datatypes and experimental
paradigms to assess voluntary, automatic and autonomic signals
through a common lens. As such, this work is an invitation to use
such tools to help advance the field of embodied cognition.
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Aging is a process associated with a decline in cognitive and motor functions, which

can be attributed to neurological changes in the brain. Tai Chi, a multimodal mind-body

exercise, can be practiced by people across all ages. Previous research identified effects

of Tai Chi practice on delaying cognitive and motor degeneration. Benefits in behavioral

performance included improved fine and gross motor skills, postural control, muscle

strength, and so forth. Neural plasticity remained in the aging brain implies that Tai

Chi-associated benefits may not be limited to the behavioral level. Instead, neurological

changes in the human brain play a significant role in corresponding to the behavioral

improvement. However, previous studies mainly focused on the effects of behavioral

performance, leaving neurological changes largely unknown. This systematic review

summarized extant studies that used brain imaging techniques and EEG to examine the

effects of Tai Chi on older adults. Eleven articles were eligible for the final review. Three

neuroimaging techniques including fMRI (N = 6), EEG (N = 4), and MRI (N = 1), were

employed for different study interests. Significant changes were reported on subjects’

cortical thickness, functional connectivity and homogeneity of the brain, and executive

network neural function after Tai Chi intervention. The findings suggested that Tai Chi

intervention give rise to beneficial neurological changes in the human brain. Future

research should develop valid and convincing study design by applying neuroimaging

techniques to detect effects of Tai Chi intervention on the central nervous system of

older adults. By integrating neuroimaging techniques into randomized controlled trials

involved with Tai Chi intervention, researchers can extend the current research focus

from behavioral domain to neurological level.

Keywords: Tai Chi, aging, neuroimaging, EEG, neural plasticity

INTRODUCTION

Older adults experience gradual regression of abilities. In addition to the physiological changes
such as loss of muscular strength and declined vision, neurological ability declines with
advanced aging. Tomasi and Volkow (2012) proposed that age-related decrease in motor and
cognitive functions is associated with degeneration of the brain networks and changes in brain
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anatomy. Other studies indicated that decrease in functional
connectivity as well as atrophy in gray matter and basal ganglia
result in lack of motor control in older adults (Seidler et al.,
2010; Hoffstaedter et al., 2015). However, aging process is
reversible due to the plasticity and adaptivity of the human
brain to experience-specific tasks (Adkins et al., 2006; Petzinger
et al., 2010). Brain plasticity implies that reorganization of brain
structure and functional connectivity is possible in older adults
(Erickson et al., 2007). The finding suggested that appropriate
intervention protocols such as exercise and motor training can
counteract declines associated with advanced aging (Erickson
et al., 2007; Seidler et al., 2010). For example, older adults
participating in a 6-month aerobic exercise demonstrated better
cardiovascular fitness and enhanced brain plasticity than the
sedentary counterparts. Specifically, increased brain volume in
gray and white matter were considered evidence of intact central
nervous system and contributed to cognitive improvement
(Colcombe et al., 2004, 2006). Bearing with the perception as
to the significant role of brain plasticity in mitigating or even
reversing the course of aging, researchers attempt to understand
the neural mechanisms underlying exercise-related improvement
in cognitive and motor performance.

Regular exercise is a practical approach to enhancing brain
plasticity (Erickson et al., 2013; Voss et al., 2013). Tai Chi,
a multimodal mind-body exercise integrating gracefulness,
mindfulness, and gentleness, is a recommended form of physical
activity for older adults (Wong et al., 2001). Benefits of practicing
Tai Chi were reported in cognitive performance (Lam et al.,
2011; Wayne et al., 2014) and motor functions such as postural
control (Ni et al., 2014), fall prevention (Tousignant et al.,
2013; Jain et al., 2017), muscle strength (Reid et al., 2016),
and agility (Wayne et al., 2014). Given that neural plasticity
shapes performance modification (Paré and Munoz, 2000), it
is reasonable to assume that evolution of behavior associated
with Tai Chi practice should be detected in the corresponding
brain regions. Noninvasive neuroimaging techniques allow
researchers to identify neural correlates of exercise-induced
changes in the aging brain. Electroencephalography (EEG)
produces spontaneous neuroelectric feedback on brain activity
(Hatta et al., 2005; Fong et al., 2014). Magnetic Resonance
Imaging (MRI) provides in vivo measures of brain anatomy and
physiology (Giedd et al., 2015). Researchers used the technique
to investigate structural changes in brain volume (Colcombe
et al., 2006) and cortical thickness (Wei et al., 2013). Functional
Magnetic Resonance Imaging (fMRI) detects brain connectivity
based on blood oxygenation level-dependent (BOLD) signal in
distinct brain regions (Fox et al., 2007). This technique has been
applied to probe exercise-induced changes in brain activation and
functional connection (Erickson et al., 2007; Seidler et al., 2010).

The current review summarized extant studies that applied
Tai Chi to promote health for the following reasons. First,
Tai Chi is an increasingly popular physical activity, which has
been recommended for older adults and people with chronic
disease. Second, despite the encouraging outcomes observed
at the behavioral level, neural mechanisms underlying the
promoted functions remain largely unknown (Voss et al., 2013).
Neuroimaging (fMRI and MRI) and neuroelectric techniques

(EEG) are the instruments that expand current knowledge on
the correlates between neural plasticity and modified function.
In this context, we aim to investigate three main issues: (1) Tai
Chi-incurred benefits in older adults; (2) improved functions
and corresponding changes in the brain; and (3) the direction
of future study. To our knowledge, it is the first review to
systematically investigate the benefits of Tai Chi exercise from the
perspective of neural plasticity. With an increasing application of
neuroimaging techniques, researchers should elevate the current
study of interest from mere performance to neurological level.

METHODS

Literature Search
Five electronic databases (Google scholar, PubMed, Cochrane
Library, Scopus, and Web of science) were searched for
relevant studies published since 1990. The following terms
were entered in multiple combinations, including older adults,
elderly, seniors, aging, Tai Chi Chuan, Tai chi, Taichi, and
Tai Ji. Terms for neuroimaging techniques include brain
imaging, electroencephalography (EEG), event-related potentials
(ERP) diffuse optical tomography (DOT), diffuse optical
imaging (DOI), event-related optical signal (EROS), magnetic
resonance imaging (MRI), Functional magnetic resonance
imaging (fMRI), diffusion tensor imaging (DTI) arterial spin
labeling (ASL), magnetoencephalography (MEG), computed
tomography (CT), positron emission tomography (PET), and
single-photon emission computerized tomography (SPECT).
Manual search was conducted for known articles in the area by
titles instead of keywords search.

Eligibility criteria
Studies were eligible for inclusion if the following criteria were
met: (1) subjects were healthy older adults or middle-aged
adults (average age of Tai Chi group must be over 50); (2)
Tai Chi was applied to exercise intervention; (3) brain imaging
methods including MRI, fMRI, EEG, ERP etc. were used to
assess variables of interest. The screening process consisted of two
phases. First, two reviewers (XS & ZP) independently examined
title, keywords, and abstracts of retrieved articles. In the second
phase, a third author (QF) was responsible to deal with any
disagreement between the reviewers.

Studies that failed to conform to one of the specified
criteria were considered ineligible. To gain a comprehensive
understanding of Tai Chi-related changes in the central nervous
system of older adults, there were no restrictions on the
types of studies. However, conference abstracts, review articles,
monograph, and videos were excluded.

Quality Assessment
Themethodological quality was assessed by Delphi list for quality
assessment (Verhagen et al., 1998). To reduce the risk of bias in
assessment, two reviewers (XS & ZP) independently scored the
quality of the included articles. Inconsistencies between the two
reviewers were solved after discussing with a third author.
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Data Extraction
Study characteristics encompass basic information of the selected
articles, including author(s) of study and year of publication,
study design, place of study, sample size and attribution rate,
intervention frequency and duration, age of subjects, and
measures. Age of subjects refers to the average group age, which
should be above 50. Measures applied to the studies must include
neuroimaging (fMRI or MRI) or neuroelectric techniques (EEG).
Rationale, findings, and practical implications were summarized
according to the purpose, results, and conclusions of the retrieved
studies.

RESULTS

Study Selection
A total of 40 articles were retrieved from the initial search.
Examination of titles and abstracts excluded 13 irrelevant articles.
Further analysis of the remaining 27 items screened off 16 articles
for the following reasons: lack of Tai Chi intervention (N = 10),
participants with health issues (N = 2), non-journal articles
(N = 2), lack of brain imaging method (N = 1), and review
paper (N = 1). Finally, 11 studies were eligible for full-text critical
appraisal. Figure 1 indicates the study selection process.

Study Characteristics
Effects of Tai Chi intervention on participants’ neurological
changes received an increasing attention in recent years as nine
of the included studies (N = 11) were published in the past
5 years. China is the major country where relevant studies
were conducted (N = 8) due to the prevalence of Tai Chi in
the region. Subjects were mostly seniors. The average age of

FIGURE 1 | Article selection process.

Tai Chi group in the studies ranged between 50.5 and 68.6
years. The study design included pre- and post-tests (N = 1),
RCT (N = 5), and Quasi-experiment (N = 5). Seven studies
compared the subjects’ performance of Tai Chi group with
that of control group before and after the intervention. The
other four studies examined the difference between experienced
Tai Chi practitioners and people with a relatively sedentary
lifestyle.

Scales and instruments such as AttentionNetwork Test (ANT)
and Memory Scale (MS) were used to assess behavioral and
cognitive performance. On the other hand, MRI, fMRI, and
EEG provided evidence of neural plasticity. MRI presented the
image of brain structures (Wei et al., 2013, 2014; Zheng et al.,
2015). fMRI examined functional connectivity (Li et al., 2014;
Tao et al., 2016, 2017) and brain neural activity (Yin et al.,
2014). EEG detected the spontaneous electric activity when a
subject is performing a specific task (Liu et al., 2003; Field
et al., 2010; Fong et al., 2014; Hawkes et al., 2014). Combining
performance assessment with neuroimaging evidence allows
researchers to investigate Tai Chi-induced outcomes at both
behavioral and neural levels. Study characteristics are listed in
Table 1.

Quality Assessment of Eligible Studies
Most of the included studies exhibited moderate (N = 5) to high
(N = 5) quality of study design, with only one being categorized
as low quality. Five cross-sectional studies aimed to identify
different features between experienced Tai Chi practitioners and
sedentary counterparts. Participants were recruited and allocated
based on Tai Chi-related experiences and thus failed to meet
the requirement of random allocation. For the studies without
adopting intervention protocols, criterions such as similar at
baseline (SB) and therapist blinded (TB) were not applicable to
the studies (N = 5). Details of quality assessment are listed in
Table 2.

Summary of Evidence
Summary of the studies involved with four categories of interest
regarding the impacts of Tai Chi on brain structures, functional
connectivity, neural activity, and electric activity. Details of the
summarized evidence are displayed in Table 1.

Brain Structures
One study examined the differences in the brain structures
between experienced Tai Chi practitioners and people lacking
routine exercise. MRI image identified thicker cortex in the
left and right hemisphere of long-term Tai Chi practitioners in
comparison to the cortical regions of people with a sedentary
lifestyle. The study suggested that cortex thickness in the left
medial occipitotemporal sulcus and lingual sulcus is subject to
the intensity of Tai Chi practice (Wei et al., 2013).

Functional Connectivity
Tai Chi-induced benefits in cognitive function were observed
after elderly participants receiving a 6-week multimodal
intervention, which consisted of Tai Chi exercise, group
counseling, and cognitive training. Changes in functional
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TABLE 2 | Quality assessment of reviewed studies.

Study EC RA CA SAB SB TB AB DR ITA BC PM OSQ

Tao et al., 2017 Yes Yes Yes Yes Yes Yes Yes No Yes Yes Yes High

Tao et al., 2016 Yes Yes Yes Yes Yes Yes Yes No Yes Yes Yes High

Field et al., 2010 No CD CD CD No Yes CD Yes Yes NA No Low

Wei et al., 2013 Yes No No NA Yes NA Yes Yes NA Yes Yes Moderate

Wei et al., 2014 Yes No No NA Yes NA Yes Yes NA Yes Yes Moderate

Fong et al., 2014 Yes No No NA Yes NA Yes Yes NA Yes Yes Moderate

Li et al., 2014 Yes Yes Yes Yes Yes Yes Yes No Yes Yes Yes High

Yin et al., 2014 Yes Yes Yes Yes Yes Yes Yes No Yes Yes Yes High

Zheng et al., 2015 Yes Yes Yes Yes Yes Yes Yes No Yes Yes Yes High

Hawkes et al., 2014 Yes No No NA Yes NA Yes Yes NA Yes Yes Moderate

Liu et al., 2003 Yes No No NA Yes NA Yes Yes NA Yes Yes Moderate

EC, eligibility criteria; RA, random allocation; CA, concealed allocation; SAB, similar at baseline; SB, subject blinded; TB, therapist blinded; AB, assessor blinded; DR, drop-out rate; ITA,

intention-to-treat analysis; BC, between-group comparison; PM, points measures; OSQ, overall study quality; CD, cannot determine; NA, not applicable.

connectivity included enhanced rsFC between the medial
prefrontal cortex and the medial temporal lobe (Li et al., 2014).
Given the fact that Tai Chi was the only form of physical activity
in the intervention program, it is reasonable to assume that, to
a certain extent, Tai Chi exercise contributed to the enhanced
functional connectivity in correlation to improved cognitive
performance.

Tao and colleagues examined correlates of mental control
and functional connectivity (Tao et al., 2016, 2017). Participants
who completed Tai Chi or a similar exercise (Baduanjin) over
the 12-week intervention achieved a significant improvement
in mental control and memory function. fMRI identified a
significant decrease in the resting state functional connectivity
(rsFC) between bilateral dorsolateral prefrontal cortex (DLPFC)
and putamen, suggesting a negative relationship between
mental control improvement and rsFC DLPFC-putamen
connectivity (Tao et al., 2017). Superior memory function was
found in alignment with increased rsFC between bilateral
hippocampus and medial prefrontal cortex (Tao et al.,
2016). Both studies substantiated the association between
cognitive function and functional connectivity in prefrontal
areas.

Brain Neural Activity
Regional homogeneity (ReHo) and amplitude of low-frequency
fluctuations (ALFF) in BOLD signal of fMRI revealed
spontaneous neuronal activity (Zang et al., 2004; Fox and
Raichle, 2007). The previous study found that ALFF declines
with aging (Zuo and Xing, 2014). A multimodal intervention
including Tai Chi, cognitive training, and group counseling
benefited the intervention group in which strengthened ALFF
in the middle frontal gyrus, superior frontal gyrus, and anterior
cerebellum lobe was observed (Yin et al., 2014). Another study
following similar protocols identified reorganized ReHo in the
superior and middle temporal gyri, and the posterior lobe of
the cerebellum (Zheng et al., 2015). Enhanced intrinsic brain
activity is the evidence of Tai Chi-induced benefits in promoting
cognitive functions.

Brain Electric Activity
EEG detects brain electric activity, which is subject to physical
activity. Participants showed better performance in math
computation after Tai Chi and yoga practice (Field et al., 2010).
Increased theta activity indicated immediate relaxation during
exercise. The study suggested that Tai Chi and yoga exerted an
immediate impact on brain activity. Brain plasticity was partially
evident in that brain activity was adaptive to specific task.

Liu et al. (2003) investigated spontaneous brain activity of
Tai Chi experts and novices during practice. Experts indicated a
significantly higher alpha-wave amplitude than novices in eye-
close resting and recovery period, suggesting that the experts
could quickly and effectively reach a psychological relaxation.
Also, the experts exhibited a higher beta-wave amplitude than
novices, implying that experts tend to be more physiologically
excited than novices throughout the practice. Experts indicated
well-developed mind concentration capacity, which was evident
in the alpha shift tendency from occipital lobe to central or frontal
regions.

Cognitive function was assessed by event-related potential
(ERP) while subjects conducting a task-switch test under
homogeneous and heterogeneous conditions (Fong et al., 2014).
P3 amplitude exhibited no difference between young adults and
older adults with either regular endurance training or Tai Chi
exercise. However, all three groups indicated significantly larger
P3 amplitude than that indicated in the group of sedentary
older adults. Similar P3 patterns between young and older adults
participating in long-term exercise provided evidence regarding
the benefits of endurance training and Tai Chi exercise on
cognitive function. Another study examining P3b amplitude of
subjects conducting task-switch test confirmed the benefits of
long-term Tai Chi practice in the neural substrates of executive
function (Hawkes et al., 2014).

DISCUSSION

The included studies reported positive outcomes of Tai Chi
practice in older adults. Specifically, Tai Chi-induced benefits
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involved with superior capacities in respect to mental control
(Tao et al., 2017), memory (Tao et al., 2016), fitness (Liu
et al., 2003; Wei et al., 2013), cognition (Fong et al., 2014;
Li et al., 2014; Wei et al., 2014; Yin et al., 2014), and
executive function (Field et al., 2010; Hawkes et al., 2014; Zheng
et al., 2015). Findings as to physiological and psychological
improvement substantiated the significant role of Tai Chi practice
in counteracting age-related decline in motor and cognitive
function. More importantly, neural imaging techniques applied
to the included studies provided evidence on the connection
between improved performance and changes in the neural
system. Aging brain still retains some plasticity, which may
contribute to delaying or reversing neurological deterioration in
the aging process (Kramer et al., 2004; Gabbard, 2011). Wei et al.
(2013) identified effects of Tai Chi intervention on reshaping
brain structures. The finding is consistent with previous studies,
which observed greater cortical thickness in older adults after
memory training (Engvig et al., 2010), meditation practice (Lazar
et al., 2005), and aerobic exercise (Colcombe et al., 2006).
Functional change is associated with the development of new
neurons and synapses in the brain (Honey et al., 2009; Cai
et al., 2014). In alignment with other forms of exercise, Tai Chi
exercise mitigates brain structural and functional deficits (Seidler
et al., 2010). Older adults maintaining an active lifestyle by
routinely practicing Tai Chi indicated enhanced neural plasticity
(Liu et al., 2003; Field et al., 2010; Fong et al., 2014; Hawkes
et al., 2014). The included studies provided evidence-based
explanation on the neural mechanisms underlying the exercise-
induced improvement in motor and cognitive performance.

The reviewed studies only adopted tasks related to cognition,
working memory, and executive function. Motor tasks, however,
have yet been incorporated into EEG, fMRI, or MRI scan.
In comparison to the EEG detection, which allows moderate
physical activity, fMRI and MRI require subjects to maintain
a resting state. Even small head motions may produce noise
in brain scans (Power et al., 2012; Satterthwaite et al., 2012;
Van Dijk et al., 2012), which proposed a challenge of integrate
neuroimaging techniques into motor tasks. Researchers have
designed a few tasks, which require a small range of motion such
as finger tapping (Stoodley et al., 2012; Gardini et al., 2016),
reaching and grasping (Culham et al., 2003), and lower limb
joint motions (Kapreli et al., 2006). To expand knowledge on
neural correlates of motor performance, feasible motor tasks
should be developed to fit the setting of research employing the
neuroimaging techniques.

Older adults experience reduced hemispheric asymmetry
due to age-related deficits in neural connectivity (Cabeza,
2002). Evidence from fMRI scan indicated symmetric brain
activations when older adults were performing cognitive tasks
(Grady, 2000). A recent study involved with older adults
also identified reduced asymmetry in movement patterns
between dominant and non-dominant hand, suggesting a
potential connection to the reduced hemispheric asymmetry

(Przybyla et al., 2011). However, the theory remains to be

an assumption without direct evidence from a study, which
applies fMRI to motor tasks. By investigating the change in
motor performance, whether it is associated with age-related
degeneration or Tai Chi-incurred improvement, researchers can
better understand neural mechanisms underlying the aging
process.

The lack of robust empirical research on Tai Chi-incurred
changes for older adults is a limitation of the review. The inherent
risk of bias in the study design, paired with the limited literature,
suggests the necessity of an increasing number of RCTs in this
field. Only two of the included studies reported effect size, which
makes it difficult to compare the effectiveness between studies.
Future research should report the effect size so that critical
conclusion can be reached based on statistical evidence.

CONCLUSION

The literature review summarized 11 studies, which employed
neuroimaging techniques and EEG to investigate effects of Tai
Chi on hemispheric reorganization. The reviewed articles provide
evidence that there may be cognitive improvement associated
with modified brain activity, functional connectivity, and brain
structures in older adults through Tai Chi exercise. Future
studies should account for the potential connection between
changed motor functions and corresponding neural mechanisms
underlying the aging process. RCTs are needed to provide
powerful evidence on the effect of Tai Chi intervention. In
contrast to previous research focusing on performance, future
studies should analyze the effects of intervention from the
neurological standpoint. Applying neuroimaging techniques and
EEG to Tai Chi intervention is worth investigating, which allows
researchers to explore the neural mechanisms related to the
effectiveness of Tai Chi exercise on counteracting the aging
process.
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The pedunculopontine nucleus (PPN) is situated in the upper pons in the dorsolateral

portion of the ponto-mesencephalic tegmentum. Its main mass is positioned at the

trochlear nucleus level, and is part of the mesenphalic locomotor region (MLR) in the

upper brainstem. The human PPN is divided into two subnuclei, the pars compacta

(PPNc) and pars dissipatus (PPNd), and constitutes both cholinergic and non-cholinergic

neurons with afferent and efferent projections to the cerebral cortex, thalamus, basal

ganglia (BG), cerebellum, and spinal cord. The BG controls locomotion and posture via

GABAergic output of the substantia nigra pars reticulate (SNr). In PD patients, GABAergic

BG output levels are abnormally increased, and gait disturbances are produced via

abnormal increases in SNr-induced inhibition of the MLR. Since the PPN is vastly

connected with the BG and the brainstem, dysfunction within these systems lead to

advanced symptomatic progression in Parkinson’s disease (PD), including sleep and

cognitive issues. To date, the best treatment is to perform deep brain stimulation (DBS)

on PD patients as outcomes have shown positive effects in ameliorating the debilitating

symptoms of this disease by treating pathological circuitries within the parkinsonian brain.

It is therefore important to address the challenges and develop this procedure to improve

the quality of life of PD patients.

Keywords: Pedunculopontine nucleus, mesenphalic locomotor region, basal ganglia, substantia nigra, brainstem,

Parkinson’s disease, deep brain stimulation

THE PEDUNCULOPONTINE NUCLEUS

The pedunculopontine nucleus (PPN) is situated in the upper pons in the dorsolateral part of
the ponto-mesencephalic tegmentum. Its main mass is located at the level of trochlear nucleus,
and is part of the mesenphalic locomotor region (MLR) in the upper brainstem (Olszewski and
Baxter, 1954; Geula et al., 1993). Olszewski and Baxter (1954) divided the human PPN into two
subnuclei, the pars compacta (PPNc) and pars dissipatus (PPNd). The PPNc is more prominent
with a compact cluster of large neurons, whereas the PPNd is composed of small andmedium-sized
neurons scattered inside the superior cerebellar peduncle (SCP) and central tegmental tract
(Olszewski and Baxter, 1954). The PPN comprises both cholinergic and non-cholinergic neurons,
and possesses afferent and efferent projections to the cerebral cortex, thalamus, basal ganglia (BG),
cerebellum, and spinal cord.

Eighty to ninety percentage of the PPNc contains cholinergic neurons amassed along the
dorsolateral border of the SCP at trochlear nucleus levels with few dopaminergic neurons (Jones,
1991; Pahapill and Lozano, 2000; Winn, 2008). These thin unmyelinated axons diverge extensively
over the brain supply nuclei in the BG, cerebellum, reticular formation in the lower brainstem, and
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also the spinal cord (Stein, 2009). PPNd neurons dispersed along
the SCP from mid-encephalic to mid-pontine levels constitute
mainly glutamatergic neurons (Rye et al., 1987; Lavoie and
Parent, 1994a) while the rest are cholinergic (Mesulam et al.,
1989).

The PPNc and PPNd also possess GABAergic inhibitory
neurons, whereas cholinergic neurons also contain
neuropeptides and novel neuromodulators (Vincent et al.,
1986; Vincent and Kimura, 1992; Lavoie and Parent, 1994a,b,c;
Bevan and Bolam, 1995). The PPN possesses ascending and
descending afferent and efferent (see Figure 1) projections,
and PPN inputs approach from above and below its level.
Descending networks from the cerebral cortex project via the
BG and extrapyramidal system to the PPN, including the face,
arm, trunk, and leg areas of the motor cortex (MCx), specifically
Brodmann area 4 (von Monakow et al., 1979). The PPNc is also
a primary constituent in a feedback loop to the thalamus from
the spinal cord and limbic system (Pahapill and Lozano, 2000)
and is a component of the ascending reticular activating system
(ARAS), where cortical stimulation is modulated via ascending
cholinergic connections to the thalamus (Steriade, 2004).

The PPN enhances the movement, motivational, and
cognitive aspects of multifaceted behavioral responses (Garcia-
Rill, 1986; Inglis and Winn, 1995; Reese et al., 1995; Takakusaki
et al., 2004a). Stimulation of this area induces locomotion in
animals, whereas damage leads to a number of neurological
disorders included in Parkinson’s disease (PD), Alzheimer’s
disease and schizophrenia due to its close ties with the BG and
thalamus.

PPN Connectivity and Physiology
Motor Cortical Connections
The PPN possesses dense connections to the upper extremity
regions of the MCx, followed by the lower extremity, trunk,
and orofacial regions. Connections are more dense in the pre-
MCx and frontal lobe compared to other regions (Muthusamy
et al., 2007). Reciprocal connections also exist with the ipsilateral
prefrontal MCx (Pahapill and Lozano, 2000). The PPN also
obtains direct cortical afferent fibers from the primary and
somatosensory motor area, pre-supplementary, dorsal, and
ventral pre-MCx, as well as frontal eye fields (Kuypers and
Lawrence, 1967; Moonedley and Graybiel, 1980; Matsumura
et al., 2000). These connections implicate the PPN in cortical
functions such as movement, cognition and sleep.

Abbreviations: Ach, Acetylcholine; ARAS, Ascending reticular activating system;

BG, Basal ganglia; BG-BS, Basal ganglia-brainstem; CN, caudate nucleus; CuN,

Cuneiform nucleus; DA, Dopamine; DBS, Deep brain stimulation; GABA,

Gamma aminobutyric acid; GiN, Gigantocellular reticular nucleus; GP, Globus

pallidus; GPe, Globus pallidus externa; GPi, globus pallidus interna; LN, Lewy

neurites; LB, Lewy bodies; LDT, Laterodorsal tegmental nucleus; MCx, Motor

cortex; MLR, mesenphalic locomotor region; NAcc, Nucleus accumbens; PPN,

Pedunculopontine nucleus; PPNc; Pedunculopontine nucleus pars compacta;

PPNd, Pedunculopontine nucleus pars dissipatus; PD, Parkinson’s disease; REMS,

Rapid eye movement sleep; VTA, Ventral tegmental area; VA, ventral anterior

nucleus; VL, ventrolateral nucleus; SC, Superior colliculus; SN, Substantia nigra;

SNc, Substantia nigra pars compacta; SNr, Substantia nigra pars reticulate; STN,

Subthalamic nucleus.

Striatal Connections
PPN efferent projections contacting the striatum are poorly
arborized, excluding the ventral and peri-pallidal zone of the
putamen (Lavoie and Parent, 1994c). These connections indicate
that the PPN is also involved in limbic function. This is seen
in the ventral striatum, also known as the nucleus accumbens
(NAcc). Ascending PPN connections provide control over striatal
input and output via connections with the thalamus and cerebral
cortex, even in the absence of direct projections (Winn, 1998).
PPN stimulation increases bursting activity in the NAcc (Floresco
et al., 2003), where changes in release accompanying different
firing patterns reveal two forceful conditions in dopamine (DA)
levels in the striatum and NAcc. This is namely a tonic state
with truncated but stable DA levels, and a phasic state correlated
to behavioral actions and reactions to environmental stimuli.
PPN cholinergic inputs therefore provide a functional duality
ensuring the basal level of DA neurons response, whether
stimulus-specific or anatomically diffuse. This also determines
the response required in precise circumstances (Mena-Segovia
et al., 2008b).

Thalamic Connections
Ascending PPN outputs project via the ventral and dorsal
tegmental bundle pathways carry major cholinergic projections
(Garcia-Rill, 1991) to all thalamic nuclei (Lavoie and Parent,
1994b). Strong cholinergic innervations to the intralaminar and
reticular nuclei were also revealed (Mesulam et al., 1992a). These
studies suggest that the thalamus obtains major cholinergic PPN
input, especially toward “nonspecific” nuclei associated with
the ARAS. The ARAS (Moruzzi and Magoun, 1949) stimulates
the cortex using cholinergic input to the thalamus largely via
PPN cholinergic cells (Pare et al., 1988; Steriade et al., 1988).
This projection then travels to non-specific thalamic nuclei and
produces rapid cortical oscillatory activity associated with arousal
and rapid eye movement sleep (REMS) (Steriade, 2004). This
stimulates reticular formation neurons in a positive-feedback
procedure, whereas termination is induced through inhibitory
activity of REMS-off aminergic neurons via REMS-on stimulated
neuronal regulation positioned in the laterodorsal tegmental
nucleus (LDT), and PPN regions (French andMuthusamy, 2016).

Pallidal Connections
The globus pallidus interna (GPi) of the globus pallidum
(GP) sends inhibitory efferent fibers to the ipsilateral PPN.
Anterograde tracer studies reveal that the PPN sends substantial
efferent fibers to the GPi (Lavoie and Parent, 1994b) rather
than the globus pallidus externa (GPe). In humans, the GP
receives cholinergic innervations from the brainstem (Mesulam
et al., 1983). Pallidal efferent pathways descend along the
pallidotegmental tract to the Forel’s field before dividing into
the medial & lateral descending pathway into the PPN and
midbrain tegmentum. The medial pathway then joins the medial
longitudinal fasciculus in the pre-rubral field & terminates in the
PPN, whereas the lateral pathway descends in the ventrolateral
tegmentum before intermingling with the medial lemniscus and
terminating in the PPN (Carpenter, 1976; DeVito et al., 1980).
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FIGURE 1 | The connections of The PPN, and the direct and indirect pathway of BG-thalamocortical circuits under normal (A) and PD (B) conditions. Red, green, and

yellow lines denote glutamatergic, GABAergic and dopaminergic projections respectively, while blue lines indicate chemically amalgamated projections. Thickening

lines show increased activity whereas thinning lines show decreased activity when alterations occur in the average activity rate of specific projection pathways in PD

compared with the normal state. Dotted yellow lines indicate loss. The striatum and STN deliver input from incoming cortical information to the BG. The GPi and SNr

deliver output information from the BG to the rest of the brain and apply robust inhibitory control on targets in the thalamus and the brainstem. This tonic inhibitory

input must be disinhibited to permit normal movements to occur. The striatum applies opposite influences on the GPi and SNr via two distinct classes of efferent

neurons, namely the D1-receptor-rich “direct pathway” positively modulated by DA and the D2-receptor-rich “indirect pathway” negatively modulated by DA. The loss

of DA in PD’s causes disequilibrium in the activity of these two striatofugal pathways and their corresponding cortical inputs.

Nigral Connections
Afferent gamma aminobutyric acid (GABA) endings from the
substantia nigra (SN) profusely contact with synapses of PPN
cell bodies and dendrites (Granata and Kitai, 1991). Reciprocally,
the PPN sends efferent glutamatergic and cholinergic fibers
to dopaminergic SN pars compacta (SNc) neurons (Charara
et al., 1996) via multiple contacts with dendrites and cell
bodies (Bolam et al., 1991; Mesulam et al., 1992b; Charara
et al., 1996). These connections propose that strong excitatory
influences on dopaminergic SNc neurons exerted from the PPN
as pedunculonigral fibers branch more profusely in the SNc than
SN pars reticulata (SNr).

The PPN also receives DA innervation over its anteroposterior
extent (Rolland et al., 2009) from the SNc at posterior and
mediodorsal levels, crossing through the medial lemniscus and
reticular formation. These fibers tend to avoid cholinergic
cell bodies but converge in neighboring non-cholinergic PPN
parts through an anteroposterior and ventrodorsal gradient,
particularly in the ventral cuneiform nucleus (CuN) located
dorsally to the PPN. Furthermore, cell bodies analogous to
the dopaminergic peri- and retrorubral cell clusters decrease
rapidly posteriorly in the anterior PPN. Lavoie and Parent
(1994b) also report that DA and cholinergic cells dominate
adjoining but definite regions, with the dopaminergic population
more anteriorly and laterodorsally located. Thus, the PPN along
with the CuN receives dopaminergic innervation, endorsing
that DA has a role in neural activity modulation of these
structures. Intriguingly, DA fibers are heterogeneously dispersed,

with central concentrations in the non-cholinergic PPN and
ventral CuN border. This implies that functions such as postural
muscle tone controlled by the PPN or locomotion via the
CuN (Takakusaki et al., 2003) are directly influenced by DA.
Furthermore, PPN and nigral dopaminergic neurons ascertain a
direct loopmoderating motor activity as both the cholinergic and
especially non-cholinergic PPN project back to dopaminergic
neurons of the SNc and ventral tegmental area (VTA) (Lavoie and
Parent, 1994b; Mena-Segovia et al., 2008a).

PPN cholinergic projections have an expansive effect upon
midbrain DA systems innervating both SNc and VTA neurons.
Though less significant in controlling burst firing and population
action of DA neurons, PPN neurons could be associated with
sustaining the muscarinic-dependent tonic discharge of DA and
specifying DA neuronal phasic signals to time sensory events.
This suggests a responsibility for the PPN in associative learning.
These phasic signals most likely work as a part of the ARAS in
contribution of acetylcholine (ACh), to thalamocortical neuronal
coherence in sensory stimuli integration.

PPN connections to the SNc and VTA alters DA release
in different regions of the striatum, further affecting striatal
inputs such as the cortex and thalamus. This modifies activity
throughout the BG that eventually leads to behavioral changes.
PPN afferents increase the number of neuronal burst firing in the
VTA, though only in neurons that are already firing (Floresco
et al., 2003). Extensive bilateral cholinergic innervation is also
observed in the VTA, deriving primarily from the LDT and
caudal PPN. An ipsilateral cholinergic projection originating
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from less dense regions of the cholinergic group projects to the
SN. Cholinergic and glutamatergic PPN cells projecting to the
SN and VTA (Beninato and Spencer, 1987; Bolam et al., 1991;
Futami et al., 1995). This activates midbrain DA cells with short
latencies (Scarnati et al., 1984; Lokwan et al., 1999) and evokes
DA release in dopaminergic innervation areas (Forster and Blaha,
2003). Such topography indicates that cholinergic outflow from
the PPN to functionally different systems vary depending on
where afferent input is received. Input to dense cores of the
group appears to affect cholinergic outflow to the mesolimbic
DA system rather than the nigrostriatal system. However, this
does not negate its influence on the nigrostriatal system as
SN-projecting cells are also found throughout areas containing
cholinergic cells. This implies that input received by an SN-
projecting cell is more likely to affect the ipsilateral nigrostriatal
system rather than the contralateral side. The VTA, however,
appears to receive input from both sides of the cholinergic
group. The identification of a distinct difference in cholinergic
innervation of the SN and VTA relays important information
on how cholinergic systems regulate CNS-controlling behavioral
states including arousal and motor functions (Steriade and
Buzsaki, 1990). Relative to this, the PPN also works with a parallel
cholinergic input arising from the LDT. The PPN is thus part
of two interrelated systems arising from cholinergic brainstem
neurons modulating DA systems in the midbrain, another of
which is the LDT.

Subthalamic Nuclei Connections
Glutamatergic afferents from the subthalamic nucleus (STN) to
the PPN function through a positive feed-forward circuit arising
from PPN cholinergic neurons. These projections converge with
inputs from the cortex and GPe, affecting the activity of direct
and indirect pathways (Bevan and Bolam, 1995).

A subpopulation of PPN neurons with ascending projections
to the STN are distinct from neurons with descending projections
to the gigantocellular reticular nucleus (GiN) (Mena-Segovia
et al., 2008a; Ros et al., 2010). PPN projections are predominantly
discrete to these two motor components, although cholinergic
and non-cholinergic projections also surface from neurons
within similar areas (Mena-Segovia et al., 2008a; Ros et al.,
2010). This suggests that projection neurons in both pathways
interact with each other, advocating an integrative role within
PPN microcircuits. Similarly, the distribution of cholinergic,
GABAergic, and glutamatergic neurons (Mena-Segovia et al.,
2009; Wang and Morales, 2009; Martinez-Gonzalez et al.,
2012) suggests that the rostral PPN is chiefly inhibitory being
GABAergic, while the caudal PPN is chiefly excitatory being
glutamatergic. Hence, motor projections to the STN and GiN are
primarily glutamatergic with distinctive subtypes as they contain
a diverse balance of calcium-binding proteins. Nonetheless,
GABAergic constituents also exist (Bevan and Bolam, 1995).
The quantity of cholinergic neurons in the caudal PPN is
larger connecting to both targets, suggesting that cholinergic-
mediated excitation of motor structures arise from the caudal
PPN. Descending non-cholinergic neurons showed distinct
electrophysiological properties compared to ascending non-
cholinergic neurons, supporting the existence of functional

differentiations concerning these two routes (Ros et al., 2010).
Thus, descending PPN projections mediated via reticulospinal
neurons of the GiN excites inhibitory interneurons in the
spinal cord and modulate excitatory MLR output (Takakusaki
et al., 2004a; Takakusaki, 2008). This concurs that the PPN is
implicated in locomotion initiation (see Figure 1A).

Cerebellar and Spinal Cord Connections
Efferent fibers from deep cerebellar nuclei send collaterals to the
PPN before reaching the thalamus (Hazrati and Parent, 1992),
suggesting that the PPN acts as a well-designed consolidation
epicenter between the BG and the cerebellum. Matsumura et al.
(1997) also suggests that the PPN acts as a dispatch between
the cerebral cortex and spinal cord, performing as a brainstem
regulator center for interlimb movement synchronization and
bimanual motor performance (Matsumura et al., 1997).

PARKINSON’S DISEASE

PD is a collection of neurodegenerative conditions affecting the
brain, particularly pigmented nuclei in the extrapyramidal system
of the midbrain and brainstem, the olfactory tubercle, cerebral
cortex, and components of the peripheral nervous system (Braak
et al., 2003). Ultimate physical debilities ensuing from these
pathologies are motor deficiencies termed “parkinsonism.” These
comprise dearth and movement slowness, known as akinesia and
bradykinesia, muscle rigidity and resting tremor. Parkinsonism is
produced primarily through BG functional impairments.

Principally, these problems result from dopaminergic
neuronal degeneration in the midbrain leading to DA deficiency
in areas receiving dopaminergic inputs, specifically from the
post-commissural putamen and other BG areas (Braak et al.,
2003). However, before dopaminergic degeneration occurs in
the midbrain, Lewy neurites (LNs), and bodies (LBs), first form
in the non-catecholaminergic dorsal glossopharyngeus-vagus
complex and intermediate reticular zone projection neurons,
and exclusive gain setting system nerve cell types, which are
the coeruleus-subcoeruleus complex, caudal raphe nuclei,
GiN, and olfactory bulb, tract, and/or anterior nucleus before
nigral involvement (Del Tredici et al., 2002). This is possibly
why PD patients develop anosmia during initial stages. This
multisystem disorder first involves few susceptible nerve cell
types in particular areas of the human nervous system, where
the intracerebral development of abnormal proteinaceous
LBs and LNs commences at definite locations and progress
in a topographic order (Braak and Del Tredici, 2004). As the
disease advances, constituents of the autonomic, limbic, and
somatomotor systems become increasingly compromised.
During pre-symptomatic stages 1–2, LB inclusion pathology is
constricted to the medulla oblongata/pontine tegmentum and
olfactory bulb/anterior nucleus. This means that SN involvement
presumes an obvious prevailing pathology in the medulla
oblongata. If it were possible to detect PD during this stage
with an underlying therapy available, consequent neuronal loss
in the SN could probably be prevented (Braak et al., 2003). In
stages 3–4, the SN and other midbrain gray nuclei and forebrain
undergo severe pathological changes as the process develops
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in an ascending manner traversing the upper border of the
pontine tegmentum and enters midbrain and forebrain basal
portions. More explicitly, the very first solitary LNs are observed
in the SNc leading to granular aggregations, pale bodies, and
LBs in melanized projection neurons, all of which are thin and
sparsely myelinated axons (Braak et al., 2004). Classically, nigral
pathology initiates in the SNc postero-lateral subnucleus (Braak
and Braak, 1985; Gibb and Lees, 1991) and continue on in the
postero-superior and posteromedial subnuclei, circumventing
the SN magnocellular and anterior subnuclei while causing
trivial lesions (Braak et al., 2003). Nuclear gray pathology from
earlier stages is now severely exacerbated. Concurrently, the
process impinges on the central amygdala subnucleus before
extending into basolateral nuclei. LN complexes progressively fill
the central subnucleus and characterize it off from contiguous
structures (Sims and Williams, 1990; Amaral et al., 1992; Braak
et al., 1994; Bohus et al., 1996). Other brain regions involved
include the cholinergic PPN (Garcia-Rill, 1991; Inglis and Winn,
1995; Rye, 1997; Pahapill and Lozano, 2000), oral raphe nuclei,
cholinergic magnocellular nuclei of the basal forebrain (Candy
et al., 1983; Whitehouse et al., 1983; Mesulam et al., 1992a), and
hypothalamic tuberomamillary nucleus (Del Tredici and Braak,
2004).

Excluding the SN and PPN, other striatal loop axes begin
early myelination and oppose undergoing pathological changes
(Braak et al., 2004). At stage 4, the poorly myelinated temporal
mesocortex involving the transentorhinal region between the
allocortex and neocortex is engaged in disease development for
the first time (Braak et al., 2003). Most patients transcend into
the symptomatic stages at this juncture. In the last stages 5–6, the
disease reveals itself in all of its clinical dimensions as the process
crosses the mature neocortex (Braak et al., 2004). During this
stage, a plexus of LNs develop in the second sector of Ammon’s
horn (Dickson et al., 1994). This feature is typical of stages
4–6 that even when sections through the SN are unavailable,
PD can be diagnosed based on Ammon’s horn lesions alone
(Del Tredici and Braak, 2004). During these final stages, the
neurodegenerative progression reaches its supreme topographic
degree. The SN appears practically stripped of melanoneurons,
appearing colorless upon macroscopic inspection (Braak et al.,
2004).

THE BG AND PD

The BG comprises the neostriatum containing the caudate
nucleus (CN) and putamen, the GP containing the GPe and
GPi, the STN, and the SN consisting of the SNr and SNc. These
structures contribute to anatomically and functionally isolated
loops involving certain thalamic and cortical regions. These
parallel circuits differ based on the cortical function involved
and are separated into “motor,” “associative,” and “limbic”
loops (Alexander et al., 1986; Alexander and Crutcher, 1990;
Middleton and Strick, 2000; Kelly and Strick, 2004). Reciprocal
projections concerning the striatum and GPi/SNr are divided
into two distinct pathways, namely a “direct” monosynaptic
connection, and an “indirect” projection via the interpolated

GPe/STN. GPi/SNr output projects mainly to ventral anterior
(VA) and ventrolateral (VL) thalamic nuclei, which project to the
cerebral cortex. Minor BG projections extend to the intralaminar
centromedian and parafascicular thalamic nuclei, and brainstem
structures such as the superior colliculus (SC), PPN, and reticular
formation. The striatum also obtains prominent dopaminergic
SNc input (Galvan and Wichmann, 2008). The BG are a major
brain system modulated by dopaminergic input from the SN
(Albin et al., 1989) with profound effects on behavior.

The striatum and STN obtains glutamatergic afferents
from exclusive cerebral or thalamic regions and transfer this
information to BG output nuclei, namely the GPi and SNr.
These BG output nuclei fire tonically and rapidly (DeLong and
Georgopoulos, 2011), thus brain areas receiving inputs from the
BG are continuously under strong tonic inhibitions (Hikosaka,
2007). Decreases in SNr/ GPi neuronal activity is caused by
direct input from the neostriatum, which are also GABAergic
and inhibitory (Yoshida and Precht, 1971; Hikosaka et al.,
1993b). An appealing theory states that the BG’s chief purpose
is apt behavior selection (Hikosaka et al., 1993a; Mink, 1996;
Nambu et al., 2002), where unwanted behaviors are subdued by
SNr/GPi-induced inhibition preservation or increment whilst
required behaviors are liberated by SNr/GPi-induced inhibition
decrement or elimination. Patients with BG dysfunctions portray
involuntary movement disorders such as tremor, dyskinesia,
dystonia, chorea, athetosis, and ballism (Denny-Brown, 1968).
These involuntary movements are instigated by a disruption of
the SNr/GPi-induced inhibition, consistent with parkinsonian
symptoms displaying involuntary tremulous movements,
diminished muscular power whether in activation or not,
impaired posture with an inclination to bend the trunk forwards,
festination from walking to running or poverty and slowness of
movement without paralysis (DeLong and Wichmann, 2007),
where the senses and intellect are uninjured initially. However,
these patients also display difficulty in initiating purposeful
movements known as akinesia, or slow and small movements
known as bradykinesia and hypokinesia (see Figure 2). This
movement disorder is elicited by an incomplete disinhibition
of the SNr/GPi-induced inhibition on thalamocortical systems
(Burbaud et al., 1998; Stein, 2009), ensuing in gait disturbances
with difficulties initiating or terminating walking (Azulay
et al., 2002). Additionally, dyskinesias induced by the DA
pre-cursor levodopa (L-DOPA) or DA agonist apomorphine, are
concomitant with the inadequate suppression of BG GABAergic
output (Nevet et al., 2004). This leads to abnormal oscillatory
firing of motor neurons in the aforementioned areas, inducing
tremor or other involuntary movements.

The BG is known for controlling locomotion and posture via
SNr-GABAergic output (Takakusaki et al., 2004c). In PD patients,
GABAergic BG output levels are abnormally increased (Miller
and DeLong, 1987; DeLong, 1990; Filion, 1991). Takakusaki et al.
(2004b) proposed that gait disturbances in PD are produced
by abnormal increases in SNr-induced inhibition of the MLR.
Furthermore, muscle rigidity might result from abnormally
increased PPN inhibition that would otherwise produce muscle
relaxation (see Figure 1B). Dystonia could be triggered by BG
GABAergic output diminution to the PPN, depicted by focal
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FIGURE 2 | Behavior selection: Red lines depict glutamatergic pathways, whereas green lines depict GABAergic pathways. Blue lines depict chemically composite

pathways. The corresponding colored notations show how each different movement disorder is elicited.

and involuntary muscle tone, posture, or movement changes
(Starr et al., 2005). Augmented GABAergic outputs would thus
overwhelm target areas including the SC, MLR, PPN, thalamo-
cortical circuits, and feasibly mouth movement and vocalization
centers, ensuing in akinesia or hypokinesia (see Figure 2).

Another reason for a deranged BG-GABAergic output in
the SNr/GPi would result from inputs coming from the
GPe/neostriatum (Hikosaka, 2007). These motor features are
often accompanied by non-motor issues such as depression,
anxiety, autonomic dysfunction, sleep disorders, and cognitive
impairment as a result of DA deficiency in non-motor portions
of the striatum and more widespread progressive pathologic
changes in the brainstem, thalamus, and eventually, the cerebral
cortex (Braak et al., 2003).

THE PPN AND BG-BRAINSTEM SYSTEM

Ascending PPN projections provide substantial innervation to
the SNc, STN, and GP (Mehler and Nauta, 1974; Graybiel, 1977;
Nomura et al., 1980; Saper and Loewy, 1982; Edley and Graybiel,
1983; Jacobs and Azmitia, 1992; Spann and Grofova, 1992; Lavoie
and Parent, 1994a,b,c). The inconsistency between the number
of ascending and descending projections indicate that the PPN is
not a major output component, but a modulating structure as it is
part of the many auxiliary loops in BG circuitry and activity. This
is because of its strategic position and network with the MCx,
thalamus, SN, STN, and CuN. PPN neurons exert excitatory
action upon various BG components facilitated mainly by Ach

(Woolf and Butcher, 1986). However, the presence of glutamate
and various neuropeptides within (Clements and Grant, 1990;
Clements et al., 1991; Côté and Parent, 1992) suggest that the
PPN also applies an expansive range of effects upon BG neurons
through various chemo-specific neuronal systems (Parent and
Hazrati, 1995). PPN neurons directly influence BG output
nuclei, namely the SNr and GPi, and therefore directly affect
information processed within the BG before approaching targets
such as the thalamus. Since the PPN establishes highly reciprocal
connections with the BG than any other brain region, both these
structures exhibit complex physiological interdependence crucial
for physiologic function (Mena-Segovia et al., 2004, 2008b).
These structures are interconnected either directly or indirectly
with every element, and the BG receives large converging input
from the PPN (Garcia-Rill, 1991; Pahapill and Lozano, 2000;
Mena-Segovia et al., 2004; Alderson and Winn, 2005).

The BG–brainstem (BG–BS) system functions throughout
the mesopontine tegmentum in controlling diverse behavioral
expressions. This includes automatic movement control
comprising periodic limb movements and postural muscle tone
adjustments throughout locomotion integrated with voluntary
control. It is also involved in awake–sleep state regulation.
The BG-BS system is thus accountable for the manifestation of
volitionally-directed and emotionally-instigated motor behavior
consolidation, and dysfunction of this system together with
the cortico-BG loop triggers behavioral disorders (Takakusaki
et al., 2004c). The BG performs planning and implementation
of deliberate movements through parallel BG-thalamocortical
loop sequences (Alexander and Crutcher, 1990; DeLong, 1990;
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Turner and Anderson, 1997), directing outflow to motor
networks in the brainstem (Inglis and Winn, 1995; Hikosaka
et al., 2000; Takakusaki et al., 2003) where central neuronal
complexes for muscle tone and locomotor movement control are
located (Garcia-Rill, 1991). Thus, BG outputs project through
thalamocortical loops to the brainstem, and are involved in
postural muscle tone and locomotion integrative assimilation
(Takakusaki et al., 2004b). Hikosaka et al. (2000) postulates that
the BG utilizes two types of output to regulate movements; one
via thalamocortical systems, and another via brainstem motor
networks (see Figure 3).

BG output to the cerebral cortex regulates voluntary
movement control processes, whereas specific movement
patterns such as saccades (Hikosaka and Wurtz, 1983a,b,c;
Hikosaka, 1991; Hikosaka et al., 2000; Sparks, 2002), vocalization
(Düsterhöft et al., 2000), and locomotion (Rossignol, 1996)
are generated by exclusive neuronal systems in the brainstem
and spinal cord. MCx projections are directed to the PPN
(Matsumura et al., 2000) and pontomedullary reticular formation
(Matsuyama and Drew, 1997), where muscle tone regulation
and the locomotor system are coordinated simultaneously
by dual feedback via net BG inhibition and MCx excitation
to the brainstem. In PD, GABAergic BG output is overactive
(Wichmann and DeLong, 1996, 2003), ensuing in sluggishness
and movement decreases by thalamocortical neurons, known
as bradykinesia and hypokinesia respectively. Contrarily,
increases in BG inhibition together with PPN cortical excitation
reductions would increase the level of muscle tone, known as
hypertonus. Likewise, excessive MLR inhibitions and cortical
excitation decreases in the brainstem reticular formation would
educe gait failure. Furthermore, primary MCx inactivity would
disrupt the locomotor programming necessary for defined gait
control (Hanakawa et al., 1999; Pahapill and Lozano, 2000).
Resultantly, this would constrain the degree of freedom for

FIGURE 3 | Volitional and automatic control of locomotor movements by the

BG-BS system: GABAergic BG output to thalamocortical and brainstem

neurons assimilates volitional and automatic movement control processes.

Adapted from Villiger and Piersol (1912).

locomotion (Takakusaki et al., 2004c). Gait disturbances where
delays are seen in freezing of gait (FoG), stance phase increases
in movement sequences and movement speed decreases are also
seen in PD invalids (Morris et al., 1994; Pahapill and Lozano,
2000). BG–BS system impairment would be the principal
foundation for PD-induced gait deficiencies (Takakusaki et al.,
2004c) as these gait failures resemble SNr-stimulated movement
(Takakusaki et al., 2003).

In saccadic control, the direct and indirect pathways
within the BG (Alexander and Crutcher, 1990; DeLong, 1990)
cause GABAergic SNr tonic neuronal inhibition of SC output
neurons, consequently preventing unnecessary saccades. The
direct pathway from the CN to SNr results in SC neuronal
disinhibition by eradicating this constant inhibition. Specifically,
phasic GABAergic output neuronal activity in the CN permits
saccade occurrence via tonic SNr-SC inhibition suspension
(Hikosaka, 1989). The indirect pathway, involving the GPe and
STN, further enhances the SNr-SC inhibition via excitatory
cortical input (Nambu et al., 2002). Hence, direct CN-SNr
and indirect CN-GPe-STN-SNr pathways induce contrasting
SNr-SC system effects. Concurrent interactions within the two
pathways generate additional discriminating information and
heighten the target systems’ neural signal spatial contrast.
Inversely, behavior interchange from locomotor subdual when
the indirect pathway dominates, to locomotor induction when
the direct pathway dominates, is produced via consecutive
communication of the pathways. This effect enhances temporal
contrast. Thus, BG saccadic control can be summarized via two
mechanisms. The first is by enhancement of tonic inhibition and
disinhibition, while the secondmechanism is through converging
and sequencing. These two modules are elicited via direct and
indirect pathway communication, andmight influence brainstem
networks besides thalamocortical networks (Hikosaka et al.,
2000) (see Figure 4).

Similarly, disinhibition and inhibition regulations are key
mechanisms for BG postural muscle tone and locomotion
control. Locomotor and muscle tone control systems are
normalized by the direct and indirect pathway balance via muscle
tone inhibitory regions in the PPN, MLR, and SC receiving
GABAergic input from the SNr. During locomotor movement
preparation, tonic SNr neuronal tonic activity continuously
inhibits both systems. When an activating signal occurs, the
direct pathway releases activity in these systems, causing
locomotion initiation followed by muscle tone level reduction.
Parallel SNr organization to the MLR/PPN also regulates muscle
tone level accompanying the initiation and termination of
locomotion (Takakusaki et al., 2004c).

Cholinergic PPN neuronal loss in PD (Hirsch et al., 1987;
Zweig et al., 1987, 1989; Jellinger, 1988) also attributes to attentive
and cognitive damages and sleep defects (Scarnati and Florio,
1997). This validates that the BG-BS are also involved in non-
motor function, specifically in REMS regulation, arousal and
emotional motor behaviors (Takakusaki et al., 2004c).

Gait and Locomotion
As mentioned, the PPN is a central part of the MLR within
the brainstem, where it generates and supports lower controlled
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FIGURE 4 | Saccadic control (A) and postural muscle tone/ locomotion control (B) by the direct and indirect pathways.

FIGURE 5 | The involvement of the PPN in the neuropathology of PD.

locomotion (Skinner and Garcia-Rill, 1984; Skinner et al.,
1990) via descending projections innervating foci in the lower
brainstem and medulla, comprising the oral pontine reticular
nucleus, the GiN, the medioventral medulla, and spinal cord
regions (Mitani et al., 1988; Rye et al., 1988; Nakamura et al.,
1989; Semba et al., 1990; Grofova and Keane, 1991; Scarnati et al.,
2011). These projections are associated with gait control and
posture primarily via locomotion inhibition, where increasing
levels of high stimulation drives the frequency of stepping from

walking to running (see Figure 5) (Garcia-Rill et al., 1987;
Garcia-Rill, 1991).

The cholinergic PPNc induces locomotion (Garcia-Rill et al.,
1987) together with other brainstem regions via prominent
sensory nuclei stimulating locomotion through direct outputs to
spinal cord regions of recognized locomotor generators (Pahapill
and Lozano, 2000). PPN neuronal response to somatosensory
excitation (Grunwerg et al., 1992; Reese et al., 1995) combined
with cholinergic PPN neuronal thalamic projections and inputs
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from lamina 1 of the spinal cord, advocates that the PPN
modulates sensory information to thalamic nuclei. Thus, the PPN
plays a role as a dispatch amid the cerebral cortex and spinal
cord, providing feedback information vital for posture and gait
initiation modulation. This is enabled by ascending thalamic
cholinergic projections and deep cerebellar nuclei networks
(Pahapill and Lozano, 2000).

Non-cholinergic PPNd neurons receive input from the BG
and limbic structures, propositioning that the PPN acts as
an assimilator for BG motor choice output and incentive-
motivated commands from the striatal-pallidal complex to
deliver motivationally influenced activation of motor pattern
generators in the pons, medulla and spinal cord (Inglis andWinn,
1995). Such factors affect motor function like kinesia paradoxica.
Treatment via PPN activation would improve motor planning
and permit increasing motivational ability in stimulating
preserved motor programs for stereotyped movements (Pahapill
and Lozano, 2000).

Reward, Motivation, and Compulsion
The PPN is accountable for the phasic activity bursts in
SNc DA cells, which plays a key role in learning and
preserving instrumental tasks (Scarnati et al., 1988; Futami
et al., 1995). Primary PPN reward stimuli originate from the
lateral hypothalamus, but excitatory reward-prediction stimuli
spawns a condition stimulus-elicited DA surge traversing the
ventral striatum–pallidum pathway, receiving predominantly
limbic cortex input (Schultz et al., 1992). Striosomal cells regulate
response to primary reward after conditioning via suppressing
DA burst response through the striosomal-SNc pathway (Gerfen,
1992). Striosomal cells also modulate the adaptive scheduled
reward expectation that annuls the predicted reward at the
predicted interval (Schultz et al., 1997). DA cell activity is
therefore an exclusive parallel act of PPN inactivation, compared
to a secondary influence on motivation or abridged capability of
task performance. The PPN thus serves as an integrative interface
amidst innumerable stimuli necessary for executing intended
behaviors (Kobayashi et al., 2004). This enables the fundamental
activities for motor command initiation and external sensory
dispensation via arousal regulation and attentive conditions
through dopaminergic systems (Takakusaki et al., 2004c).

PPN lesions ensued in impaired attention (Inglis et al.,
2001) and memory learning during a trained incitement and
a prime reward (Inglis et al., 1994, 2000). This advocates
that PPN inactivation has variable effects on non-dopaminergic
cells in the VTA. Firstly, PPN neurons respond to the same
task stimuli, whether visual- or auditory-activating DA cells.
Secondly, PPN responses are governed by phasic inception
patterns observed in DA cells. Thirdly, PPN cells respond
before DA cells, permitting PPN-DA information transfer.
Finally, PPN suppression subdues DA cell responses to stimuli
without upsetting baseline firing frequency (Pan and Hyland,
2005). Therefore, auditory, visual, and somatosensory trained
incitements stimulate DA cells (Romo and Schultz, 1990; Schultz
and Romo, 1990), with bias toward auditory incitements at
tremendously brief latencies, strictly programmed to the stimulus
interval. The preference of PPN cells for tone and light increases

the likelihood that homogenous afferent projections regulate
DA cell action, with biasness for either constituent (Wallace
and Fredens, 1988; Comoli et al., 2003). Thus, the PPN and
SC supplement each other in dispatching sensory knowledge
of different stimuli. PPN neuronal activity predisposed toward
auditory responses has a functionally imperative role in reducing
DA cell responses without substantial effects on baseline firing
rate via a visual component inactivation. This establishes that
the PPN selectively controls DA cell bursting rather than tonic
resting activity (Floresco et al., 2003), and that PPN inputs are
necessary for producing DA cell surge reactions to significant
sensory stimuli (Schultz, 1998; Brown et al., 1999). The PPN is
therefore imperative for arousal, attention, motivation, learning,
and specifically stimulated–reward conditions (Steckler et al.,
1994).

PPN lesions do not disrupt brain stimulation reward value
however (Waraczynski and Perkins, 1998), suggesting that
it performs as a primary sensory and motivational system
interface toward delivering communication signals irrespective
of reward value. DA cells typically react staggeringly when signals
are reward-connected, while PPN cells react non-contingently,
suggesting that separate, reward-information-bearing pathways
gate PPN inputs. Hence PPN inputs have a dual role, to provide
precise and brief latent information toward sensory stimuli
intervals and advanced-level function information transmission
concerning signals dispatched via sensory-attention regulating
mechanisms (Pan and Hyland, 2005).

Research establishes that lateral hypothalamic brain
stimulation not only rewards, but also drive-induces (Coons
et al., 1965; Glickman and Schiff, 1967). Rewarding hypothalamic
brain stimulation depends on trans-synaptic induced release
of Ach in the VTA (Yeomans et al., 1993), where dominant
portions of these fibers synapse in PPN cholinergic efferents
relaying messages back to the VTA (Yeomans et al., 1993).
These cholinergic PPN neurons provide non-specific facilitation
for reward-connecting behaviors, and therefore act as a relay
amid limbic-incentive organization and brainstem locomotor
machinery (Steckler et al., 1994). Due to its position within the
mesolimbic DA system encompassing the VTA and NAcc, it is
entangled in brain mechanisms and neural circuitry formation
involved in reward processing, which can lead to motivation and
compulsion.

Rapid Eye Movement Sleep (REMS)
PPN and LDT cholinergic neurons are involved in arousal
state maintenance and REMS generation (Rye, 1997). During
sleep, PPN cholinergic activation of the cortex transpires via
projections to the thalamocortical network to subdue slow delta
waves and elicit cortical stimulation (Belaid et al., 2014). This
leads to REMS, through REM-on and –off cellular activity
together with the locus coeruleus and dorsal raphe nuclei (DRN)
(McCarley and Chokroverty, 1994). Reduced inhibitory input
from the SNr/GPi nuclei to the PPN results in higher intrinsic
activity causing cortical activation and electroencephalography
(EEG) desynchronization (Reiner et al., 1988) leading to REMS
(Steriade, 1996). These neuronal mechanisms that induce REMS
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and muscular atonia together with PPN cholinergic projections
are under SNr GABAergic inhibition regulation.

PD patients are known to experience several sleep disorders,
including reduction of REMS sleep period and REMS behavior
disorder (RBD) (Bliwise et al., 2000; Eisensehr et al., 2001). This is
because decreases in BG dopaminergic activities is also involved
in REMS reduction and RBD (Rye et al., 1999; Albin et al.,
2000), hence providing a lucid explanation for the pathogenesis
of sleep disturbances in PD (Takakusaki et al., 2004c; French
and Muthusamy, 2016). A summary of the different maladies
associated with the PPN in PD are listed in Table 1.

TREATMENT/DEEP BRAIN STIMULATION

Electrode recordings in deep brain stimulation (DBS) postulate
that uncontrolled abnormal pathological oscillations throughout
motor networks in the STN, GP, and thalamus are concomitant
with motor symptoms in PD (Hammond et al., 2007). Similarly
BG networks oscillating at a pathological beta (β) range of
20Hz, driven by cerebral neurons firing in either “burst” or
“tonic” modes is associated with akinesia (Stein, 2009). Successful
alleviation of akinesia with L-DOPA enables the system to
break away from this pathological beta repression (Kühn et al.,
2008). High frequency stimulation, applied via DBS also subdues
pathological synchronization (Brown and Eusebio, 2008). PD

symptoms are lessened by DBS via preventing pathological
neuronal network oscillations that destabilize them, and are
successful as they abolish nodes responsible for oscillation
generation itself. DBS is thus permanently effective by driving
neurons tonically so that pathological oscillations causing the
burst/silence mode are reversible.

Neurophysiologically, cortical bursts normally govern PPN
input and orchestrate field potentials and neuronal discharges
to the cortical rhythm so that PPN local field potentials
and neuronal discharges are synchronized with those of
MCx activity (Aravamuthan et al., 2008). However, these
synchronies reverse after cell lesions and PPN neurons fire
mostly throughout positive swings in the cortex when they
should be silent. This indicates that inhibitory GP and SNr
output is predominant input to the PPN, rather than excitatory
MCx output. Stimulation of the GP and SNr also requires
adequate glutamate conduction. This substitutes dominant PPN
firing via inhibitory input for normal excitatory input from
the MCx and STN to the PPN. The β-band is responsible
for associated akinesia, where β suppression increases with the
complexity of the intended movement while its latency predicts
movement onset. This means that the earlier the suppression,
the shorter the movement latency. Therapeutic interventions
reducing akinetic symptoms reduce enhanced synchronization
in the β band and facilitates regular gamma oscillations (Brown
et al., 2001).

TABLE 1 | Maladies associated with the PPN in PD, the source and affected brain components, as well as its consequence/ indications.

Malady type Source Brain components affected Consequence/ Indications

LOCOMOTOR

Akinesia/bradykinesia/hypokinesia Overactive GABAergic BG output MCx, thalamus, BG, PPN, SC, MLR Decreases in velocity and amount of

movement

Hypertonus Increases in BG inhibition Increases in PPN

inhibition

Decreases in cortical PPN excitation

Direct-indirect pathway imbalance via

increased SNr inhibition

MCx, BG, PPN Increased muscle tone

Dystonia Diminution or instability of BG GABAergic

outputs to the PPN

BG (SNr, Gpi), PPN Central and spontaneous fluctuations

in muscle tone, posture, or

locomotion

Gait disturbances/ failure Excessive MLR inhibition via SNr-GABAergic

output

Cortical excitation of brainstem reticular

formation

Decreases in cortical stimulation of the

brainstem reticular formation

Inactivity of the PMC

Dysfunction of BG-BS system

Direct-indirect pathway imbalance

MLR

MCx, brainstem

Primary MCx

SNr, PPN, MLR, SC

Uncontrolled gait

Limited movement

Freezing of gait, increases in stance

phases in locomotor cycles and

decreases in locomotor velocity

COGNITIVE

Impaired attention and memory

learning

PPN lesions PPN Inability to concentrate, unable to

retain memory

Motivation and compulsion PPN lesions, impaired brain mechanisms and

neural circuitry formation involved in reward

processing

NAcc, VTA, PPN Obsessive compulsive disorder

SLEEP

REMS Decreases in BG dopaminergic activity SNr, GPi, DRN, LDT, PPN REMS behavior disorder
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The PPN area might be a good prospective DBS objective
concerning freezing and other gait disorders’ treatment
associated with PD, where data shows that cholinergic
denervation due to PPN neuronal degeneration causes DA
non-responsive gait and balance impairment (Karachi et al.,
2010; Grabli et al., 2013). Imaging studies in PD patients
propose that unilateral PPN DBS intensifies cerebral blood flow
bilaterally into the central thalamus and cerebellum (Ballanger
et al., 2009). However, recognized assessments support bilateral
DBS (Khan et al., 2012) ascertained to be superior particularly
for controlling FoG. Thevathasan et al. (2012) further supports
this, concluding that bilateral stimulation was more successful
in a specific subgroup of PD patients by ∼200%. This study
exhibited concrete unprejudiced, double-blinded proof that
an explicit subcategory of Parkinsonian patients benefit from
bilateral stimulation of a caudal PPN region just below the
pontomesenphalic junction that discriminately improves
FoG. This did not include inconsistencies in step length
however, which could be furtive freezing interrupting the
smooth execution of gait (Thevathasan et al., 2012). Long-term
outcomes would unquestionably need further substantiation
via supplementary studies or randomized trials with longer
follow-up periods involving a higher number of patients and
exclusive criteria.

Most PPN DBS studies denote alleviation in patients
disturbed by freezing and falls although outcomes are variable.
This possibly reflects patient choice, target option heterogeneity,
surgical procedure differences and stimulation protocols
(Hamani et al., 2016a). This leads to a number of challenges to be
solved, including the prime target identification, surgical method
choice that optimizes electrode placement, precision, and impact
of surgical procedures, intraoperative target reliability, and
procedural modifications in postoperative electrode position
validation. Nonetheless, the procedure appears to provide
benefit to selected patients and is comparatively safe. One
important limitation in comparing studies from different centers
and analyzing outcomes is great target variability and surgical
techniques (Hamani et al., 2016b).

Chronic PPN stimulation is usually combined with
stimulation of other targets, including the STN, GPi, and
the caudal zona incerta due to its superiority compared to PPN
DBS alone. However, combined stimulation poses challenges
in the effectual assessment of DBS in each target, and also in
enlightening the complex relationship between medication and
stimulation. A particular problem is the use of low-frequency
PPN stimulation and high-frequency stimulation in other targets,
where this necessitates intricate programming or utilization of a
supplementary pulse generator. Another issue is the concordance
on the ideal target position within the PPN region, where it is
ambiguous as to whether electrodes should be implanted in the

rostral PPN at the level of the inferior colliculus or caudal PPN in
a region about 4mm below the inferior colliculus. A reasonable
approach would be to insert contacts in both rostral and caudal
PPN regions since available data is still vague, and also because
the PPN is oriented along the long axis of the brainstem. Since
the PPN is partially degenerated in PD, smaller-spaced electrodes
might be preferable. It would also be vital to develop a specified
set of resting and movement-related intraoperative local field
potentials while conducting PPN DBS as frequency bands in the
alpha, β, and theta ranges and movement-related potential were
all recorded from the PPN region (Hamani et al., 2016b).

PPN DBS is still a relatively novel intervention in PD, and the
numerous challengesmentioned beforemust be resolved. Despite
these trials, the procedure provides benefit to selected patients
and appears relatively safe. The future role of PPN DBS in the
armamentarium of surgery for PD patients is still uncertain.
Unquestionably, more studies are needed to provide more solid
data on the advantages and limits of chronic stimulation (Hamani
et al., 2016b).

CONCLUSION

Understanding the function of the PPN and its utility in themany
neuronal circuitries of the brain is vital for neurophysiological
knowledge. This would ensue in the understanding of how
maladies such as Parkinson’s disease occurs along amid
its consequences, and subsequently help in producing the
appropriate treatment needed to cure and control these
disorders. A promising and long-term treatment would be DBS,
which could vastly improve patients’ quality of life. Further
studies would definitely need to be conducted to elucidate
further on such disorders especially in terms of genetics and
biochemistry.
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Background: Neurodegenerative diseases are often accompanied by olfactory deficits.
Here we use a rare neurovisceral lipid storage disorder, Niemann–Pick disease C1
(NPC1), to illustrate disease-specific dynamics of olfactory dysfunction and its reaction
upon therapy. Previous findings in a transgenic mouse model (NPC1−/−) showed
severe morphological and electrophysiological alterations of the olfactory epithelium
(OE) and the olfactory bulb (OB) that ameliorated under therapy with combined
2-hydroxypropyl-ß-cyclodextrin (HPßCD)/allopregnanolone/miglustat or HPßCD alone.

Methods: A buried pellet test was conducted to assess olfactory performance. qPCR
for olfactory key markers and several olfactory receptors was applied to determine
if their expression was changed under treatment conditions. In order to investigate
the cell dynamics of the OB, we determined proliferative and apoptotic activities
using a bromodeoxyuridine (BrdU) protocol and caspase-3 (cas-3) activity. Further, we
performed immunohistochemistry and western blotting for microglia (Iba1), astroglia
(GFAP) and tyrosine hydroxylase (TH).

Results: The buried pellet test revealed a significant olfactory deterioration in NPC1−/−

mice, which reverted to normal levels after treatment. At the OE level, mRNA for olfactory
markers showed no changes; the mRNA level of classical olfactory receptor (ORs) was
unaltered, that of unique ORs was reduced. In the OB of untreated NPC1−/− mice,
BrdU and cas-3 data showed increased proliferation and apoptotic activity, respectively.
At the protein level, Iba1 and GFAP in the OB indicated increased microgliosis and
astrogliosis, which was prevented by treatment.

Conclusion: Due to the unique plasticity especially of peripheral olfactory components
the results show a successful treatment in NPC1 condition with respect to normalization
of olfaction. Unchanged mRNA levels for olfactory marker protein and distinct olfactory
receptors indicate no effects in the OE in NPC1−/− mice. Olfactory deficits are thus likely
due to central deficits at the level of the OB. Further studies are needed to examine if
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olfactory performance can also be changed at a later onset and interrupted treatment
of the disease. Taken together, our results demonstrate that olfactory testing in patients
with NPC1 may be successfully used as a biomarker during the monitoring of the
treatment.

Keywords: Niemann–Pick disease type C1, olfactory receptors, mouse model, astroglia, microglia, olfactory bulb,
neurodegeneration, biomarker

INTRODUCTION

Apart from age, the most common physiological reason for
neurodegeneration (Doty et al., 1984; Doty, 2018), accelerated
neurodegeneration is often accompanied or preceded by
olfactory deficits. For example, progressive olfactory deficits
constitute early signs of idiopathic Parkinson’s disease (IPD),
often years before first motor dysfunctions occur (Doty et al.,
1988; Mesholam et al., 1998; Hawkes et al., 1999; Haehner et al.,
2007; Djordjevic et al., 2008; Ross et al., 2008). After 4 years,
7% of individuals with olfactory loss have developed signs of
IPD (Haehner et al., 2007). Patients with IPD, frontotemporal
dementia and Alzheimer’s disease present elevated numbers of
PG dopaminergic neurons (Huisman et al., 2004; Mundinano
et al., 2011). Hyposmia has also been reported in several other
conditions such as Huntington’s disease (Moberg et al., 1987;
Barrios et al., 2007), amyotrophic lateral sclerosis (Günther et al.,
2018), incidental Lewy body disease (Driver-Dunckley et al.,
2014), the neurologic form of Gaucher’s disease (McNeill et al.,
2012) and numerous more (for reviews see: Attems et al., 2015;
Marin et al., 2018).

Olfactory impairment influences the patient’s quality of life in
an increasingly aging society (Karpa et al., 2010; Croy et al., 2014),
but investigations on the significance of olfactory dysfunction
in neurodegenerative diseases, such as Niemann–Pick type C1
(NPC1), is usually not in the focus of research.

The exposed location of ORNs and the direct access to the
CNS as well as the ability to lifelong adult neurogenesis make
the olfactory system a starting point of neuropathologic events
(Rey et al., 2018) and thereby an interesting research object.
The olfactory system is unique in that it is by far the most
proliferative CNS system harboring differentiating progenitor
cells, which travel from the subventricular zone via the rostral
migratory stream into the OB, where they differentiate into
tyrosine hydroxylase (TH+) or GABA(+) interneurons (Alvarez-
Buylla and Garcia-Verdugo, 2002; Doetsch, 2003; Lledo et al.,
2006). The high central plasticity is accompanied by the high
turnover of peripheral ORNs in the OE (Schwob, 2002; Mackay-
Sim et al., 2015).

NPC1 is a rare autosomal-recessive lipid storage disease
that is characterized by progressive neurodegeneration, inducing

Abbreviation: Adcy3, Adenylate cyclase 3; Bax, Bcl2-associated X protein; BC,
Basal cells; Bcl2, B cell leukemia/lymphoma 2; DK, Cilia/dendritic knobs; EPL,
external plexiform layer; GCL, granule cell layer; GL, glomerular layer; HPßCD, 2-
hydroxypropyl-ß-cyclodextrin; IPL, internal plexiform layer; LP, Lamina propria;
MCL, mitral cell layer; NPC1, Niemann–Pick disease type C1; OB, olfactory
bulb; OE, olfactory epithelium; Olfr, olfactory receptor gene; OMP, olfactory
marker protein; ONL, olfactory nerve layer; OR, olfactory receptor; ORN, olfactory
receptor neuron; PG, Periglomerular; PPIA, Cyclophilin A.

ataxia and impairment of intellectual function, as well as
hepatosplenomegaly and dystonia (Vanier and Millat, 2003;
Garver et al., 2007; Spiegel et al., 2009). The defect is caused
by mutations in the NPC1 gene which leads to disturbances in
intracellular lipid trafficking and to accumulation of unesterified
cholesterol, glycosphingolipids and other fatty acids in the
endosomal/lysosomal system (Carstea et al., 1997). This impaired
lipid transport leads particularly to an extensive loss of Purkinje
cells in the cerebellum and degeneration of other central nervous
compartments (Elleder et al., 1985; Tanaka et al., 1988; Sarna
et al., 2003; Maass et al., 2015).

So far, there is no causal therapy of NPC1, though the
iminosugar miglustat (Zavesca R©) is the only approved drug in
Europe used for supporting and symptomatic therapy in NPC1
(Patterson et al., 2007). Miglustat inhibits glucosylceramide
synthase, a key enzyme of glycosphingolipid biosynthesis,
reducing intracellular accumulation of metabolites, like
sphingomyelin and sphingosine (Platt and Jeyakumar, 2008). The
therapy results in delayed onset of neurological symptoms with
increased lifespan (Patterson et al., 2007; Platt and Jeyakumar,
2008). Another promising therapy results further in prevention
of cerebellar Purkinje cell loss, improved motor function and
reduced intracellular lipid storage in NPC1−/− mice, caused by
combination of miglustat, the neurosteroide allopregnanolone
and HPßCD, a cyclic oligosaccharide (Davidson et al., 2009, 2016;
Hovakimyan et al., 2013a; Maass et al., 2015). Interestingly, the
exclusive administration of HPßCD results in reduced cholesterol
storage in organs and causes later onset of neurological
symptoms, furthermore confirmed by a clinical trial with
NPC1−/− patients (Liu et al., 2010; Ramirez et al., 2010; Matsuo
et al., 2013).

This study focuses on the investigation of the olfactory
function in the NPC1 mouse model with different treatment
strategies. Sensory malfunctions in NPC1 such as retina
degeneration (Claudepierre et al., 2010; Yan et al., 2014) and
hearing loss (King et al., 2014) have already been reported in
an NPC1 mouse model. Using the same model, we previously
reported a severe loss of ORNs in the OE as well as microgliosis
and astrogliosis in the first central olfactory relay station, the
OB (Hovakimyan et al., 2013b). These alterations can be largely
prevented by combined treatment or monotherapy with HPßCD
(Meyer et al., 2017).

In this report we show that the earlier observed
neurodegeneration and cell proliferation at the peripheral
level in NPC1 is also detectable in the OB, albeit at a somewhat
lower degree. What is more, NPC1 condition in mice leads
to olfactory impairment in a buried pellet test. Olfactory
dysfunction is also accompanied by differential regulation in

Frontiers in Integrative Neuroscience | www.frontiersin.org 2 August 2018 | Volume 12 | Article 35119

https://www.frontiersin.org/journals/integrative-neuroscience/
https://www.frontiersin.org/
https://www.frontiersin.org/journals/integrative-neuroscience#articles


fnint-12-00035 August 13, 2018 Time: 8:30 # 3

Meyer et al. Olfaction – A Biomarker in Neurodegeneration

the expression of some olfactory receptors. Since structural
and functional parameters tested can be almost completely
reconstituted by both therapy arms applied in this study, we
suggest that olfactory testing may be regarded as a biomarker
during treatment monitoring.

MATERIALS AND METHODS

Animals
Heterozygous breeding pairs of NPC1 mice (BALB/cNctr-
Npc1m1N/-J) were obtained from Jackson Laboratories (Bar
Harbor, ME, United States) for generating homozygous
NPC1−/− mutants and NPC1+/+ control wild type mice. Mice
were maintained under standard conditions with free access
to food and water with a 12 h day/night cycle, a temperature
of 22◦C and a relative humidity of 60%. Genotypes were
determined until postnatal day P7 by PCR analysis. This study
was carried out in accordance with the recommendations
of the German legislation on protection of animals and
the Committee on the Ethics of Animal Experiments at
the University of Rostock. The protocol was approved by
the Landesamt für Landwirtschaft, Lebensmittelsicherheit
und Fischerei Mecklenburg- Vorpommern (approval IDs:
LALLF M-V/ TST/7221.3-1.1-011/16, and LALLF M-V/
TST/7221.3-1.1-030/12).

Genotyping
For genotyping by PCR analysis, 1–2 mm of the tails were
clipped at P6 and homogenized in DirectPCR-Tail and 1%
proteinase K (Peqlab, Erlangen, Germany) at 55◦C with 750 rpm
for 16 h overnight on a Thermo Mixer (Eppendorf, Hamburg,
Germany). Extracts were centrifuged for 30 s with 6000 rpm
and PCR analysis was performed twice with 2 µl of the lysate
and two different primer pairs under equal cycling conditions.
For detecting the mutant allele (obtained fragment size 475 bp)
primers 5′-ggtgctggacagccaagta-3′ and 5′-tgagcccaagcataactt-3′
and for the wild type allele (obtained fragment size 173 bp) 5′-
tctcacagccacaagcttcc-3′ and 5′-ctgtagctcatctgccatcg-3′ were used.

Pharmacologic Treatment
The following four groups were systematically evaluated: (1)
Sham-treated NPC1+/+ (wild type) mice; (2) sham-treated
NPC1−/− mutant mice; (3) NPC1−/− mutant mice, which
received a combination therapy; (4) NPC1−/− mutant mice,
which received a HPßCD monotherapy.

We used two different therapeutic schedules for the
NPC1−/− mutants. The first one was a combination treatment
of synergistically working drugs utilizing cyclodextrin,
allopregnanolone and miglustat, starting at P7 with an
injection of allopregnanolone (Pregnan-3alpha-ol-20-one;
25 mg/kg; Sigma Aldrich, St. Louis, MO, United States) dissolved
in cyclodextrin (HPßCD; 2-hydroxypropyl-β-cyclodextrin;
4,000 mg/kg, i.p.; Sigma Aldrich, in Ringer’s solution) once
a week, as described by Davidson et al. (2009). Additionally,
300 mg/kg miglustat (N-butyl-deoxynojirimycin; generous gift
of Actelion Pharmaceuticals, Allschwil, Schwitzerland) dissolved

in normal saline solution was injected i.p. daily from P10 to
P22. Afterward, miglustat powder was administered mixed with
food (therapeutic scheme in Supplementary Figure S1). For the
second treatment schedule, allopregnanolone and miglustat were
omitted and only HPßCD was injected weekly (monotherapy).
Controls included NPC1+/+ animals as well as NPC1−/−

mutants, being untreated or received normal saline solution or
Ringer’s solution without active substances (“sham-treated”). For
a better understanding, sham-treated and untreated mice are
designated as “sham-treated” in the following sections of this
study, since previous studies did not demonstrate any differences
between both groups (Schlegel et al., 2016).

Buried Pellet Test
In order to verify whether the morphological alterations of
the NPC1−/− mice correlate with impaired olfactory ability
we conducted an olfactory behavior test, the buried pellet test
according to a protocol of Lehmkuhl et al. (2003). Forty-five
NPC1−/− and 19 NPC1+/+ control mice aged between P54-56
were tested. Briefly, mice got accustomed to a piece of sweetened
cereal pellet (Honey Bsss Loops, Kellogg, Munich, Germany)
2 days prior to the test and during the fasting period 18–24 h
before. On the day of the test mice were habituated to the testing
environment for 1 h in a fresh cage with bedding. The testing cage
was prepared with ∼ 3 cm bedding and one pellet was buried
0.5 cm below in one corner of the cage. The subject was placed in
the test cage and the latency time was measured until the mouse
uncovered the pellet. If a mouse did not find the pellet within the
predetermined time of 300 s the experiment was terminated and
a latency of 5 min was recorded.

Subsequently, the test was repeated using the same scheme
but now the pellet was placed on the surface (surface pellet test)
to exclude possible motor disorders or alterations in the food
motivation (Supplementary Figure S2). Latencies are expressed
as the mean± SEM (Supplementary Table S1).

5-Bromo-2′-deoxyuridine (BrdU)
Injections
BrdU is a thymidine analog, which is incorporated in DNA
during the S-phase of DNA synthesis. Consequently, it is a
reliable marker for the quantification of the proliferative potential
of tissues (Dover and Patel, 1994; Onda et al., 1994; Winner et al.,
2002). To label proliferating cells in the OB, 5–7 mice of either
group were injected intraperitoneally with BrdU (solubilized in
normal saline, 50 mg/kg, Sigma, St. Louis, MO, United States)
twice a day from P40 to P46 as described earlier (Meyer et al.,
2017). Additionally, a final single dose was given 1 h before
perfusion at P55–56 for labeling the dividing cells of the OE
(Meyer et al., 2017). Recent studies have noted that conventional
dosage of BrdU may lead to considerable destruction of cells
(Duque and Rakic, 2011). Thus, we cannot rule out a possible
toxic effect upon application of BrdU, however, in our approach
this potential error would be a systematic one that applies to all
treated animal groups and is likely not to change the relative
differences measured between groups.
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RNA Extraction and cDNA Synthesis
For qPCR analysis of olfactory receptor genes and olfactory
markers, OE was dissected from 16 homozygous NPC1−/−

mutants and 5 control wild type mice (NPC1+/+) of both sexes
aged to 8 weeks and treated as described in “Pharmacologic
Treatment.” Mice were deeply anesthetized with pentobarbital
(90 mg/kg) and then decapitated. The dissected tissues were
frozen in liquid nitrogen and stored at −80◦C. TRIzol reagent
(Thermo Fisher Scientific, Waltham, MA, United States)
was used for homogenization of the tissue, followed by
RNA extraction according to the manufacturer’s protocol.
After precipitation and drying, RNA was resuspended in an
aliquot of RNase and DNase-free water quantified by A260nm
spectrophotometry (BioSpectrometer R© basic, Eppendorf,
Hamburg, Germany) and stored at −80◦C. cDNA was
synthesized with 5 µg of total RNA using the High-Capacity
cDNA Reverse Transcription Kit (Thermo Fisher Scientific,
Waltham, MA, United States) according to the manufacturer’s
protocol. Control reactions were performed without MultiScribe
Reverse Transcriptase. cDNA was stored at −20◦C. The quality
of amplified cDNA was controlled using β-Actin PCR.

Quantitative Real-Time PCR (qRT-PCR)
Each PCR reaction contained 8 µl RNase and DNase-free
water, 10 µl TaqMan R© Universal PCR Master Mix (Thermo
Fisher Scientific, Waltham, MA, United States), 1 µl cDNA and
1 µl TaqMan Gene Expression Assays for transcripts (listed in
Supplementary Table S2). mRNA of each sample was normalized
relative to Ppia and ß-Actin, both of them have been proven as
useful reference genes for quantitative RT-PCR (Supplementary
Figure S3) (Kennedy et al., 2013). PCR thermocycling parameters
were 95◦C for 20 s and 45 cycles of 95◦C for 1 s and 60◦C
for 20 s. For analysis of the relative change in gene expression
we used the 2−1Ct method. The reactions were run on the
CFX96 TouchTM Real-Time PCR Detection System (Bio-Rad
Laboratories, Hercules, CA, United States) using Bio-Rad CFX
Manager 3.1 Software (Bio-Rad Laboratories, Hercules, CA,
United States). Each value is the average of at least three separate
experiments.

Lysate Preparation and Western Blot
For the biochemical analysis NPC1−/− mutants (n = 3) and
NPC1+/+ wild type controls (n = 2) (of both sexes, aged
to 8 weeks, were used for different therapeutic treatment
schedules. Protein extracts were prepared from the OB
of NPC1−/− mutants and NPC1+/+ control mice (with
different treatments as described in Section “Pharmacologic
Treatment”). The tissues were frozen in liquid nitrogen and
stored at −80◦C. Lysate preparation and western blotting were
performed according to Vierk et al. (2012) and Velmans et al.
(2013) with slight modifications. Tissue was homogenized
(POLYTRON R©PT 3100 D, Kinematica, Luzern, Switzerland)
in TRIzol reagent (Thermo Fisher Scientific, Waltham, MA,
United States) followed by extraction of proteins according
to the manufacturer’s instruction. Protein concentrations
were determined with the Biospectrometer basic (Eppendorf,

Hamburg, Germany). Homogenates were subjected to 10 or
12% SDS-PAGE under reduced conditions and subsequently
transferred to a nitrocellulose membrane (Amersham Protran
0.45 NC, GE Healthcare, Boston, MA, United States). Blots
were blocked for 1 h with 5 % BSA (TH, GFAP) or 5% non-fat
dry milk (ß-Actin, Iba1) diluted in Tris-buffered saline (TBS)
with 0.05% Tween R© 20 and incubated overnight at 4◦C with the
following antibodies: mouse anti-TH (1:1,000, MAB318, Merck,
Darmstadt, Germany), mouse anti-GFAP (1:500, MAB360,
Merck, Darmstadt, Germany), rabbit anti-Iba1 (1:200, 019-
20001, Wako Pure Chemical Industries, Osaka, Japan) and
mouse anti-ß-Actin (1:1,000, A5441, Sigma-Aldrich, St. Louis,
MO, United States). Secondary antibodies were sheep anti-
mouse IgG (1:5,000, GE Healthcare, Boston, MA, United States)
and donkey anti-rabbit IgG (1:5,000, GE Healthcare, Boston,
MA, United States) conjugated to horseradish peroxidase in 5%
non-fat dry milk diluted in TBS with 0.05% Tween R© 20. After
incubation for 1 h at room temperature proteins were detected
using Pierce ECL Plus Western Blotting Substrate (Thermo
Fisher Scientific, Waltham, MA, United States) and analyzed by
using ImageLab 6.0 software (Bio-Rad Laboratories, Hercules,
CA, United States).

Immunohistochemistry
Nineteen NPC1−/− mutants and 6 NPC1+/+ wild type controls
of both sexes, aged to 8 weeks, were used for different
therapeutic treatment schedules. Mice were deeply anesthetized
with a mixture of 50 mg/kg ketamine hydrochloride (Bela-
Pharm GmbH & Co KG, Vechta, Germany) and 2 mg/kg body
weight of xylazine hydrochloride (Rompun; Bayer HealthCare,
Leverkusen, Germany) and then intracardially perfused with
normal saline solution, followed by 4% paraformaldehyde (PFA)
in 0.1 M phosphate buffered saline (PBS). The animals were
then decapitated, skinned, spare tissue was removed and the
remaining skull including the nasal turbinates and the whole
brain were post-fixed in 4% PFA for 24 h at 4◦C. Subsequently,
heads were decalcified in 10% EDTA for 5–6 days at 37◦C,
dehydrated and embedded in paraffin. The heads were serially cut
in 10 µm in frontal direction from the tip of the nose to the caudal
end of the OB and collected. For orientation, some sections were
stained with routine hematoxylin & eosin (H&E).

For the quantification of proliferating cells every 10th
section (spaced 100 µm apart) was subjected to anti-BrdU
immunohistochemistry. Sections were deparaffinized, rehydrated
and pretreated with microwaves in 0.1 M citrate buffer (5 min,
680 W) for antigen retrieval, followed by incubation with
3% hydrogen peroxide (H2O2) in PBS to block endogenous
peroxidases for 30 min, and 5% normal goat serum (NGS) in
PBS for 45 min to block non-specific binding sites. Subsequently,
sections were incubated with primary antibody against rat BrdU
(1:2,000, #OBT0030G, Abd Serotec, Puchheim, Germany) in
3% NGS/PBS overnight at 4◦C. One section of each slide was
used for negative control. After washing in PBS, the sections
were sequentially incubated for 1 h with the secondary anti-
rat IgG (1:200; Vector, Burlingame, CA, United States), the
Avidin-biotin-complex (ABC) reagent for 1 h (Vectastain-Elite;
Vector, Burlingame, CA, United States) and finally visualized
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with H2O2 – activated 3,-3′-diaminobenzidine (DAB, Sigma,
Munich, Germany). Sections were dehydrated, mounted with
DePeX and coverslipped.

In addition, immunohistochemical reactions against Iba1
(1:4,000, #019-19741, Wako, Osaka, Japan) and glial fibrillary
acidic protein (GFAP, 1:2,000, #Z0334, Dako, Hamburg,
Germany) were analyzed for the evaluation of microglial and
astroglial reaction in the OB. For regeneration and plasticity
activity of newborn neurons in the OE, we used Growth
Associated Protein 43 (GAP43, 1:1,000, #EP890Y, Abcam,
Cambridge, England). To observe differentiations in the number
of PG interneurons we investigated the immunoreactivity
of tyrosine hydroxylase (TH, 1:2,000, #AB1542, Millipore,
Temecula, CA, United States). Apoptotic cells were labeled
with anti-cleaved caspase-3 (cas-3, 1:500, clone Asp175, #9661,
Cell Signaling Technology, Danvers, MA, United States). For
controls, primary antisera were omitted. In control sections no
reactivity was observed.

Stereology and Quantification
Following Regensburger et al. (2009) and Sui et al. (2012) we
quantified BrdU(+) and TH(+) cells of the unilateral OB in
2-7 sections per mouse with an interval of 200 and 100 µm,
respectively, using an unbiased stereological method, the optical
fractionator. For each group and each genotype 3–9 animals
were counted using a computer-aided microscope (Olympus
BX-51) and stereology software (Stereo Investigator v7.5, MBF
Bioscience, Williston, ND, United States). The whole OB of
one hemisphere was first outlined using a 2x or 4x objective
lens. Counting was realized at 40x magnification. Cell densities
of proliferating cells and TH(+) interneurons per mm3 of
the OB were averaged and the four groups were compared.
Therefore, the untreated mutants and untreated NPC1+/+ mice
served as a reference for both, combination treated and HPßCD
treated mice. Results are expressed as mean values ± SEM
(Supplementary Table S3).

Statistical Analysis
Statistical evaluation of the olfactory behavior test, the cell
quantifications and the qRT-PCR was done with a non-
parametric Mann-Whitney U-test by SPSS statistics 22/24 (IBM,
Chicago, IL, United States) using genotype and treatment groups
as independent variables. Graphs are created using GraphPad
Prism 7. p ≤ 0.05 was considered significant.

RESULTS

Treatment Prevents Smell Loss in
NPC1−/− Mice
We used the buried pellet test for the evaluation of olfactory
performance (Figure 1 and Supplementary Table S1). Sham-
treated NPC1+/+ mice needed on average 53 ± 12 s to uncover
the pellet (Figure 1A). All sham-treated NPC1+/+ mice finished
the test within the predetermined 5 min, whereby 95% of
them finished within the first 60 s. In contrast, sham-treated

NPC1−/− mice needed significantly longer with an almost
threefold latency of 145 ± 27 s (p = 0.003). Also, only 56% of
the sham-treated NPC1−/− mice finished within the first 60 s
and 25% failed completely (Figure 1B). The remarkably increased
latency of the sham NPC1−/− animals was significantly reduced
after a combination therapy with miglustat, allopregnanolone
and HPßCD (p = 0.028). Combination-treated NPC1−/− mice
needed 64 ± 12 s to uncover the pellet, 93% finished within the
first 120 s and none failed. The combination therapy significantly
shortened the latency by 56% (81 s) compared with sham
NPC1−/− (p = 0.028). However, the latency is still 20% higher
than the sham NPC1+/+ controls but without statistical proof
(p = 0.331). HPßCD-treated NPC1−/− mice behave similar to
combination-treated NPC1−/− mice. On average they needed
48 ± 8 s to find the buried pellet. All of them finished within
the first 120 s. Consequently, the HPßCD treatment significantly
reduced the latency by 68% (98 s) when compared with sham-
treated NPC1−/− mice (p = 0.007). With only 89% of the latency
of the healthy controls, they are only slightly quicker than sham-
treated NPC1+/+ mice (p = 0.898). To exclude motor disorders
or alterations in the motivation for foraging of hungry mice, all
subjects were tested a second time with the surface pellet test
(Supplementary Figure S2). All mice of the 4 groups finished
the surface pellet test within 60 s. The latency varied from
minimum 1 s to a maximum of 47 s with mean values between
5.16 s (sham-treated NPC1+/+) and 11.07 s (HPßCD-treated
NPC1−/−). Due to the very short latencies of the surface pellet
test it can be assumed that the differences result from scattering
of the measurements.

Olfactory Receptors Are Differentially
Regulated
In order to find possible connections between olfactory
impairment in NPC1 disease and molecular events at the level
of olfactory sensory neurons, we analyzed expression profiles of
olfactory receptor genes (Olfr) located in 3 different zones of the
mouse turbinate system (Figure 2; Nef et al., 1992; Strotmann
et al., 1992, 1994; Ressler et al., 1993; Vassar et al., 1993; Sullivan
et al., 1996).

Olfr78, located in ciliary membranes of ORNs in the dorsal
zone of the OE (Conzelmann et al., 2000) exhibited no
differences in sham-treated NPC1−/− mice (0.0028 ± 0.0004)
compared to NPC1+/+ mice (0.0029 ± 0.0009) (p = 0.827),
but combination (0.0022 ± 0.0004) (p = 0.127) and HPßCD
(0.0020± 0.0002) (p = 0.275) treatment revealed a slight tendency
of decreased expression compared to sham-treated NPC1−/−

mice (0.0028 ± 0.0004; Figure 2A). The expression of Olfr15,
located in the medial zone of the OE (Kaluza et al., 2004;
Strotmann et al., 2004) showed no significant change, though
a slightly decreased expression of sham-treated NPC1−/− mice
(0.0208 ± 0.0075) compared to sham-treated NPC1+/+ mice
(0.0291± 0.0022) (p = 0.386) was visible (Figure 2B).

Olfr1507 is located in the lateral zone of the OE, showing
no differences between NPC1+/+ (0.0697 ± 0.0174) and sham-
treated NPC1−/− mice (0.0777 ± 0.0247) (p = 0.773). However,
both treatments lead to slightly decreased Olfr1507 expression
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FIGURE 1 | Results of the buried pellet test. Impaired sense of smell in NPC1−/− mice is restored after combination treatment and HPßCD monotherapy. (A)
Performance of NPC1+/+ and differently treated NPC1−/− mice: On average, sham-treated NPC1−/− mice needed an almost 3-fold increased latency to find a
buried piece of food, demonstrating a drastic loss of olfactory acuity. Both treatments, combination and HPßCD, normalized olfactory ability in NPC1−/− mice to the
level of NPC1+/+ controls. Box plot graphs represent the mean ± SEM and depict the median, the upper and lower quartiles, and outliers (circle and triangle).
∗p ≤ 0.05, ∗∗p ≤ 0.01 (B) Individual latencies of NPC1+/+ and differently treated NPC1−/− mice: Results demonstrate a wide range of latencies. While 95% of the
sham-treated NPC1+/+ mice uncovered the pellet within the first 2 min, only 56% of the sham-treated NPC1−/− mice successfully finished within this time span
and 25% even failed. After treatment, 93% of the combination and 100% of the HPßCD-treated NPC1−/− mice finished within 120 s. Numbers in squares
correspond to the number of mice that finished the test within this time span.

FIGURE 2 | Olfactory receptor expression in the olfactory epithelium (OE) of NPC1−/− mutants. Quantitative RT-PCR exhibit no significant changes of the Olfr78 (A),
Olfr15 (B), and Olfr 1507 (C) expression level, in contrast to the Olfr 155 (D), Olfr 156 (E), and Olfr 157 (F), showed a significant reduction in sham-treated NPC1−/−

mice compared to NPC1+/+ mice. Combination treatment seemed to normalize this effect compared to NPC1−/− mice, nevertheless they demonstrated
significantly lower expression levels compared to NPC1+/+ controls. Additionally, Olfr155 and Olfr157 showed significantly lower expression levels after HPßCD
treatment compared to NPC1+/+ controls. Data are normalized to Ppia and represented as mean ± SEM, n = 3–4. ∗p ≤ 0.05.
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(combination treatment: 0.0305 ± 0.0061; HPßCD treatment:
0.0415± 0.0085) (Figure 2C).

Olfr155, 156 and 157, part of the same subfamily (OR37) are
not broadly dispersed throughout the OE, but these receptors
are concentrated in a small patch in the center of the OE
(Strotmann et al., 1992, 1994, 1995, 2009; Kubick et al.,
1997; Hoppe et al., 2006). Interestingly, the analysis shows
significant changes of expression in the NPC1 mouse model
(Figures 2D–F). Olfr155 mRNA level in sham-treated NPC1−/−

mice was significantly decreased (0.0049 ± 0.0016) compared
to NPC1+/+ mice (0.0103 ± 0.0010) (p = 0.043). Combination
(0.0071 ± 0.0003) (p = 0.289) and HPßCD (0.0068 ± 0.0006)
(p = 0.480) treatment normalized this decrease slightly, however,
it was significantly decreased compared to NPC1+/+ mice
(combination: p = 0.034, HPßCD: p = 0.034). Olfr156 exhibited
similar changes with a significant decrease in sham-treated
NPC1−/− mice (0.0035 ± 0.0012) compared to NPC1+/+

mice (0.0092 ± 0.0009) (p = 0.020) that was slightly increased
after combination (0.0060 ± 0.0004) (p = 0.289) and HPßCD
(0.0054± 0.0012) (p = 0.289) treatments compared to NPC1−/−

mice. Nevertheless, Olfr156 expression of combination-treated
NPC1−/−mice (p = 0.032) was significantly reduced compared to
NPC1+/+ mice. Olfr157 showed similar changes as Olfr155 and
156. Sham-treated NPC1−/− mice (0.0031 ± 0.0008) exhibited
equally decreased Olfr157 expression compared to NPC1+/+

mice (0.0078 ± 0.0013) (p = 0.043) that seems to be slightly
increased after combination (0.0048 ± 0.0005) (p = 0.149) and
HPßCD treatment (0.0040 ± 0.0004) (p = 0.248) compared
to NPC1−/− mice, however, stayed significantly downregulated
compared to NPC1+/+ mice (combination: p = 0.043, HPßCD:
p = 0.043).

Initiation of Neurogenesis in the OE of
NPC1−/− Mice
In order to investigate the regenerative activity of ingrowing
ORN, we performed immunohistochemistry and qPCR for
Growth Associated Protein 43 (GAP43), a marker for newborn
ORN in the OE (Figure 3).

Although not quantified, GAP43 immunohistochemistry did
not seem to reveal differences in distribution and density of
new ORN in any group investigated. ORN had a cluster-like
distribution across the OE and showed a regular anatomy within
the OE. However, it seems that GAP43 (+) ORN in NPC1−/−

mice occupied more nuclei in the middle third of the OE than
in each of the remaining groups (Figure 3B). Perikarya of
GAP43(+) cells being ORN progenitors should be located closer
to the basal membrane, as seen in controls and treated animals
(Figures 3A,C,D).

NPC1−/− mice revealed a slight, but significant increase
of Gap43 mRNA (0.1233 ± 0.0179) compared to NPC1+/+

mice (0.0911 ± 0.0047) (p = 0.05). This effect was not
normalized after HPßCD treatment (0.1297 ± 0.0141) (p = 0.05)
(Figure 3E). However, combination- treated NPC1−/− mice
(0.1054± 0.0121) showed no significant regulation.

To evaluate the expression level of certain elements of the
chemosensory signaling cascade during degeneration, expression

of Omp was analyzed, albeit with no apparent change (Figure 3F).
Adcy3, a cAMP-generating enzyme involved in the olfactory
signal transduction cascade, along with Omp was not different
between NPC1+/+ and NPC1−/− mice (Figure 3G).

Functional Histomorphology of the
Olfactory Bulb
To identify possible reasons of impaired olfactory performance,
we then studied the distribution of cellular markers at the
immunohistochemical level and their expression at the molecular
level in the OB.

Coronal sections of the OB were stained with H&E with an
interval of 500 µm (Figure 4). Light microscopy did not show
apparent morphological differences of the OB between any of the
4 groups.

Induction of Proliferation in the Olfactory System of
NPC1−/− Mice
Earlier investigations of the proliferation activity in the OE
of NPC1−/− mice proved a notable increase of newly formed
cells particularly after therapy (Meyer et al., 2017). Based on
these findings, we further evaluated the proliferation activity
of the OB. In sham-treated NPC1+/+ mice, most BrdU(+),
proliferating cells were observed in the granular cell layer (GCL),
fewer were detectable in the GL, the EPL, the MCL and the
IPL (Figure 5A). In sham-treated NPC1−/− mice an increase
in the number of BrdU(+) cells in all layers became evident
(Figure 5B). This increase seemed reversible after combination
treatment (Figure 5C) and is contrasted by the outcome in
HPßCD-treated NPC1−/− mice, where this reconstitution of
increased BrdU(+) immunoreactivity could not be observed; the
number of BrdU(+) cells in all layers of the OB remained at an
increased level (Figure 5D).

For a quantitative assessment of the proliferation activity,
we counted the BrdU(+) cells in one bulb of each individual
(Figure 5E and Supplementary Table S3). In the OB of sham-
treated NPC1+/+ mice an average density of 77,327 ± 9,109
cells per mm3 was determined. In sham-treated NPC1−/− mice
this number increased to 109,557 ± 20,446 BrdU(+) cells per
mm3 (41.7% higher compared to the healthy controls; p = 0.253).
Interestingly, in combination-treated NPC1−/− mice, a density
of 71,779 ± 4,405 cells/ mm3 was found, a reduction by 34.5%
(p = 0.291). With a small deviation of only 7.2% the proliferation
went down almost to the normal level of the NPC1+/+ controls
(p = 0.584). Surprisingly, in contrast to the combination therapy,
the monotherapy with HPßCD did not lead to a notable decrease
in the density of the proliferating cells (118,954 ± 9,298 cells/
mm3) in NPC1−/− mice. In fact, this represents a significant
enhancement of 54% when compared to sham-treated NPC1+/+

mice (p = 0.032) and even a slight, although not significant
increase (p = 0.565) compared to combination-treated NPC1−/−

mice. The difference in the percentage of proliferating cells
between combination- and HPßCD-treated NPC1−/− mice
is highly significant (p = 0.004), with 65.7% less BrdU(+)
cells in combination-treated NPC1−/−, indicating a noticeable
difference between both therapies.
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FIGURE 3 | Increased neuronal regeneration in the olfactory epithelium (OE) of sham-treated NPC1−/− mice. (A–D) Immunohistochemical detection of GAP43 in
the olfactory epithelium (OE). Newborn olfactory neurons were regularly distributed across the basal compartment of OE in NPC1+/+ mice (A), whereas they
appeared more cluster-like dispersed in the OE’s middle layer of the other groups (B–D). (E) Quantitative RT-PCR of the neuronal marker Gap43 revealed increased
expression in sham-treated NPC1−/− mice compared to NPC1+/+ mice (n = 3). Gap43 expression tended to be normalized in combination-treated NPC1−/− mice
in contrast to HPßCD treatment that remained still significantly increased compared to sham-treated NPC1+/+ mice. Expression analysis of olfactory marker protein
(Omp, F) and adenylate cyclase (Adcy3, G) in the OE showed no significant changes (n = 3–4). Data are normalized to Ppia and represented as mean ± SEM.
∗p ≤ 0.05, scale bar in (D) = 20 µm.

Based on the above-mentioned results at the cellular level
we performed qRT-PCR of the proliferation marker Ki67
(Figure 5F). qRT-PCR displayed the total Ki67 mRNA in
the OB normalized to the housekeeping gene Ppia. Generally,
proliferating cells showed an increase of Ki67. Our analysis
(n = 4) suggests the tendency of increased Ki67 expression in
sham-treated NPC1−/− mice (0.0018 ± 0.0009) compared to
NPC1+/+ mice (0.0007 ± 0.00004) (p = 0.149). Combination
treatment of NPC1−/− mice showed a slightly reduced Ki67

expression (0.009 ± 0.00007) (p = 0.564), but still increased
compared to NPC1+/+ mice (p = 0.021). HPßCD treatment
(0.0016 ± 0.0007) revealed similar expression as sham-treated
NPC1−/− mice (p = 1.0) and significantly increased expression
compared to NPC1+/+mice (p = 0.021). There was no significant
difference between HPßCD and combination treatment (p = 1.0),
however, the latter seems to be more efficient to decrease mRNA
expression. In summary, Ki67 expression analysis of the OB
supports the results of the BrdU quantification. In order to
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FIGURE 4 | Histological overview of the peripheral and central olfactory structures (H&E). (A) Coronal section of the mouse anterior cerebral cavity that houses the
olfactory bulbs and the nasal cavity including turbinates and septum with olfactory mucosa. The rectangle delimits the area magnified in (B). Olfactory bulb with 6
layers: ONL, olfactory nerve layer; GL, glomerular layer; EPL, external plexiform layer; MCL, mitral cell layer; IPL, internal plexiform layer; GCL, granular cell layer.
Scale bars = 500 µm (A), 100 µm (B).

achieve complimentary data for earlier BrdU analysis of olfactory
epithelial cells (Meyer et al., 2017) we also performed a Ki67
expression analysis of the OE and observed an about 20-fold
increase of Ki67 expression compared to OB (Figure 5G). Ki67
expression in the OE was significantly increased in sham- treated
NPC1−/− mice (0.0236 ± 0.0039) compared to NPC1+/+ mice
(0.0148 ± 0.0012) (p = 0.021). This regulation was enhanced
with combination treatment of NPC1−/− mice (0.0322± 0.0090)
(p = 0.034). HPßCD treatment slightly increased expression
(0.0199± 0.0023) compared to NPC1+/+ mice (p = 0.157). Both,
HPßCD (p = 0.048) and combination (p = 0.480) treatments
showed no significant change in comparison with sham-treated
NCP1−/− mice.

Increased Apoptotic Activity in the OB of NPC1−/−

Mice
Caspase-3- positive cells [Cas-3(+)] occurred only rarely in the
OB of sham-treated NPC1+/+ mice. In contrast, the OB of sham-
treated NPC1−/− contained numerous apoptotic cells, mainly in
the GCL. Both, combination as well as HPßCD treatments led to
a reduction of apoptotic cells in NPC1−/− mice, Cas-3(+) cells
were found mainly in the MCL and GL (Figures 6A–D).

In order to confirm the results of Cas-3 immunoreactivity
we performed expression analysis via qRT-PCR using the
apoptotic markers Bax and Bcl2 (Figure 6E and Supplementary
Table S4). Bax, an apoptotic activator, increased significantly
in NPC1−/− mice (0.0470 ± 0.0030) by 36.7% compared to
NPC1+/+ mice (0.0344 ± 0.0015) (p = 0.05). Combination

treatment (0.0374 ± 0.0023) decreased this apoptotic effect by
27.7% (p = 0.05), whereas HPßCD treatment (0.0256 ± 0.0043)
reduced the expression by 62.3% (p = 0.05) compared to sham-
treated NPC1−/− mice. The HPßCD treatment reduced the
Bax expression by 34.5% more than combination treatment that
exhibited even a 25.6% less expression than NPC1+/+ (p = 0.05).

Expression of Bcl2, an apoptotic suppressor, was not
significantly changed in any of the groups. Only combination-
treated NPC1−/− mice tended to show increased Bcl2 expression
by around 13% compared to NPC+/+ and NPC1−/− mice.
HPßCD treatment exhibited slightly reduced mRNA expression
(7.4%).

The ratio of Bax and Bcl2 serves as an indicator of cell
susceptibility to apoptosis and is correlated with the progression
of several diseases (Oltvai et al., 1993; Korsmeyer, 1999; Scopa
et al., 2001; Salakou et al., 2007). The Bax/Bcl2 ratio in
NPC1 was increased by 34.5% compared to controls. The
combination treatment reduced the expression by 38.9%, but
only HPßCD treatment decreased the expression in NCP1−/−

mice significantly by around 55.4%, which was even 21% less
than controls reveal. Summarizing, the Bax/Bcl2 ratio suggests
increased cell susceptibility to apoptosis that may be reduced via
HPßCD treatment.

Enhanced Glia Cell Activation in NPC1−/− OB
Iba1, a marker of microglia that is associated with inflammatory
processes in neurodegenerative diseases, revealed no reactivity in
OB of sham-treated NPC1+/+ mice (Figures 7A–D). However,
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FIGURE 5 | Increased proliferation in the olfactory system of NPC1−/− mice with different treatments. (A–D) Immunohistochemical reaction of BrdU(+) proliferating
cells in the olfactory bulb (OB). (A) Sham-treated NPC1+/+ mice showed many newly formed cells in all layers of the OB. (B) The proliferation activity was visibly
increased in sham-treated NPC1−/− mice. This increase was reversible after combination treatment (C), but not after HPßCD treatment (D). (E) Quantification
analysis of BrdU(+) cells in the unilateral OB demonstrated a strongly increased number of Brdu(+) cells in sham-treated NPC1−/− mice, compared to sham-treated
NPC1+/+ mice. Combination treatment reduced the proliferation activity in NPC1−/− to the level of the controls. Surprisingly, HPßCD treatment did not notably
decrease the proliferation density in NPC1−/−. (F) Quantitative RT-PCR of differently treated NPC1−/− mice in comparison with sham-treated NPC1+/+ mice
revealed an increased Ki67 mRNA expression in the OB (n = 4) and (G) in the OE (n = 3–4). Data are normalized to Ppia and represented as mean ± SEM.
∗p ≤ 0.05, ∗∗p ≤ 0.01, scale bars (A–D) = 50 µm.

sham-treated NPC1−/− mice demonstrated a noticeable increase
of Iba1(+) cells in the GCL, EPL and GL of the OB.
Western blot analysis confirmed the increase of Iba1 in
sham-treated NPC1−/− OB (Figure 7E). The microgliosis was
strongly reduced after combination therapy as revealed by
immunohistochemistry and western blot. A monotherapy with
HPßCD alone had no effect on the microglia immunoreactivity
compared to NPC1−/− mice (Figure 7D).

Preceding studies also revealed an intense immunoreactivity
for the astroglial marker GFAP in NPC1−/− mice that is, similar
to Iba1, involved in neuropathological changes (Hovakimyan
et al., 2013b; Meyer et al., 2017). In sham-treated NPC1−/− mice,
GFAP immunohistochemistry (Figures 8A–D) demonstrated
a balanced distribution pattern of astrocytes in all layers of
the OB, whereby the ONL, GL and the GCL stand out
clearly against the EPL. In contrast, sham-treated NPC1−/−
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FIGURE 6 | Increased number of apoptotic cells in the olfactory bulb (OB) of NPC1−/− mice confirmed by quantitative RT-PCR. (A–D) Immunohistochemical
reaction of cas-3(+) apoptotic cells in the olfactory bulb (OB). (A) Sham-treated NPC1+/+ mice showed only very few apoptotic cells. (B) Sham-treated NPC1−/−

demonstrated a clear increase of apoptotic cells, mainly in the granular cell layer (GCL). Both, combination (C) and HPßCD (D) treatments reduced apoptotic activity
in NPC1−/− mice. (E) Changes of Bax and Bcl2 mRNA expression including Bax/Bcl2 ratio, in the OB (n = 3) of differently treated NPC1−/− mice compared to
NPC1+/+ mice. The apoptotic marker Bax exhibited a significant upregulation of sham-treated NPC1−/− mice compared to NPC1+/+ mice, that was significantly
reduced after combination and HPßCD treatments. Even HPßCD treatment reduced the expression significantly in comparison with NPC1+/+ mice. Here,
expression of Bcl2, an anti-apoptotic protein, remained unchanged. The Bax/Bcl2 ratio showed a significant upregulation in sham-treated NPC1−/− mice compared
to HPßCD-treated NPC1−/− mice. Data (n = 3) are represented as mean (%) compared to sham-treated NPC1+/+ (set at 100%), ∗p ≤ 0.05, scale bars
(A–D) = 50 µm.

mice showed a pronounced astrogliosis resulting in hardly
definable layers of the OB. The distinct increase is confirmed via
western blot analysis of sham-treated NPC1−/− OB compared
to NPC1+/+ OB (Figure 8E). This finding was remarkably
reduced after both, combination and HPßCD treatments shown
by immunohistochemistry and western blotting.

Tyrosine Hydroxylase Protein Level Is Reduced in
NPC1−/− OB
Based on the massive loss of ORN in the OE of NPC1−/− mice
(Meyer et al., 2017), we investigated TH immunoreactivity
in dopaminergic PG neurons of the OB (Figure 9). Western
blot analysis showed a slight decrease of TH in NPC1−/− OB
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FIGURE 7 | Pronounced microgliosis in the olfactory bulb (OB) of NPC1−/− mice, reduced by combination treatment. (A–D). Immunohistochemical reaction of
Iba1(+) microglial cells in the OB. (A) Sham-treated NPC1+/+ mice revealed no reactivity for Iba1. (B) Sham-treated NPC1−/− demonstrated a noticeable increase
of Iba1(+) cells in the granular cell layer (GCL), external plexiform layer (EPL) and glomerular layer (GL). The microgliosis was reduced after combination treatment in
NPC1−/− mice (C). However, HPßCD treatment retained an elevated microglial activity in NPC1−/− mice (D). Western blot analysis of the OB of differently treated
NPC1−/− mice compared to sham-treated NPC1+/+ mice (E). Membrane was probed with an anti-Iba1 antibody and showed a clearly increased Iba1 signal
(∼17 kDa) in sham-treated NPC1−/− mice compared to NPC1+/+ mice. The combination and HPßCD treatments revealed reduced microgliosis compared to
sham-treated NPC1−/− mice. ß-Actin (∼42 kDa) was used as loading control.

compared to the NPC1+/+ control that seems to be normalized
after combination and HPßCD treatment (Figure 9A).
Determining whether this regulation was induced by an altered
number of TH(+) cells we performed a quantitative analysis,
counting TH(+) PG cells (Figure 9B and Supplementary
Table S3). In sham-treated NPC1+/+ mice an average of

88,419 ± 17,605 TH(+) cells/mm3 was determined. With
87,093 ± 5,202 cells/mm3 (98.5 %) the number of TH(+) PG
cells remained unchanged in sham-treated NPC1−/− mice.
Compared to the density of sham-treated NPC1+/+ mice,
an increase was found in combination-treated NPC1−/−

mice (99,714 ± 13,380 TH(+) cells/mm3; 12.8 %) as well as

Frontiers in Integrative Neuroscience | www.frontiersin.org 12 August 2018 | Volume 12 | Article 35129

https://www.frontiersin.org/journals/integrative-neuroscience/
https://www.frontiersin.org/
https://www.frontiersin.org/journals/integrative-neuroscience#articles


fnint-12-00035 August 13, 2018 Time: 8:30 # 13

Meyer et al. Olfaction – A Biomarker in Neurodegeneration

FIGURE 8 | Astrogliosis of sham-treated NPC1−/− mice is increased in NPC1−/− mice and reduced after combination and HPßCD treatment. (A–D)
Immunohistochemical reaction of GFAP in the OB. (A) Sham-treated NPC1+/+ mice revealed a balanced distribution pattern of astrocytes in all layers of the OB,
mainly in the olfactory nerve layer (ONL), glomerular layer (GL) and granular cell layer (GCL). (B) In contrast, sham-treated NPC1−/− demonstrated a pronounced
astrogliosis that was reduced after combination (combi) (C) and HPßCD (D) treatments. (E) Western blot from total protein lysates of the OB from differently treated
NPC1−/− mice compared to sham-treated NPC1+/+ mice. To detect GFAP protein (∼59 kDa) membrane was probed with anti-GFAP antibody that confirms the
distinct increase of GFAP(+) cells from sham-treated NPC1−/− mice. Combination and HPßCD treatments showed reduced astrogliosis confirming
immunohistochemical results. ß-Actin (∼ 42 kDa) was used as loading control.

in HPßCD-treated NPC1−/− mice, with 123,253 ± 15,234
cells/mm3 (39.4%). However, the increased density of TH(+)
PG cells after HPßCD treatment of NPC1−/− mice was not
statistically significant (p = 0.127). Although both therapies
contained HPßCD, the combination therapy had a smaller
influence on the density of TH(+) interneurons. Thus, these
results suggest that the regulation of TH protein in NPC1−/−

mice (Figure 9A) was not induced by alterations in the number
of TH(+) cells, but rather by a reduction of TH protein/PG cell.

DISCUSSION

This paper addressed the issue of olfactory performance in
a rare neurodegenerative disease, Niemann–Pick Type C1
(NPC1). Earlier investigation of our group has shown that
significant olfactory degeneration occurs at the structural level
(Hovakimyan et al., 2013b). This is accompanied by a remarkable
increase of proliferation in the OE that can both be halted
by pharmacologic treatment (Meyer et al., 2017). Therefore,
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FIGURE 9 | Reduced TH protein in NPC1−/− OB is not induced by loss of
TH(+) periglomerular neurons (PG). (A) Western blot from total protein lysates
of the OB from differently treated NPC1−/− mice compared to sham-treated
NPC1+/+ mice. To detect the TH protein ( ∼59 kDa) membrane fraction was
probed with anti-TH antibody that showed reduced TH in sham-treated
NPC1−/− mice compared to NPC1+/+ mice. Both, combination and HPßCD
treatments normalized this reduction. ß-Actin (∼42 kDa) was used as loading
control. (B) Analysis of TH(+) dopaminergic neurons in the OB. Sham-treated
NPC1−/− mice showed no alterations in the number of TH(+) periglomerular
neurons (PG) when compared to sham-treated NPC1+/+ control mice.
Considering the results of the western blot analysis it suggests a reduction of
TH/PG cell. Both treatments, combination and HPßCD, slightly increased the
number of TH(+) PG in NPC1−/− mice. However, combination therapy had a
smaller therapy-induced influence on the TH(+) immunoreactivity in NPC1−/−

mice. All data represent the mean ± SEM.

the main motivation for this paper was to demonstrate that
olfactory testing may be used as a suitable biomarker to evaluate
the course of the neurodegenerative signs and symptoms of
NPC1. Furthermore, we investigated the impact of the different
treatment strategies on structural and physiological functions.
Improved olfactory performance during the course of the therapy
suggests that early treatment of NPC1 disease rescues olfactory
function.

Decreased Olfactory Function in
NPC1−/− Mice
Using a simple olfactory screening test we showed that NPC1−/−

mice actually needed significantly more time to find buried pellets
in their bedding and that this impairment could be prevented by
pharmacologic treatment.

As expected, NPC1−/− mice had a severe smell deficit
compared to healthy control mice, particularly an almost 3-fold
increased latency to find a buried piece of food. The results of

the buried pellet test, however, showed a wide range of latencies.
While 25% of the sham-treated NPC1−/− did not succeed to
find the food pellet within a predetermined time of 5 min, 31%
were as fast as the mean of sham-treated NPC1+/+ mice; the
results indicate that the severe morphological damages can in
some individuals be compensated during the complex process of
olfaction. In a control surface pellet test NPC1−/− mice had no
difficulties finding an exposed piece of food indicating that they
most likely have no impairments of motor skills or an altered
motivation for foraging. By this, we confirmed and extended
the results of Seo et al. (2014) who also demonstrated a poor
olfactory performance in NPC1−/− mice. Also, our own recent
studies using electro-olfactogram recordings from the olfactory
mucosa revealed a tendency of decreased odor induced response
amplitudes in NPC1−/− mice (Hovakimyan et al., 2013b).

Differential Regulation of Olfactory
Receptor Genes
The results of our qPCR-experiments regarding olfactory
receptor genes revealed that the expression level of genes that are
organized in a typical zonal pattern in the OE (olfr15, 78 and
1507) was unaltered in NPC1−/− mice compared to wildtype
individuals. In contrast, a significant reduction of mRNA in
NPC1−/− mice was found for genes that belong to the OR37
subfamily. Interestingly, neither the treatment with HPßCD nor
the combination treatment could rescue this problem completely;
thus, regarding these features, the OR37 gene group turned
out to be different from classical ORs. The result is consistent
with our previous observations that the OR37 genes display
unique features, setting them apart from other ORs. They are, for
example, expressed by sensory neurons that are clustered in the
center of the OE and send their axons to only a single glomerulus
in the OB (Strotmann et al., 2000). This is in contrast to the
canonical ORs that are expressed by ORNs widely distributed
throughout the epithelium and project to two or even more
glomeruli. On the next level of organization - the transfer of
information to higher brain centers - OR37 projection neurons
have been shown not to connect to the typical olfactory cortex,
but to nuclei in the amygdala and hypothalamus (Bader et al.,
2012a,b), brain regions related to social phenomena or stress.
Thus, the OR37 subsystem is supposed to be involved in social
communication and may elicit innate reactions in mice (Klein
et al., 2015). It is currently not known whether chemosensors
in the nose that are involved in social communication are
particularly affected in NPC1; the results of our present study
indicate, however, that it may be worth addressing this question
in future studies.

Massive Glia Activation in the Olfactory
Bulb of NPC1−/−

Interestingly, we found an increase in the density of BrdU(+)
proliferating cells as well as a marked enhancement of apoptosis
in the OB of sham-treated NPC1−/− mice. The increased
proliferation activity may be due to the increased number
of microglia cells and astrocytes. This is consistent with the
observation made by Seo et al. (2014) who demonstrated an
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increase of the neurogenic activity in 8 weeks old NPC1−/−

mice. They found a co-localization of BrdU and Iba1 in 36%
of the newly formed cells, implying a 3-fold enhancement of
rapidly proliferating microglia in NPC1−/− when compared
to healthy controls. Further on, they demonstrated that the
excessive microgliosis contributed to a progression of olfactory
impairment due to a markedly increased apoptosis and inhibited
neuronal maturation (Seo et al., 2014). The role of glia in
neurodegenerative processes has been controversially discussed.
Although there is increasing evidence that glia activation is a
result of neuronal death (Suzuki et al., 2003; Chen et al., 2007),
it might also be the reason for neurodegeneration (German
et al., 2002; Seo et al., 2014, 2016). The elevated numbers of
Iba1(+) cells obtained in HPßCD- treated NPC1−/− mice seem
somewhat inconclusive since the western blot analysis did not
reveal an upregulation.

No Loss of Dopaminergic Neurons in
NPC1−/− Mice
Our previous studies have shown a dramatic loss of ORNs in
the OE of NPC1−/− mice (Meyer et al., 2017). Several studies
described a decline of TH(+) PGs after sensory deprivation or
lesion of the OE (Nadi et al., 1981; Stone et al., 1990; Baker
et al., 1993; Cho et al., 1996) and thus it seemed reasonable
to hypothesize that the number of TH(+) dopaminergic PG
is reduced also in NPC1−/− mice. Seo et al. (2014) indeed
demonstrated a reduction of the TH(+) immunoreactivity by
half in the OB of NPC1−/− mice. Surprisingly, our quantification
revealed reduced numbers of TH(+) neurons compared with
NPC1+/+. However, the TH(+) immunoreactivity exhibited
alterations in the TH(+) signal within the glomeruli suggesting
a reduction of TH(+) nerve fibers in NPC1−/−. Western blot
results, however, support the findings of Seo et al. (2014) who
determined the whole signal intensity rather than the number
of TH(+) cells, indicating that the reduction of the TH(+)
signal in NPC1−/− is caused by a diminution of TH protein in
dopaminergic axons and dendrites rather than a destruction of
cells.

Reconstitution of Olfactory Function
After Combination and HPßCD Treatment
A central finding of the present study is that the treatment
of a Niemann–Pick disease mouse model with combination or
HPßCD led to a significant improvement of olfactory function.
While combination-treated NPC1−/− mice needed on average
about 20% longer latency time than NPC1+/+ control mice,
HPßCD- treated NPC1−/− mice were even minimally faster
indicating that both therapies could normalize olfactory function
in 8 weeks old NPC1−/− mice.

Our mRNA data for Omp and Adcy3 indicated no
regulation of surviving ORN in NPC1−/− mice. Also, previous
electrophysiological recordings of the OE revealed no significant
latencies (Hovakimyan et al., 2013b) supporting the notion that
OE dynamics such as extremely increased proliferation and
generation of new progenitors might compensate for the loss
of ORN in sham-treated NPC1−/− mice. Therefore, olfactory

deficits are likely to be due to central deficits at the level of the
OB. After treatment, OB morphology showed less micro- and
astrogliosis as well as a decrease of apoptosis even though a
complete normalization to the level of NPC1+/+ mice could not
be realized. Former investigations of the cell and tissue dynamics
of the OE of NPC1−/− revealed a markedly reduced apoptosis
and macrophage activity in combination-treated NPC1−/−

(Meyer et al., 2017).
The monotherapy with HPßCD also revealed a normalization

of olfactory function and a visible reduction of apoptosis and
astrogliosis in NPC1−/−mice. Several studies proved the benefit
of HPßCD in mice (Liu et al., 2010; Maass et al., 2015; Tanaka
et al., 2015) and humans (Ramirez et al., 2010; Maarup et al.,
2015). In the NPC1−/− OB, proliferation as well as Iba1(+)
microglial activity remained unchanged after HPßCD therapy
and complied with the profile of sham-treated NPC1−/− mice.
Surprisingly, both combination and HPßCD treatment did not
lead to increased numbers of TH(+) dopaminergic neurons and
increased protein levels in the OB, which could otherwise be
linked with impaired olfactory acuity (Huisman et al., 2004;
Mundinano et al., 2011).

The slight, but not significant increase of TH(+) neurons and
simultaneously constant protein content after HPßCD treatment
may indicate a reduction of TH protein per cell rather than a
substantial change of cell numbers, as reported by Seo et al. (2014,
2016). Also, microglia activity is able to positively influence the
survival of TH(+) mesencephalic neurons (Nagata et al., 1993).

CONCLUSION

The present study sheds light on the issue, if easy- to- perform
olfactory tests in patients with neurodegenerative diseases may be
used as predictive or control tests for the course of a disease, e.g.,
in dependence of a treatment strategy. Our data in NPC1 show
that both treatment approaches prevent neurodegeneration and
simultaneously ameliorate olfactory dysfunction.

What is more, these investigations should be expanded to
study not only prevention of neurodegenerative symptoms, but
also their reversal after a later onset of treatment efforts, which
seems more realistic in practice.
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FIGURE S1 | Scheme of the drug application for the combination treatment. Only
mice used for immunohistochemical experiments received BrdU.

FIGURE S2 | Performance of NPC1+/+ and different treated NPC1−/− mice on
surface pellet test. Mean values of the latencies vary from minimum 5.16 s
(sham-treated NPC1+/+) to a maximum of 11.07 s (HPßCD-treated NPC1−/−),

indicating that all tested mice most likely have no impairments of motor skills or an
altered motivation for foraging. Box plot graphs represent the mean ± SEM and
depict the median, the upper and lower quartiles, and outliers (pentagon and
circle). ∗p ≤ 0.05, ∗∗p ≤ 0.01.

FIGURE S3 | Housekeeping genes Ppia and ß-Actin were not regulated in the
olfactory bulb (OB) and the olfactory epithelium (OE) of NPC1−/− mice.
Determination of relative expression of certain markers and receptors require
normalization to reference genes. The analyses of Cq values (cycle of
quantification) resulted in Ppia and ß-Actin as appropriate housekeeping genes in
the OB and OE (A–D). No regulation was present between NPC1+/+ and
NPC1−/− mice. Data are represented as mean ± SEM, n = 10–15.

TABLE S1 | Results of the buried and the surface pellet test. Latencies are
expressed as the mean values ± SEM in s.

TABLE S2 | FAM-MGB coupled Taqman probes and housekeeping genes used
for quantitative RT-PCR.

TABLE S3 | Results of the BrdU(+) and TH(+) quantification of the unilateral OB.
Cell densities are expressed as the mean values ± SEM in cells/mm3.

TABLE S4 | Quantitative RT-PCR displays the relative expression of Bax and Bcl2
mRNA including the Bax/Bcl2 ratio in the olfactory bulb (OB) of differently treated
NPC1−/− mice (n = 3) compared to NPC1+/+ mice (n = 3). Data are normalized
to Ppia and represent as mean ± SEM.
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The globus pallidus (GP) is emerging as a critical locus of basal ganglia control of

motor activity, but the exact role of GABAergic GP neurons remain to be defined.

By targeted expression of channelrhodopsin 2 (ChR2) in GABAergic neurons using

the VGAT-ChR2-EYFP transgenic mice, we showed that optogenetic stimulation of

GABAergic neurons in the right GP produced hyperkinesia. Optogenetic stimulation

of GABAergic GP neurons increased c-Fos-positive cells in GP, M1 cortex, and

caudate-putamen (CPu), and decreased c-Fos-positive cells in entopeduncular nucleus

(EPN), compared to the contralateral hemisphere. In agreement with the canonical

basal ganglia model. Furthermore, we delivered AAV-CaMKIIα-ChR2-mCherry virus to

the excitatory neurons of the subthalamic nucleus (STN) and selectively stimulated

glutamatergic afferent fibers from the STN onto the GP. This optogenetic stimulation

produced abnormal movements, similar to the behaviors that observed in the

VGAT-ChR2-EYFP transgenic mice. Meanwhile, we found that the c-Fos expression

pattern in the GP, M1, STN, EPN, and CPu produced by optogenetic activation

of glutamatergic afferent fibers from the STN in GP was similar to the c-Fos

expression pattern in the VGAT-ChR2-EYFP transgenic mice. Taken together, our results

suggest that excess GP GABAergic neurons activity could be the neural substrate

of abnormal involuntary movements in hyperkinetic movement disorders. The neural

circuitry underlying the abnormal involuntary movements is associated with excessive

GP, M1, CPu activity, and reduced EPN activity. Inhibition of GP GABAergic neurons

represents new treatment targets for hyperkinetic movement disorder.

Keywords: optogenetic stimulation, GABAergic neurons, hyperkinesia, movement disorders, globus pallidus

INTRODUCTION

The basal ganglia (BG), consisting of the striatum; the internal and external globus pallidus
(GPi and GPe), which are also referred to as the globus pallidus (GP) and the entopeduncular
nucleus (EPN) in rodents; the subthalamic nucleus (STN) and the substantianigra (SN), receives
and processes cortical inputs and in return regulates cortical activity (Albin et al., 1989). The
BG plays an important role in motor control through the direct and indirect pathways with
the coordinated activity but often opposite effects on movement; the direct pathway selects
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specific motor programs/actions to facilitate movement, whereas
the indirect pathway suppresses undesired motor programs
(Albin et al., 1989; Chevalier and Deniau, 1990; Hikosaka, 2007;
Gerfen and Surmeier, 2011; Rothwell, 2011). Consistent with the
classical model of the basal ganglia, optogenetic activation of
the striatal media spiny neurons (MSNs) in the direct pathway
increases ambulation, while activation of the striatal MSNs in
the indirect pathway decreases ambulation (Kravitz et al., 2010).
The GP is traditionally considered as a homogeneous relay
component of the “indirect pathway” (Albin et al., 1989; Gittis
et al., 2014), but it is increasingly recognized as the central “hub”
(Qiu et al., 2010, 2016; Goldberg and Bergman, 2011; Gittis et al.,
2014) for its centrally placed structure in the basal ganglia that
receives inputs from and projects to all major BG components
(Grillner et al., 2005; Nambu, 2008; Goldberg and Bergman,
2011). The GP receives major GABAergic input through the
afferent fibers from the striatopallidal projection neurons and
glutamatergic input from the afferent fibers from the STN (Kita,
2007). The critical role of the GP in the control of movement is
illustrated by the abnormal activity of GP neurons in movement
disorders, including the increased firing rates in the GP in
Huntington’s disease (Starr et al., 2008) and beta oscillations
of the GP neurons in Parkinson’s disease (PD) (Mallet et al.,
2008). Consistent with the critical role of the GP in basal ganglia
circuits and behavior, quinolinic acid lesion of the GP leads to
a decrease in spontaneous movement (Hauber et al., 1998) and
activation of GP neurons by the microinjection of the GABAA
receptor antagonist bicuculline (Matsumura et al., 1995) into
the GP induces spontaneous movement (Grabli et al., 2004) and
dyskinesia in primates (Crossman et al., 1984; Bronfeld et al.,
2010).

However, the GP control of motor activity is complex
since motor suppression has been associated with either
electrophysiological pause (Kita and Kita, 2011), increased firing
rate (Starr et al., 2008), or beta-oscillation (Pavlides et al., 2012).
The firing rates of pallidal neurons are similar in Huntington’s
(with the increased abnormal movements) and PD patients
(with reduced motor activity) (Tang et al., 2005). Studies with
neurotoxin lesion and pharmacological activation have also
produced results that are not consistent with the model. For
example, GP lesion in rats increases (rather than decreases)
spontaneousmovement (Norton, 1976; Joel et al., 1998; Qiu et al.,
2016). These mixed results, in part, reflect the complex neuronal
connections of the GP with other structures of the basal ganglia
and the molecular and functional diversity of GP neurons that
contribute to motor and non-motor features of behavior (Mallet
et al., 2012; Gittis et al., 2014; Mastro et al., 2014). The exact
function of the GP inmotor control largely remains to be defined.

The difficulty in defining GP function is, in part, due to
technical limitations in selectively manipulating defined elements
of the GP circuit in freely moving animals. The GP has
heterogeneous neuronal populations; a majority of GP neurons
(∼95%) are GABAergic neurons, while a minority of GP neurons
(∼5%) are cholinergic neurons (Hegeman et al., 2016). GP
GABAergic neurons can be divided into two classes based on
their firing patterns, which are termed as “prototypical” neurons
and “arkypallidal” neurons (Mallet et al., 2008; Abdi et al., 2015;

Dodson et al., 2015). The prototypical and arkypallidal neurons
project to distinct targets. The prototypical neurons project
to STN and EPN, whereas arkypallidal neurons only project
to the striatum (Mallet et al., 2012). The two populations of
GABAergic GP neurons express different sets of transcription
factors and have different roles (Abdi et al., 2015; Bahuguna
et al., 2017; Lindahl and HellgrenKotaleski, 2017). A recent study
found that activation of arkypallidal neurons suppressed motor
output (Glajch et al., 2016). The exact role of GABAergic GP
neurons in motor control is still unclear. Using the recently
developed optogenetics (Boyden et al., 2005; Zhang et al., 2010)
for manipulating the intrinsic GABAergic neurons in GP and
glutamatergic afferents from STN in freely moving mice, we
investigate the role of GABAergic GP neurons in the control of
movement.

MATERIALS AND METHODS

Animals
The experiments were performed on 8- to 10-week-old mice.
The VGAT-ChR2-EYFP mice were obtained from MinminLuo’s
laboratory at Beijing University, China (Zhao et al., 2011).
In these mice, channelrhodopsin-2 (ChR2) was expressed in
neurons under control of the vesicular GABA transporter
(VGAT) promoter. VGAT was expressed by GABAergic neurons
(Zhao et al., 2011) so that optical stimulation in these mice
selectively stimulated GABAergic neurons. In addition, because
the ChR2 was fused to EYFP, EYFP fluorescence was used to
visualize the cellular localization of ChR2 (Henderson et al.,
2014). All procedures were performed in accordance with the
guidelines of the Zhejiang University Animal Experimentation
Committee. This committee approved the experiments.

Surgery
The mice were anesthetized with pentobarbital sodium (80
mg/kg, Sigma-Aldrich) and fixed to a stereotaxic apparatus
(Stoelting). The guide cannula (RWD Life Science) was
unilaterally implanted into the right GP [(Anterior–Posterior
(AP): −0.3mm, Medial–Lateral (ML): +1.9mm, Dorsal-Ventral
(DV): 2.6mm) (according to the mouse brain in Stereotaxic
Coordinates; Paxinos and Franklin, 2001)]. Four skull screw
holes were drilled, and tightly fitting screws were driven through
the skull until the surface of the dura was reached. Both the
cannula and the stainless steel anchoring screws were fixed to
the skull with dental cement. After the surgical procedures,
the animals were allowed to recover in individual chambers
for at least 7 days. During experimentation, each animal was
transferred to a chamber and connected to an optical fiber.

EEG Recording
The animals were also implanted with a custom-made
electroencephalogram (EEG) unit, which was placed on the
rear of the skull, posterior to the site of cannula implantation.
EEG signals were recorded from electrodes placed on the M1
cortex (AP: +2.1mm, ML: +2.0mm). The EEG signals from the
implanted electrodes were monitored using the headstage of an

Frontiers in Behavioral Neuroscience | www.frontiersin.org 2 August 2018 | Volume 12 | Article 185137

https://www.frontiersin.org/journals/behavioral-neuroscience
https://www.frontiersin.org
https://www.frontiersin.org/journals/behavioral-neuroscience#articles


Tian et al. GP GABAergic Neurons Produce Hyperkinesia

EEG recording system (RM6240). Fast Fourier Transform (FFT)
analyses were performed to determine the frequency spectrum.

Virus Injections
The AAV-CaMKIIα-ChR2-mCherry virus, which expressed
ChR2 fused to the mCherry fluorescent protein under the control
of the CaMKIIα promoter, was purchased from Shanghai SBO
Medical Biotechnology. The virus was stereotaxically injected
into eight C57/BL6 mice. The virus (0.3 µl) was injected into
the right STN (AP: −1.8mm, ML: +1.8mm, DV: 3.6mm) using
Quintessential Stereotaxic Injector (Stoelting) at 40 nl/min. The
mice were allowed to recover from the injection for 2 weeks for
maximal virus expression prior to behavioral assessments.

In vivo Optical Stimulation and Behavioral
Tests
The optical fiber (0.2mm in diameter) was inserted into the
implanted cannula, and pulse trains of light (473 nm, 5–12 mW,
5ms pulses at 20Hz for 30 s) were delivered. The behavioral
activities of the mice in response to optical stimulation were
continuously observed and analyzed in the home cages. Eight
types of behaviors were evaluated during the 30-s period
that preceded optical stimulation, as well as during optical
stimulation. The behaviors were defined as follows: (1) resting
(awake without movements); (2) grooming; (3) exploration
(moving in the cage); (4) licking; (5) chewing; (6) torsion
spasms; (7) turning left; and (8) turning right. The duration of
each behavior was quantified. Detailed behavioral analyses were
performed offline using the recorded video. The analysis was
made independently by two members of the laboratory who were
blind to the treatments (none of the authors). Eight VGAT-ChR2-
EYFP mice and eight mice infected with AAV-CaMKIIα-ChR2-
mCherry were used to do the behavioral tests.

Immunohistochemistry
To verify the targeted expression of the ChR2-expressing neurons
in the GP and STN and their projections in the GP, the mice
were anesthetized with pentobarbital sodium (160mg/kg, Sigma-
Aldrich) and transcardially perfused with physiological saline,
followed by 4% paraformaldehyde. The brains were post-fixed
in 4% paraformaldehyde overnight at 4◦C. Coronal sections
(30µm) were treated with 0.3% Triton X-100 and placed in
a PBS blocking solution containing 5% bovine serum albumin
for 1 h at room temperature. The sections were then incubated
with primary antibodies (mouse anti-GAD67, 1:1,000, millipore;
goat anti-CaMKIIα, 1:500, abcam) in blocking solution for 1
day at 4◦C. The sections were then washed in PBS three times
for 5min each and incubated for 2 h at room temperature with
FITC-, Cy3-, or Cy5-conjugated secondary antibodies (1:1,000,
SIGMA). To determine c-Fos immunoreactivity in the basal
ganglia and cortex, the mice were continuously stimulated (5-
ms pulses at 20Hz) for 10min and transcardially perfused
90min later. After the sectioning and blocking procedures
described above were completed, the sections were incubated
with the primary antibody (rabbit anti-c-Fos, 1:500, calbiochem)
for 1 day at 4◦C. Then, the sections were washed in PBS
three times for 5min each and incubated for 2 h at room

temperature with the Cy3-conjugated or Alexa 448-conjugated
secondary antibody (1:1,000, SIGMA). The sections were then
rinsed in 90% glycerol and coverslipped, and the immunostained
neurons were analyzed. Ten VGAT-ChR2-EYFP mice, 10 wild-
type mice, and eight mice infected with AAV-CaMKIIα-ChR2-
mCherry were used for c-Fos immunohistochemistry. Three
brain sections containing the GP (at −0.3mm bregma), M1
(at 2.1mm bregma), EPN (at −1.3mm bregma), STN (at
−1.8mm bregma), and dorsal striatum (caudate-putamen, CPu)
(at +0.3mm bregma) per mouse were selected to count c-Fos-
positive neurons. For each brain section, the total number of
c-Fos-positive neurons in a given brain structure was counted
and divided by the area occupied by this structure (in square
millimeters) to obtain a density (number of c-Fos-positive
neurons/area in square millimeters). c-Fos-positive neuron
counts were performed at 20X magnification by an observer who
was blind to the experimental treatment. Three sections for each
area permouse were analyzed. The resulting values were averaged
for each area per mouse, and these averages were compared
across groups.

Statistical Analysis
Behavioral studies were analyzed using a paired, two-tailed t-
test. The paired, two-tailed t-test was performed both prior
to and during optical stimulation. For c-Fos expression data,
another paired, two-tailed t-test was performed between the
sides ipsilateral and contralateral to the optical stimulation of
mice transfected with AAV-CaMKIIa-ChR2 in STN. A two-
way ANOVA, followed by post-hoc Tukey’s test, was performed
among three groups of VGAT-ChR2-EYFP transgenic mice and
wild-type control mice. Statistical analysis was performed with
SPSS version 17. P < 0.05 was taken to be statistically significant.
The specific tests used were noted in the text and figure legends.

RESULTS

Optical Stimulation of GABaergic Neurons
in the Right GP Produced Hyperkinesia
We first verified that ChR2 expression was restricted to
GABAergic neurons under control of VGAT promoter, which
directed the selective expression of ChR2 in GABAergic and
glycinergic neurons (Chaudhry et al., 1998) in the VGAT-ChR2-
EYFP transgenic mice (Zhao et al., 2011). Consistent with the
previous report (Zhao et al., 2011), we found that ChR2 was
selectively expressed in GP GABAergic neurons as indicated
by the co-localization of ChR2 and GAD67 (a marker for
GABAergic neurons) in GP in the VGAT-ChR2-EYFP transgenic
mice (Figure 1A). Thus, we employed the VGAT-ChR2-EYFP
transgenic mouse line to manipulate the activity of GABAergic
neurons for studying the behavioral response to light (ChR2)
stimulation.

We applied 5-ms pulses of photostimulation at 20Hz for
10–30 s to activate ChR2 in the GP GABAergic neurons
and found that the mice developed dystonia-like, hyperkinetic
motor symptoms (dystonia-like posture, repetitive grooming,
licking, chewing, and circling left) in response to ChR2
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FIGURE 1 | ChR2 activation of the GP GABAergic neurons induced dystonia-like behaviors in VGAT-ChR2-EYFP transgenic mice. (A) Specific expression of ChR2 in

GP GABAergic neurons in VGAT-ChR2-EYFP transgenic mice. The confocal images show that GP GABAergic neurons expressed ChR2-EYFP and were co-stained

with GAD67. (B) The mouse did not show any abnormal performance before light stimulation (upper panel) and showed torsion of the neck and forelimb after light

stimulation of the right GP (lower panel). The symptoms could be seen more clearly in the video (Video S1). (C) The percentage of the 30-s period the animal spent

engaging in each behavior. During optical stimulation of the right GP, the VGAT-ChR2-EYFP transgenic mice displayed more grooming, licking, chewing, dystonia-like

behaviors (torsion of the neck and left forelimb) and circling left, and displayed less resting, exploration and circling right, compared to that prior to light stimulation

[**p < 0.01, ***p < 0.001, n = 8, using a paired, two-tailed t-test; grooming: t(7) = −4.989, p = 0.002; licking: t(7) = −10.728, p < 0.001; chewing: t(7) = −18.466, p

< 0.001; torsion spasm: t(7) = −24.826, p < 0.001; circling left: t(7) = −10.458, p < 0.001; resting: t(7) = 5.255, p = 0.001; exploration: t(7) = 6.844, p < 0.001;

circling right; t(7) = 5.624, p = 0.001]. (D) EEG recording in the M1 cortex from a mouse that developed dystonia-like behaviors. The EEG signal in the M1 cortex did

not show any sign of epileptic activity. The red dashed line represents the time of optical stimulation. Power spectrum of EEG signals recorded before, during, and

after stimulus are depicted. There was no apparent increased power for the frequency range from 0.5 to 40Hz during the stimulus.

stimulation (Figure 1B; Video S1). To quantify the abnormal
behaviors produced by ChR2 stimulation, we adapted the
following behavioral rating system: 1. resting (awake without
movement); 2. grooming (cleaning its whiskers with its
forelimbs); 3. exploration; 4. licking; 5. chewing; 6. torsion
spasm; 7. circling left; and 8. circling right. The duration of
the eight types of behavior was quantified in 30-s segments
during ChR2 stimulation and over a 30-s control period
before ChR2 stimulation. Under normal conditions, the mice
primarily displayed resting, explorative, and grooming behaviors.
During optical stimulation of the right GP, the VGAT-ChR2-
EYFP transgenic mice displayed more stereotyped movements
(grooming, licking, and chewing), as well as dystonia-like
behaviors (torsion of the neck and left forelimb) and circling

left, and displayed less resting, exploration and circling right,
compared to that prior to light stimulation [∗∗p < 0.01; ∗∗∗p <

0.001; n = 8, using a paired, two-tailed t-test; grooming: t(7) =
−4.989, p = 0.002; licking: t(7) = −10.728, p < 0.001; chewing:
t(7) = −18.466, p < 0.001; torsion spasm: t(7) = −24.826, p <

0.001; circling left: t(7) = −10.458, p < 0.001; resting: t(7) =

5.255, p = 0.001; exploration: t(7) = 6.844, p < 0.001; circling
right; t(7) = 5.624, p = 0.001] (Figure 1C). To exclude the
possible epileptic effect of ChR2 stimulation in GP GABAergic
neurons, we also simultaneously recorded EEGs from M1 cortex
in the mice (n = 8) that developed dystonia-like behaviors
under ChR2 stimulation. When the mice displayed dystonia-
like behaviors, the EEG from M1 showed no sign of epileptic
activities, indicating that the dystonia-like behaviors were not
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caused by seizures. We also performed FFT analyses on original
EEG signals to determine the frequency spectra. There was no
apparent increased power for the frequency range from 0.5 to
40Hz during the stimulus. An example of EEG recordings is
represented in Figure 1D.

ChR2 Stimulation of the GP GABaergic
Neurons Produced the Network Level
Changes of the Basal Ganglia Circuit, as
Indicated by c-Fos Expression in the GP,
M1, EPN, STN, and CPu
Next, we used c-Fos as a marker for neuronal activity to
determine the influence of GP GABAergic neuron activation
on the basal ganglia network level activities. The right GP was
optically stimulated, and c-Fos expression in the GP, EPN, M1,
STN, and CPu was determined and compared between the two
hemispheres of the VGAT-ChR2-EYFP transgenic mice and the
light-exposed hemisphere of wild-typemice (control). The c-Fos-
expressing neurons in the GP were all GAD67-positive neurons
(Figures 2A,B), indicating that optical stimulation activated
GP GABAergic neurons. ChR2 stimulation of right side GP
GABAergic neurons increased the c-Fos-positive neurons in the
ipsilateral GP, M1 and CPu, and decreased the c-Fos-positive
neurons in the ipsilateral EPN, compared to the contralateral
side. There was no statistically significant difference between the
c-Fos-positive neurons in the ipsilateral STN and contralateral
side (n = 10, two-way ANOVA followed by post-hoc Tukey’s
test). There was a significant effect of ChR2 stimulation [F(2,18)
= 20.377, p < 0.001] and brain region effect [F(4,36) = 54.76, p
< 0.001]. A ChR2 stimulation–brain region interaction [F(8,72)
= 28.22, p < 0.001] occurred. Post-hoc comparison: GP (right
hemisphere light vs. left hemisphere): ∗∗∗p < 0.001; M1 (right
hemisphere light vs. left hemisphere): ∗∗∗p < 0.001; EPN (right
hemisphere light vs. left hemisphere): ∗∗∗p < 0.001; CPu (right
hemisphere light vs. left hemisphere): ∗∗∗p < 0.001; STN (right
hemisphere light vs. left hemisphere): P = 0.9980 (Figure 2C).
These results indicated that excessive GP activity reduced EPN
activity and increased M1 and CPu activity.

ChR2 Stimulation of Glutamatergic
Afferent Fibers From the STN in the GP
Produced Similar Abnormal Movements
The GP primarily receives glutamatergic afferent fibers from
the STN (Kita, 2007). To assess the effect of stimulating
glutamatergic afferent fibers from the STN in the GP, we injected
AAV-CaMKIIα-ChR2-mCherry virus into the right STN. We
confirmed that ChR2-mCherry was selectively expressed in the
STN but not in other nearby regions (Figure 3A). We also
found that ChR2-mCherry was expressed in the two other
remote brain regions: the ipsilateral GP and EPN, but not in the
ipsilateral M1 (Figure 3A). The selected schematics were adapted
from the mouse brain in Stereotaxic Coordinates (Paxinos and
Franklin, 2001). The results were consistent with the notion
that the GP and EPN are the targets of STN, except for M1
(Hamani et al., 2004). The ChR2-mCherry expression STN
neurons were all CaMKIIα positive (Figure 3B). We verified

that ChR2 was expressed in the glutamatergic afferent fibers
from the STN in the GP. According to current knowledge,
one of the distinct advantages of the optogenetic approach is
the ability to selectively manipulate basal ganglia projections
to define its role in the control of motor and motivation and
emotional behavior (Deisseroth, 2014). We implanted the fiber
guide cannula above the right GP to selectively stimulate the
glutamatergic afferent fibers from the STN in the GP (Figure 3C).
Following ChR2 stimulation of the STN axons in the GP (but
not the EPN), the mice displayed more stereotyped movements
(grooming) and dystonia-like behaviors (torsion of the neck and
left forelimb), and displayed less resting and exploration, similar
to the behaviors produced by ChR2 stimulation of GABAergic
neurons in the right GP in the VGAT-ChR2-EYFP transgenic
mice. The mice did not display chewing and licking. The mice
rotated in the opposite direction, compared to the VGAT-ChR2-
EYFP transgenic mice [∗∗p < 0.01, ∗∗∗p < 0.001, n = 8, using
a paired, two-tailed t-test; grooming: t(7) = −6.859, p < 0.001;
torsion spasm: t(7) = −15.317, p < 0.001; resting: t(7) = 8.793, p
< 0.001; exploration: t(7) = 10.604, p < 0.001; circling left: t(7)
= 4.660, p = 0.002; circling right: t(7) = −10.817, p < 0.001;
chewing: t(7) = −0.261, p = 0.802; licking: t(7) = −0.475, p =

0.649; Figure 3D].

ChR2 Stimulation of Glutamatergic
Afferent Fibers From the STN in the GP
Produced Similar Network Level Changes
of Basal Ganglia Circuit as Indicated by
c-Fos Expression in the GP, M1, STN, EPN,
and CPu
We further investigated the effect of ChR2 stimulation of
glutamatergic afferent fibers from the STN in the GP on the
expression of c-Fos in the GP, M1, STN, EPN, and CPu.
We found that ChR2 stimulation of glutamatergic afferent
fibers from the STN in the GP increased the c-Fos-positive
neurons in the ipsilateral GP, M1, and CPu, and decreased
the c-Fos-positive neurons in the ipsilateral EPN, compared to
the contralateral side, similar to the ChR2 stimulation of GP
GABAergic neurons in the VGAT-ChR2-EYFP transgenic mice.
There was no statistically significant difference between the c-
Fos-positive neurons in the ipsilateral STN and contralateral side
[∗∗∗p < 0.001; n = 8, using a paired, two-tailed t-test; GP: t(7)
= 11.143, p < 0.001; M1: t(7) = 14.697, p < 0.001; CPu: t(7) =
13.353, p < 0.001; EPN: t(7) = −16.253, p < 0.001; STN: t(7) =
0.607, p= 0.563; Figure 4].

DISCUSSION

There are few studies directly addressing the effect of optogenetic
stimulation of GP neurons on motor activity. Here we used the
recently developed optogenetics for manipulating the intrinsic
GABAergic neurons in GP and glutamatergic afferents from STN
in freely moving mice to study the exact role of GP neurons in the
control ofmovement.We found that the light activation of ChR2-
expressing GP neurons in the VGAT-ChR2-EYFP transgenic
mice produced dystonia-like behaviors (e.g., torsion spasm of
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FIGURE 2 | ChR2 stimulation of the GP GABAergic neurons produced the network level changes of basal ganglia circuit as indicated by c-Fos expression in the GP,

M1, EPN, STN, and CPu. (A) We detected c-Fos immunoreactivity in the light-exposed ipsilateral and contralateral hemispheres of VGAT-ChR2-EYFP transgenic

mice, as well as in the light-exposed hemisphere of wild-type mice (control). (B) The c-Fos-positive neurons in the GP were all GAD67-positive neurons. (C) A bar

graph of c-Fos-positive cell counts in the GP, M1, EPN, STN, and CPu. Asterisks indicate significant difference between the c-Fos-positive cells in ipsilateral

hemispheres and contralateral hemispheres to optical stimulation {n = 10, two-way ANOVA followed by post-hoc Tukey’s test. There was a significant effect of ChR2

stimulation [F (2,18) = 20.377, p < 0.001], and brain region effect [F (4,36) = 54.76, p < 0.001]. A ChR2 stimulation–brain region interaction [F (8,72) = 28.22, p <

0.001] occurred. Post-hoc comparison: GP (right hemisphere light vs. left hemisphere): ***p < 0.001; M1 (right hemisphere light vs. left hemisphere): ***p < 0.001;

EPN (right hemisphere light vs. left hemisphere): ***p < 0.001; CPu (right hemisphere light vs. left hemisphere): ***p < 0.001}.

the neck and abnormal forelimb posture) and stereotyped
movements (repeated grooming, chewing, and licking). This is
due to the fact that all ChR2-expressing GABAergic neurons
that have an axon passing through or projecting into the GP
could be activated in this way. Therefore, it is not quite certain
whether the dystonia-like behaviors were caused by excessive
activity of the intrinsic GABAergic neurons in the GP. Then,
we indirectly drove the firing of GP neurons through activation
of their excitatory inputs from the STN by injection of AAV
virus containing ChR2 in STN and light stimulation in the
GP. Following ChR2 stimulation of the STN axons in the GP
(but not the EPN), the mice displayed stereotyped movements
(grooming) and dystonia-like behaviors (torsion of the neck
and left forelimb) similar to the behaviors produced by ChR2
stimulation of GABAergic neurons in the right GP in the VGAT-
ChR2-EYFP transgenic mice. We also noticed that the mice did
not display chewing and licking and rotated in the opposite

direction compared to the VGAT-ChR2-EYFP transgenic mice.
We considered that the dystonia-like behaviors could be mainly
caused by excessive activity of the intrinsic GABAergic neurons
in the GP. As we know, stimulation of STN axons in the
GP mainly drove GP neurons, but the effects of antidromic
stimulation also needed to be taken into account. Stimulation
of STN axons in the GP likely drives all the other basal ganglia
synaptic targets of STN neurons. It was possible that the different
behaviors in the two experimental conditions were caused by the
wide-spread excitatory effects evoked by STN stimulation. Our
finding of the induction of abnormal involuntary movements by
optogenetic activation of GABAergic GP neurons collaborates
with previous pharmacological, lesioning, and electrophysiology
studies (Grabli et al., 2004; Reiner, 2004; Starr et al., 2008),
providing new support for the critical role of the GP in
the control of motor activity. For example, in primates, local
microinjection of the GABAA antagonist bicuculline into the
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FIGURE 3 | ChR2 stimulation of glutamatergic afferent fibers from the STN in the GP produced similar abnormal movements. (A) ChR2-mCherry was selectively

expressed in the STN but not in other nearby regions. ChR2-mCherry was also expressed in the two other remote brain regions: GP and EPN, but not in the M1. The

selected schematics were adapted from the mouse brain in Stereotaxic Coordinates (Paxinos and Franklin, 2001). (B) ChR2-mCherry-expressing STN neurons

co-stained with the excitatory neuron-specific marker CaMKIIα. (C) Schematic of the optical stimulation of glutamatergic afferent fibers from the STN in the GP. (D)

The percentage of the 30-s period the animal spent engaging in each behavior. During optical stimulation of the right GP, the mice displayed more grooming,

dystonia-like behaviors (torsion of the neck and left forelimb) and circling right, and displayed less resting and exploration [**p < 0.01, ***p < 0.001, n = 8, using a

paired, two-tailed t-test; grooming: t(7) = −6.859, p < 0.001; torsion spasm: t(7) = 15.317, p < 0.001; resting: t(7) = 8.793, p < 0.001; exploration: t(7) = 10.604, p

< 0.001; circling left: t(7) = 4.660, p = 0.002; circling right: t(7) = −10.817, p < 0.001; chewing: t(7) = −0.261, p = 0.802; licking: t(7) = −0.475, p = 0.649].

GP induced abnormal involuntary movements (Grabli et al.,
2004), while lesioning of the GP with quinolinic acid decreased
spontaneous movement (Ayalon et al., 2004). To the best of
our knowledge, the present study is the first time to selectively
manipulate GABAergic GP neurons in freely moving animals to
investigate the critical role of the GP in the control of motor
activity.

Additionally, the expression patterns of c-Fos (a marker of
neuronal activation) (Sagar et al., 1988) in the five basal ganglia
structures (GP, M1, STN, EPN, and CPu) in response to ChR2
activation of the GABAergic GP neurons suggest that the neural

circuitry underlying the abnormal involuntary movements is
associated with excessive GP, M1, CPu activity and reduced EPN
activity. GP GABAergic neurons can be divided into two classes
based on their firing patterns, which are termed as “prototypical”
neurons and “arkypallidal” neurons. The prototypical and
arkypallidal neurons project to distinct targets. Arkypallidal
neurons are the major GP cell type input to the striatum, while
almost all prototypical neurons innervate STN (Abdi et al., 2015).
The activation of arkypallidal neurons was supposed to decrease
the c-Fos expression in the striatum. However, in our study we
found that the c-Fos-positive neurons in the ipsilateral CPu were
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FIGURE 4 | ChR2 stimulation of glutamatergic afferent fibers from the STN in the GP produced similar changes in c-Fos expression in the GP, M1, STN, EPN, and

CPu as ChR2 stimulation of GABAergic neurons in the GP. (A) c-Fos expression in the light-exposed (right) and contralateral (left) hemisphere of the mouse after ChR2

stimulation of glutamatergic afferent fibers from the STN in the GP. c-Fos expression was detected in the GP, M1, STN, EPN, and CPu. (B) Quantitative analysis of

c-Fos-positive cell counts in the GP, M1, STN, EPN, and CPu are presented in a bar graph. Asterisks indicate significant differences between the ipsilateral

hemisphere and contralateral hemisphere to optical stimulation [***p < 0.001; n = 8, using a paired, two-tailed t-test; GP: t(7) = 11.143, p < 0.001; M1: t(7) = 14.697,

p < 0.001; CPu: t(7) = 13.353, p < 0.001; EPN: t(7) = −16.253, p < 0.001; STN: t(7) = 0.607, p = 0.563].

increased after the ChR2 stimulation of GP GABAergic neurons.
We had to take into account the activation of prototypical
neurons. The activation of prototypical neurons will inhibit the
EPN through an indirect motor pathway (GP—STN—EPN). We
did find the predominant decrease of the c-Fos-positive neurons
in the ENP. The ENP is the major inhibitory output nuclei of
the BG. The decreased ENP activity will lead to increased cortex
activity. Then the increased excitatory input to the CPu from
the cortex will lead to increased CPu activity, aligned with the
findings in our study. So the reason for c-Fos increases in the CPu
could be related to the activation of prototypical neurons in our
study. Then, we inferred that prototypical neurons could be more
influential in obtaining our results. Recently, Glajch showed that
specific activation of arkypallidal neurons suppressed movement
(Glajch et al., 2016). Our results are consistent with Glajch’s
study. Since the arkypallidal neurons suppress movement, the
prototypical neurons possibly play different and even opposing
roles in motor control, producing hyperkinesia, as shown in

our study. This finding is needed to study the exact role of
prototypical neurons in movement control in the future.

Another noteworthy observation is that no significant activity
decrease was observed in the STN (the major output target
of the GP) in response to ChR2 activation of the GABAergic
GP neurons. The most likely reason for this is the complex
organization of the STN. The STN is also the target of the cortex,
thalamus and brainstem, not only the target of the GP (Hamani
et al., 2004). We need to take into account the excitatory input to
the STN from the cortex. The relationship between STN activity
and motor symptoms is complicated. It is reported that both
optogenetic excitation and inhibition of STN neurons did not
change the PD rats’ motor symptoms (Gradinaru et al., 2009).
Meanwhile, we found that the c-Fos expression pattern in the
GP, M1, STN, EPN, and CPu produced by optogenetic activation
of glutamatergic afferent fibers from the STN in the GP was
similar to the c-Fos expression pattern produced by optogenetic
activation of GABAergic neurons in the GP. Here, although
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the STN processes were stimulated directly, the c-Fos-positive
neurons in the STN did not increase. The most likely reason
for this is that STN activity could be affected by other afferent
projections, such as GABAergic afferent projections from the GP.
These findings support that optogenetic activation of GABAergic
neurons in the GP and glutamatergic afferent fibers from the
STN in the GP produced similar motor behaviors, which were
caused by similar network changes of the basal ganglia circuit.
The exact role of the STN in the basal ganglia needs for study
in future experiments. Of course, the c-Fos expression is not
directly related to neuronal activity. It is still not clear whether
the stimulation increased firing rate of GP neurons or promoted
synchronization within the GP. In the future, quantifying the
light stimulation effect on the electrical activity of GP neurons
will be more accurate.

Recently, optogenetic stimulation of intrinsic GP neurons has
been shown to increase total sleep by 66% (rather than arousal
or motor activity; Qiu et al., 2016), a finding consistent with
the early report that lesioning of the GP by kainate produces a
huge (45%) increase in arousal (Qiu et al., 2010). The different
GP neuronal populations stimulated by ChR2 in Qiu’s study
(i.e., GABAergic and ChAT neurons in the GP) and ours
(GABAergic neurons only under control of VGAT promoter)
may account for this difference. The current study failed to
address distinct effects of different types of GP GABAergic
neurons with distinct molecular identities, firing patterns and
complex connections, with likely distinct behavioral responses.
However, we speculate that the prototypical neuronal population
is themost probable GPGABAergic neuronal population to cause
our results. Future studies are needed to address the specific
contribution of prototypical GP GABAergic neurons to motor
control.

The hyperkinesia that characterizes Huntington Disease (HD)
(Ross et al., 2014) is postulated to be related to preferential
loss of the indirect pathway neurons that project to the GP
(Albin et al., 1990). Because the indirect pathway neurons are
GABAergic neurons, this pathology may result in excessive GP
activity (GP disinhibition), which could be the neural substrate
of HD. Previous studies have also suggested that a reduction in
the striatal-GP activity and an increase in the EPN inhibition
mediated by GP efferent contribute to dystonia (Hantraye et al.,
1990). Also, the neuropathological basis of Tourette’s syndrome
(TS) has been attributed to the disruption of local inhibitory
circuits within the striatum-GP circuit, which would lead to the
aberrant activation of the cortical-basal ganglia loop, resulting
in abnormal tic-like movements (Albin and Mink, 2006; Felling
and Singer, 2011; Bronfeld and Bar-Gad, 2013). Our findings that
optogenetic stimulation of the intrinsic GP GABAergic neurons
or the STN-GP glutamatergic projections in the GP produced

abnormal movements support the view that excessive GP activity
could be the neural substrate of the abnormal involuntary
movements found in movement disorders such as Huntington’s
disease and dystonia. Because the prototypical neuron population
is the most probable GP GABAergic neuronal population
to cause our results, we speculate that excessive prototypical
neurons activity could be the neural substrate of the abnormal
involuntary movements. Inhibition of GP GABAergic neurons,
mainly prototypical neurons through surgical means, deep brain
stimulation (DBS) or drug-based interventions, represent new
treatment targets for hyperkinetic movement disorder. Of high
importance is to understand the functional role of different types
of GP neurons in the basal ganglia. Certainly, there is much more
to be discovered.

CONCLUSION

To our knowledge, there are few studies directly addressing
the effect of optogenetic stimulation of GP neurons on
motor activity. Here, we found that optogenetic stimulation
of GABAergic neurons in the GP or glutamatergic afferent
fibers from the STN in the GP, produced hyperkinesia.
Our data supported the important role of the GABAergic
GP neurons, mainly prototypical neurons, in the control of
movement. Albeit, there are still a lot of questions ahead
of us. Future studies are needed to address the specific
contribution of prototypical GABAeregic GP neurons to motor
control.
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Objectives: Medial temporal lobe epilepsy (mTLE) is characterized by decreased
hippocampal volume, which results in motor memory consolidation impairments.
However, the extent to which motor memory acquisition are affected in humans with
mTLE remains poorly understood. We therefore examined the extent to which learning
of a motor tapping sequence task is affected by mTLE.

Methods: MRI volumetric analysis was performed using a T1-weighted three-
dimensional gradient echo sequence in 15 patients with right mTLE and 15 control
subjects. Subjects trained on a motor sequence tapping task with the left hand in right
mTLE and non-dominant hand in neurologically-intact controls.

Results: The number of correct sequences performed by the mTLE patient group
increased after training, albeit to a lesser extent than the control group. Although
hippocampal subfield volume was reduced in mTLE relative to controls, no differences
were observed in the volumes of other brain areas including thalamus, caudate,
putamen and amygdala. Correlations between hippocampal subfield volumes and the
change in pre- to post-training performance indicated that the volume of hippocampal
subfield CA2–3 was associated with motor sequence learning in patients with mTLE.

Significance: These results provide evidence that individuals with mTLE exhibit learning
on a motor sequence task. Learning is linked to the volume of hippocampal subfield
CA2–3, supporting a role of the hippocampus in motor memory acquisition.

Highlights

- Humans with mTLE exhibit learning on a motor tapping sequence task but not to the
same extent as neurologically-intact controls.

- Hippocampal subfield volumes are significantly reduced after mTLE. Surrounding brain
area volumes do not show abnormalities.

- Hippocampal subfield CA2–3 volume is associated with motor sequence learning in
humans with mTLE.

Keywords: epilepsy, motor sequence learning, medial temporal lobe, hippocampus, MRI

Frontiers in Human Neuroscience | www.frontiersin.org 1 September 2018 | Volume 12 | Article 367147

https://www.frontiersin.org/journals/human-neuroscience
https://www.frontiersin.org/journals/human-neuroscience#editorial-board
https://www.frontiersin.org/journals/human-neuroscience#editorial-board
https://doi.org/10.3389/fnhum.2018.00367
http://crossmark.crossref.org/dialog/?doi=10.3389/fnhum.2018.00367&domain=pdf&date_stamp=2018-09-26
https://www.frontiersin.org/articles/10.3389/fnhum.2018.00367/full
https://www.frontiersin.org/articles/10.3389/fnhum.2018.00367/full
https://www.frontiersin.org/articles/10.3389/fnhum.2018.00367/full
https://www.frontiersin.org/articles/10.3389/fnhum.2018.00367/full
http://loop.frontiersin.org/people/27077/overview
http://loop.frontiersin.org/people/213467/overview
https://creativecommons.org/licenses/by/4.0/
mailto:jinyil@jnu.edu.cn
https://doi.org/10.3389/fnhum.2018.00367
https://www.frontiersin.org/journals/human-neuroscience
https://www.frontiersin.org
https://www.frontiersin.org/journals/human-neuroscience#articles


Long et al. Hippocampus and Motor Sequence Learning

INTRODUCTION

The hippocampus is involved in procedural memory, a type of
memory necessary for motor sequence learning (Albouy et al.,
2013). During a serial reaction time task, amnesic patients
have been shown to outperform controls by repeating the
sequence of key presses to the location of the stimulus through
increasingly rapid performance. However, these same patients
exhibit an impaired ability to recognize the sequence (Reber
and Squire, 1998). Medial temporal lobe epilepsy (mTLE) is
characterized by seizures originating in mesial temporal lobe
structures. Decreased hippocampal volume ipsilateral to the
epileptogenic temporal lobe has been reported in this patient
population (Marsh et al., 1997). At present, it is not known
whether motor sequence learning is preserved in humans with
mTLE.

Neural correlates of motor sequence learning have
been characterized in neurologically-intact controls and
include the cerebellum, basal ganglia, supplementary motor
area, as well as primary motor and premotor cortices
(Willingham et al., 2002; Doyon et al., 2003). However,
the role of hippocampus during motor sequence learning
is still controversial. Most prior work has not implicated
the hippocampus in motor sequence learning (Curran,
1997; Clark and Squire, 1998; Chun and Phelps, 1999;
Poldrack et al., 2001), but other findings suggest that the
hippocampus is necessary irrespective of whether knowledge
of the sequence was implicitly or explicitly acquired (Grafton
et al., 1995; Schendan et al., 2003). The hippocampus is
thought to support motor sequence learning by encoding
temporally discontiguous but structured information and
events (Schendan et al., 2003; Eichenbaum, 2004; Albouy et al.,
2008).

Hippocampus is composed of several histologically distinct
subfields: subiculum, cornu ammonis sectors (CA)1–4, and
dentate gyrus (DG). There is evidence that histological
differences influence functional characteristics of each subfield.
Animal studies suggest a selective role for CA1 pyramidal
cells in intermediate and long-terms patial learning or
memory consolidation, but not in short-term acquisition
or encoding (Blum et al., 1999; Remondes and Schuman,
2004; Vago et al., 2007). Rather, CA2–3 is thought to be
responsible for encoding and early retrieval (Hasselmo,
2005; Acsády and Káli, 2007). In addition, there is evidence
that CA1 pyramidal cells are less critically involved in
declarative memory compared to DG granule cells or
CA4 pyramidal cells in humans with TLE (Coras et al.,
2014).

The goal of our study was to examine the effect of
mTLE on motor sequence learning. Considering the spatial
recall demands of a motor tapping sequence, we hypothesized
that mTLE patients will exhibit a reduced ability to learn
a motor sequence task. To test this hypothesis, 15 patients
with right mTLE and 15 controls trained on a motor
sequence tapping task, and MRI volumetric analysis was
performed using a T1-weighted three-dimensional gradient echo
sequence.

MATERIALS AND METHODS

Subjects
We recruited patients with unilateral mTLE from the First
People’s Hospital of Foshan. First, each patient underwent
non-invasive neurophysiologic evaluation via interictal EEG
recordings and extensive video-EEG monitoring to record
seizures. Next, two examiners independently obtained the
evaluation of ictal semiology and defined the cerebral structures
impacted by epileptic activity according to clinical and EEG
features of the seizures. In addition, 3-T MRI was performed to
investigate temporal lobe structures in detail for all patients. The
presence of medial temporal sclerosis was evaluated qualitatively
by visual inspection of structure MRI. Raters were blind to motor
sequence learning results. Patients with epileptic paroxysms
in extra-temporal regions on EEG were excluded. A total of
15 mTLE patients (seven males, 29.9 ± 7.8 years of age) with
right (onset) unilateral seizures were enrolled. Demographics
and clinical information of patients are provided in Table 1. All
subjects with TLE exhibited MRI evidence of right hippocampal
sclerosis. We also recruited 15 healthy adults (nine males,
29.1 ± 9.1 years of age) to serve as controls. Musicians were
excluded from the sample. All subjects were right-handed. All
subjects gave their written informed consent prior to the study,
which was in accordance with the Declaration of Helsinki and
approved by the local ethics committee at the Jinan University
and the First People’s Hospital of Foshan.

MRI Data Acquisition
A 3-T MR imaging system (General Electric) was used for
scanning. A high resolution three-dimensional T1-weighted
image was acquired via a 3D-fast spoiled gradient recall sequence
with the following parameters: IR = 450 ms, flip angle = 15◦, and
FOV = 24× 24 cm2. One hundred and forty-six slices with a slice
thickness of 1 mm were acquired to construct a 256 × 228 data
matrix.

Structural Volume Evaluation
The volumetric segmentation was performed with experimental
software (Freesurfer package v5.11), which provided fully
automatic cortical parcellation and segmentation of subcortical
structures. The program calculates brain sub-volumes by
assigning a neuro-anatomical label to each voxel based
on probabilistic information estimated automatically from a
manually labeled training set. Briefly, this process includes
motion correction, removal of non-brain tissue using a hybrid
watershed/surface deformation procedure, multiple intensity and
spatial normalization, Talairach transformation, segmentation of
the subcortical white matter and deep gray matter structures
(Fisch et al., 2004; Ségonne et al., 2004). Details regarding the
process and analysis pipeline has been described elsewhere1.
Finally, 12 hippocampal sub-regions in the left or right
hemisphere were automatically obtained: fimbria, CA1, CA2-
CA3, CA4-DG, subiculum and presubiculum. All sub-regions
from each participant were visually inspected to detect visible

1https://surfer.nmr.mgh.harvard.edu/
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TABLE 1 | Demographic and clinical characteristics (Mean ± SD).

mTLE Control p-value

Sample size 15 15 —
Sex (male/female) 7/8 9/6 0.74a

Age (years) 29.9 ± 7.8 29.1 ± 9.1 0.67b

Education (years) 11.2 ± 3.8 13.6 ± 3.5 0.51b

Epilepsy duration (years) 12.5 ± 10.8 —
Age at epilepsy onset 10.7 ± 9.1 —
Frequency (times/year) 22.3 ± 31.7 —

aChi-square test; btwo-sample t-test.

errors in segmentation. The whole hippocampus volume was
obtained by adding all hippocampal subfields. In addition
to hippocampal subfields, we also calculated the volumes
of surrounding brain areas that served as references for
volumes outside of the hippocampus. These reference areas
included thalamus, caudate, putamen and amygdala in the
right hemisphere. The total intracranial volume (TIV) was also
automatically calculated by FreeSurfer software. Volumes of
the hippocampal subfields and surrounding brain areas were
adjusted for TIV using the following formula (Buckner et al.,
2004):

Volumeadj = Volumeobserved − β
(
TIVobserved − TIVsample mean

)
(1)

where, β is the slope of the regional volume regression on
TIVobserved.

The volumetric segmentation was also performed with
experimental software of Freesurfer package v6.0 (Iglesias et al.,
2015). Finally, 12 hippocampal sub-regions in the left or right
hemisphere were automatically obtained including hippocampal
tail, subiculum, CA1, hippocampal fissure, presubiculum,
parasubiculum, molecular layer, granule cell layer of DG
(GC-DG), CA2-CA3, CA4, fimbria and hippocampus-amygda-
la-transition-area (HATA). The TIV was also automatically
calculated. Volumes of the hippocampal subfields were adjusted
for TIV using the formula as described above.

Motor Sequence Learning Task
Subjects performed a finger-tapping task in a particular sequence
during a pre-training performance test, a training protocol,
and a post-training performance test (Figure 1; Korman et al.,
2003; Walker et al., 2003). During motor sequence learning
task, the seizures were not monitored. Note that the post-test
was performed immediately following training on the motor
sequence. T1 images were acquired upon enrollment in the study
and before behavioral testing. Participants were instructed to
press four numeric keys on a standard computer keyboard with
the fingers of the left-hand in right mTLE and finger of the non-
dominant, left hand in controls. Each trial of the task involved
repeating the same five-element sequence (4-1-3-2-4) as quickly
and accurately as possible during a 30-s interval, followed by
30 s of rest. Subjects were instructed to not correct for errors
and to continue tapping without pause as smoothly as possible.
During a trial, the sequence was displayed on a monitor in front
of the subject. Each key press produced a dot on the monitor.

Pre- and post-training tests consisted of three, 30-s trials with
30-s rest periods between each trial. Performance was measured
as the total number of correct sequences completed and the
number of errors in a trial. The training protocol consisted of
12, 30-s trials with 30-s rest periods between trials, lasting a total
of 12 min.

Statistical Analysis
Normal distribution was tested by the Shapiro–Wilk’s test
and Mauchly’s test was used to test for sphericity. Data
were log transformed when not normally distributed. When
sphericity could not be assumed, the Greenhouse–Geisser
correction statistic was used. Two-way analysis of variance
(ANOVA) was performed to determine the effect of GROUP
(mTLE and controls) and TIME (pre-training and post-
training) on the numbers of errors and correct sequences.
One-way ANOVAs were performed to determine the effect
of GROUP on the volume size of hippocampal subfields and
reference brain areas (i.e., thalamus, caudate, putamen and
amygdala). In the above ANOVA analysis, age, gender and years
of education (log transformed) were modeled as nuisance
variables. Bonferroni post hoc analysis was used to test for
pairwise comparisons. Partial correlation analyses (corrected
for log of years of education) were used to assess the relative
importance of each subfield within left and right hippocampus
in predicting motor sequence learning. The threshold for
significance was set at P< 0.008 (Bonferroni correction based on
six hippocampal subfields) to control for multiple comparisons.
To test the possible impact of epilepsy history and disease
load (age at onset, duration, epilepsy frequency) on volume
size of hippocampal subfields and motor sequence learning,
nonparametric statistics (Spearman correlations) were used.
We also examined the possible impact of the time between
seizures and the moments of behavioral testing on motor
sequence learning with spearman correlations. Significance was
set at P < 0.05. Group data are presented as mean ± SD in
the text.

RESULTS

Behavioral Results
Figure 2 illustrates pre- and post-training performance (numbers
of errors and correct sequences completed) during the motor
sequence tapping task in mTLE and control groups. A two-way
ANOVA showed a significant effect of GROUP (F(1,56) = 21.3,
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FIGURE 1 | Motor sequence task consisted of blocks of multiple trials, with each trial consisting of an active tapping period (30 s) and a rest period (30 s). Tapping
periods required subjects to repeatedly tap a five-element numerical sequence (e.g., 4-1-3-2-4) on a numbered button box. Pre- and post-training performance tests
were comprised of three trials, while training involved 12 trials.

P < 0.001), TIME (F(1,56) = 12.4, P < 0.001) and in their
interaction (F(1,56) = 10.1, P < 0.001) on the number of correct
sequences completed (Figure 2A). Post hoc tests showed that
the number of correct sequences was greater at post-training
compared with pre-training in control (p < 0.01) and mTLE
groups (p < 0.01). However, the increase in the number of
correct sequences was greater in controls relative to the mTLE
group (p < 0.001, Figure 2B). There was no difference of the
baseline performance between groups (p > 0.05). A two-way
ANOVA showed no significant effect of GROUP (F(1,56) = 1.2,
P = 0.13), TIME (F(1,56) = 0.85, P = 0.32) and in their
interaction (F(1,56) = 1.8, P = 0.11) on the number of errors
(Figures 2C,D).

Volumetric Results
Figure 3 shows volume size of hippocampal subfields
(Figure 3A) and reference brain areas (i.e., thalamus, caudate,
putamen and amygdala; Figure 3B) in mTLE and control
groups by FreeSurfer v5.1. The ANOVA for hippocampal
subfields and reference brain areas showed a significant
effect of GROUP on volume size (F(1,19) = 15.23, P = 0.006).
Post hoc tests indicated that volume size of all hippocampal
subfields was less in the mTLE group compared to the control
group: fimbria (F(1,15) = 11.7, P < 0.001), CA1 (F(1,15) = 12.4,
P < 0.001), CA2-CA3 (F(1,15) = 15.3, P < 0.001), CA4-DG
(F(1,15) = 8.1, P < 0.001), subiculum (F(1,15) = 7.8, P < 0.001),
and presubiculum (F(1,15) = 10.5, P < 0.001). However, volume
size of specific reference brain areas was not different between
groups: thalamus (F(1,15) = 0.61, P = 0.42), caudate (F(1,15) = 0.35,
P = 0.56), putamen (F(1,15) = 1.5, P = 0.26) and amygdala
(F(1,15) = 2.01, P = 0.18).

Table 2 presents volume size of hippocampal subfields in
mTLE and control groups by FreeSurfer v6.0. The ANOVA
for hippocampal subfields in the right hemisphere showed a
significant effect of GROUP on volume size (F(1,11) = 20.1,
P < 0.001). Post hoc tests indicated that volume size of all
hippocampal subfields but the hippocampal fissure in the right

hemisphere was less in the mTLE group compared to the control
group. In addition, volume size of the hippocampal subfields in
the left hemisphere was not different between groups.

Behavior-Volumetric Correlations
Figure 4 illustrates the association between motor sequence
learning (i.e., the percentage increase of correct sequences
post-training relative to pre-training) and hippocampal subfield
volumes inmTLE subjects by FreeSurfer v5.1. Right hippocampal
subfield CA2–3 volume was significantly correlated with motor
sequence learning in mTLE subjects (p < 0.008; Figure 4).
No other right hippocampal subfield volumes were correlated
with motor sequence learning. Right hippocampal subfield
volumes were not correlated with motor tapping performance at
either pre-training or post-training (p > 0.05) nor with seizure
frequency, duration of epilepsy, and epilepsy onset (p> 0.05). In
addition, left hippocampal subfield volumes were not correlated
with motor sequence learning (p > 0.05). Seizure history and
seizure load were not correlated with motor sequence learning
(p > 0.05). The time between seizures and the moments of
behavioral testing were also not correlated with motor sequence
learning (p> 0.05).

To test the reproducibility of our results, we also calculated
the association between motor sequence learning and both sides
of hippocampal subfield volumes in mTLE subjects by FreeSurfer
v6. The results were similar with that using FreeSurfer v5.1.
Only right hippocampal subfield CA2–3 volumewas significantly
correlated with motor sequence learning in mTLE subjects
(p< 0.001). No other right or left hippocampal subfield volumes
were correlated with motor sequence learning (p> 0.05).

DISCUSSION

The current study investigated the effect of mTLE on
motor sequence learning. Findings indicate that patients with
mTLE can learn a motor sequence tapping task, albeit to
a lesser extent than neurologically-intact controls. Although
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FIGURE 2 | Performance on the motor sequence task. (A) Mean number of correct sequences completed during pre- and post-training sessions in control and
medial temporal lobe epilepsy (mTLE) groups. (B) Percent increase in correct sequences completed from pre- to post-training in control and mTLE groups. (C) Mean
number of errors during pre- and post-training sessions in control and mTLE groups. (D) Percent increase in errors from pre- to post-training sessions in control and
mTLE groups. Error bars indicate SDs. ∗P < 0.05.

all hippocampal subfield volumes were decreased in mTLE
patients, CA2–3 volume was associated with motor sequence
learning. Thus, results demonstrate that patients with mTLE
have impairments in motor memory acquisition. However, these
impairments do not preclude some degree of motor sequence
learning, which is associated with the volume of hippocampal
subfield CA2–3.

Contributions of Hippocampus to Motor
Sequence Learning
Consistent with previous work, we found that performance
increased after training on a sequence tapping task (Korman
et al., 2003; Walker et al., 2003). Since hippocampus is thought
to be involved in motor sequence learning (Albouy et al.,
2013), it is plausible that structural abnormalities influence
learning of such a task even after practice. Previous work has
shown that hippocampus is critical for encoding temporally
discontiguous but structured information and events (Schendan

et al., 2003; Eichenbaum, 2004). If hippocampus contributes
to motor sequence learning processes, then disease states such
as mTLE would likely alter neuronal interactions critical for
learning in this regard. It was therefore unexpected that mTLE
patients exhibited sequence learning. The percentage change
in performance, however, was significantly reduced relative to
controls, suggesting that learning was adversely impacted by
hippocampal abnormalities. It should be noted that baseline
performance was not different than controls (Figure 2A),
indicating that individuals in the mTLE group did not have
impairments in motor function or were otherwise unable to
perform at the same level as participants in the control group.
These findings align with previous work showing that amnesic
patients outperform controls through intensive training on a
serial reaction time task but show an impaired ability to explicitly
recognize the sequence of stimuli location (Reber and Squire,
1998). Taken together, motor memory acquisition appears to be
supported by medial temporal lobe structures.
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FIGURE 3 | (A) Mean volume size of hippocampus subfields and (B) reference brain areas in control and mTLE groups. Error bars indicate SDs. ∗P < 0.05.

Volume Size in Hippocampal Subfields and
Surrounding Brain Areas
mTLE patients had reduced hippocampal subfield volumes, a
finding that is consistent with postmortem examination and
other cross-sectional studies of this population (Duncan, 1997;
Keller and Roberts, 2008; Mueller et al., 2012). The lack of

unchanged volumes in other areas such as caudate, putamen,
and amygdala for mTLE are generally in agreement previous
work (Bernasconi et al., 2004; Keller and Roberts, 2008).
However, patients in this study did not exhibit reductions
in volume size of the thalamus, which runs counter to
prior findings (Bernasconi et al., 2004). The discrepancy

TABLE 2 | Hippocampal subfield volumes calculated by FreeSurfer ver.6.0 (Mean ± SD).

mTLE (n = 15) Control (n = 15) p-value

Left hemisphere
Hippocampal_tail 568.6 ± 53.2 587.1 ± 71.8 0.38
Subiculum 431.4 ± 52.3 446.3 ± 46.7 0.62
CA1 667.2 ± 75.8 681.9 ± 67.2 0.49
Presubiculum 302.7 ± 22.5 316.8 ± 36.7 0.54
Parasubiculum 52.9 ± 10.8 55.7 ± 13.1 0.68
Molecular_layer 556.3 ± 51.2 556.3 ± 51.2 0.42
GC-DG 310.8 ± 39.2 318.2 ± 35.7 0.48
CA2-CA3 195.8 ± 26.7 203.4 ± 22.4 0.71
CA4 254.9 ± 30.6 261.4 ± 27.8 0.68
Fimbria 93.3 ± 23.8 106.7 ± 27.2 0.52
HATA 61.5 ± 8.3 60.6 ± 10.6 0.76
Hippocampal_fissure 151.4 ± 25.9 156.1 ± 28.7 0.63

Right hemisphere
Hippocampal_tail 391.7 ± 90.1 562.3 ± 64.9 0.38
Subiculum 305.8 ± 56.4 452.1 ± 49.5 0.62
CA1 462.3 ± 86.4 667.8 ± 62.1 0.49
Presubiculum 215.3 ± 30.6 320.1 ± 28.9 0.54
Parasubiculum 40.2 ± 8.5 58.3 ± 11.4 0.68
Molecular_layer 382.4 ± 49.1 571.3 ± 52.3 0.42
GC-DG 205.3 ± 34.5 305.7 ± 37.1 0.48
CA2-CA3 126.7 ± 27.1 221.8 ± 32.8 0.71
CA4 162.7 ± 33.2 278.1 ± 30.2 0.68
Fimbria 59.6 ± 18.2 95.5 ± 20.4 0.52
HATA 51.7 ± 10.2 61.5 ± 9.2 0.76
Hippocampal_fissure 141.7 ± 28.3 150.2 ± 23.6 0.63
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FIGURE 4 | Scatter plots depicting the association between motor sequence learning and the hippocampus subfields in right and left hemispheres.

may be because mTLE patients in the current study did
not have a history of febrile convulsions (Dreifuss et al.,
2001).

CA2–3 Contributions to Motor Sequence
Learning
We found that subfield CA2–3 was the only hippocampal
subfield associated with motor sequence learning in the mTLE
group. There is evidence showing that sub-region CA3 plays
a significant role in short-term spatial memory acquisition
and encoding processes, while sub-region CA1 contributes

to intermediate/long-term spatial memory and consolidation
(O’Reilly and McClelland, 1994; Treves and Rolls, 1994; Kesner
et al., 2004; Remondes and Schuman, 2004; Daumas et al.,
2005). Within a given day, encoding of information acquired
in a Hebb-Williams maze or in contextual fear conditioning
is impaired by targeted lesions to the CA3 and DG sub-
regions, but not from targeted lesions to the CA1 sub-region.
In contrast, retention and retrieval is disrupted following lesions
to CA1 across days, but not following lesions to CA3 or DG
(Lee and Kesner, 2004a,b; Jerman et al., 2006). Impairments have
also been demonstrated in delay-dependent retrieval without
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impairing immediate recall or encoding of spatial information
after infusing glutamatergic antagonists (Lee and Kesner, 2002),
or cyclooxygenase-2 inhibitors (Sharifzadeh et al., 2006) into
the CA1 sub-region, but not when infused into the CA3 sub-
region. Findings from the current study are in agreement with
those of previous work and demonstrate that the integrity of
the CA2–3 hippocampal subfield was correlated with motor
sequence learning.

Limitations
Aside from a small sample size, there are at least four important
limitations of our study. First, the current cross-sectional study
is limited in that it does not capture long-term hippocampal
volume loss. Understanding the evolution of change in volume of
hippocampus and its individual subfields would provide unique
insights into the relationship between volumetric reductions due
to mTLE and the extent of impairments in motor sequence
learning. Second, motor sequence learning was only related
to initial motor memory acquisition in the current study.
Future studies should examine other hippocampal-dependent
tasks associated with other types of memory (e.g., non-motor
sequence learning), which will provide greater insight into
the role of specific sub-parts of the hippocampus. Third, we
only investigated initial motor memory acquisition. Whether
long-term memory or consolidation of the motor sequence is
impacted by mTLE is an important consideration. Accordingly,

future work should focus on how memories are sufficiently
strengthened to be behaviorally salient, thus, allowing further
insight into the role of specific hippocampal regions. Finally,
since mTLE may be a heterogeneous group with varying
hippocampal subfield anomalies difficult to identify solely based
on MRI, future work can expand on the current findings by
including a histopathology report according to the International
League Against Epilepsy (ILAE) classification of Hippocampal
sclerosis (Blümcke et al., 2013).
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Cognitive disturbances often predate characteristic motor dysfunction in individuals with
Huntington’s disease (HD) and place an increasing burden on the HD patients and
caregivers with the progression of the disorder. Therefore, application of maximally
translational cognitive tests to animal models of HD is imperative for the development
of treatments that could alleviate cognitive decline in human patients. Here, we
examined the performance of the Q175 mouse knock-in model of HD in the touch
screen version of the paired associates learning (PAL) task. We found that 10–11-
month-old heterozygous Q175 mice had severely attenuated learning curve in the PAL
task, which was conceptually similar to previously documented impaired performance
of individuals with HD in the PAL task of the Cambridge Neuropsychological Test
Automated Battery (CANTAB). Besides high rate of errors in PAL task, Q175 mice
exhibited considerably lower responding rate than age-matched wild-type (WT) animals.
Our examination of effortful operant responding during fixed ratio (FR) and progressive
ratio (PR) reinforcement schedules in a separate cohort of similar age confirmed slower
and unselective performance of mutant animals, as observed during PAL task, but
suggested that motivation to work for nutritional reward in the touch screen setting was
similar in Q175 and WT mice. We also demonstrated that pronounced sensorimotor
disturbances in Q175 mice can be detected at early touch screen testing stages, (e.g.,
during “Punish Incorrect” phase of operant pretraining), so we propose that shorter test
routines may be utilised for more expedient studies of treatments aimed at the rescue of
HD-related phenotype.

Keywords: Huntington’s disease, visuospatial, touch screen, paired associates learning, reinforcement,
progressive ratio, motivation, mouse

INTRODUCTION

Huntington’s disease (HD) is a late-onset neurological condition characterised by progressive
cognitive impairment and motor disturbances (McColgan and Tabrizi, 2018). The prevalence
of HD is approximately 1 in 10,000 in individuals of Western European descent, whereas
in Asian populations, the incidence is much lower (Baig et al., 2016). HD arises due to
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autosomal dominantly inherited expansion of CAG trinucleotide
repeats in the huntingtin (HTT) gene on chromosome 4, which
results in the production ofmutantHTT protein with abnormally
long polyglutamine track at the N-terminus (MacDonald
et al., 1993). Aggregation of mutated HTT negatively impacts
multiple cellular processes, including transcription, translation,
proteostasis and mitochondrial function (Jimenez-Sanchez et al.,
2017). Axonal transport and synaptic function deficits are
prominent in neurones affected by HD with striatal medium
spiny neurones being particularly sensitive (Bunner and Rebec,
2016). HD is usually diagnosed in middle age (35–45 years
of age), when first motor symptoms begin to appear, followed
by fatal outcome within 20 years. Despite a well-established
genetic underpinning of HD, the currently approved treatments
are all symptomatic and as such, do not modify the disease
progression (Mrzljak and Munoz-Sanjuan, 2015; Wyant et al.,
2017).

To understand the mechanisms of HD pathogenesis and to
establish experimental platforms for drug discovery, multiple
lines of genetically altered mice have been generated that can
be classified into three groups: (a) mice expressing truncated
human HTT fragments, e.g., R6 lines; (b) mice expressing
full-length human HTT modified by the insertion of variable
numbers of CAG repeats, e.g., YAC128 or BACHD lines;
and (c) knock-in models, in which CAG repeats are inserted
into the endogenous mouse Htt gene, e.g., HdhQ92 line
(Menalled and Chesselet, 2002; Chang et al., 2015). There
are several reasons to use knock-in models of HD. First,
the placement of abnormally expanded CAG repeats into the
endogenous mouse Htt gene context avoids overexpression
artefacts. Second, although the phenotype in knock-in mice
takes longer to develop and is relatively mild, this circumstance
may be advantageous for designing longitudinal experiments
and is mechanistically reminiscent of the late HD onset in
humans.

The knock-in Q175 model derives from HdhQ140 line
and has a spontaneous expansion of the CAG copy number
in exon 1 of Htt (Menalled et al., 2012). Despite both
heterozygous and homozygous Q175 mice generally have less
aggressive phenotype than some other HD mouse models,
they nonetheless recapitulate main manifestations of HD in
humans, such as progressive accumulation of mutant huntingtin
aggregates in striatal and cortical neurones, synapse loss,
striatal and cortical atrophy, altered brain metabolic profile,
decreased body weight and motor impairments (Oakeshott
et al., 2011; Heikkinen et al., 2012; Menalled et al., 2012;
Peng et al., 2016). Cognitive behaviour of Q175 mice was
assessed by using two-choice swimming test, T-maze, and
simple instrumental tasks that used lever presses and nosepokes
to obtain nutritional reinforcement (Oakeshott et al., 2011,
2013; Heikkinen et al., 2012; Menalled et al., 2012; Whittaker
et al., 2017). To make the results of behavioural evaluations of
mouse models of HD more relevant to the clinical setting, it
would be advantageous to apply testing techniques that have
greater similarity to cognitive examinations of humans. Touch
screen-based approach has a high translational value as unlike
some more forceful techniques to assess cognitive functions

in rodents, it is based on interactions with a touch-sensitive
screen prompted by visual stimuli and nutritional rewards
for correct responses (Bussey et al., 2012; Hvoslef-Eide et al.,
2016). Q175 mice, as well as other HD mouse models, such
as R6/2 and BACHD, were recently tested in touch screen
chambers and found to exhibit age-dependent deficits in the
acquisition of pairwise visual discrimination skills and in the
reversal of visual discrimination learning (Morton et al., 2006;
Farrar et al., 2014; Skillings et al., 2014; Curtin et al., 2015;
Glynn et al., 2016). From the instrumental point of view, the
touch screen-based setting is analogous to the one used for
clinical assessment of cognitive impairment in humans, e.g., by
the Cambridge Neuropsychological Test Automated Battery
(CANTAB; Nithianantharajah and Grant, 2013). Many studies
have utilised the paired associates learning (PAL) CANTAB
task to evaluate cognitive functions in individuals affected by
neurodegenerative diseases. In that task, during encoding phase,
the participant has to memorise the locations on the screen
of initially one and gradually up to eight unique patterns and
then, during the retrieval, touch the correct white boxes, where
each stimulus, now presented in the centre of the screen,
was shown during encoding (Barnett et al., 2016). PAL task
performance was found to be impaired in HD patients (Lange
et al., 1995; Lawrence et al., 1996; Begeti et al., 2016). In
the rodent version of the task (Talpos et al., 2009; Horner
et al., 2013), animals demonstrate learning of the similar object-
location relationship by selectively touching one (correct) out
of two simultaneously presented images on the basis of its
location on the screen (Figure 1A). Common neural basis of
performance in rodents and humans has been inferred from
lesion, pharmacological and genetic studies in the former and
brain imaging studies in the latter (Barnett et al., 2016). This
circumstance facilitates the translation of PAL results obtained in
preclinical models to the clinical setting as it indicates similarity
of behavioural processing strategies in humans and rodents.
In the present study, we examined whether Q175 mice had
deficits in the mouse version of PAL task. In addition, because
performance of Q175 mice during PAL routine suggested altered
motivation to perform food-rewarded touch screen tasks, we
also compared the rates of sustained repetitive responding of
Q175 and litter-matched wild-type (WT) mice in fixed ratio (FR)
and progressive ratio (PR) operant tasks recently implemented in
the touch screen chamber setting (Figure 1B; Heath et al., 2015,
2016).

MATERIALS AND METHODS

Animals
All animal experiments were performed as specified in the
licence authorised by the National Animal Experiment Board
of Finland (Eläinkoelautakunta, ELLA) and according to the
National Institutes of Health (Bethesda, MD, USA) guidelines for
the care and use of laboratory animals.

Given that homozygosity for the extended CAG repeat
is extremely rare in humans, we sought to assess cognitive
phenotypes in mice heterozygous for the mutant knock-in allele.
As it has been shown that cognitive performance in heterozygous

Frontiers in Behavioral Neuroscience | www.frontiersin.org 2 October 2018 | Volume 12 | Article 226157

https://www.frontiersin.org/journals/behavioral-neuroscience
https://www.frontiersin.org
https://www.frontiersin.org/journals/behavioral-neuroscience#articles


Piiponniemi et al. Associative Learning in Q175 Mice

Q175 mice progressively decreases with age (Curtin et al.,
2015; Southwell et al., 2016), to maximise the chance to reveal
phenotypes in touch screen tests, we chose to work with 10–11-
month-old animals.

In the PAL experiment, the selected cohort comprised 14male
10-month old Q175 mice heterozygous for the mutant Htttm1Mfc

allele harbouring 185–210 CAG repeats (Menalled et al., 2012)
and 15 age-matched male WT mice. We will henceforth refer to
this subset of mutants by their original name, zQ175.

In the course of testing, one mutant mouse failed to complete
the last pretraining stage and another mutant mouse acquired
PAL very slowly, so it had to be excluded from the final PAL
analysis. Thus, PAL performance was analysed for 15 WT and
12 zQ175 mice.

For the FR/PR test, we used a separate cohort of 12 male
11-month-old Q175F∆neo mice (Southwell et al., 2016) and
11 WT littermates that were housed at 2–3 animals per
cage. These animals had the floxed neo cassette upstream of
exon 1 removed, whereas zQ175 mice used in the PAL test
retained it1. We used this subtype of Q175 mice because
during the allocated slot for FR/PR tests, only Q175F∆neo
mice were available that had age and sex comparable to
those in the above described zQ175 cohort from the PAL
test. Moreover, it has been shown that the phenotype of
Q175F∆neo mice is similar to that of the mutants retaining
the neo cassette, although the changes become manifested
at a slightly earlier age (Southwell et al., 2016; Heikkinen
et al., 2017). In the end of the experiments, tail samples were
sent to Laragen Inc. for genotype and CAG repeat number
confirmation.

Animals were kept in a temperature- and humidity-controlled
environment under a 13:11 h light/dark cycle (lights on at
07:00 am and off at 8:00 pm) at 22 ± 1◦C. Cages (IVC type
II, Allentown Inc., Allentown, NJ, USA) were kept at negative
pressure and furnished with corn cob-derived bedding (The
Andersons, Maumee, OH, USA), nesting material (aspen wool,

1http://www.informatics.jax.org/allele/key/24931

Tapvei Oy, Kortteinen, Finland), a tinted polycarbonate tunnel
(Datesand, Manchester, UK) and a petite green gumabone
(BioServ, Flemington, NJ, USA). During the experiment, mice
were kept on a restricted diet (Purina Lab Diet 5001) at 85%–90%
of their free-feeding weight in order to maintain motivation for
the task, with water ad libitum.

For the PAL test, mice received one 60-min long training
session per day, whereas in the FR/PR test, animals were tested
for up to 120 min daily. For both tests, testing proceeded in the
afternoon hours, starting between 4:30 pm and 6:30 pm, 5–7 days
per week.

Food Deprivation
Before the start of the experiments, animals were gently handled
and weighed. Access to food was gradually restricted, so that
each animal was within 85%–90% of their free feeding weight. In
addition, a small quantity of Valio Profeel strawberry-flavoured
milk drink (Valio, Helsinki, Finland) was provided initially into
the cages to accustom the animals with the flavour and taste of the
reward to be used during testing. To maintain the weight of mice
in the 85%–90% range throughout testing period, the animals
received a rationed amount (typically 2.5–3.5 g) of standard lab
pellets daily immediately after testing.

Equipment
Touchscreen testing was performed in 24 Bussey-Saksida
mouse touch screen operant chambers (Campden Instruments,
Loughborough, UK) essentially as described (Horner et al., 2013;
Heath et al., 2016). For the PAL and FR/PR tasks, the 3- and
5-window masks were used in front of the touch sensitive screen,
respectively (Campden Instruments).

Activity Assessment
On the first day of testing, after a 3-day gradual food
deprivation period, the naïve mice were placed individually
into Campden Instruments Ltd. touchscreen chambers for
30 min, with no rewards available. The total numbers of
beam breaks (combined front and rear), traversals (number of

FIGURE 1 | Schematic illustration of the paired associates learning (PAL) task (A) and Fixed/Progressive Ratio (FR/PR) task (B) in Bussey-Saksida touch screen
operant chambers.
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times the mouse ‘‘traversed’’ the chamber, defined as a rear
beam break followed by a front beam break), screen touches
and nose pokes into the food magazine in 30 min were
recorded.

Pre-training for the PAL Task
Prior to the PAL test, the mice were trained on basic
touchscreen task requirements, which were introduced gradually,
as described previously (Horner et al., 2013, 2018). Following
activity assessment, mice were first tested in a Pavlovian task
(‘‘Initial Touch’’ stage) that introduced several aspects of the
touchscreen testing, including the relationship between visual
stimulus presentation and reward availability. One out of
40 variously shaped images was presented randomly in one
of the three response windows for 30 s. When the image
disappeared, the magazine light turned on and a drop reward
was delivered with a tone. If the mouse touched the image,
it disappeared immediately and the mouse was rewarded
with a larger reward portion concomitantly with a tone and
magazine illumination. After a 20-s inter-trial interval (ITI),
the next trial commenced. This stage was considered complete
when 30 trials were completed in 1 h and all rewards were
consumed.

At the next stage of pre-training (‘‘Must Touch’’ stage), a
visual stimulus was presented randomly in one of the three
locations on the screen, and remained there until touched,
introducing the requirement for mice to touch (nose-poke) the
image on the screen. Doing so was rewarded (milkshake, tone,
magazine light on). A 20-s ITI (magazine inactive, no image
presented) occurred after the collection of the reward pellet, after
which a new trial began with a presentation of the next image.
This stage was considered complete when 30 trials are completed
in 1 h.

Thereafter, the requirement to initiate trials was introduced
(‘‘Must Initiate’’ stage); sessions progressed as in the previous
phase, but after the ITI, the magazine light was turned on, and
mice had to nose poke into it to start the next trial. Successful
initiation (here and in all subsequent task phases) was indicated
by the extinction of the magazine light and appearance of an
image on the screen. Again, this stage was considered complete
when the mouse finished 30 trials in 1 h.

Finally, a ‘‘punishment’’ was introduced for touching the
empty (plain black) location instead of the image providing a
cue that signalled incorrect responses (‘‘Punish Incorrect’’ stage).
Sessions progressed as in the previous stage, except that if a
mouse touched the empty location, it was ‘‘punished’’ with
a 5 s ‘‘time out’’ (image disappeared, house light switched
on, no reward). Following this, a 5 s correction ITI started
after which mice could initiate a correction trial, to begin a
correction procedure. In the correction procedure, the trial
was repeated with the same stimuli in the same location until
the mouse made the correct response. A correct response was
rewarded in the usual way, the correction procedure ended,
and after a standard 20 s ITI, mice were able to initiate
a normal trial. After reaching a performance criterion of at
least 75% of the 36 trials in a session correct (not including
correction trials) and with 36 trials completed in under 60 min

in two consecutive sessions, mice were moved on to the actual
PAL task.

PAL Task
During the PAL task, each daily 36-trial (or maximum 60-min
long) session commenced with the requirement to initiate, as
during pretraining. Doing so triggered presentation of a pair of
images, one in two of the three windows (left, middle or right).
The third window remained blank and non-responsive. There
were three possible visual stimuli (‘‘Lines Grid-Right,’’ ‘‘Lines
Grid-Left’’ and ‘‘Vertical lines’’) with dark and light lines going
in different directions (Figure 1A). On each trial, the correct (S+)
stimulus was determined by a combination of stimulus shape
(the ‘‘object’’) and its location, e.g., ‘‘Vertical lines’’ image was
correct in the left location, ‘‘Grid-Right’’ image—in the middle,
and ‘‘Grid-left image’’—on the right. On each trial, one image
was presented in its correct location along with one of the two
alternative images in its incorrect location (S−), giving a total of
6 possible trial types. Visual stimuli remained on the screen until
S+ or S− was touched, and were removed immediately following
a touch to either. Touches to the blank inactive location were
ignored. Response to S+ was rewarded (tone, reward drop of
milkshake delivered, magazine light on, no ‘‘time out’’); response
to the S− was ‘‘punished’’ (house light on for a 5 s ‘‘time out,’’
no milkshake delivery). Incorrect responses to S− were followed
by a correction procedure as described above. The task ITI was
normally 20 s, but only 5 s prior to correction trials. No trial type
was presented more than three times consecutively.

Mice were tested for 50 compound sessions, and
their performance was analysed in blocks of five sessions
(36 × 5 = 180 trials in total). The minimal possible duration
of PAL testing was 53 days, because the first and second
of the 50 sessions were deliberately split into 3 and 2 days
(3 × 12 trials and 2 × 18 trials), respectively, to introduce the
animals gradually to the PAL task. It should be noted that the
precise definition of the PAL ‘‘session’’ in this study was the total
time needed for the mouse to complete 36 trials: because many
animals failed to complete the usually required 36 daily trials
(Horner et al., 2018) for multiple days, particularly during
the early stages of the PAL task, additional training days were
given as required to ensure all mice were presented with exactly
1,800 trials in total.

Performance score (number of correct responses out of
36 trials in each session) was converted to a percentage correct
score for each mouse, and these were averaged across 180 trials
(i.e., blocks of five sessions). The numbers of correction touches,
touches to the blank area, as well as response times and reward
collection latencies were also recorded and analysed across blocks
of five sessions.

FR Training
Following activity assessment and completion of ‘‘Initial Touch’’
pre-training, identical to that used for mice in the PAL
group, the animals in the FR/PR group underwent FR training
during which animals learned to nose-poke the image initially
once and then several times in a row to receive the reward
(Heath et al., 2015, 2016). Animals were permitted amaximum of
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FIGURE 2 | Locomotor activity of zQ175 and wild-type (WT) mice of the PAL cohort. Numbers of infrared beam breaks (A) chamber traversals (B) screen touches
(C) and food magazine entries (D) made by animals of the two genotypes were not statistically different (P > 0.05; Student’s t-test or Mann-Whitney U-test, as
appropriate). Data are presented as the mean ± standard deviation. Here and in other Figures, circles represent individual mouse data. NzQ175 = 14; NWT = 15.

60min to complete 30 trials of FR training schedule. A single trial
consisted of the presentation of a 4× 4-cmwhite square stimulus
in the central screen response location indefinitely (Figure 1B).
Animals were required to touch the stimulus, which was then
removed from the screen. A single reward was then delivered
coincident with magazine illumination and tone delivery (1 s,
3 kHz). Animals were required to collect the reward from the
magazine before the next trial would commence after a 4.5-s ITI.
As one operant response was required to elicit a single reward,
this schedule is referred to as FR1. To move to the next FR stage,
animals had to complete 30 trials in a single session and consume
all earned rewards.

Animals that fulfilled FR1 performance criterion were
advanced to FR2 training. The FR2 schedule required producing
two operant screen responses to earn a single reward. Repeated
responding was reinforced by brief (500-ms) removal of the
stimulus following successful screen contact and delivery of a
distinct ‘‘chirp’’ tone (10 ms, 3 kHz). As with FR1 training, the
criterion for advancement to the next stage required animals to

complete 30 trials in a single session and consume all earned
rewards.

Upon completion of FR2 performance criteria, animals were
advanced to FR3 training that required emission of three operant
screen responses to earn a single reward. Similarly, the criterion
for advancement to the next, FR5 stage required animals to
complete 30 trials in a single session and consume all earned
rewards.

During FR5 stage, in addition to the requirement to
complete 30 trials in a single session, mice are usually
expected to demonstrate specificity of interaction with the
target screen location over the other four never illuminated
locations. For example, a target:blank touch ratio of at least
3:1 is recommended, which can be quickly achieved in young
C57Bl/6J mice (Heath et al., 2015, 2016). However, in our
pilot experiments, we found that some Q175∆neo mice have
difficulty achieving that level of specificity even after 15 daily
sessions, whereas many WT mice attained it quicker. Therefore,
to avoid large differences in the number of days spent on
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FIGURE 3 | Duration of touch screen pretraining stages in zQ175 and WT
mice (PAL cohort). Data are presented as the mean ± standard deviation. For
the zQ175 mouse that failed to achieve Punish incorrect criterion within
50 daily sessions, the number of days at that stage was capped at 50.
Statistical significance of differences is indicated as follows: ∗∗∗∗P < 0.0001
(Student’s t-test with Welch’s correction). NzQ175 = 14; NWT = 15.

FR5 training between genotypes, we adopted more relaxed
criteria for FR5 stage completion before advancing animals to PR
testing: (i) all animals received at least five FR5 daily sessions;
(ii) additional FR5 sessions were given after 5 days if the mice
did not complete all 30 trials on three last consecutive days; and
(iii) the total number of FR5 sessions was capped at 10.

Throughout FR training schedules, mice were left in the
touchscreen chambers for 45–60 min, even if they completed the
required number of trials within a shorter period. This was done
to accustom animals to spending longer times in the chamber, as
would be required during the subsequent PR testing. To assess
performance during the last FR5 session in detail, we analysed
schedule length, target and blank touch rates, target/blank touch
ratio, post-reinforcement pause (time between head exit from
food magazine after reward collection and the first touch on
the next ratio), inter-touch interval, reward collection latency,
as well as screen (front) and magazine (rear) infrared beam
break rates.

PR Testing
PR test is an effort-based task that allows determining in
quantitative terms the motivation of the animal to expend
physical effort to receive reinforcing stimulus, typically of
nutritional nature (Markou et al., 2013). During PR schedule,
the requirement to perform a certain number of elementary
physical acts, e.g., lever presses in the original PR task (Hodos,
1961) or nose pokes to a touch-sensitive screen (Heath et al.,
2015), gradually increases during the session. As a result, when
the required effort becomes too high, cost/benefit calculations
prompt the animal to cease responding, and the number of

responses following the last rewarded response ratio, known as
‘‘breakpoint,’’ is used as a measure of perseveration.

In our experiments, animals were permitted a maximum of
120 min per session to complete as many trials as possible. The
first trial of all PR sessions required a single operant screen
response after which a single reward was delivered coincident
with magazine illumination and tone delivery (1 s, 3 kHz).
Animals were required to collect the reward from the magazine
before the next trial commenced after a 4.5 s ITI. The response
requirement was increased in all subsequent trials according to a
linear ramp of 8 (1, 9, 17, 25. . .n + 8; PR8) with repeated touches
supported by brief 500-ms removal of the screen stimulus
following successful screen contact and delivery of a ‘‘chirp’’ tone
(10 ms, 3 kHz). PR8 schedule ended if animals failed to make a
screen touch or visit food magazine following reward delivery for
5 min or after 120 min, whichever was sooner.

Testing on PR8 schedule proceeded for seven consecutive
days. In addition to breakpoint, the classical measure of PR task
performance, we also analysed schedule length, target and blank
touch rates, target/blank touch ratio, post-reinforcement pause,
inter-touch interval, reward collection latency and front and rear
infrared beam break rates.

Statistical Analysis
Pairwise comparisons in groups with normally distributed
values were done by the Student’s independent samples
t-test, applying Welch’s correction for groups with unequal
variances if necessary. In groups for which the assumption
of normality was rejected by the D’Agostino-Pearson test,
the non-parametric Mann-Whitney U-test was used for
pairwise comparisons. One-sample t-test was used to assess
the difference of the group mean from a theoretical value.
In our previous study (Piiponniemi et al., 2017) we noticed
that within-session reaction times and reward collection
latencies were right-skewed even after log10 or square
root transformations. Therefore, for between-genotype
comparisons, session median rather than session mean
values of these parameters from individual mice were used,
because they were more robust to the effect of outliers and
more representative as central tendency measures for each
session. Datasets of repeated measurements were analysed by
the two-way analysis of variance (ANOVA; within-subject
factor—day/session; between-subject factor—genotype). In the
case of statistically significant genotype × session interactions,
post hoc Holm-Šidák multiple comparisons test was used to
determine at which sessions (or blocks thereof) the difference
between genotypes was significant. All statistical analyses
were conducted with a significance level of 0.05 by using
GraphPad Prism 7 (GraphPad Software Inc., La Jolla, CA, USA).
Throughout the text, data are presented as the mean ± standard
deviation.

RESULTS

PAL Experiment
At the start of testing, zQ175 and WT mice in the PAL
cohort were 306 ± 7.0 and 300.6 ± 4.9 days old, so the
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FIGURE 4 | Detailed analysis of performance during Punish incorrect stage of touch screen pretraining in zQ175 and WT mice. (A) Average number of Punish
incorrect trials per day. (B) Total number of touches to blank area made until reaching the stage criterion. (C) The ratio of touches to blank area to the total number of
trials. (D) Total number of trials to criterion. (E) Total number of correction trials to criterion. (F) The ratio of correction trials to the total number of touches to blank
area. (G) Median latency to do correct (image) touch. (H) Median latency to do blank area touch. (I) Median latency to collect the reward from food magazine. Data
are presented as the mean ± standard deviation. Statistical significance of differences is indicated as follows: ∗P < 0.05; ∗∗∗P < 0.001; ∗∗∗∗P < 0.0001 (Student’s
t-test, Student’s t-test with Welch’s correction, or Mann-Whitney test, as appropriate). NzQ175 = 14; NWT = 15.

mutants were slightly but significantly older (P = 0.0456,
Mann-Whitney test). Before the start of food restriction, the
free-feeding mutant animals were lighter than WT animals
(28.7 ± 2.09 g vs. 32.7 ± 1.65 g, respectively; P < 0.0001,
Student’s t-test). The latter observation was in accordance with
previously reported weight loss in zQ175 mice (Heikkinen et al.,
2012).

Activity in PAL Cohort
Overall locomotor activity of zQ175 mice did not differ
from that of WT mice as they made a similar number
of beam breaks and traversals during their first 30-min
exposure to touchscreen chamber (Figures 2A,B). In addition,
zQ175 and WT mice made similar numbers of screen touches
and entries to the food tray (Figures 2C,D). Therefore, we
concluded that at the age of 10 months, zQ175 mice did

not exhibit major locomotor and anxiety phenotypes, which
could nonspecifically affect their learning of the touch screen
routine.

Pretraining for PAL Touch Screen Task
Sequential introduction of basic operant learning steps during
pretraining for PAL touch screen task showed that zQ175 mice
performed comparably to WT counterparts during ‘‘Initial
touch,’’ ‘‘Must touch’’ and ‘‘Must initiate’’ pretraining stages
(P > 0.05 in all cases; Figure 3). However during the ‘‘Punish
incorrect’’ stage, zQ175 mice required fourfold larger number of
days than WT animals to achieve the criterion: 25.3 ± 12.6 vs.
6.3 ± 2.5 days, respectively (P < 0.0001, Student’s t-test with
Welch’s correction; Figure 3). Moreover, one zQ175 mouse
failed to achieve the criterion for ‘‘Punish incorrect’’ stage even
after 50 days, whereupon it was excluded from further testing.
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FIGURE 5 | Main parameters of PAL task performance in zQ175 and WT mice. (A) Percentage of correct responses during 50 consecutive PAL sessions pooled
across 10 blocks of five sessions each. In some cases, especially during early stages of PAL task, the 36 session trials had to be given across several days (see
“Materials and Methods” section for detailed explanation). (B) Total number of correction trials across 10 blocks of five PAL sessions each. (C) Total number of
touches to blank area across 10 blocks of five PAL sessions each. Data are presented as the mean ± standard deviation. Data were analysed by the two-way
ANOVA (within-subject factor—session block; between-subject factor— genotype). In the case of statistically significant genotype × session interactions, post hoc
Holm-Šidák multiple comparisons test was used to determine at which blocks of sessions the difference between genotypes was significant (∗∗∗P < 0.001;
∗∗∗∗P < 0.0001). If genotype × session interaction was not significant, main genotype effect was indicated as follows: ####P < 0.0001. NzQ175 = 12; NWT = 15.

Protracted attainment of the ‘‘Punish incorrect’’ stage
criterion by zQ175 mice stemmed from two principal causes
(Figure 4). First, during ‘‘Punish incorrect’’ stage of pretraining,
zQ175 mice more frequently failed to complete the required
number of trials per day. Second, mutant animals poked into
the image with insufficient selectivity, making an unacceptably
high number of touches to the blank parts of the screen while an
image was present in one of the three windows). In particular,
we found that although each animal was given a chance to
complete 36 trials per day during pretraining, zQ175 mice
completed on average only 23.3 ± 5.4 ‘‘Punish incorrect’’ trials
daily (Figure 4A), which was a significantly lower trial rate than
that of WT animals (32.3 ± 3.9; P < 0.0001, Student’s t-test).
Furthermore, zQ175 mice made significantly more touches to
blank area than WT animals (Figure 4B). Because mutant mice
had to complete more trials due to relatively lower operant
responding, we also compared blank area touch rates, i.e., the
ratio of blank area touches to total trials and found that
zQ175 mice exhibited a higher relative blank touch rate than did
WT animals (Figure 4C). The combination of lower daily trial
rate and reduced accuracy of responding led to a significantly
higher number of total trials (image touch trials + blank touch
trials) by zQ175 mice to complete ‘‘Punish incorrect’’ stage
(Figure 4D). In addition, zQ175 mice received more correction
trials, i.e., when following a blank area touch, the trial was
repeated with the same stimuli in the same location until the
mouse made the touch to the image (Figure 4E). The difference
in correction trials could be explained by the higher number
of initial blank area touches as well as by repeated poking into
unilluminated parts of the screen during several correction trials
in a row. We found that zQ175 mice unlikely had a strong
preference for unilluminated parts of the screen (or, in other
words, aversion to the lit part of the screen), because the ratio of
total correction trials to total number of blank touches in mutant
mice was comparable to that in WT animals (Figure 4F).

We also analysed latencies of several behavioural reactions
in zQ175 and WT mice during the ‘‘Punish incorrect’’ stage

and found that mutants were slower to poke both into the
image (correct response, Figure 4G) and into the blank area
of the screen (incorrect response, Figure 4H) after the image
had appeared. At the same time, zQ175 and WT mice collected
reward with similar latencies (Figure 4I).

PAL Task Performance
During pretraining for the PAL task, mice learned to poke
into the window displaying a random image and to suppress
poking into the remaining blank, non-illuminated two windows.
Therefore, when the animals were progressed to the actual PAL
task (Figure 1A), their initial performance fluctuated around
50% correct (chance) level because they poked randomly into
one of the two simultaneously displayed images, only one
of which was in the correct location. In the course of the
50 PAL sessions, WT mice demonstrated clear improvement
of their object-location associative learning from chance
level in the beginning of testing to over 80% correct
response rate during the last five sessions (Figure 5A). In
contrast, zQ175 mice showed deficient acquisition of the
PAL task, as their performance, even at later stages, was
only slightly higher than chance level (10th session block:
58.0 ± 5.6%, P = 0.0007, one-sample t-test against theoretical
mean of 50%) and much lower than the percentage of
correct responses of WT animals (Figure 5A). There was a
significant interaction between the effects of genotype and
session on the percentage of correct response (F(9,225) = 20.36,
P < 0.0001, mixed model repeated measures ANOVA) with
the values being significantly different between genotypes at
session blocks 3–10 (Figure 5A; P < 0.0001, post hoc Holm-
Šidák multiple comparisons test). Furthermore, zQ175 mice
received more correction trials following touches to ‘‘S−’’
(Figure 5B). As during the ‘‘Punish incorrect’’ pretraining
stage, mutant mice touched blank window more frequently
than did WT mice (Figure 5C; main effect of genotype
F(1,25) = 69.7; P < 0.0001, mixed model repeated measures
ANOVA).
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FIGURE 6 | Decelerated performance of PAL task by zQ175 mice. (A) Number of days required to complete the 1,800 PAL trials (50 sessions of 36 trials each).
(B) Duration of the block of five sessions at different stages of PAL task. (C) Median latency to touch the correct image. (D) Median latency to touch the incorrect
image. (E) Median latency to collect the reward from food magazine. Data are presented as the mean ± standard deviation. Statistical significance of differences is
indicated as follows: ∗P < 0.05; ∗∗P < 0.01; ∗∗∗P < 0.001; ∗∗∗∗P < 0.0001 (Mann-Whitney test (A) or post hoc Holm-Šidák multiple comparisons test after significant
genotype × session interactions were revealed by two-way repeated measures ANOVA (B–D)). NzQ175s = 12; NWT = 15.

zQ175 mice required significantly longer time to complete
the PAL task than did WT mice (Figure 6A). The shortest

possible duration of PAL testing was 53 days, because the first
and second of the 50 sessions were deliberately split into 3 and
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FIGURE 7 | Performance of Q175∆neo and WT mice during FR schedules.
Data are presented as the mean ± standard deviation. Q175 dataset includes
data from two mutant mice that failed to consistently complete 30 FR5 trials
and the number of their FR5 sessions was capped at 10. Statistical
significance of differences is indicated as follows: ∗∗P < 0.01 (Mann-Whitney
test). NQ175∆neo = 12; NWT = 11.

2 days (3× 12 trials and 2 × 18 trials), respectively, to introduce
the more demanding requirement to associate images with a
particular location more gradually. Whereas only two out of
15 WT mice required more than 60 days to complete 50 sessions
(36 trials each), only two out of 14 zQ175 mice completed it
within 60 days (Figure 6A). One zQ175 animal required more
than 3 days on average to complete a session, i.e., it was doing less
than 12 trials per day. Experiments with that mouse were stopped
when it had completed about half of the required sessions,
and these data were not used in PAL analysis. zQ175 mice
had significantly longer PAL sessions at all experimental stages,
except for session block 8 (genotype × session block interaction:
F(9,225) = 5.557, P < 0.0001; Figure 6B). Mutant animals
displayed consistently longer latencies to touch the correct visual
stimulus (genotype × session block interaction: F(9,225) = 3.364,
P = 0.0007; Figure 6C). Similarly, the latencies of the first
touch to the incorrect image in a pair were also longer
in zQ175 mice during all sessions except for session blocks
7 and 8 (genotype × session block interaction: F(9,225) = 3.764,
P = 0.0002; Figure 6D). At the same time, neither genotype
(F(1,25) = 3.086, P = 0.0912) nor session block (F(9,25) = 0.695,
P = 0.714) significantly affected the latency to collect the reward
(Figure 6E). The latter finding suggested that longer image touch
latencies of zQ175 mice were task-specific deficits and not a
consequence of some generalised motor impairment.

FR/PR Experiment
The slower rate of responding and frequent failure to complete
the required moderate number of trials during pretraining and
during actual PAL task in zQ175 mice could reflect deficient
reinforcement learning and/or lower motivation. The latter
construct can be more selectively (i.e., without the confound
of the learning deficit) assessed in effort-based tasks, using,

for example, FR and PR schedules (Hodos, 1961; Markou
et al., 2013). Therefore, using a separate cohort of 11-month-
old related Q175∆neo mice and their WT littermates, we
examined their performance in the recently developed touch
screen version of FR and PR tasks (Heath et al., 2015,
2016).

At the start of this experiment, litter-matched Q175∆neo and
WT mice in the FR/PR cohort were 329 days old on average.
Before the start of food restriction, the free-feeding weight of
Q175∆neo mice in this cohort was lighter than that of WT
littermates (29.0± 1.4 g vs. 34.0± 2.0 g, respectively; P < 0.0001,
Student’s t-test). This phenotype has been also observed in the
original article about Q175F∆neo mice (Southwell et al., 2016).
As in the case of the PAL cohort (Figure 2), no significant
differences were found between Q175∆neo and WT mice in any
of the activity parameters measured during the first exposure to
touch screen chamber (P > 0.05 for all four measures, data not
shown).

FR Test Performance
The majority of WT mice achieved FR1 criterion in 1 day,
whereas most Q175∆neo mice required at least 2 days
for that (Figure 7). All mice, irrespective of the genotype,
completed FR2 and FR3 task criteria within 1 day. Mutant
animals required nominally more days to achieve FR5 criterion.
However, the difference did not achieve statistical significance
(P = 0.093, Mann-Whitney U-test). Partly, it was because we
capped the maximum number of FR5 sessions to 10: 2 out
of 12 Q175∆neo mice still failed to complete all 30 trials
during 60 min of FR5 testing on FR5 days 8–10. There
were numerous differences in the dynamics and specificity
of FR schedule responding between Q175∆neo and WT
mice and to illustrate them, we analysed the performance
of mice during the last FR5 session, whereupon the animals
were moved to PR testing. Last FR5 session length was
significantly longer in mutant animals (Figure 8A). The
protracted performance was due to longer post-reinforcement
pause (the period between head exit from the food magazine
following reward collection and the first touch in the next trial)
and slower responding during the trial evidenced by longer inter-
response intervals (times between the images being touched;
Figures 8B,C).

Target touch rate was significantly lower in Q175∆neo
mice, whereas blank touch rate was similar between genotypes
(Figures 8D,E). However, as the session length was considerably
longer in Q175∆neo mice, they made significantly more blank
touches over the course of the whole session (161 ± 62 vs.
78 ± 49, P = 0.001, Mann-Whitney U-test). Thus, target/blank
touch ratio for the whole session was significantly lower
in Q175∆neo mice (Figure 8F). These data suggested that
Q175∆neo mice exhibited lower specificity of the interaction
with the relevant part of the touch screen, making relatively fewer
target touches per given time.

Whereas the activity near the screen during the last
FR5 session was similar between genotypes, rear IR beam break
rate was relatively slower in Q175∆neo mice (Figures 8G,H). It
is unlikely that the latter difference was associated with decreased
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FIGURE 8 | Detailed analysis of performance during the last FR5 session. (A) Last FR5 session length. (B) Median post-reinforcement pause. (C) Median
inter-response interval. Y-axis was split for better illustration of all individual values. (D) Target touch rate. (E) Blank touch rate. (F) The ratio of the number of target
touches to the number of touches to blank area. (G) Front infrared (IR) beam break rate. (H) Rear IR beam break rate. (I) Median latency to collect the reward from
food magazine. Data are presented as the mean ± standard deviation. Statistical significance of differences is indicated as follows: ∗P < 0.05; ∗∗P < 0.01;
∗∗∗P < 0.001; Student’s t-test, Student’s t-test with Welch’s correction, or Mann-Whitney test, as appropriate. NQ175∆neo = 12; NWT = 11.

motivation to work for reward: mutant andWT animals collected
the reward with very similar latencies (Figure 8I). Moreover, the
rates of empty magazine entries were similar in Q175∆neo mice
and in WT littermates (0.88 min−1 vs. 1.00 min−1, P = 0.45,
Mann-Whitney U-test), indicating that mutants actively sought
the nutritional reward.

To verify if the above described differences were not
considerably distorted by the data from the two Q175∆neo
mice that failed to complete all 30 trials during their last
three FR5 sessions, we also carried out the same comparisons
having excluded those two animals. All the statistically
significant genotype effects with the exception of the longer
post-reinforcement pause in Q175 mice remained significant
(data not shown), so we advanced all mutant animals to the PR
schedule.

PR Test Performance
Both Q175∆neo and WT mice vigorously emitted operant
responses during PR8 sessions. Whereas there was a significant
effect of session on breakpoint value (F(6,126) = 5.054,

P = 0.0001), genotype did not affect breakpoints (Figure 9A).
Genotype, session number or interaction of these factors did
not significantly affect the length of daily sessions that were
stopped after 5 min of inactivity in most cases (Figure 9B).
One Q175∆neo mouse kept responding for 2 h on the
first day of PR8 schedule, so its session length was capped
at this value for analysis. Post-reinforcement pauses before
the start of new ratios were similar in both genotypes
(Figure 9C), but median inter-touch intervals were slightly
but significantly longer in Q175∆neo mice (P = 0.046,
main genotype effect, Figure 9D). As was the case during
FR5 sessions, target touch rate was slower in mutant animals
(genotype effect: F(1,21) = 11.19, P = 0.0031; session effect:
F(6,126) = 10.46, P < 0.0001; Figure 9E), whereas neither
genotype nor session affected blank touch rates (Figure 9F).
Target/blank touch ratio was gradually decreasing in the course
of testing on PR8 schedule (session effect: F(6,126) = 3.681,
P = 0.0021) and overall lower in Q175∆neo mice (genotype
effect: F(1,21) = 10.84, P = 0.0035; Figure 9G). Neither front beam
nor rear beam rates were affected by genotype or PR8 session
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FIGURE 9 | Performance of Q175∆neo and WT mice during consecutive daily PR sessions on PR8 schedule. (A) Breakpoints. (B) Lengths of daily sessions.
(C) Median post-reinforcement pause values. (D) Median inter-response intervals. (E) Target touch rates. (F) Blank touch rates. (G) Target/blank touch ratio values.
(H) Front infrared (IR) beam break rates. (I) Rear IR beam break rates. Data are presented as the mean ± standard deviation (in (C,D) due to large variability, only the
upper part of standard deviation range is provided for clarity). Genotype × session interactions were not significant. Main genotype effect is indicated as follows:
#P < 0.05; ##P < 0.01. For (A,B, E–I) NQ175∆neo = 12; NWT = 11. For analyses in (C,D) NQ175∆neo = 8; NWT = 10, as data from mice that completed less than
two ratios in any of the seven PR schedule days were excluded.

(Figures 9H,I). We also analysed directional behaviour toward
reward magazine and found no differences in reward collection
latency (genotype effect: F(1,20) = 2.109, P = 0.162; session
effect: F(6,120) = 1.06, P = 0.39; data from one Q175∆neo
mouse were excluded as on 1 day, it did not collect the
reward). Furthermore, neither genotype nor session significantly
affected the rate of empty food magazine visits (genotype effect:
F(1,21) = 2.099, P = 0.1621; session effect: F(6,126) = 1.847,
P = 0.095).

DISCUSSION

In the present study, we show a pronounced deficit in object
location/PAL in 10–11-month-old heterozygous zQ175 mice,
an animal model of HD. Besides high rate of errors, we also
noted considerably lower responding rate in mutants during the
last stage of pretraining and during the PAL task itself. Our
examination of effortful operant responding during FR and PR
reinforcement schedules in closely related Q175∆neo mice of
similar age confirmed slower and unselective performance of

mutant animals observed during the PAL task but suggested that
motivation to work for nutritional reward in Q175∆neo andWT
mice was similar.

Visuospatial deficits have been extensively documented inHD
patients (Mohr et al., 1991; Lawrence et al., 2000; Dumas et al.,
2013; Pirogovsky et al., 2015; Corey-Bloom et al., 2016). These
findings have been conceptually recapitulated in animal models
of HD. Deficient spatial learning in Morris water maze has been
noted in R6/1 (Brooks et al., 2012), R6/2 (Lione et al., 1999),
YAC128 (Brooks et al., 2012a), HdhQ92 (Brooks et al., 2012c),
HdhQ111 (Giralt et al., 2012), HdhQ150 (Brooks et al., 2012b)
HDmouse models and in transgenic HD rats (Kirch et al., 2013),
whereas individuals with HD perform poorly in the human
versions of the water maze (Majerová et al., 2012; Begeti et al.,
2016). Learning of delayed matching to position and delayed
non-matching to position tasks was deficient in HdhQ111 and
zQ175 mice (Curtin et al., 2015; Yhnell et al., 2016b) as well as
in transgenic HD monkey (Chan et al., 2014), mirroring deficits
in similar tests in symptomatic HD patients (Lange et al., 1995;
Lawrence et al., 2000).
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However, differences in preclinical animal and clinical test
settings often preclude straightforward comparisons of the
changes observed in rodents and individuals with HD. For
example, learning in Morris water maze is driven by the
negative reinforcement (such as stress), which may adversely
affect the performance and is incompatible with assessing
cognition in humans. Application of touch screen technology
for testing cognition in rodents and other species facilitates
such cross-species evaluations: touch screen tests have been used
for diagnosing cognitive dysfunction in humans for decades,
although it should be remembered that they were partly inspired
by the desire to utilise cognitive testing routines originally
developed in rodents and monkeys (Barnett et al., 2016).
Recent refinement of touch screen-based techniques enabled
successful replication of human cognitive phenotypes in mice
with homologous mutations and even permitted reverse, mouse-
to-human, translation (Nithianantharajah et al., 2013, 2015).

Here, for the first time, we applied touch screen PAL task to
a mouse model of HD. Impaired performance of zQ175 mice
in this task (Figure 5) has important translational parallels, as
disruptions of verbal and pattern-location associative learning in
HD patients have been demonstrated in various tests, including
CANTAB (Lange et al., 1995; Sprengelmeyer et al., 1995; Rich
et al., 1997; Lawrence et al., 2000; Begeti et al., 2016). In human
CANTAB PAL task, the performance of individuals is usually
assessed by the number of trials required to correctly locate all
patterns, the number of errors made and the memory score,
representing the overall number of patterns correctly located
after the first presentation (Lawrence et al., 2000). Compared to
healthy control subjects, HD patients use more trials, commit
more errors and demonstrate lower memory score, typically
experiencing considerable difficulty at the six- and eight-pattern
stages of the task (Lange et al., 1995; Lawrence et al., 2000;
Begeti et al., 2016). These deficits are directly comparable to
the significantly lower number of correct responses and higher
number of correction trials observed in zQ175 mice compared to
those inWT counterparts (Figure 5). Persistently low percentage
of correct responses of zQ175 mice in the course of PAL task
was likely caused by disturbances in multiple cognitive domains.
As discussed by Lawrence et al. (2000), visuospatial tasks require
several distinct processes: (1) attendance to and discrimination
between the stimuli; (2) acquisition of the learning rule, including
the realisation that correct responses are associated with reward,
and memory of the rule throughout testing; (3) matching
the available set of stimuli to the sample in memory; and
(4) appropriate response selection. Furthermore, successful
performance in positively reinforced visuospatial tasks ultimately
depends on inherent motivation to work for corresponding
reward.

Impaired ability to discriminate between two visual images
in touch screen chambers had been noted in 26-week old but,
surprisingly, not in 48-week old zQ175 mice (Farrar et al., 2014;
Curtin et al., 2015). In R6/2 mice, age- and CAG repeat number-
dependent impairments in pairwise visual discrimination have
been shown (Morton et al., 2006; Glynn et al., 2016). These
mouse phenotypes are reminiscent of compromised perception
of visual stimuli in HD patients (Büttner et al., 1994; Jacobs

et al., 1995; O’Donnell et al., 2008). However, as argued by
Lawrence et al. (2000), it is unlikely that HD patients have
a generalised perceptual deficit as their poor performance in
perceptual tests, e.g., in simultaneousmatching-to-sample, might
be due to attentional deficits.

In our experiments, longer latencies to touch correct and
incorrect images in PAL task in zQ175 mice (Figures 6C,D)
as well as longer post-reinforcement pause in FR5 task in
Q175∆neo mice (Figure 8B) suggest that decreased attention
may also contribute to impaired acquisition of PAL. Deficits in
rapid attention to visual stimuli in other knock-in HD mouse
models were also demonstrated by using 5-choice serial reaction
time task (Trueman et al., 2009, 2012; Yhnell et al., 2016a,c).
These data are in accord with reduced attentional capacity of HD
patients (Finke et al., 2007; Georgiou-Karistianis et al., 2012; Hart
et al., 2015).

Notably, post-reinforcement pauses were not significantly
different between WT and Q175∆neo mice during testing on
PR8 schedule (Figure 9C), which could reflect eventual recovery
of this deficit upon continuous training. Positive effects of
training on the discriminatory ability and attention of Q175 and
R6/2 mice have been reported previously (Curtin et al., 2015;
Yhnell et al., 2016c).

Poor rule learning likely was also a factor in deficient
performance of zQ175 mice in PAL task. Pronounced deficits
in operant responding of mutants were already evident at
the last ‘‘Punish incorrect’’ stage of pretraining for PAL task
(Figures 3, 4): mutant mice required many more trials to learn
to selectively touch the image, while withholding interactions
with blank windows. This deficit may be explained by impaired
proactive selective stopping, a process that involves activation of
striatal, pallidal and frontal areas in humans, which is disturbed
in HD patients (Majid et al., 2013). Similar deficit has not been
reported during instrumental pretraining of zQ175 and R6/2 HD
mice for the pairwise discrimination touch screen task, likely
because the ‘‘Punish incorrect’’ step was not used (Morton et al.,
2006; Farrar et al., 2014; Curtin et al., 2015). Acquisition of the
simple nose poke response (akin to ‘‘Must Touch’’ pretraining
stage used here) was impaired slightly in 53-week and 74-week
old heterozygous zQ175 mice and nearly completely abrogated
in homozygous mutants (Oakeshott et al., 2011). Furthermore,
zQ175, R6/2 and BAC HD mice exhibited deficits in a simple
visual Go/No-Go task that required animals to nose-poke into a
recess for food reward in the presence of light, but to withhold
responding in the absence of the reinforcer (Oakeshott et al.,
2013). In addition, impaired operant rule learning in delayed
alternation task has been reported in HdhQ92 mouse model of
HD (Trueman et al., 2009). These findings are in accord with
numerous reports on deficient rule learning in individuals with
HD (Knopman and Nissen, 1991; Lange et al., 1995; Filoteo et al.,
2001).

Our data on the performance of Q175∆neomice in FR and PR
tasks were somewhat unexpected. On the one hand, protracted
execution of FR task (Figures 8A,B) and longer inter-touch
intervals during both FR and PR schedules (Figures 8C, 9D)
were in line with decelerated performance of similar mutants in
the PAL task (Figure 6). Psychomotor slowing in zQ175 mice
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was also noted in touch screen visual discrimination task
(Farrar et al., 2014), so these data collectively demonstrate
that Q175 mouse lines can be used for modelling HD-related
bradykinesia (Thompson et al., 1988; Sánchez-Pernaute et al.,
2000). On the other hand, indices related to the motivation,
such as breakpoint, the rate of empty food magazine visits,
or reward collection latency, were similar between genotypes
(Figures 8I, 9A), despite an earlier study of zQ175 mice, which
utilised a lever-equipped apparatus, revealed lower breakpoints
in 30-week old mutants (Covey et al., 2016). In a similar setting,
27–33-month-old zQ175 mice showed slower response rates
and reduced number of earned reinforcements on PR schedules
(Oakeshott et al., 2012; Curtin et al., 2015). In the latter studies,
in the absence of clear breakpoints, those measures were deemed
to reflect lower motivation. Lower response (target touch) rate in
Q175∆neomice was noted also in our experiments (Figures 8D,
9E), however, the breakpoints, which correlate with the number
of earned rewards, were similar in WT and mutant animals
(Figure 9A). Lower breakpoint values were also described in
HdhQ111 mice (Yhnell et al., 2016a; Minnig et al., 2018).

The discrepancies between breakpoint data in this study and
published reports likely stem from a differential setting (touch
screen chambers vs. lever-equipped operant boxes or operant
buckets) and steeper, PR8, reinforcement schedule than those
employed in other studies in which breakpoints were achieved
(Covey et al., 2016; Yhnell et al., 2016a; Minnig et al., 2018). Also,
there was a subtle genetic difference between Q175∆neo mice
in our experiments and zQ175 mice used in published studies.
Generally, mice emitted relatively fewer responses in the touch
screen version of PR task (compare breakpoints in Figure 9A per
120 min of testing with Figure 1A of Covey et al. (2016)), which
implies that touch screen testing was more strenuous. However,
it is then unclear why this circumstance did not make detection
of phenotype in Q175∆neomice easier. It must be noted though
that the strategies to achieve similar breakpoint values inWT and
Q175∆neo mice were different, as mutants made target touches
relatively less frequently. Nonetheless, our results suggest that
modelling apathetic behaviour in Q175 mouse lines by testing
them on PR schedules in touch screen chambers is less optimal
than using lever-equipped chambers.

Despite similar breakpoints were observed during testing on
PR8 schedule in a related Q175 line (Figure 9A), motivational
deficits may still have affected the performance of zQ175 mice
during the PAL task. Because mutants made more errors and
their learning rate was low (Figure 5A), the rewards were
relatively less frequent than inWT counterparts, which could add
to the demotivation of zQ175 mice during PAL testing. At the

same time, the effect of gross locomotor disturbances, another
important confound in HD mouse models, on the performance
in PAL and FR/PR tasks may probably be excluded: although we
tested fairly mature animals, initial locomotor activity (Figure 2),
reward collection latencies, and front beam break rates were
similar. The rate of rear infrared beam break was lower in
Q175∆neo mice during the last FR5 session (Figure 8H), but it
was similar to that inWTmice during the subsequent PR sessions
(Figure 9I).

In summary, we have expanded the list of known cognitive
deficits in the knock-in zQ175 mouse model of HD by showing
a drastic impairment of their object location associative memory
in the PAL task. Normal performance of this touch screen task
is thought to be dependent on the integrity of the hippocampus,
dorsal striatum and prefrontal cortex (Owen et al., 1995; Talpos
et al., 2009; Delotterie et al., 2015; Kim et al., 2015), i.e., the
areas known to be affected by degeneration or biochemical and
physiological disturbances in zQ175mice (Heikkinen et al., 2012;
Smith et al., 2014; Rothe et al., 2015; Covey et al., 2016; Peng et al.,
2016; Sebastianutto et al., 2017) in correspondence to similar
deficits in HD patients. Although the advantage of the highly
translational, touch screen-based approach in the case of PAL
is weakened by relatively long time needed to complete the test,
using younger animals may potentially decrease the overall test
duration. In addition, a recently reported more intensive training
regimen for PAL task may be applied to shorten the duration
of the experiment (Kim et al., 2016). We also demonstrated
that pronounced sensorimotor disturbances in Q175 mouse lines
can be detected at early touch screen testing stages, e.g., during
‘‘Punish incorrect’’ stage of pretraining for the PAL task or during
FR schedule. Therefore, these shorter routines may be utilised for
more expedient studies of pharmacological treatments and other
strategies aimed at the rescue of HD-related phenotype.
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Persons with multiple sclerosis (pwMS) experience declines in physical and cognitive
abilities and are challenged by dual-tasks. Dual-tasking causes a drop in performance,
or what is known as dual-task cost (DTC). This study examined DTC of walking speed
(WS) and cognitive performance (CP) in pwMS and healthy controls (HCs) and the
effect of dual-tasking on cortical activation of bilateral premotor cortices (PMC) and
bilateral supplementary motor area (SMA). Fourteen pwMS and 14 HCs performed
three experimental tasks: (1) single cognitive task while standing (SingCog); (2) single
walking task (SingWalk); and (3) dual-task (DualT) that included concurrent performance
of the SingCog and SingWalk. Six trials were collected for each condition and included
measures of cortical activation, WS and CP. WS of pwMS was significantly lower
than HC, but neuropsychological (NP) measures were not significantly different. pwMS
and HC groups had similar DTC of WS, while DTC of CP was only significant in the
MS group; processing speed and visual memory predicted 55% of this DTC. DualT
vs. SingWalk recruited more right-PMC activation only in HCs and was associated
with better processing speed. DualT vs. SingCog recruited more right-PMC activation
and bilateral-SMA activation in both HC and pwMS. Lower baseline WS and worse
processing speed measures in pwMS predicted higher recruitment of right-SMA (rSMA)
activation suggesting maladaptive recruitment. Lack of significant difference in NP
measures between groups does not rule out the influence of cognitive factors on
dual-tasking performance and cortical activations in pwMS, which might have a negative
impact on quality of life.

Keywords: multiple sclerosis, dual-task cost, fNIRS, premotor cortex, SMA, neuropsychology measures

INTRODUCTION

One of the hallmarks, burdensome features of multiple sclerosis (MS) involves the interrelated
deterioration of both physical and cognitive performance (CP), perhaps based on co-occurring
damage in neural regions that are important for those functions (Benedict et al., 2011;
Motl et al., 2016; Cattaneo et al., 2017). For example, walking is a motor activity that
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often requires executive function and attention, especially in
processing external and internal cues, so it is likely that
deficits in cognitive processing contribute to gait deficits
(Amboni et al., 2013). Importantly, walking in the real-word
rarely occurs in isolation. That is, real-world walking is
often accompanied by increased attentional demands based
on performing simultaneous tasks (i.e., walking while thinking
[dual-tasking] Holtzer et al., 2011). The increased attentional
demands associated with dual-tasking during walking can lead
to increased rate of error and consequently put persons with
MS (pwMS) at an elevated risk of falling or getting injured
(Wajda et al., 2013). One recentmeta-analytic study reported that
complex dual-tasking has negative effects on postural stability
in pwMS, posing an elevated fall risk (Ghai et al., 2017). By
extension, such an elevated fall risk further reduces the quality
of life, ability to perform activities of daily living, and sustaining
stable employment (Raggi et al., 2016). As such, quantifying the
impact of dual-tasking during walking in pwMS is paramount.

Dual-tasking during walking can be measured using a variety
of different paradigms. For example, paradigms that have been
included in studies involving pwMS include walking while
talking (e.g., alternate-letter alphabet task Learmonth et al., 2014)
or mathematical calculations like subtracting by 7’s), among
others to measure cognitive-motor interference (CMI). Of note,
CMI is rarely expressed in terms of CP in this population, which
has been acknowledged as a major limitation of the field (Leone
et al., 2015; Goverover et al., 2018). Nevertheless, studies in MS
samples have reported a decline in gait performance in response
to adding a cognitive load vs. walking alone (Sosnoff et al., 2011;
Doi et al., 2013; Learmonth et al., 2014; Downer et al., 2016).
Indeed, such declines might be a product of cognitive problems
associated with MS (Diamond et al., 1997; DeLuca et al., 2004a,b;
Beckmann et al., 2005; Lengenfelder et al., 2006; Dobryakova
et al., 2016), given that successful dual-tasking requires divided
attention and the ability to process information simultaneously
frommultiple internal or external sources. Yet, there is equivocal
evidence regarding the association between the dual-task cost
of walking (DTCW; i.e., the reduction in walking performance
under single- vs. dual-task conditions) and cognition in MS
(Motl et al., 2014; Sosnoff et al., 2014; Kirkland et al., 2015;
Sandroff et al., 2015a).

The lack of consistent associations between the DTCW and
cognition in pwMS is not consistent with literature in other
populations whereby the DTCW is consistently and robustly
associated with aspects of information processing (Holtzer et al.,
2014). Given the importance of executive functioning during
walking, neuroimaging studies have focused on the role of
the prefrontal cortex (PFC) during dual-tasking compared with
walking alone using mobile imaging technologies like functional
near-infrared spectroscopy (fNIRS), since it is not feasible to
study actual walking behavior in an MRI scanner. Evidence
suggests that PFC activity is elevated during dual-tasking in
pwMS (Holtzer et al., 2011; Chaparro et al., 2017) as well as
in healthy individuals (Mirelman et al., 2014) compared with
walking alone. In addition to the PFC, premotor areas (premotor
cortices (PMC) and supplementary motor area (SMA)) play an
important role in executive functioning and working memory

(Alvarez and Emory, 2006; Harding et al., 2015; Ptak et al.,
2017), the cortical control of walking (Koenraadt et al., 2014),
and in coupling cues to motor acts and in the guidance of
movement (Moisa et al., 2012). Taken together, this suggests that
premotor areas might play an important role in dual-tasking,
which might be particularly challenged in pwMS. One recent
mobile imaging study (Lu et al., 2015) reported large correlations
between increased activation in these regions and a decline in
gait performance while dual-tasking in healthy young adults;
however, there are no published neuroimaging studies examining
the roles of the PMC during dual-tasking in pwMS. Such an
investigation would provide critical information for a better
understanding of the neural underpinnings and potential impact
of cognitive-motor interactions in this population.

The present study examined activation of bilateral premotor
areas and SMA during dual-tasking (DualT), walking alone
(i.e., single walking task, SingWalk) and performance of a
cognitive task alone (i.e., single cognitive task, SingCog) in pwMS
and healthy controls (HCs) using fNIRS. We hypothesized that
relative to HCs, pwMS would demonstrate a pattern of higher
premotor activation during dual-tasking relative to single tasks
based on previous results from functional neuroimaging studies
(Hillary et al., 2003; Rocca et al., 2009, 2012). This hypothesis
is also based on the assumption that pwMS likely allocate more
neural resources than HCs during dual-tasking to maximize
safety by avoiding injury/falls (Sandroff et al., 2015a). We further
hypothesized that in pwMS, patterns of PMC activation and
behavioral DTC outcomes would be associated with measures of
walking speed (WS) and neurocognitive performance.

MATERIALS AND METHODS

Subjects
Participants with MS and HCs were recruited from local
communities in NJ. Inclusion criteria for all subjects included
age between 18 years and 64 years and no history of major
depression, schizophrenia, bipolar disorder, or substance abuse
disorders, and not taking any medications that may affect
cognition and ambulation. Inclusion criteria for pwMS were:
(a) clinical definite MS diagnosis (McDonald et al., 2001); (b)
relapse-free for the past 30 days; and (c) ability to walk with or
without a cane, but not a walker/rollator. HC participants were
recruited such that each matched one of the participants withMS
based on age, sex and education. A total of 270 participants were
contacted, and 32 were enrolled. The final sample of participants
consisted of 14 persons (2 M, 12 F) with relapsing-remitting MS
and 14 age, gender and education level matched, HC participants.

Setup and Procedure
Experiment Procedure
Participants were enrolled in two testing sessions, separated
by a minimum of 2 days. In the 1st session, subjects
were screened for eligibility and enrolled in the study after
providing written informed consent approved by the Kessler
Foundation Institutional Review Board, and with the 1964
Helsinki declaration and its later amendments or comparable
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ethical standards. Following the provision of informed consent,
participants completed a set of tests to evaluate ambulation
and cognition by trained personnel. Neuropsychological (NP)
assessment utilized the Brief International Cognitive Assessment
for MS (BICAMS; Langdon et al., 2012) battery of tests that
included the following: the Symbol Digit Modalities Test (SDMT;
Smith et al., 1982) as a measure of information processing
speed; the second edition of California Verbal Learning Test
(CVLT-II; Delis et al., 2000), as a measure of verbal learning
and memory, and the Brief Visuospatial Memory Test-Revised
(BVMT-R; Benedict, 1997) as a measure of visuospatial learning
and memory. NP measures were administered and scored
in accordance with standard published procedures (Langdon,
2015). Ambulation was measured using the timed 25-foot walk
test (T25FW) based on standard procedures (Motl et al., 2017).
The primary outcome from the T25FW was WS expressed as
feet/second (ft/s).

Table 1 summarizes participant demographics in both groups
and average of WS and BICAMS measures. T25FW WS was
slower for pwMS than HC (4 ft/s vs. 4.9 ft/s, F = 6.01, p = 0.021,
d = 0.93), while scores of BICAMS tests were not different
between groups. There was also a positive correlation between
WS and SDMT scores in the MS group (r = 0.72, Z = 3.01,
p = 0.003, r2 = 0.52), indicating cognitive-motor coupling
(Benedict et al., 2011).

fNIRS
fNIRS technology has been successfully used in recording brain
activity during ambulation (Lu et al., 2015; Chaparro et al.,
2017), especially using advanced wearable multi-channel systems
(Piper et al., 2014). In the present study, fNIRS (NIRSportTM,
NIRX, Germany) was used to collect hemodynamic activity in

TABLE 1 | Demographics of participants in both groups.

Measure Group

MS HC

Age (years) 50 ± 8 years old 50 ± 9 years
Education (years) 15.5 ± 1.8 16.1 ± 1.6
T25FW walking speed (ft/s)∗ 3.99 ± 1.21 4.89 ± 0.65
BVMT-R raw score 3.14 ± 1.96 4.07 ± 2.05
CVLT-II 52.2 ± 9.26 55.86 ± 8.8
SDMT 53.2 ± 12.4 57.7 ± 5.77
WS and BVMT-R correlation −0.15 −0.18
WS and CVLT-II correlation 0.36 −0.12
WS and SDMT correlation 0.72∗∗ 0.06

∗Denotes statistically significant difference between groups (p < 0.05). ∗∗Denotes
statistically significant correlation. T25FW, 25-foot walk test; SDMT, Symbol Digit
Modalities Test; CVLT-II, California Verbal Learning Test; BVMT-R, Brief Visuospatial
Memory Test-Revised; WS, walking speed in the T25FW test.

bilateral PMC and SMA areas. NIRSport is a wearable fNIRS
system specifically designed tomaximize the signal-to-noise ratio
in a mobile setting (Piper et al., 2014). The optical detectors
include photo-electrical receivers enclosed within a circuitry
that includes a trans-impedance amplifier with a fixed 10 M�
feedback resistor. This design provides a higher signal to noise
ratio where the signal is amplified at the optode site before being
transmitted to the main amplifier and data acquisition system
(DAQ) and being contaminated with more motion artifacts.
In the current study, six sources and six detectors were used
and assembled in a montage similar to a montage used in
(Lu et al., 2015) resulting in 12 total channels. Channels were
arranged based on the international 10-5 system to collect
data from four regions of interest (ROIs): left and right PMC
(lPMC and rPMC), and left and right SMA (lSMA and rSMA;
see Figure 1). NIRstar software and NIRSlab Matlab toolbox

FIGURE 1 | (A) Location of functional near-infrared spectroscopy (fNIRS) sources, detectors and channels. Location of sources and detectors are shown in red and
yellow dots, respectively. The six sources and six detectors are arranged in pairs to give 12 channels that cover bilateral premotor cortices (PMC) and bilateral
supplementary motor area (SMA) regions. (B) SingCog task, subjects were in a standing position and rested for 15 s before performing a serial 7’s mathematical
calculation task for six repetitions. (C) Subjects were instructed to stand next to a traffic cone for 15 s; then at the Go cue, they were instructed to walk in a
comfortable speed for 15 s while the researcher recorded the distance they traveled. In the SingWalk condition, they were asked to simply walk straight in a long
hallway. In the DualT task, they were asked to perform the serial 7’s task as fast as they could while walking.
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(Piper et al., 2014) were used to set up the probe locations and
montages. Each of the light emitting diodes (LEDs) in this system
emits dual-wavelength light (760 nm and 850 nm), and the
sampling rate is 6.25 Hz.

In the second session, subjects were fitted with the fNIRS
system and performed three experimental conditions: (1) single
cognitive task (SingCog) while standing; (2) single walking
task (SingWalk); and (3) dual-task (DualT, walking while
performing the cognitive task). The cognitive task in both
SingCog and DualT was a conventional paradigm that requires
subtracting serial 7’s from a given number between 70 and
100, randomly chosen by the investigators (SingCog task;
Leone et al., 2015), and reporting the results of subtractions
verbally and aloud. Subjects carried a backpack during the
SingCog, SingWalk and DualT tasks that included the data
acquisition hardware of NIRsport system. The backpack
weighted around 2 lb that did not result in any complaints about
its weight.

Each experimental condition (SingWalk, SingCog, DualT)
was repeated six times (six trials); task duration of each trial
was 15 s, preceded by 15 s of rest (baseline condition) to
allow the hemodynamic signal to reach a stable baseline (total
30 s × 6 trials of data per condition). The order of these
conditions was randomized and counterbalanced to avoid any
confounds in results related to physical or cognitive fatigue, or
adaptation to the cognitive task. Behavioral measures included
responses to the cognitive tasks (SingCog and DualT) as well
as walking distance over the 15-s walking trials (SingWalk and
DualT). Importantly, under the DualT condition, participants
were explicitly asked to prioritize both walking and cognitive
tasks equally.

Data Analysis
Behavioral Measures
Cognitive-Motor Interference (CMI) during the walking
trials was evaluated based on the change in speed (Sandroff
et al., 2015a) and on the change in behavioral performance
on the cognitive task across experimental conditions.
DTC of WS (DTCW) was calculated as % change in WS
(i.e., ((DualT − SingWalk)/(SingWalk))∗100), with more
negative values indicating larger reductions in WS under the
DualT condition relative to the SingWalk condition. Similarly,
DTC on cognitive task performance (DTCC) was calculated
based on the total number of correct answers in the 15-s
duration of task execution in comparison to SingCog task
(i.e., ((DualT − SingCog)/(SingCog))∗100).

Neurophysiology Measures
Preprocessing
fNIRS data were analyzed using NIRSlab Matlab toolbox
(2017 release, Matlab2013b). Estimation of oxyhemoglobin
(HbO) and deoxyhemoglobin (HbR) signals was done using
Beer-Lambert Law, fitting the data to Differential Path Factor
(PDF) values of 7.25 and 6.38 for 760 nm and 850 nm
wavelengths, respectively (Essenpreis et al., 1993). The coefficient
of variation (CV) of each channel was calculated by multiplying
the standard deviation of the channel’s data by 100 and dividing

it by the mean. Channels with CV >15% were considered bad
channels and rejected before further processing of fNIRS data
to reduce the effect of physical artifacts (Piper et al., 2014).
Discontinuities and spike artifacts were removed followed by
0.01–0.14 Hz bandpass filter to exclude irrelevant frequency
bands and to eliminate the effects of heartbeat, respiration
and low-frequency signal drifts for each wavelength. After the
rejection of channels with CV% >15, the HbO and HbR were
averaged over the six trials for each condition to improve signal-
to-noise ratio. Next, an average of HbO and HbR signals were
calculated for the channels representing each ROI, resulting in
a time series of data for four ROIs instead data of 12 channels
data. The time series included data of the 15 s baseline (rest)
and 15 s task for each condition. The relative changes in
HbO and HbR during the 15 s tasks relative to 15 s baseline
was calculated using a customized Matlab script. Then, the
index of hemoglobin differential (HbDiff = ∆(HbO − HbR))
was calculated and used to evaluate brain activations in each
experimental condition (i.e., SingCog, SingWalk, DualT). HbDiff
was used as a parameter of cortical activation where a more
positive HbO and more negative HbR results in higher HbDiff
during the task period compared to baseline. An alternative
to using HbDiff as a measure of brain activation was to use
both ∆HbO and ∆HbR; HbDiff was chosen instead in order to
simplify the analysis. This approach further has been adopted
in previous fNIRS studies (Lassnigg et al., 1999; Lu et al.,
2015).

Group Average
ANCOVA was used to compare the difference between groups
in DTCC, i.e., the percent change in the number of correct
answers in the DualT condition vs. SingCog, and DTCW,
measured as percent change in WS in DualT condition vs.
SignWalk condition. Single task behavioral data were used as
covariates. A General Linear model was used to perform repeated
measures Analysis of Variance (2 × 3 × 4 rANOVA) on
cortical activation. Condition (SingCog, SingWalk, DualT) and
ROI (bilateral PMC and SMA) were included as within-subjects
factors, and group (MS vs. HC) was included as a between-
subjects factor. To decompose any significant group by condition
by ROI interactions from the rANOVA, we further performed
follow-up 2 × 2 ANOVA comparisons between groups and
(1) SingCog and DualT to understand the effect of walking in a
dual-task on cortical activation; and (2) SingWalk and DualT to
understand the effect of cognitive effort in a dual-task on cortical
activation within ROI. Significance was set to α = 0.05 corrected
for multiple comparisons when necessary. Bonferroni correction
for multiple comparisons was performed using the family-wise
error rate divided by the number of comparisons (c) as the
significance threshold (modified αm = αFW/c). The family-wise
type I error rate was calculated assuming αFW= 1 − (1 − α)c

(Keppel and Wickens, 2004), So, to account for performing
2 × 2 ANOVA comparisons for the four ROIs, the αFW was set
to 0.185 and the significance threshold was set to αm = 0.046.

Regression Analysis
Stepwise Hierarchical Regression analysis was performed to test
the possible influences of baseline measures of T25FW WS
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and BICAMS tests scores on DTCW and DTCC. Similarly,
we studied if these baseline measures predicted the change
in cortical activation due to walking effort (WalkE) and
cognitive effort (CogE). The change in activation due to
walking effort was calculated by subtracting cortical activation
in SingCog from DualT condition (WalkE = DualT − SingCog).
Similarly, the change in activation due to the cognitive effort
was calculated by subtracting cortical activation in SingWalk
from DualT condition (CogE = DualT − SingWalk). We
tested if T25FW WS or the three NP measures predicted the
amplitude of these contrasts. Matlab (‘‘stepwiselm’’ function)
was used in this analysis, this function uses forward and
backward stepwise regression to determine the final model;
it uses a p-value of an F-statistic to test models with and
without a potential term at each step and it stops when
no single step improves the model. Similar to the ANOVA
comparisons, the significance threshold was corrected for
a total of 20 comparisons (eight regression tests for the
eight contrasts per group and four predictors in each test), with
αm = αFW/c = 0.64/20 = 0.032.

Correlation Between Cortical Activation and Measures of
Gait and Cognitive Performance During Dual-Tasking
Bivariate correlation analysis was used to test the relationship
between cortical activations and gait performance (WS) and
CP (number of answers in the serial 7’s tasks) during

dual-tasks. Since a total of 8 tests were done in each
group, the significance threshold was corrected similarly to
the other statistical analysis tests in this manuscript with
αm = αFW/c = 0.56/16 = 0.035.

RESULTS

DTCW and DTCC
As shown in Figure 2, DTCW was similar in both groups;
WS dropped by 16.8% (±15.7%) in the MS group, and by
12.5% (±11.3%) in the HC group. DTCC, i.e., number of
serial 7’s answers, dropped by 19.3% (±30%) in the MS
group and increased by 11% (±39%) in the HC group, where
the HC group participants performed better under dual-task
condition compared to SingCog (F = 5.8, p = 0.023, η2p = 0.21).
This indicates that MS had no effect on DTCW but had a
significant effect on DTCC. Despite, the similar DTCW in
both groups, higher DTCW (more negative values) in the
MS group was predicted by a better (higher) BVMT-R score
(R2 = 0.33, F = 5.89, p = 0.032, η2p = 0.3). On the other
hand, higher DTC of serial 7’s performance (higher deterioration
in CP) in the MS group was predicted by worse BVMT-R
(F = 5.7, p = 0.034, η2p = 0.3) and SDMT scores (F = 5.3,
p = 0.036, η2p = 0.29). Together BVMT-R and SDMT explained
approximately 55% of variance in DTCC (R2 = 0.55, F = 6.8,

FIGURE 2 | (A) No group difference in dual-task cost (DTC) of walking speed (WS). (B) Significant difference in DTC of serial 7’s cognitive task performance,
decrease in performance in multiple sclerosis (MS) group and no change or improvement in performance in the healthy control (HC) group. ∗Denotes statistical
significance (p < 0.05). Error bar denotes standard errors.
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FIGURE 3 | (A) Better Brief Visuospatial Memory Test-Revised (BVMT-R)
score predicts 33% of DTC of WS. (B,C) Both BVMT-R and Symbol Digit
Modalities Test (SDMT) scores predict 55% of DTC of cognitive performance
in the serial 7’s mathematical calculations task; better BVMT-R and SDMT
scores are associated with lower DTC of CP.

p = 0.01, η2p = 0.55; see Figure 3). Collectively, this indicates that
during the dual-task, MS participants with better information
processing and visual memory focused more on the cognitive

task and demonstrated higher DTC of WS and lower DTC
of CP.

Dual Task Effect on Brain Activations
Overall three-way condition by ROI by group comparison
revealed significant differences between conditions (SingCog,
SingWalk, DualT, F = 6.7, p = 0.003, η2p = 0.34), and ROIs
(lPMC, rPMC, lSMA, rSMA, F = 3.7, p = 0.016, η2p = 0.22;
see Figures 4A,B) and no difference between groups. There
was a two-way ROI by group interaction (F = 2.9, p = 0.041,
η2p = 0.18) such that across conditions, left PMC activation
was higher in the MS group (see Figure 4C). There was also
an ROI by condition interaction such that the right PMC
activation was higher in the DualT condition (F = 2.35, p = 0.033,
η2p = 0.15; see Figure 4D). To further understand the dual-task
vs. single task effect on cortical activation in the four ROIs, we
performed a 2 × 2 ANOVA to compare between groups (MS
vs. HC) and DualT vs. SingWalk within each ROI. A second
2 × 2 ANOVA was done to compare between groups and
DualT vs. SingCog within each ROI. The results are presented
below.

DualT vs. SingWalk
There was a statistically significant condition (DualT vs.
SingWalk) by group (MS vs. HC) interaction (F = 5.1, p = 0.03,
η2p = 0.16) on rPMC activation only. Post hoc test within rPMC
showed that HC recruited higher rPMC activation (F = 6.02,
p = 0.029, η2p = 0.19) under DualT conditions relative to
singWalk condition while there was no change in rPMC
activation in the pwMS group. The results of the regression
analysis showed that the higher the information processing
speed (higher SDMT score), the greater was the dual-tasking vs.
single walking task effect on cortical activation in the HC group
(R2 = 0.59, F = 17.3, p = 0.001; see Figure 5). This suggests
that rPMC plays an important role in maintaining similar CP
across conditions, which did not significantly change in the HC
group.

DualT vs. SingCog
There was a main effect of condition (DualT vs. SingCog)
on activation in rPMC (F = 12.2, p = 0.002, η2p = 0.32),
lSMA (F = 6.5, p = 0.016, η2p = 0.2), and rSMA (F = 9.5,
p = 0.005, η2p = 0.27) regions, where the activation was higher
during dual-tasking in these ROIs (see Figure 6). There was
no main effect of group in any ROI. However, there was a
marginal effect, such that an increase in left PMC activation
in the MS group with moderate effect size (lPMC; F = 3.7,
p = 0.066, η2p = 0.125). There was no statistically significant
condition by group interaction on cortical activation in any
ROI. Regression analysis showed that higher rPMC activation
in DualT vs. SingCog in the HC group was predicted by better
SDMT score (R2 = 0.36, F = 6.77, p = 0.023; see Figure 7A).
Within the MS group, the effect of DualT on rPMC activation
was not predicted by ambulation or NP measures. However,
DualT effect on rSMA activation was associated with slower
WS (R2 = 0.65, F = 22.4, p = 0.0005), and lower information
processing speed (SDMT score; R2 = 0.31, F = 5.5, p = 0.037),
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FIGURE 4 | (A) Cortical activation in the four regions of interest (ROIs). (B) Cortical activation in the three conditions. (C) Cortical activation in the four ROIs and two
groups showing ROI by group interaction driven by higher left PMC (lPMC) activation in the MS group. (D) Cortical activation in the four ROIs and three conditions
showing ROI by condition interaction driven by higher right PMC (rPMC) and right SMA (rSMA) in the DualT condition. Error bar denotes standard errors.

FIGURE 5 | (A) Interaction between groups and condition (walking alone and
dual-task), higher rPMC activation during dual-tasking vs. walking alone in the
HC group, and no difference in the MS group. Error bar denotes standard
errors. (B) Better SDMT scores predict higher cortical activation in
dual-tasking vs. single walking task.

which was marginally significant with Bonferroni correction (see
Figures 7B,C).

Relationship Between Cortical Activation
and Performance During Dual-Tasking
Correlational analysis was performed to examine the relationship
between cortical activation and DualT performance (see
Table 2). In the MS group, lSMA and rSMA increased
activation correlated with slower WS. This suggests that
these regions were associated with gait adjustments during
dual-tasking in pwMS. A similar relationship was not found
in the HC group, and there was no significant correlation
between cortical activation in the DualT and the number
of answers in the serial 7’s task in the four ROIs in both
groups.

DISCUSSION

To our knowledge, this is the first examination of DTC of
CP and bilateral PMC and SMA modulations of dual-tasking
during dynamic tasks in pwMS vs. HC. Results showed a
slowdown in speed in both groups during dual-tasking, but a
deterioration in CP only in the MS group. This was observed
despite the fact that the MS participants were not impaired
based on traditional NP tests (i.e., BICAMS). While the MS
subjects had higher DTC of CP, this was associated with
the need for increased right SMA activation. This effect was
greater in pwMS with lower SDMT scores (i.e., processing
speed) than those with higher SDMT scores. The following
sections discuss each of the primary study results within
the context of how dual-tasking influences behavior and
cortical activation in ambulatory and cognitive domains of
functioning.
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FIGURE 6 | (A) Cortical activation in the dual-task vs. single cognitive task in lPMC in both groups. (B–D) Higher cortical activation in the dual-task vs. single
cognitive task in rPMC, lSMA and rSMA in both groups. ∗Denotes statistical significance (p < 0.046). Error bar denotes standard errors.

Dual-Tasking Influence on Behavioral
Performance
For both pwMS and HC groups, dual-tasking reduced WS
to a similar magnitude relative to walking alone in the two
groups, despite pwMS walked slower than HC in general.
This finding is consistent with previous studies that have
similarly reported slowing in ambulation during dual-tasking
(Leone et al., 2015) relative to walking alone. The observed
lack of differences in DTCW between groups is also consistent
with the high-level evidence that although pwMS walk
slower than HCs for both single- and dual-task walking,
respectively, the DTCW is not different between persons
with MS and HCs overall (Learmonth et al., 2017). By
comparison, dual-tasking did affect CP (i.e., the number of
correct answers in the cognitive task) relative to performing
the cognitive task in isolation, where MS subjects, but not
HC, performed worse in the DualT vs. SingCog condition.
Despite the non-significant difference in NP (i.e., BICAMS)
measures between groups, higher (better) performance in
BVMT-R and SDMT correlated with lower DTCC in MS
group, and higher (better) performance in BVMT-R predicted
higher DTC of WS. These results suggest that individuals
with MS who demonstrated better cognitive function implicitly
prioritized performing the cognitive task successfully by
slowing down and focusing their attention on the cognitive
task.

Taken together, these findings show that even in the absence
of cognitive impairment as assessed byNP testing (i.e., BICAMS),
when faced with a dual-task, persons with MS can show a decline
in CP. This DTC in otherwise cognitively intact persons with
MSmight have a negative impact on community ambulation and
physical activity in pwMS (Sandroff et al., 2012, 2015b).

Dual-Tasking Influence on Cortical
Activations
Comparison of cortical activation during dual-tasking vs.
SingWalk and SingCog demonstrated difference in cortical
activation between the HC and MS groups. This difference in
activation was in both PMC and SMA regions, and it was partially
associated with cognitive function in MS group, despite similar
performance as HC group on BICAMS.

PMC Activation
Higher rPMC activation in DualT vs. both single tasks, SingWalk
and SingCog, in the HC group suggests that this cortical region
is involved in both walking and cognition as single tasks, but
its recruitment increases linearly with increased DTC relative
to both SingWalk and SingCog. On the other hand, cortical
activation did not change during the dual-tasking vs. single
walking task conditions in the MS group, suggesting that the
role of rPMC is altered in pwMS under these conditions. In the
MS group, Group × ROI interaction showed higher left PMC
activation in all the three conditions, including the SingCog task.
Unlike HC, MS participants required bilateral PMC activation
even to perform the single cognitive task, suggesting the need for
increased recruitment to perform the cognitive task alone. This
could be consistent with studies showing compensation in pwMS
who are not cognitively impaired (Audoin et al., 2003; Mainero
et al., 2004).

SMA Activation
DualT vs. SingCog task resulted in higher activation of rPMC,
rSMA and lSMA regions showing no group by condition
interaction. More interestingly, higher activation in rSMA in
pwMS was predicted by slower WS and slower information
processing speed (SDMT score). In addition, higher activation

Frontiers in Behavioral Neuroscience | www.frontiersin.org 8 December 2018 | Volume 12 | Article 296180

https://www.frontiersin.org/journals/behavioral-neuroscience
https://www.frontiersin.org
https://www.frontiersin.org/journals/behavioral-neuroscience#articles


Saleh et al. Dual-Tasking and fNIRS in MS

FIGURE 7 | (A) Higher SDMT score predicts higher rPMC cortical activation in
dual-tasking vs. single cognitive task in the HC group (black dotted line).
(B) Better SDMT predicts weaker or negative difference in rSMA activation in
dual-task vs. single cognitive task in the MS group (black solid line). (C) Faster
WS predicts weaker or negative difference in rSMA activation in dual-task vs.
single cognitive task in the MS group (black solid line).

of both lSMA and rSMA during dual-tasking correlated with
slower WS. SMA is a key premotor region that is involved in
the control of several motor activities, including walking, so
the results suggest that individuals with lower WS and SDMT
score require higher activation of rSMA region to process gait
performance in a dual-task vs. single cognitive task in the MS
group, and to compensate for the DTC on cognition.

Relationship Between Cortical Activation
and Behavioral Performance
Interestingly, MS group showed a correlation between higher
bilateral SMA activations and lower WS during dual-tasking.

TABLE 2 | Correlational analysis between cortical activations and performance
during dual-tasks.

Group Condition lPMC rPMC lSMA rSMA

MS Walking r = −0.51 r = −0.38 r = −0.72∗ r = −0.6∗

Speed p = 0.06 p = 0.18 p = 0.004 p = 0.02
Serial 7’s r = −0.25 r = −0.15 r = −0.21 r = −0.28
Answers p = 0.38 p = 0.6 p = 0.46 p = 0.33

HC Walking r = −0.14 r = 0.007 r = −0.12 r = −0.29
Speed p = 0.6 p = 0.98 p = 0.68 p = 0.31
Serial 7’s r = 0.01 r = −0.1 r = 0.228 r = 0.05
Answers p = 0.74 p = 0.73 p = 0.43 p = 0.86

∗Denotes statistically significant correlation (αm < 0.035).

Similar relationship was not found in the HC group. This is
inconsistent with the relationship reported in healthy young
population tested in a similar dual-task experiment design (Lu
et al., 2015). Lu et al. (2015) reported a correlation between
higher rSMA activity and higher WS, claiming that higher brain
activation contributes to maintaining gait performance. This
difference in findings could be attributed to the difference in
age between older HC in this study and younger HC in Lu
et al. (2015) study, and it could suggest that this relationship is
modulated in pwMS. More research is required to understand
this relationship.

Study Limitations
Several limitations in the design and analyses warrant
acknowledgment. All the MS participants had a relapsing-
remitting clinical disease course, so the present results may
not generalize to participants with MS with progressive disease
presentations. There is a need to explore this relationship in
a larger sample that includes subjects with a wider range of
MS phenotypes and impairment levels to better understand
the dual-tasking effect on brain activation. Finally, although
the cognitive task was relatively simple, it required delivery of
quick answers within a short period of time and was selected
to challenge components of information processing that are
affected by MS during walking (Lengenfelder et al., 2006;
Genova et al., 2012; Sandroff et al., 2014). Indeed, deficits in
these aspects of information processing probably represent the
primary cognitive deficit in MS (DeLuca et al., 2004a). However,
a different type of cognitive task might have a different effect on
brain activation (Stojanovic-Radic et al., 2014) and others (Patel
et al., 2014; Kirkland et al., 2015). In addition to addressing
these limitations, it is important to design dual-tasking using a
non-verbal cognitive task in future studies and to investigate the
role of regions in the frontoparietal network, which might be
significant in processing dual-tasking and might be challenged
by MS.

CONCLUSION

This investigation introduces novel findings related to
dual-tasking cost and the role of PMC in processing dual-tasking
in pwMS and HCs. When faced with a dual-task (cognitive and
motor), even MS patients with intact cognitive ability show a
decline in CP. This reduction in CP while performing a dual
task was associated with a different pattern of cortical activation,
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where left PMC was active in SingCog condition only in the
MS group, and higher right SMA activation during dual-tasking
correlated with worse motor and cognitive function. Further
investigation is needed to delineate the roles of these regions, and
other sensorimotor and fronto-parietal regions in dual-tasking,
to examine the interaction between physical and cognitive tasks
and the neural correlates of these behaviors, and to understand
the brain mechanisms of interrelated cognitive and physical
deficits in MS. Such a line of research is furtherly important
for the design and implementation of targeted and optimized
clinical interventions for mitigating the burden of these highly
prevalent MS-related consequences (Johansson et al., 2007;
Oliver et al., 2007; Motl et al., 2016).
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Haptic-based vibrotactile biofeedback (BF) is a promising technique to improve

rehabilitation of balance in stroke patients. However, the extent to which BF training

changes temporal structure of the center of pressure (CoP) trajectories remains unknown.

This study aimed to investigate the effect of vibrotactile BF training on the temporal

structure of CoP during quiet stance in chronic stroke patients using detrended

fluctuation analysis (DFA). Nine chronic stroke patients (age; 81.56 ± 44 months

post-stroke) received a balance training regimen using a vibrotactile BF system twice a

week over 4 weeks. AWii Balance board was used to record five 30 s trials of quiet stance

pre- and post-training at 50Hz. DFA revealed presence of two linear scaling regions in

CoP indicating presence of fast- and slow-scale fluctuations. Averaged across all trials,

fast-scale fluctuations showed persistent dynamics (α= 1.05± 0.08 for ML and α= 0.99

± 0.17 for AP) and slow-scale fluctuations were anti-persistent (α = 0.35 ± 0.05 for ML

and α = 0.32 ± 0.05 for AP). The slow-scale dynamics of ML CoP in stroke patients

decreased from pre-training to post-BF training (α = 0.40± 0.13 vs. 0.31± 0.09). These

results suggest that the vibrotactile BF training affects postural control strategy used by

chronic stroke patients in the ML direction. Results of the DFA are further discussed in

the context of balance training using vibrotactile BF and interpreted from the perspective

of intermittent control of upright stance.

Keywords: stroke, postural control, haptic biofeedback, balance rehabilitation, detrended fluctuation

analysis (DFA)

INTRODUCTION

Following a stroke, a complex interplay of sensory, motor, and cognitive impairments may interfere
with balance (de Haart et al., 2004). Stroke patients commonly show increased postural sway and
asymmetric weight distribution while standing (Mansfield et al., 2013; Hendrickson et al., 2014).
Impaired balance decreases mobility and increases fall risk in elderly stroke patients (Lamb et al.,
2003). Vibrotactile biofeedback (BF) application to the trunk is a promising method for restoring
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balance ability (e.g., Dozza et al., 2007; Bechly et al., 2013).
However, we previously found that a 4 week vibrotactile BF
training did not induce significant changes on several center of
pressure (CoP) measures (i.e., sway area, path length) in chronic
stroke patients (Yasuda et al., 2018).

In this report, we apply detrended fluctuation analysis (DFA;
Peng et al., 1994) to characterize the effects of this BF training in
stroke patients. DFA offers an additional perspective on postural
control dynamics in comparison to traditional CoP metrics
because it examines control processes across multiple time scales
(Eke et al., 2002; Seuront, 2009). DFA can evaluate presence of
temporal correlations across a range of window sizes (Brown and
Liebovitch, 2010). Fractal processes can be categorized in two
families: fractional Gaussian noise (fGn) and fractional Brownian
motions (fBm). The scaling exponent, DFA α, is interpreted as
an indicator of temporal correlation pattern: If 0 < α < 1 (fGn)
with anti-persistent (α < 0.5), random (α = 0.5), or persistent
dynamics (α > 0.5). If 1 < α < 2 (fBm) with under-diffusive (a
< 1.5), Brownian (α = 1.5), hyper-diffusive dynamics (α > 1.5)
(Delignières et al., 2011).

Previous studies have indicated that DFA can identify
differences in postural control strategy between young and
elderly adults (Amoud et al., 2007; Duarte and Sternad, 2008).
Roerdink et al. (2006) applied DFA to CoP data to compare
stroke patients with healthy elderly and showed that the CoP
trajectories of both the healthy elderly and stroke patients
exhibited temporally correlated patterns rather than random
noise (Roerdink et al., 2006).

The dynamical structure of CoP during quiet stance
is characterized by presence of multiple scaling regions
(Minamisawa et al., 2009; Teresa Blázquez et al., 2009; Kuznetsov
et al., 2013). Kuznetsov et al. (2013) reported three scaling regions
in a sample of healthy young adults. Presence of multiple scaling
regions may be indicative of intermittent control strategy (Loram
et al., 2011) or continuous open- and closed-loop control strategy
(Collins and De Luca, 1995).

The effect of vibrotactile BF on the dynamics across multiple-
scales for postural control remains unknown however. Postural
control strategy used by stroke patients may differ from the
strategies used by younger adults or healthy elderly due to
freezing, asymmetrical weight distribution, and sensory input
alterations. We hypothesized that intensive balance training
using vibrotactile BF would affect the dynamical structure of CoP
trajectories in chronic stroke patients.

MATERIALS AND METHODS

Participants
We recruited 9 participants with chronic hemiparetic stroke from
the Department of Physical Medicine and Rehabilitation, Tokyo
General Hospital (Table 1). Inclusion criteria were positive
history of chronic unilateral ischemic or hemorrhagic stroke, age
50–80 years, stroke >6 months ago, completion of conventional
therapy, and ability to stand unsupported for 10min and sense BF
system vibrations. Prior to the study, all participants underwent
conventional balance rehabilitation with a physical therapist
twice a week.

BF System Overview
The vibrotactile BF device consisted of a Nintendo Wii balance
board (Nintendo Co., Ltd., Kyoto, Japan) and a personal
computer with custom software (Visual Studio; Microsoft Corp.,
Redmond, WA, USA). CoP position data were measured in
both the ML and AP directions at 50Hz. The system uses
vibration motors attached to the belt at the level of the pelvic
girdle (bilaterally attached at the anterior superior iliac and
posterior superior iliac spine) to convey information about body
sway (Figure 1).

Protocol and Postural Task
Participants underwent 45min of BF training 2 times per week
for 2 weeks. The training consisted of two task-oriented balance
training exercises used as part of the conventional rehabilitation
(Teasell et al., 2008).

Two balance training exercises were used: (1) standing on
a rubber foam mat (balance mat, Sanwa Kako Co. Ltd, Japan):
participants stood barefoot on the mat with their eyes open
and were instructed to use the BF information to stabilize
their postural sway (i.e., they were instructed to stay within the
predefined threshold area using BF information) and (2) weight-
shifting to the paralyzed limb: participants were instructed to
move their paralyzed lower limb forward and then put their
weight on that limb. While doing so, participants used the BF
information to help maintain a stable standing position. Each
training session comprised 10 repetitions of the balance task
(1min per repetition, 10min total) with a short interval between
repetitions. The BF threshold setting was reset on each day of
training before implementing tasks (1) and (2). We determined
the circular threshold as a 95% confidence circle area (Yasuda
et al., 2017) during the 30 s stance. Target area was defined as
90% of the pre-measured 95% confidence circle area. The BF
vibrators were activated when the CoP exceeded this threshold
(Yasuda et al., 2017).

Analysis
Traditionally, DFA requires integration of the signal if it is
similar to an fGn process. COP variability is non-stationary and
is therefore not like an fGn—a stationary process. Hence, COP
fluctuations are already more similar to fBm and do not require
integration prior to DFA. The range of scales considered ranged
from 0.12 s to 10.86 s. The evaluated scales were generated as
Scale = 2w/Fs, where Fs = 50Hz and w ranged from log2(6
samples) to log2(750 samples) in increments of 0.5 on log2 scale
(e.g., w = 2.585, 3.085, 3.585, . . . , 9.085) for a total of 14 scales in
the range (Fs: sampling frequency). Using these scales allowed us
to have equal logarithmic distance between the windows on the
DFA plot (see Figure 2 for an illustration).

CoP was filtered using the Savitzky-Golay filter (order 3,
length 7) to minimize distortions associated with linear filtering
techniques (Gao et al., 2011). A linearity test was performed
comparing fit of multiple models to the DFA plots (Ton and
Daffertshofer, 2015). The results showed that a linear model
with a single scaling exponent was not a good fit for our data.
However, automated fits suggested a range of models: quadratic,
cubic, exponential, and 2- and 3-region linear models in different
individual trials.
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TABLE 1 | Participants’ demographic data (n = 9).

Participant Gender Age Type of stroke Time since stroke Hemiplegic side Brs (L/E) Superficial sensation (L/E)

1 M 75–80 Infarcted 2 years 1 month L V Mild

2 F 75–80 Infarcted 10 years 7 months R IV Mild

3 M 55–60 Hemorrhagic 4 years R V Moderate

4 M 55–60 Hemorrhagic 4 years 8 months L IV Mild

5 M 50–55 Hemorrhagic 8 years R IV Mild

6 M 75–80 Infarcted 7 years L IV Moderate

7 M 55–60 Hemorrhagic 8 years 5 months R IV Moderate

8 F 65–70 Hemorrhagic 13 years 5 months R III Severe

9 M 65–70 Infarcted 3 years L V Mild

Brs, Brunnstrom recovery stage; L/E, lower extremity; M, male; F, female.

FIGURE 1 | Biofeedback system overview. Vibrators on the pelvic belts worn by the participants vibrated in the corresponding direction when the center of pressure

(CoP) exceeded the predefined threshold (e.g., if CoP shifts to the back left, the back left vibrator is activated).

Based on preliminary visual inspection of all DFA plots
of all COP recordings, we made the assumption that the
multi-scale dynamics could be adequately characterized
using a two-region linear model. We chose to fit a linear
(vs. polynomial or exponential) model because it allows
to interpret DFA slopes based on the fBm/fGn model
(persistent, anti-persistent, random). We chose a 2-region
(vs. 3-region) model because previous work has identified
2 scaling regions in COP (Collins and De Luca, 1995 and
Kuznetsov et al., 2013; see their results when downsampled
to 50 Hz).

We identified the cross-over point between the two regions
based on visual inspection of each DFA plot. For the AP signals
Region 1 ranged from 0.12 s to 1.37 s (fast-scale fluctuations) and
Region 2 ranged from 1.37 to 10.86 s (slow-scale fluctuations).
For the ML signals region 1 ranged from 0.12 s to 1.79 s and
Region 2 is ranged from 1.79 to 10.86 s.

Scaling exponents were calculated for each region and a paired
t-test was used to compare pre- and post-BF training in the ML
and in the AP directions.

RESULTS

To examine whether vibrotactile BF training affect the CoP
dynamics in chronic stroke patients, the DFA was applied to CoP
trajectories data in the ML and AP directions. Figure 2 shows
a representative DFA plots in a single trial. Table 2 presents the
average DFA scaling exponents for each participant. Figure 3
shows the mean and standard error of the DFA scaling exponents
for fast and slow-scales in the ML and AP directions.

MLCOP: There was no significant difference between theDFA
scaling exponents in the pre- and post-training in Region 1 (p
= 0.56), while the scaling exponent was lower post-training (α
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FIGURE 2 | Raw COP data (Left) for ML and AP and their corresponding DFA plots (Right) from P8 pre-test trial 2. Red slopes indicate estimated scaling exponents

α for fast-scale and slow-scale fluctuations.

= 0.31 ± 0.09) compared to pre-training (α = 0.40 ± 0.13) in
Region 2, t(8) = 3.06, p= 0.015 (see Figure 3).

AP COP: There were no significant differences between pre-
and post-training in both Region 1 and 2 (p = 0.62 and
p= 0.75, respectively).

DISCUSSION

To the best of our knowledge, this is the first study to describe
changes in the dynamical structure of CoP trajectories resulting
from vibrotactile feedback training. Our results showed that CoP
variability during quiet stance is characterized by two linear
scaling regions in chronic stroke patients. The first scaling region
captures relatively fast-scale CoP dynamics that range from 0.12
to 1.37 s for AP CoP and from 0.12 to 1.79 s for ML CoP. The
second region captures relatively slow-scale dynamics ranging
from 1.37 to 10.86 s for AP and from 1.79 to 10.86 s for ML.
DFA scaling exponents indicate that the fast-scale region is
characterized by persistent CoP fluctuations, while the slow-scale
region is characterized by anti-persistent CoP fluctuations.

Such dynamics can be interpreted from the perspective of
intermittent control (Loram et al., 2011), where the position of

the center of gravity is allowed to drift with only intermittent
corrections as long as it remains within the boundaries of the
base of support (BOS). This kind of control strategy would

account for the observation of persistent fluctuations at the fast

time scales (drifting toward the boundary) and anti-persistent
fluctuations at slow scales (intermittent correction away from the

boundary). This is also consistent with the rambling-trembling
hypothesis of postural control (Zatsiorsky and Duarte, 2000).
According to this hypothesis, CNS controls upright posture
using two hierarchical levels: a reference position for maintaining
equilibrium is specified at one level, and the lower level maintains
balance around that reference position by negating deviations
(“trembling”) from it. The set point for equilibrium migrates
(“rambles”) during quiet stance. The fast-scale persistent region
in our results may be capturing the trembling component while
the anti-persistent slow-scale region may be indexing changes in
the rambling dynamics.

Taken from this perspective, our results indicate that the
BF training induced a change in the error correction strategy
in ML CoP because the slow-scale scaling exponent suggested
stronger anti-persistent dynamics in post-training compared to
pre-training. We interpret reduction as tighter control over body
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TABLE 2 | DFA scaling exponent α for two scaling regions.

ML AP

Region 1 Region 2 Region 1 Region 2

Participant Pre Post Pre Post Pre Post Pre Post

1 1.10 1.10 0.57 0.40 1.06 0.99 0.40 0.24

2 1.22 1.19 0.25 0.21 0.96 1.07 0.17 0.29

3 1.01 1.09 0.36 0.35 1.23 1.01 0.38 0.29

4 1.04 0.94 0.58 0.36 0.79 0.77 0.40 0.36

5 1.07 1.11 0.48 0.30 1.11 1.04 0.50 0.31

6 0.96 1.05 0.35 0.33 0.86 1.00 0.31 0.28

7 0.99 1.02 0.23 0.18 1.35 1.27 0.34 0.45

8 1.01 0.91 0.31 0.25 0.96 0.84 0.31 0.29

9 1.00 1.14 0.43 0.43 0.76 0.90 0.18 0.36

Mean 1.04 1.06 0.40 0.31 1.01 0.99 0.33 0.32

SD 0.08 0.09 0.13 0.09 0.20 0.14 0.11 0.06

FIGURE 3 | DFA scaling exponent of pre- and post-training in the mediolateral

(ML) and anteroposterior (AP) directions (Left and Right, respectively). Error

bars indicate standard error of the mean.

sway as it gets closer to the BOS limits. For stroke patients it is
often difficult to maintain postural balance, particularly in the
ML direction because of hemiplegia. This can cause asymmetric
balancing referred to as the weight-bearing asymmetry (WBA),
destabilizing coordination between the left and right limbs, and
large variations in CoP. During quiet stance, a substantial amount
of WBA in favor of the non-paretic leg is commonly observed.
Therefore, we speculate that intensive balance exercise might
show stronger effects particularly in the ML direction rather than
that in the AP direction.

Roerdink et al. (2006) reported that the scaling exponent was
not affected by standard rehabilitation. In contrast, our results
suggest that the BF training can affect the scaling exponent in
slow-scale region of the CoP trajectories of stroke patients in the
ML direction. These results may suggest that the BF training has
a potential to lead the change in the CoP dynamics beyond that
of typical rehabilitation.

We previously found that 4 week vibrotactile BF training did
not induce significant changes in traditional CoP measures (i.e.,

sway area, mean velocity) in chronic stroke patients (Yasuda
et al., 2018). Thus, it is possible that vibrotactile BF may affect
only the temporal structure of CoP trajectories. This possibility is
worth considering in clinical settings because it is important to
evaluate the effect of BF devices on the CoP dynamics. Although
the underlying mechanism remains unclear, we speculated that
intensive subtle coordination of the CoP within the BF circular
thresholdmay influence the CoP dynamics. Further experimental
studies (e.g., comparison of the different sizes of the threshold
area) are warranted to specifically describe the expected effect of
the BF system.

Although these results should be interpreted cautiously,
the present report has important implications because the
results describe the specific influence of BF devices by
applying dynamical methods (e.g., DFA). Importantly, persistent
dynamics in the fast scaling region do not signify presence of
long-range correlations in these data—a much longer durations
of trials are required to establish long-range correlations (Duarte
and Zatsiorsky, 2001). One limitation of the study is the
lack of a control group. However, the internal validity was
strengthened by excluding participants who had experienced a
stroke <6 months before the study. Therefore, the results may
have been biased by the learning effects. Further studies should
be assessed with more rigorous methodology or randomized
study designs.
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APPENDIX

Brunnstrom stages of stroke recovery.
Lower extremity function:

Stage I: Flaccidity.
Stage II: Minimal voluntary movements.
Stage III: Hip flexion, knee flexion, and ankle dorsiflexion
performed as a combined motion while sitting and standing.
Stage IV: While sitting: knee flexion beyond 90◦; ankle
dorsiflexion with the heel on the floor.
Stage V: While standing: isolated knee flexion with hip
extended; isolated ankle dorsiflexion with knee extended.
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Integration of sensory and motor information is one-step, among others, that underlies
the successful production of goal-directed hand movements necessary for interacting
with our environment. Disruption of sensorimotor integration is prevalent in many
neurologic disorders, including stroke. In most stroke survivors, persistent paresis of
the hand reduces function and overall quality of life. Current rehabilitative methods are
based on neuroplastic principles to promote motor learning that focuses on regaining
motor function lost due to paresis, but the sensory contributions to motor control and
learning are often overlooked and currently understudied. There is a need to evaluate
and understand the contribution of both sensory and motor function in the rehabilitation
of skilled hand movements after stroke. Here, we will highlight the importance of
integration of sensory and motor information to produce skilled hand movements in
healthy individuals and individuals after stroke. We will then discuss how compromised
sensorimotor integration influences relearning of skilled hand movements after stroke.
Finally, we will propose an approach to target sensorimotor integration through
manipulation of sensory input and motor output that may have therapeutic implications.

Keywords: sensorimotor integration, motor learning, motor control, stroke, sensation

INTRODUCTION

Goal-directed movements of the hand are required to perform most tasks of daily living,
such as tying a shoe, buttoning a shirt, and typing, among others. These highly coordinated
voluntary movements involve interacting with and manipulating objects in the environment
and rely on sensorimotor integration. Sensorimotor integration is the ability to incorporate
sensory inputs that provide information about one’s body and the external environment
to inform and shape motor output (Wolpert et al., 1998). More specifically, sensory inputs
for goal-directed hand movements provide information in an egocentric reference frame
detailing location, size, weight, and shape of an object. In addition, kinematic information
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about the hand and upper extremity, including the trajectory
needed to interact with the object, is provided. Successful
integration of information contributes to generating the most
efficient motor plan to execute a given task. Additionally,
ongoing sensory feedback during motor performance refines
the motor plan to optimize current and future performance.
This process of sensorimotor integration is often disrupted in
neurological disorders, such as stroke.

Stroke is defined as infarction of central nervous system
tissue attributable to ischemia, based on neuropathological,
neuroimaging, and/or clinical evidence of permanent injury
(Sacco et al., 2013). Stroke is the fourth leading cause of
death and remains the number one leading cause of long-term
adult disability (Benjamin et al., 2017). Furthermore, the loss
of productivity after stroke currently costs the United States
an average of $33.9 billion per year and is expected to reach
$56 billion by 2030 (Ovbiagele et al., 2013), making stroke
a public health crisis. A primary contributor to persistent
disability after stroke is incomplete motor recovery (Lai et al.,
2002). Spontaneous biological recovery of motor function
occurs during the first months after stroke (Cramer, 2008),
underlying a current emphasis on intensive early intervention,
although results are often mixed and complex (Bernhardt et al.,
2017a). Despite intensive therapy, upper extremity impairment
resolves up to 70% of baseline function for a given patient
with some patients showing even less recovery than predicted
(Winters et al., 2015). Most stroke survivors are left with a
limited ability to perform skilled hand movements necessary
for daily functioning (Lang et al., 2013). To reduce disability
after stroke, there is a need to improve our understanding of
the neuronal network physiology necessary to regain skilled
functional hand use.

Currently, the field has primarily investigated motor deficits
and motor learning with limited consideration of the role
of sensory information, even though it is recognized that
integration of sensory information is a critical component
of motor control (Borich et al., 2015; Bolognini et al.,
2016). Furthermore, evidence has shown that sensory input
is important for recovery after stroke. In a systematic review,
Meyer et al. found that across six studies, the extent of
deficits in proprioception and light touch of the arm and
hand were significantly related to recovery after stroke (Meyer
et al., 2014). Despite evidence that sensory input is a critical
component to motor execution, research nomenclature has
been primarily focused on motor characteristics post-stroke
and has therefore not capitalized fully on the information a
sensorimotor perspective could provide. This observation is
supported by a literature search showing an emphasis towards
motor recovery and learning after stroke, over sensorimotor
recovery and learning, with limited focus on sensorimotor
integration (Figure 1). While it is possible that authors may use
these terms interchangeably, the literature search terminology
suggests that there is potential bias towards motor contributions.
Therefore, there is an important gap in our understanding of the
contributions of sensorimotor integration to recovery.

In the following brief review, we will highlight the
importance of processing and integrating sensory and motor

FIGURE 1 | PubMed search results for both motor and sensorimotor
aspects of learning and stroke recovery. More publications focused on motor
learning and recovery than on both motor and sensory components of
learning and recovery. Furthermore, there were a relatively small number of
publications involving sensorimotor integration and stroke compared to
sensorimotor integration overall. “Sensorimotor,” “Sensori-motor,” and
“Sensory motor” were all used to ensure differences in terminology did not
affect the search results. Additionally, “Sensory motor” and “Sensory-motor”
produced the same search results.

information that underlies skill performance and learning
with an emphasis on skilled hand movements in stroke. We
will focus primarily on three cortical regions: primary motor
cortex (M1), posterior parietal cortex (PPC) and primary
somatosensory cortex (S1) while briefly mentioning other
cortical and subcortical brain areas also involved in sensorimotor
integration. These brain regions are highlighted due to our
focus on the integration of sensory and motor information at
the level of the cortex, but also because these cortical areas
receive blood supply from the middle cerebral artery (MCA),
which is the most common type of stroke (Walcott et al.,
2014). Furthermore, all three brain regions contribute to the
corticospinal tract (CST) that provide necessary contributions
to executing and controlling skilled hand movements routinely
used in daily life. It should be noted that strokes occur
in other brain regions but usually have less of an impact
on sensorimotor integration underlying goal-directed, skilled
hand movements and are outside the primary scope of
this review article.

In the first section of this review article, we will discuss the
role of sensorimotor integration viaM1, PPC, and S1 in normal,
skilled hand movements. We will then discuss how sensorimotor
integration is affected by stroke and how impaired sensorimotor
integration can impact relearning of skilled hand movements.
Last, we propose an approach to target sensorimotor integration
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by manipulating sensory input and restricting motor output that
may have therapeutic implications for stroke recovery.

THE ROLE OF M1 IN GOAL-DIRECTED
HAND MOVEMENTS

M1 Involvement in Movement Execution
The M1 has a critical role in the execution of voluntary
movements. Upper extremitymovement execution is particularly
dependent on descending output from M1 through the spinal
cord to upper limb muscles. Pyramidal neurons in layer 5 have
axons that are bundled together as a significant portion of the
CST, where 85%–90% of the fibers decussate in the pyramids
to provide control to the hand contralateral to the hemisphere
of the M1 (Rosenzweig et al., 2009). The remaining fibers,
approximately 10%–15%, maintain ipsilateral projections that
have a minor role in distal extremity motor control (Zaaimi
et al., 2012). Of the neurons terminating in the spinal cord, some
neurons will indirectly influence movements by synapsing onto
interneurons in the intermediate zone (Rathelot and Strick, 2009)
whereas direct control arises from the cortico-motoneuronal
(CM) cells that terminate monosynaptically on α-motoneurons
in the ventral horn of the spinal cord (Lemon et al., 1986). These
α-motoneurons innervate skeletal muscle to control contralateral
muscle contractions, and subsequently, voluntary movements
(Rathelot and Strick, 2009; Schieber, 2011). The most abundant
projections from M1 are to motor neurons that innervate
hand muscles allowing for direct and individualized control of
fingers required for complex and skilled hand movements (Dum
and Strick, 1996). A lesion to these CST axonal fibers is the
leading cause of motor disability and specifically causes loss
in individualized finger function (Lawrence and Kuypers, 1968;
Lemon, 2008), reiterating the importance of this connection
from M1 to the α-motoneurons innervating muscles of the
hand. While CST is the largest contributor to skilled hand
movement, there are other pathways, such as the reticulospinal
tract, that offer additional contributions to certain aspects of
hand function (for review, see Baker, 2011). The topographical
organization of M1 demonstrates a larger spatial representation
for the hand reflecting the relative importance of the output
from CM cells to the hand (Penfield and Boldrey, 1937). The
populations of CM cells in M1 fire differentially to allow for
a variety of functional uses of the hand (Griffin et al., 2015).
Within these populations, individual neurons can be tuned
to preferentially code for single or multiple fingers or more
proximal joints (Kirsch et al., 2014), and the kinematics of a
movement, such as direction, force, and speed are also encoded
(Georgopoulos et al., 1982, 1992; Mahan and Georgopoulos,
2013). This level of specification in M1 neuronal tuning
allows for the execution of an extensive repertoire of complex
hand movements.

As mentioned previously, the execution of skilled
hand movements by M1 requires sensory information.
Representations of the external environment must be generated
from visual, proprioceptive, and tactile input (Makino et al.,
2016), and these representations are combined with internal
representations of the motor system, such as hand position, to

create an internal model (Blakemore et al., 1998). Both external
and internal representations have inherent variability that can be
reduced by incorporating input frommultiple sensory modalities
(Körding and Wolpert, 2004).

Successful multisensory integration contributes to execution
of a motor command that results in the desired movement
outcome. For instance, if the goal is to button a shirt, the
internal model should include the position of the button and
buttonhole and starting position of the hand. These positions
are determined by visual, proprioceptive, and tactile information
that will be processed through PPC [visual (Kaas et al.,
2011)] and S1 [proprioceptive, tactile (Kim et al., 2015), and
nociceptive (Liang et al., 2011)], Sensory information associated
with manipulation of the button will also be provided. The
relevant sensory information is then relayed to M1, where a
motor command is generated. This internal model will also
be influenced by prior motor execution that contributes to
development of an efference copy of the motor output (von
Holst andMittelstaedt, 1950). Using this information, an internal
model includes predictions about expected sensory feedback
resulting from the generated movement (Flanagan et al., 2006).
In this example, if the button is not at the correct angle
required for it to go through the button hole, or if the hand
is in the incorrect starting position, the sensory reafferent
information occurring in response to movement will not align
with the predicted feedback generated from the efference copy
(von Holst and Mittelstaedt, 1950). Therefore, the predicted
sensory consequence will be updated, the model adapted, and
subsequently, the error will be corrected by adjusting the motor
command (Shadmehr et al., 2010).

There are several brain regions involved in sensorimotor
integration for goal-directed hand movements (Figure 2).
Non-cortical structures contributing to sensorimotor integration
include the: basal ganglia (Nagy et al., 2006), cerebellum (Proville
et al., 2014), and thalamus (Mo and Sherman, 2019). In rodents
and primates, it has been shown that distinct subdivisions of
the thalamus receive input from the basal ganglia and cerebellar
nuclei and project to M1 (Bosch-Bouju et al., 2013; Bopp
et al., 2017). The ventroanterior and ventromedial nuclei receive
information from the basal ganglia, typically through GABAergic
projections. The ventrolateral nucleus receives glutamatergic
projections from cerebellar nuclei. In addition to these motor
thalamic regions, there has been evidence from rodent models
to suggest that sensory thalamic regions, such as the posterior
medial nucleus, project directly to M1 (Ohno et al., 2012; Hooks
et al., 2013, 2015). However, it is unclear whether these specific
pathways are present in humans and non-human primates.

Here, our main focus is on sensory signals from PPC and
S1 that convey pertinent information about somatosensation,
proprioception, and visuomotor transformations to M1. The
ability to transform visual and proprioceptive information about
the location and space of the internal and external world is
important to inform motor commands (Burnod et al., 1992).
M1 neurons fire in response to both visual and proprioceptive
stimuli (for review, see Hatsopoulos and Suminski, 2011). The
M1 hand area is separated into caudal (M1c) and rostral
(M1r) subregions: CM cells primarily arise from M1c and
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FIGURE 2 | Simplified diagram demonstrating primary sensory inputs to
primary motor cortex. Cortico-cortical connections are black. Cortico-fugal
projections from M1 are red. Width of arrow denotes strength of connection.
Dotted line denotes primary visual input from visual cortex into posterior
parietal cortex (PPC) for multimodal integration.

provide direct control of movements of the hand and distal
forearm, whereas neurons in M1r influence motor control
indirectly using interneurons in the spinal cord (Rathelot
and Strick, 2009). Recent work suggests that this rostral and
caudal subdivision of the M1 hand area also exists in humans
and maintains differences in function (Viganò et al., 2019).
S1 has strong reciprocal connections with M1c, whereas PPC
has comparatively weaker connections to M1r (Stepniewska
et al., 1993). Lesions made independently to M1c and M1r
in adult squirrel monkeys produced different deficits, where
M1c lesions resulted in cutaneous sensory deficits, and M1r
lesions produced errors in aiming of the hand (Friel et al.,
2005). These results are not only consistent with the sensory
inputs that are expected to arise from PPC and S1 but
show the importance of sensorimotor integration such that
different regions of M1 specialize in integrating the unique
sensory information provided by PPC and S1. Furthermore,
proprioceptive and visual inputs to input to M1 will be weighted
differently depending on the goal of the task (Sober and Sabes,
2003) further attesting to the dynamic nature of sensorimotor
integration in M1.

M1 Plasticity and Sensorimotor Learning
In addition to the role of M1 in the production of movement,
M1 also undergoes substantial plasticity, which has a critical
role for learning skilled movements. Here, we define ‘‘motor
learning’’ as an improvement in motor skill beyond baseline
performance leading to a reduction in performance error that
is retained over time (Shmuelof et al., 2012). Given that an
error signal is inherently tied to sensory feedback and therefore

needed for the learning of motor skills guided by sensory
information (for review, see Seidler et al., 2013), we refer to
motor learning as sensorimotor learning. Sensorimotor learning
has been shown to induce functional and structural changes in
M1 in rodents (Kleim et al., 1998) and non-human primates
(Nudo et al., 1996a). In rodents, compared to practicing an
unskilled lever-pressing task, practicing a skilled task that
required specific paw manipulations to retrieve food pellets
resulted in larger changes in M1 motor map representation
of the forelimb, demonstrating that sensorimotor learning
induces M1 plasticity (Kleim et al., 1998). M1 plasticity
is defined as lasting changes in the morphological and/or
functional properties of M1 (Sanes and Donoghue, 2000);
experience-dependent plasticity is when these changes occur in
response to life experiences, such as stroke (Kleim and Jones,
2008). In the rodent M1, plasticity underlying sensorimotor
learning occurs through mechanisms of synaptic long-term
potentiation (LTP) and long-term depression (LTD; Rioult-
Pedotti et al., 2000). Similar to these results from rodent studies,
the involvement of an LTP-like mechanism has been also
demonstrated in plastic changes of M1 when adult humans
practice ballistic thumb movements (Bütefisch et al., 2000).
Importantly, in non-human primates, changes in M1 motor
map representation of the distal forelimb were specific to
skilled motor learning, whereas performing repetitive unskilled
movements alone was not sufficient to induce changes in
motor representations (Plautz et al., 2000). Additionally,
disrupting M1 activity in humans with transcranial magnetic
stimulation (TMS) immediately after motor practice can disrupt
memory consolidation for that skill (Muellbacher et al., 2002b;
Robertson, 2004) resulting in reduced learning, indicating
the importance of M1 in the early consolidation of motor
learning. The role of M1 plasticity in sensorimotor learning
has also been demonstrated in the orofacial representations
in humans (Arima et al., 2011) and nonhuman primates
(Arce-McShane et al., 2014).

LTP in M1 is considered a primary synaptic process
involved in the experience-dependent plasticity that underlies
sensorimotor learning (Kleim et al., 1998; Bütefisch et al., 2000;
Sanes andDonoghue, 2000; Ziemann et al., 2004; Nudo, 2013). At
the synaptic level, a bidirectional range of dynamic modifiability
exists, such that a synapse experiences a limited amount of
synaptic strengthening (LTP) or reduction in strength (LTD;
Rioult-Pedotti et al., 2000). The ability of a synapse to maintain a
target range of modifiability to prevent over- or under-excitation
of the neural circuit is referred to as homeostatic metaplasticity
(Whitt et al., 2014). Evidence of synaptic metaplasticity suggests
that prior history of synaptic plasticity influences the degree
of future synaptic modification (Abraham and Bear, 1996).
For instance, a synapse that is close to the upper limit of
synaptic modifiability would not experience the same degree
of LTP induction as a synapse farther away from its upper
limit (Figure 3). Previous electrophysiological evidence from
in vitro studies suggests that inducing LTD at a synapse, bringing
it farther from its upper limit of modifiability, enhances the
capacity for subsequent LTP induction (Rioult-Pedotti et al.,
2000). This same principle has been demonstrated at the systems
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FIGURE 3 | Homeostatic range of synaptic modifiability. In the illustration,
Synapse A begins closer to its upper limit of modifiability (top black line) and
has less capacity for long-term potentiation (LTP) than Synapse B. Black
triangle denotes induction of LTP. Synapse B is further from the upper limit of
synaptic strength, resulting in a greater capacity for LTP induction compared
to Synapse A.

level (Ziemann et al., 2004). It was shown that sensorimotor
learning reduced the capacity for subsequent LTP but enhanced
the capacity for LTD in human M1. Additionally, the degree
to which further LTP is blocked has been correlated with
the magnitude of motor memory retention after sensorimotor
learning (Cantarero et al., 2013a,b). Taken together, these results
highlight the importance of experience-dependent plasticity in
sensorimotor learning. LTP is largely mediated by glutamate,
the primary excitatory neurotransmitter in the brain, and its
interaction with the N-methyl-D-aspartate (NMDA) receptor
throughout the cortex (Lüscher and Malenka, 2012). Functional
inactivation of the NMDA receptor in M1 abolished the
capacity for LTP induction in vivo, suggesting that these
glutamatergic receptors are necessary for LTP to occur (Hasan
et al., 2013). In addition to glutamatergic synapse contributions
to experience-dependent plasticity, gamma-aminobuytric acid
(GABA) synaptic modifiability is another important contributor
to plasticity. GABA is the main inhibitory neurotransmitter
in the brain (Blicher et al., 2015), and transient reductions in
GABAergic inhibition have been shown to be necessary for
LTP induction in M1 (Hess et al., 1996; Blicher et al., 2015;
Kida et al., 2016).

In subsequent sections, we will review the importance
of sensory inputs in shaping experience-dependent plasticity
underlying sensorimotor learning under normal conditions and
after stroke.

THE ROLE OF SENSORY REGIONS IN
GOAL-DIRECTED HAND MOVEMENTS

Posterior Parietal Cortex (PPC) as a
Sensorimotor Integration Hub
The PPC is comprised of Brodmann Area (BA) 5, 7, 39 and 40 in
the human brain and is anatomically connected to motor areas
M1 and premotor cortex (PMC) via the superior longitudinal
fasciculus (SLF; Makris et al., 2005; Koch et al., 2010). Although
the PPC is not traditionally considered a primary part of the
cortical motor network, it is involved in motor execution with
populations of neurons that are motor dominant, in addition
to populations that are visually dominant, or a combination of
the two (Sakata et al., 1995). Non-human primate studies have
demonstrated dense reciprocal PPC-M1 connections between
the rostral strip of PPC and the medial lateral portion of M1

(Fang et al., 2005). Furthermore, regions of the PPC have distinct
and direct pathways and networks with prefrontal motor cortical
regions organized in functional zones (Gharbawie et al., 2011),
which demonstrates the level of specific information the PPC can
provide to the motor network. While PPC has been speculated
to primarily influence M1 through polysynaptic connections
with the PMC (Chao et al., 2015), support has been shown for
monosynaptic projections from PPC to M1 (Karabanov et al.,
2012). Additionally, in non-human primates, it has been shown
that PPC has disynaptic connections with hand motoneurons
in the dorsal horn and intermediate zone of the spinal cord
(Rathelot et al., 2017), further suggesting potential contributions
of PPC to the control of hand movements via the motor and
sensory information PPC provides.

The PPC is a multisensory association area functioning
to integrate different sensory modalities from visual,
somatosensory, prefrontal and auditory inputs (Whitlock,
2017). The PPC has abundant reciprocal connections with
sensory areas and is functionally parcellated such that the rostral
portion of PPC is connected to somatosensory and motor
regions, and the caudal portion of PPC has connections with
visual and auditory regions (Stepniewska et al., 2009). The
necessary inputs to PPC for sensorimotor processing needed for
skilled hand movements include direct reciprocal inputs from
the dorsomedial visual area that allows for continuous visual
motion analysis necessary for interacting with the environment
(Beck and Kaas, 1998; Kaskan and Kaas, 2007; Rosa et al.,
2009; for review, see Kaas et al., 2011). Sensory inputs to BA
5 primarily come from somatosensory area S2 and the parietal
ventral area, along with weaker inputs from S1 (Stepniewska
et al., 2009). All three regions provide pertinent sensory
information to PPC about proprioceptive and tactile activity of
hand movements (Cohen et al., 1994; Prud’homme and Kalaska,
1994) that are important for sensorimotor integration used
in hand exploration and object discrimination (Hinkley et al.,
2007). Inputs to BA 5 are important as BA 5 is responsible
for visuomotor transformations (Kalaska, 1996), making the
PPC-M1 connection important for visuomotor control and
visual-spatial processing (Binkofski et al., 1998; Mutha et al.,
2011). PPC combines sensory signals about visual and kinematic
reference frames into complex sensorimotor representations
that are relayed to M1 to optimize motor commands (Sabes,
2011). PPC neurons are not only involved in control and error
correction of a movement once initiated but are important
for movement planning to achieve a motor goal (Mulliken
et al., 2008; Aflalo et al., 2015), as neuronal firing also encodes
movement intention (Snyder et al., 1997). Lesions in the
rostral portion of PPC result in difficulty with shaping the
fingers prior to grasping an object (Binkofski et al., 1998),
further demonstrating an important role for PPC during the
sensorimotor integration required for successfully performing
goal-directed hand movements.

Primary Somatosensory Cortex
Involvement in Sensorimotor Integration
In the human brain, S1 is comprised of BA 3a, 3b, 1, and
2 and receives direct somatosensory input from thalamus
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(Kaneko et al., 1994a). Somatosensory information is relayed
from the periphery to the thalamus from the medial lemniscus
(Boivie, 1978) via the spinothalamic tract (Boivie, 1979).
Additionally, the posterior medial nucleus of the thalamus
connects to inhibitory neurons in layer 1 (L1) of S1 that
synapse onto the apical dendrites of neurons from other
cortical layers (Castejon et al., 2016). Peripheral sensory
information that is task-irrelevant can be filtered out through
inhibition of afferent pathways via a process known as sensory
gating (Eguibar et al., 1994). The thalamic relay nuclei are
important for sensory gating, and lesions to the thalamus
result in sensory gating impairments (Staines et al., 2002).
This ascending sensory information can be modulated or gated
by corticofugal descending projections from S1 to the dorsal
column nuclei (Jabbur and Towe, 1961; Martinez-Lorenzana
et al., 2001). Both S1 and M1 demonstrate somatotopic
organization with representation of body regions localized to
specific cortical cell columns (Kuehn et al., 2017). Furthermore,
while M1 was previously thought to be agranular, it is
now known that M1 shares the same structure as other
primary cortical areas (Barbas and Garcia-Cabezas, 2015).
The L4 in M1 is not cytoarchitecturally distinguishable, but
electrophysiological studies have demonstrated it has traditional
input/output proprieties: L4 receives excitatory input from
the thalamus, has excitatory unidirectional outputs to L2/3,
and weaker long-range corticortical connections (Yamawaki
et al., 2014). However, there are distinct differences in that
M1 has approximately half the amount of synapses that are
exclusively excitatory whereas in S1, there are more synapses
formed with both excitatory and inhibitory neurons (Bopp et al.,
2017). It is proposed that M1 likely receives its feedforward
inhibition through thalamacortical projections to L1 instead of
L4 (Kuramoto et al., 2009; Bopp et al., 2017). In addition to
connections from the thalamus, S1 also has direct projections
to M1 that are important for the integration of somatosensory
and motor information (Cash et al., 2015). In rodents,
reciprocal projections connect the sensory representation in
S1 to the corresponding motor representation in M1, creating
a glutamatergic M1-S1 loop that connects L2/3 and 5a in
S1 with L2/3 and 5a in M1 (Figure 4; Mao et al., 2011; Hooks
et al., 2013). S1 relays somatosensory information through
monosynaptic and polysynaptic connections to M1 (Kaneko
et al., 1994a), and ongoing sensory input is used to refine
and update descending motor commands (Rosenkranz and
Rothwell, 2012). L2/3 neurons in M1 are able to directly
excite pyramidal output neurons within the same cortical area
(Kaneko et al., 1994b). At the network level, S1 activity has
both excitatory (Rocco-Donovan et al., 2011) and inhibitory
(Borich et al., 2015) effects on M1 at the network level.
However, only excitatory projections from S1 to M1 have been
characterized at the synaptic level (Papale and Hooks, 2018).
The connectivity of inhibitory interneurons within M1 and
how they are affected by sensory input have not been well
studied. These S1-M1 connections provide an infrastructure
for highly complex information integration that has the
potential to be shaped and targeted for sensorimotor control
and learning.

FIGURE 4 | Excitatory M1-S1 connections. Sensory input from thalamus is
relayed to layer 4 (L4) then to L2/3 of S1. S1 sends glutamatergic projections
onto excitatory neurons in L2/3 of M1, and these synapses are sites of LTP
and long-term depression (LTD) plasticity of connections involved in
sensorimotor integration (denoted in red). Reciprocal connections of the
M1-S1 loop are also shown. Pyramidal neurons from L2/3 of M1 project to
output neurons in L5b of M1. Afferent inputs are shown in blue, intracortical
connections are in green, and efferent outputs are shown in gray. Circles
denote populations of neurons. Additional inputs and outputs are not shown.
Refer to text for additional detail regarding M1-S1 connections.

The ability of S1 to influence synaptic plasticity inM1 depends
on sensorimotor synapses in L2/3 of M1. Synapses between
S1 and M1 undergo plasticity that is driven by sensory input
and results in the alteration of motor output (Kaneko et al.,
1994a,b). These synapses are a main site of LTP and LTD in
M1 (Kaneko et al., 1994a) and send excitatory projections to
the pyramidal output neurons of M1 (Kaneko et al., 1994b;
Huber et al., 2012). These connections allow for sensory feedback
to shape motor output both in the short-term (immediate to
minutes) and long-term (hours or longer). The ability for sensory
input to influence motor output is specific to the connections
between primary sensorimotor areas. Tetanic stimulation of S1,
but not the ventrolateral nucleus of the thalamus, has been
shown to produce LTP in L2/3 synapses of M1 (Iriki et al., 1989;
Kaneko et al., 1994a). Tetanic stimulation of sensory thalamus
only resulted in LTP in thalamocortical synapses with concurrent
stimulation of S1 (Kaneko et al., 1994a). The S1-M1 connection
has also been implicated in sensorimotor learning in vivo and is
thought to be a main site of synaptic modifiability in response
to motor skill learning (Papale and Hooks, 2018). These direct
projections have been hypothesized to be a site of integration
of sensory input and motor output and have an important role
in guiding motor activity in response to sensory input (Hasan
et al., 2013). One study in non-human primates demonstrated
that ablation of S1 impaired the acquisition of motor skill but
did not impair performance of the particular motor skill that had
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been learned previously, possibly due to intact thalamo-cortical
connections that had been strengthened during skill training
(Pavlides et al., 1993). Additionally, temporary inhibition of
S1 in rodents has been shown to impair the ability to adapt
motor performance based on changes in sensory input; however,
basic motor patterns and motor commands that had learned
previously were not affected (Mathis et al., 2017). Therefore,
there is evidence to suggest that S1 is important for the ability to
learn skilled movement and adjust motor plans to sensory input
but may be less important for performance of overlearned or
stereotyped movements in the upper limb. It should be noted,
however, that ablation of other areas of S1, such as the face
area, can lead to deficits in basic motor function, and previously
learned motor tasks (Lin et al., 1993; Hiraba et al., 2000; Yao
et al., 2002). In addition to connections between S1 and the
ipsilateral M1, interhemispheric inhibitory connections between
S1 s exist in humans (Ragert et al., 2011) and have been
shown to influence plasticity in M1. For example, Conde et al.
(2013) demonstrated that LTP-like plasticity in M1 induced
by paired TMS and peripheral stimulation of the contralateral
upper extremity switched to LTD-like plasticity when peripheral
stimulation was applied to the upper limb ipsilateral to the TMS.
These results demonstrate that the cortical sensorimotor circuitry
that contributes to plasticity is not limited to one hemisphere,
and interhemispheric network connectivity likely influences
sensorimotor learning. However, the specific involvement of
S1 in motor performance will depend on the characteristics of
the task including the importance of sensory information for
skilled performance.

IMPACT OF STROKE ON SENSORIMOTOR
INTEGRATION AND LEARNING

Sensorimotor Deficits After Stroke
The impact of stroke on sensorimotor integration depends on
the location of the stroke. Because the MCA supplies both the
motor and sensory regions and is the most common type of
stroke (Walcott et al., 2014), stroke in this vascular territory has a
great likelihood of affecting sensorimotor integration. Therefore,
our discussion is primarily focused on MCA strokes affecting the
sensorimotor cortex although strokes in other vascular territories
may also impact sensorimotor integration (Staines et al., 2002).
There are dynamic processes post-stroke that change as a
function of time and affect the neurophysiology of sensorimotor
integration. Time post-stroke is defined in phases: hyper-acute
(0–24 h); acute (1–7 days); early subacute (7 days–3 months);
late subacute (3–6 months); and chronic (>6 months; Bernhardt
et al., 2017b). Initial neuronal cell death in the lesion core leads to
both structural and functional disconnection with brain regions
outside the primary area of infarct (Carrera and Tononi, 2014).
Motor recovery occurs in part from spontaneous biological repair
(SBR) that transitions from a state of cell death and inflammation
to a state of increased neuronal excitability and experience-
dependent plasticity lasting ∼3 months post-stroke (Cramer,
2008). Most recovery post-stroke occurs rapidly in the early
sub-acute phase and the magnitude of improvement slows down

in the late sub-acute phase (Lee et al., 2015). In the chronic phase
post-stroke, patients have reached a stable, though modifiable
plateau in motor recovery (Jørgensen et al., 1995) with less than
20% of patients experiencing full recovery of upper extremity
motor function (Kwakkel et al., 2003).

Upper extremity paresis is the most predominant motor
impairment after MCA stroke, which results from a lesion
involving the CST that is also necessary for skilled hand
movements (Lang and Schieber, 2003). Paresis can contribute
to deficits in both the initiation and termination of voluntary
movement of the wrist (Chae et al., 2002). Other motor deficits
include spasticity and impaired motor control (Raghavan, 2015),
with 85% of patients in the chronic phase post-stroke still
possessing residual motor deficits (Lee et al., 2015).

Common somatosensory modalities affected after stroke are
tactile sensation, proprioception, and stereognosis (Connell et al.,
2008). It has been recently reported that 62% of acute stroke
patients demonstrated deficits in their ability to locate their
hand and arm in space (Findlater et al., 2016). Deficits in
proprioception have direct implications as information about
the arm and hand are necessary for proper movement and
important for improving sensorimotor function after stroke
(Aman et al., 2014). Due to the reliance of the motor system
on sensory information for movement optimization, sensory
impairment is expected to have motor repercussions. Similarly,
sensory deficits can occur even when there are ischemic lesions
specifically in the M1 motor pathway and not in somatosensory
afferents (Nudo et al., 2000), suggesting that sensory integration
can be disrupted even in the absence of a lesion present in
sensory afferent pathways. Clinically, sensorimotor deficits are
usually discussed in terms of sensory deficits and motor deficits
assessed separately. Sensory and/or motor deficits after stroke
have been routinely measured using observer-based clinical
scales either focused on measuring level of impairment, with
scales such as the Fugl-Meyer Assessment (Fugl-Meyer et al.,
1975) and Nottingham Sensory Assessment (Lincoln et al.,
1998), or focused on measuring level of function with the Wolf
Motor Function Test (Wolf et al., 2001) and the Jebsen Taylor
Hand Test (Jebsen et al., 1969). However, there are several
limitations of standard observer-based clinical assessments
including: decreased reliability and sensitivity compared to
objective assessments, lack of precision with non-continuous
data, and greater susceptibility to floor and ceiling effects of
performance (Scott and Dukelow, 2011). Therefore, there is a
need for objective assessments to better characterize post-stroke
sensorimotor deficits.

Assessment of Sensorimotor Integration
After Stroke
In addition to the need for objective assessments of sensorimotor
deficits, it is important to examine the impact of stroke
on sensorimotor integration to better understand the
relationship between sensory and motor deficits. As defined
earlier, sensorimotor integration is the ability to incorporate
sensory inputs to shape motor output (Wolpert et al., 1998).
Therefore, examining the effects of manipulating sensory
information on motor output can be employed to evaluate
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sensorimotor integration. For a detailed review of various
measurement techniques, see Riemann et al. (2002). One
approach utilizes robotic-based technologies during visually
guided upper extremity tasks to quantify aspects of sensorimotor
control. Coderre et al. (2010) examined the characteristics of
feed-forward control and feedback control of stroke patients in
the early sub-acute recovery period. It was observed that most
patients with deficits initiating movement also had deficits with
adjusting movement from sensory feedback, emphasizing that
movement difficulties were not solely due to motor impairments
but also due to an inefficiency with integration of sensory
modalities. Using another robotic-based assessment, it was
shown that kinesthetic impairments post-stroke were not
resolved with the addition of visual information indicating
the location of the arm in space (Semrau et al., 2018). This
observation was unique to stroke patients in comparison to
healthy controls and the impairment was attributed, in part,
to damage to the PPC. Studies have previously shown that
sensorimotor abnormalities during motor control are related to
parietal lesions (Desmurget et al., 1999; Findlater et al., 2016),
signifying the important role of PPC in sensorimotor integration.

In addition to robotic-based assessments, sensorimotor
integration has also been probed using non-invasive stimulation
in humans. Combining a peripheral sensory stimulus with
non-invasive brain stimulation using TMS can measure the
effects of afferent sensory input on themagnitude of TMS-evoked
motor output. One example assessment is short-latency afferent
inhibition (SAI) where somatosensory input from peripheral
stimulation of themedian nerve can inhibit motor output to hand
muscles (Tokimura et al., 2000). In the acute phase post-stroke,
patients have reduced SAI compared to healthy controls (Di
Lazzaro et al., 2012), that seems to normalize in the chronic phase
where there is no significant difference in SAI between patients
and controls (Brown et al., 2018). Sensorimotor integration
may be disrupted shortly after stroke but this reduction was
correlated with improved outcome in the chronic phase (Di
Lazzaro et al., 2012) This suggests that while decreased SAI
may be beneficial acutely, it must normalize chronically for
improved motor function. Previous work has also shown that
the integration of S1 afferent input to M1 decreased acutely but
was more comparable to healthy controls at 6 months post-
stroke; this finding also paralleled improvement in sensation
(Bannister et al., 2015). Sensorimotor integration has also been
assessed using a vibration-based sensory stimulus of the muscle
belly preceding TMS. It was found sensorimotor integration was
abnormal in chronic stroke patients and greater abnormality
was associated with greater magnitude of motor impairment
and dysfunction (Brown et al., 2018). Taken together, these
studies demonstrate that sensorimotor integration is impacted
differentially depending on time post-stroke and the type of
sensory information provided, but overall is an important
process during recovery.

Plasticity and Sensorimotor Learning
After Stroke
Many cellular and synaptic processes contribute to plasticity
after stroke. In the acute phase after stroke, LTP is facilitated

in the perilesional areas, suggesting an amplification of network
plasticity that influences cortical reorganization (Hagemann
et al., 1998). Neuroplasticity is enhanced through processes
such as axonal sprouting and GABA receptor downregulation
(Carmichael, 2016). Additionally, functional recovery is most
rapid during this early time period, occurring in the first
3 months for humans and roughly 1 month for rodents (Caleo,
2015). Plasticity subsequently plateaus in the chronic stage of
recovery (Hendricks et al., 2002; Hara, 2015). Rehabilitative
interventions have been shown to be most effective when
initiated early after stroke and become less effective with time
post-stroke (Biernaskie et al., 2004). Despite the plateau in
neuroplasticity during the chronic phase of recovery, it is
currently unclear whether this level differs from that of matched
healthy controls. In a study by Zeiler et al. (2016) in a rodent
model of chronic stroke, the induction of a second stroke
enhanced plasticity and response to skilled motor training,
indicating that it is possible to reopen this window of enhanced
plasticity during the later stages of recovery. Increasing the
capacity for neuroplasticity during the chronic stage of recovery
has the potential to enhance recovery of function for stroke
survivors with persistent motor-related disability.

As mentioned previously, GABAergic activity is strongly
related to synaptic plasticity in healthy individuals. In rodent
models of cerebral ischemia, GABAergic inhibition has
been shown to be elevated within minutes (Globus et al.,
1991), a potentially neuroprotective mechanism to counteract
excitotoxicity caused by excess glutamate release (Pellegrini-
Giampietro, 2003). GABA levels return to baseline within
an hour of reoxygenation (Schwartz-Bloom and Sah, 2001).
Reductions in GABAergic inhibition continue during the
acute phase after stroke, and this process has been related to
functional motor recovery in mice (Clarkson et al., 2010). It
has been suggested that this reduction in GABAergic activity
serves to facilitate neuroplasticity in M1 through unmasking of
existing, inactive synaptic connections (Paik and Yang, 2014),
the development of new connections (Murphy and Corbett,
2009), or the induction of LTP (Hess et al., 1996; Sanes and
Donoghue, 2000). While GABAergic activity has been shown
to be an important contributor to plasticity after stroke, other
mechanisms, such as brain derived neurotrophic factor (BDNF)
and neuromodulin signaling, have been implicated as well.
For in-depth reviews of cellular and synaptic mechanisms of
plasticity after stroke, see Murphy and Corbett (2009) and Alia
et al. (2017). Given that similar mechanisms are thought to
underlie neuroplasticity and functional recovery after stroke
(Kleim and Jones, 2008), therapeutic strategies that optimally
promote neuroplasticity hold promise for improving the rate
and magnitude of functional recovery after stroke.

As discussed earlier, motor skill learning has been shown
to induce structural and functional changes in M1 that
underpin sensorimotor learning in rodents (Kleim et al.,
1998), non-human primates (Nudo, 2013), and healthy humans
(Bütefisch et al., 2000; Sanes andDonoghue, 2000; Ziemann et al.,
2004). It has also been shown that motor skill learning underlies
recovery of function after stroke in humans (Krakauer, 2006)
and non-human primates (Nudo et al., 1996b). One mechanism
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underlying recovery is the preservation or expansion of the
M1 representation of the affected hand. Skilled motor training
after stroke in non-human primates prevented the reduction of
the affected distal upper extremity representation in M1 that
occurred after an equivalent period of no training (Nudo et al.,
1996b). In some cases, the hand representation expanded into
representations for adjacent body parts after training, and this
reorganization of M1 corresponded to better recovery of skilled
hand function. It has also been shown that S1 activity contributes
to sensorimotor learning and recovery after stroke in humans
and non-human primates. Nudo et al. (2000) demonstrated
that impairments in sensory inputs to M1 after stroke in
non-human primates contributed to motor deficits in a task that
required skilled hand movements. In humans, continuous theta
burst stimulation (cTBS), a TMS paradigm that can decrease
excitability of the stimulated area, delivered over contralesional
S1 in order to reduce transcallosal inhibition on ipsilesional
S1 was shown to enhance motor recovery after stroke (Meehan
et al., 2011). Another study by Brodie et al. (2014) demonstrated
that excitatory rTMS to the ipsilesional S1 paired with motor
skill training increased sensorimotor learning compared to
stimulation or skill training in isolation. Therefore, attempting
to enhance S1 excitability and/or sensorimotor integration may
offer an effective approach to improve sensorimotor learning and
functional recovery after stroke.

STRATEGIES TO MODULATE
SENSORIMOTOR INTEGRATION AND
POTENTIAL THERAPEUTIC EFFECTS
AFTER STROKE

Current Therapeutic Interventions
Sensorimotor integration occurs across the neuraxis and
therefore provides multiple potential targets for therapeutic
intervention. Several experimental procedures have been
developed to modulate afferent input to M1, and therefore
sensorimotor integration, in humans. Peripheral vibration
is a neuromodulation approach that increases afferent input
that is thought to modulate M1 excitability by regulating the
activity of cortical inhibitory interneurons that are involved
in motor output (Rosenkranz and Rothwell, 2006). This
increase in afferent input is thought to change the response
of M1 to sensory input and therefore influence sensorimotor
integration in the cortex. Both focal (Celletti et al., 2017) and
whole-body vibration (Boo et al., 2016) have shown promise in
improving upper extremity function in individuals with stroke.
However, across studies, the effectiveness of vibration to improve
post-stroke motor function remains unclear (Liao et al., 2014;
Park et al., 2018).

In contrast to increasing afferent input to M1, models of
temporary deafferentation have shown promise in targeting
sensorimotor integration by reducing sensory input to modulate
motor output. In rodents, transection of the facial nerve leads
to a rapid expansion of the adjacent forelimb representation
in M1, likely due to rapid removal of GABAergic inhibition
(Sanes et al., 1988; Huntley, 1997). This concept has been applied

non-invasively in humans by temporarily reducing afferent input
from a portion of the upper extremity to M1 with the goal of
reducing GABAergic inhibition to adjacent areas of the limb.
It is thought that rapid unmasking of horizontal connections
leads to an expansion of the cortical representation. Targeting
this mechanism, several temporary deafferentation strategies
have been studied in humans with the goal of increasing
M1 representation of the affected limb to improve functional
outcomes after stroke. Ischemic nerve block (INB) of the arm
is one method that serves as a model of transient segmental
deafferentation in humans. Using a pneumatic tourniquet at
the elbow, afferent sensory inputs from the distal forearm to
the sensorimotor cortex are restricted, leading to an increase in
excitability of cortical representations of muscles immediately
proximal to the deafferented forearm (Brasil-Neto et al., 1993).
However, this form of INB may be less applicable for individuals
with stroke, as a main goal of stroke rehabilitation is to improve
hand function, and it appears that INB effects more proximal
parts of the arm (Lang et al., 2013). A different approach that
has been shown to increase motor function after stroke is the
application of anesthesia to areas proximal to the hand, such
as the brachial plexus (Muellbacher et al., 2002a) or forearm
(Sens et al., 2012, 2013), simulating deafferentation of the upper
or lower arm, respectively. After applying anesthesia to the
brachial plexus of the affected arm, Muellbacher et al. (2002a)
demonstrated an improvement in motor skill after training in
individuals with chronic stroke compared to training without
anesthesia. Additionally, there was an increase inmotor output in
response to TMS application with no change in motor threshold,
suggesting a rapid cortical reorganization and reduction in
inhibition. Application of anesthetic cream to the forearm,
another region proximal to the hand, improved somatosensory
and motor function distal to the site of application in individuals
with chronic stroke (Sens et al., 2013). Blood flow restriction
(BFR) is another technique that uses a pneumatic cuff applied
to the arm to reduce blood flow to a target level that is
maintained during exercise (Yasuda et al., 2014). Brandner et al.
(2015) showed that BFR during resistance exercise increases
corticomotor excitability, and this effect is thought to be
mediated by the reduction in cortical afferent input. A primary
concern for the use of INB and BFR in a rehabilitation setting is
that the use of a tourniquet or arm cuff poses a risk for individuals
with sensory impairments and/or cardiovascular irregularities,
such as individuals with stroke (Spranger et al., 2015). Therefore,
individuals with stroke may benefit from a method of temporary
deafferentation with fewer potential risks.

Future Directions for Therapeutic
Interventions
Short-term immobilization of the arm is a safe, low-cost
approach for the transient modulation of sensorimotor cortical
function in healthy individuals. In humans and animals,
prolonged immobilization or disuse of a limb can occur after
neurological insult that induces maladaptive plasticity, such as
reduction in cortical representations of the limb (Pons et al.,
1991; Langer et al., 2012; Milliken et al., 2013; Viaro et al., 2014),
which can contribute to ‘‘learned nonuse’’ and a compensatory
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reliance on the unaffected limb (Wolf, 2007). While learned
nonuse and its effects on cortical organization have been
examined, short-term immobilization has been less well-studied.
Short-term arm immobilization (typically 8 h) reduces sensory
input to, and motor output from, the contralateral sensorimotor
cortex resulting in transiently decreased M1 and S1 cortical
excitability following immobilization in healthy individuals
(Huber et al., 2006; Rosenkranz et al., 2014). This decrease
in excitability is thought to be driven by LTD-like processes
(Huber et al., 2006). Allen et al. (2003) demonstrated that whisker
deprivation in rodents induced LTD-like effects in sensorimotor
areas that occluded further LTD induction but enhanced LTP
induction in slice preparations, consistent with the model of
homeostatic metaplasticity. Short-term immobilization of the
arm has been proposed as a strategy to induce LTD-like
plasticity and enhance the capacity for LTP induction in
the human motor cortex. Indeed, a single short bout (8 h)
of immobilization temporarily reduced TMS-based measures
of cortical excitability; however, the capacity for synaptic
strengthening was significantly enhanced (Rosenkranz et al.,
2014). However, the behavioral effects of this enhanced synaptic
strengthening are currently unclear.

Given that short-term immobilization modulates excitability
of S1 and M1, it is likely that immobilization impacts the
integration of sensory and motor information that underlies
experience-dependent plasticity. Therefore, short-term
immobilization could potentially modulate neural processes
underlying sensorimotor learning. However, the effects of
immobilization on sensorimotor learning have not been
well studied in humans. To our knowledge, only one study
has examined sensorimotor learning after short-term arm
immobilization (Opie et al., 2016) and did not show a clear
effect of immobilization on sensorimotor learning. The lack of
effect could be due, in part, to the high number of individuals
with the BDNF Val66Met polymorphism that is associated
with reduced use-dependent plasticity in sensorimotor areas
(Kleim et al., 2006). Given the relationship between neural
plasticity and sensorimotor learning, further examination of
the effect of short-term arm immobilization on sensorimotor
learning is warranted. Short-term arm immobilization could
show promise as a rehabilitative intervention to increase
post-stroke sensorimotor recovery by enhancing the capacity

for neuroplasticity leading to better training-related increases in
motor function. More broadly, given its demonstrated role in
motor control, promotion of sensorimotor integration plasticity
has potential as a therapeutic strategy post-stroke.

CONCLUSION

Skilled hand movements are necessary for normal function
in daily life but are frequently impaired after stroke.
Goal-directed functional movements rely on accurate integration
sensory information and when sensorimotor integration is
compromised, movement ability is compromised. Despite
the importance of sensory contributions to normal and
abnormal movement, research has predominantly focused on
motor aspects of stroke recovery. Given that sensorimotor
integration has been shown to be negatively impacted after
stroke and correlated with level of recovery, there is an increasing
need to focus future research efforts towards comprehensive
characterization of the neural mechanisms of sensorimotor
integration and their contributions to functional movements
in both health and disease. Furthermore, an increased
understanding of contributions of sensorimotor integration and
sensorimotor learning to skilled hand movements post-stroke
will likely offer new rehabilitative targets to increase the recovery
of function after stroke.
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Head stabilization is fundamental for balance during locomotion but can be impaired

in elderly or diseased populations. Previous studies have identified several parameters

of head stability with possible diagnostic value in a laboratory setting. Recently, the

ecological validity of measures obtained in such controlled contexts has been called

into question. The aim of this study was to investigate the ecological validity of previously

described parameters of head stabilization in a real-world setting. Ten healthy subjects

participated in the study. Head and trunk movements of each subject were recorded with

inertial measurement units (IMUs) for a period of at least 10 h. Periods of locomotion

were extracted from the measurements and predominant frequencies, root mean

squares (RMSs) and bout lengths were estimated. As parameters of head stabilization,

attenuation coefficients (ACs), harmonic ratios (HRs), coherences, and phase differences

were computed. Predominant frequencies were distributed tightly around 2 Hz and ACs,

HRs, and coherences exhibited the highest values in this frequency range. All head

stability parameters exhibited characteristics consistent with previous reports, although

higher variances were observed. These results suggest that head stabilization is tuned to

the 2 Hz fundamental frequency of locomotion and that previously described measures

of head stability could generalize to a real-world setting. This is the first study to address

the ecological validity of these measures, highlighting the potential use of head stability

parameters as diagnostic tools or outcome measures for clinical trials. The low cost and

ease of use of the IMU technology used in this study could additionally be of benefit for

a clinical application.

Keywords: head stabilization, accelerometry, motion sensors, gait, balance

1. INTRODUCTION

During locomotion, reflexive head movements operate to minimize horizontal head translation
(Cromwell et al., 2001a; Mazzà et al., 2009) and simultaneously compensate for vertical translation
by pitching the head (Pozzo et al., 1990; Hirasaki et al., 1999). These stabilization behaviors
are thought to be crucial for effective control of both balance and locomotion because they
reduce undesired variability of vestibular and visual sensory inputs (Pozzo et al., 1990). In elderly

206

https://www.frontiersin.org/journals/human-neuroscience
https://www.frontiersin.org/journals/human-neuroscience#editorial-board
https://www.frontiersin.org/journals/human-neuroscience#editorial-board
https://www.frontiersin.org/journals/human-neuroscience#editorial-board
https://www.frontiersin.org/journals/human-neuroscience#editorial-board
https://doi.org/10.3389/fnhum.2019.00179
http://crossmark.crossref.org/dialog/?doi=10.3389/fnhum.2019.00179&domain=pdf&date_stamp=2019-06-04
https://www.frontiersin.org/journals/human-neuroscience
https://www.frontiersin.org
https://www.frontiersin.org/journals/human-neuroscience#articles
https://creativecommons.org/licenses/by/4.0/
mailto:peter.hausamann@tum.de
https://doi.org/10.3389/fnhum.2019.00179
https://www.frontiersin.org/articles/10.3389/fnhum.2019.00179/full
http://loop.frontiersin.org/people/616194/overview
http://loop.frontiersin.org/people/10429/overview
http://loop.frontiersin.org/people/210354/overview
http://loop.frontiersin.org/people/4374/overview


Hausamann et al. EMA of Head Motion

individuals, head stabilization is compromised during both
steady-state walking (Cromwell et al., 2001b) and gait initiation
(Laudani et al., 2006; Maslivec et al., 2018). Impaired head
stabilization has also been associated with disorders such as
Parkinson’s disease (PD) (Latt et al., 2009; Buckley et al., 2015),
multiple sclerosis (MS) (Psarakis et al., 2018) and bilateral
vestibular defects (Pozzo et al., 1991).

Motion capture and accelerometry are widely used in
the analysis of head stabilization during human locomotion
(Pozzo et al., 1990; Hirasaki et al., 1999; Kavanagh and
Menz, 2008). However, studies using motion capture systems
are usually constrained to a laboratory setting by design.
Similarly, previous studies using wearable sensors have been
limited by the need to instruct and supervise subjects and
faithfully annotate periods of locomotion. Several recent
studies have questioned the ecological validity of measurements
obtained in such controlled contexts, i.e., how well these
measurements generalize to real world conditions (Stellmann
et al., 2015; Brodie et al., 2017). An alternative approach,
known as ecological momentary assessment (EMA) (Shiffman
et al., 2008), advocates the sampling of clinically relevant
parameters in a subject’s natural environment rather than a
clinical setting.

In support of EMA, researchers have observed that clinical
measures such as 10 m walk test times do not significantly
correlate with more objective outcomes such as fall risk, raising
doubts concerning the clinical relevance of these measures
(Brodie et al., 2017). The frequently used 6 min walking test
has been challenged by the fact that in many diseased or elderly
populations, 6 min of uninterrupted walking rarely occur during
daily life (Stellmann et al., 2015). While there are some clinical
tests whose results correlate with objective outcomes (such as
clinical assessment of gait speed, Albrecht et al., 2001), these
examples highlight the need to validate standardized measures
in a real-world context.

Wearable accelerometry devices have been suggested for
sampling human motion during daily life (Motl et al., 2012) and
can be used as a way to assess head stabilization performance
in the spirit of EMA. Compared with clinical tests, they
provide a cost-effective and straightforward method of recording
ecologically valid measures. Previous studies of vestibular
stimulation have used these kinds of sensors to address head and
whole body motion in more realistic contexts, but were either
constrained to pre-defined activities (Carriot et al., 2014, 2017)
or lacked measurements of angular velocity (MacDougall, 2005).

In order to assess whether they are indicative of real-life
locomotor function, previously established measures of head
stability (Hirasaki et al., 1999; Mazzà et al., 2009; Bellanca
et al., 2013) need to be evaluated with respect to their
ecological validity. Results obtained from a sample of healthy
individuals could then be used as a normative baseline for
future studies involving populations with balance, gait or
neurological disorders.

Therefore, the aims of this study were: (i) to record
a dataset of real-world human motion of trunk and head
with wearable sensors, (ii) to compute previously described
parameters of head stabilization from this data, and (iii)

to compare the computed parameters with previous results
obtained in controlled environments.

2. MATERIALS AND METHODS

2.1. Subjects
A convenience sample of ten healthy human subjects (five male,
five female, age 21–28, most of them students participating in
lecture “Clinical Applications of Computational Medicine" at
the Technical university of Munich) with no history of balance
or gait disorders participated in the experiment. All subjects
signed an informed consent form compliant with the European
General Data Protection Regulation and gave explicit consent
to the publication of the recorded data. The study protocol was
approved by the institutional review board of the Sylvia Lawry
Center for Multiple Sclerosis Research.

2.2. Sensor Devices
We used a small, self-contained IMU to record both linear
acceleration and angular velocity of the human head and trunk.
The device (Actigraph GT9X Link) was chosen for its ability
to continuously record accelerometer and gyroscope data at a
sampling rate of 100 Hz for 24 h. To record head motion, the
sensor unit was firmly attached to the inside of a baseball cap
that was worn by the subjects. To record trunk motion, an
IMU of the same model was attached to a specialized neoprene
belt (actibelt flex-belt, Trium Analysis Online GmbH, Munich,
Germany) worn at the waist under the clothing. The actibelt
system itself is frequently used in clinical accelerometry studies,
but was not used in this study because in its current version it is
not equipped with a gyroscope.

2.3. Data Acquisition
Subjects were outfitted with the recording equipment in the
morning of a typical work/university day and instructed to wear
the equipment for at least 10 h. They were instructed to take note
of periods during which they took off either sensor unit and these
periods were subsequently excluded from analysis. The recording
equipment was returned the next morning.

The IMUs were synchronized by knocking both devices
against each other at the beginning and the end of each
recording. This created clearly visible peaks in the accelerometer
measurement that were used to correct timing offsets and
drifts between the devices. All subjects performed a calibration
routine for both sensor units in order to align the sensor
coordinates with head- and trunk-fixed reference frames. For the
head device, they first held their heads in a slightly forward-
pitched position that aligned Reidâ’s plane (MacNeilage and
Glasauer, 2017) with an earth-horizontal plane. Afterwards, they
nodded their heads five times around the pitch axis. This yields
a unique transformation that rotates the acceleration due to
gravity to be purely vertical and rotates the angular velocity
to be purely around the medial/lateral axis for this calibration
routine (resulting in a head-fixed reference frame as shown in
Figure 1A). A similar routine was performed for the trunk device
which was calibrated such that the acceleration due to gravity was
purely vertical when the subjects stood up straight.
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FIGURE 1 | (A) Axes of the head sensor coordinate system. The vertical axis is adjusted to be perpendicular to Reid’s plane. This coordinate system remains

head-fixed during all translations and rotations. (B) Axes of the aligned coordinate system. The vertical axis points in the direction of gravity (g). The system remains

world-fixed during roll and pitch rotations (left and right) but remains head-fixed during yaw rotations (middle) and translations.

2.4. Coordinate Frame Transformations
The IMUs used for this study record linear acceleration and
angular velocity, but provide no direct information about
the orientation of the device in world coordinates. The
calibration approach outlined in the previous section yields
a head/trunk-fixed coordinate system (Figure 1A). However,
for comparability with previously reported results obtained
in laboratory settings (Hirasaki et al., 1999; Menz et al.,
2003; Mazzà et al., 2009) it is necessary to transform the
measurements into a frame of reference whose vertical axis
remains parallel to the direction of gravity. Reference frames in
these studies are defined as right-handed coordinate systems with
the vertical axis pointing upwards in the direction of gravity, the
anterior/posterior axis pointing in the direction of the subject’s
motion and the medial/lateral axis pointing to the left of the
motion direction (Figure 1B).

2.5. Estimation of the Direction of Gravity
From IMU Data
Gravitational acceleration g is linked to linear acceleration a
and angular velocity through the following equations (Glasauer,
1992):

g = a− i (1)

∂g

∂t
= ω × g (2)

where i denotes the inertial acceleration of the device. Various
filters are described in the literature that combine the linear
acceleration and angular velocity measurements to produce
an estimate of orientation. We propose a basic sensor fusion
approach (Table 1) that we show to be sufficiently accurate for
typical trajectories occurring during human locomotion.

The angular velocity was high-passed at 0.1 Hz with a 5th-
order Butterworth filter to remove errors due to gyroscope drift.
The linear acceleration was low-passed with the same type of

TABLE 1 | Description of the gravity filter algorithm for estimating gravity direction

from IMU data.

Inputs Linear acceleration in sensor coordinates a(t)

Angular velocity in sensor coordinates ω(t)

Correction factor α

Acceleration due to gravity in world coordinates gW

Outputs Estimate of acceleration due to gravity in sensor

coordinates g(t)

Quaternion representing sensor orientation in aligned

coordinates q(t)

Description Start with initial estimate g(0) = gW , for all t ∈ 1..T:

1. Compute estimate of angular displacement:

φ(t) = ω(t)1t

2. Compute estimate of gravity: g(t) = φ(t)× g(t− 1)

3. Update estimate with linear acceleration:

g(t) = g(t)+ (1− α)a(t)

4. Normalize estimate g(t) = g(t)/|g(t)|

5. Compute q(t) as the quaternion transforming

g(t) into gW :

a. Normalized axis of rotation: n = gW × g(t), n = n/|n|

b. Angle of rotation: = cos
−1

(

< gW , g(t) >
)

c. Quaternion from axis-angle representation:

q(t) = R(n, θ )

The correction factor α ∈ [0, 1] determines the weight of ω in the final estimate; an α of

0 means that ω is not used at all, while an α of 1 means that the linear acceleration is

ignored. T is the number of samples and ∆t is the time difference between two samples,

corresponding to 10 ms at a sampling rate of 100 Hz. < gW ,g(t) > denotes the inner

product between gW and g(t) and R(n, θ ) computes the quaternion from the axis-angle

representation of the rotation:

R(n, θ ) =
(

cos(θ/2), nxsin(θ/2), nysin(θ/2), nzsin(θ/2)
)

.

filter to reduce the influence of transient accelerations on the
estimate. The estimates of orientation and acceleration due to
gravity from the filter could then be used to transform the raw
acceleration measured by the sensor into net inertial acceleration
in aligned coordinates:

iA = rot(q−1, a− g) (3)
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where rot(q, v) denotes the rotation of the vector v by the
quaternion q. It should be noted that step 5 of Table 1 ensures
that the transformation has no yaw rotation component since q(t)
is computed from a rotation around the axis n which is always
perpendicular to gW . For consistency with previously reported
results (Hirasaki et al., 1999) where translations were described
in a world-fixed, but rotations were described in a head/trunk-
fixed frame, we did not transform the angular velocity into the
aligned coordinate system.

We recorded a short dataset of one subject wearing one
IMU attached to a baseball cap on the head. The sensor was
mounted facing upwards on a plastic plate equipped with four
optical markers for a motion capture system (8 Qualisys Oqus
100 cameras and Qualisys Track Manager software, version 2.9,
Qualisys AB, Göteborg, Sweden). The subject performed different
locomotor activities (walking, running) as well as spontaneous
head movements while sitting for about 8 min. Afterwards,
the sensor apparatus was removed from the baseball cap and
rapidly swung around, creating high accelerations, and rapid
orientation changes of the device for about 1 min. The motion
capture data was used as a gold standard for evaluating the
accuracy of the orientation estimate as well as finding the optimal
parametrization of the algorithm.

We investigated the influence of the low-pass cut-off
frequency of the linear acceleration (fLP) as well as the correction
factor α on the estimate quality and compared our approach with
a previously described complementary filter method (Wetzstein,
2017). The accuracy was measured with the geodesic distance
from the estimated quaternion q to the gold standard quaternion
qGS (corresponding to the angle of the shortest arc between the
two orientations, Huynh, 2009):

d = cos−1
(

2 < q, qGS >2 −1
)

(4)

Both filter algorithms were implemented in Python 3.6 using
the just-in-time compilation tools of the numba library (version
0.42) to greatly enhance execution speed. Run times were
compared on an Intel Core i7-7700K CPU in single-threaded
execution at a clock rate of 4.2 GHz. Based on the results of
this analysis (see Supplementary Material), accelerometer and
gyroscope data were transformed to the respective reference
frames before further processing.

2.6. Step Detection
In order to isolate periods of locomotion for analysis, we used
a step detection method based on the inertial acceleration of the
trunk sensor in aligned coordinates.We recorded a dataset of one
subject wearing the trunk sensor, performing different locomotor
activities at different speeds, including walking, running, stair
walking, and cycling. This data was used to parametrize a peak
detector for extracting possible steps as well as to determine
discriminative features that distinguish cycling from other types
of motion.

Peaks were detected in the vertical axis component with a
minimum height of 0.2 g, prominence of 0.4 g and distance of
20 ms (corresponding to a maximum detectable step frequency
of 5 Hz, Schimpl et al., 2011). For each peak, we computed the

short-time power spectrum S(f ) of the linear acceleration in all
three spatial axes with a segment length of 1,024 samples centered
around the peak, weighted with a Blackman window function.
The power spectrum was used to determine predominant
frequency in each axis, i.e., the frequency with the highest
spectral power. We investigated the distribution of RMS vertical
accelerations as well as the difference between predominant
frequencies in the vertical (V) and medial/lateral (ML) direction
and used the results as criteria for the exclusion of cycling periods
(see Supplementary Material).

The step detection method was applied to the trunk sensor
data for each of the 10 subjects. Since we limited our analysis to
frequencies above 1 Hz (see results), detected steps were grouped
together as bouts if the time difference between two consecutive
steps was smaller than 1 s. Bouts of single steps, i.e., where no
other steps where detected within 1 s before and afterwards, were
subsequently excluded from further analysis.

2.7. Predominant Frequency as a Proxy for
Walking Speed
We determined the predominant frequencies of head and trunk
accelerations for each step in all three spatial axes using the same
short-time power spectrum approach as described above, albeit
with a segment length of 512 samples. We used a shorter segment
length than in the step detection procedure as it increased
the temporal resolution at the expense of frequency resolution,
yielding more accurate results for short bouts. We also calculated
the magnitude of accelerations using the RMS for each step
segment in all three directions. Furthermore, means and standard
deviations of trunk predominant frequency in the V direction
were calculated for each bout.

In Hirasaki et al. (1999), the authors showed a strong
link between walking velocity and predominant frequency of
vertical head translation. While we did not validate the exact
correspondence for our data, predominant frequency of vertical
head acceleration was used as a proxy measure for gait speed,
allowing qualitative comparisons between previously published
results and ours. In the following, we use the term “predominant
frequency” as a shorthand for predominant frequency of vertical
head acceleration.

2.8. Assessment of Head Stabilization
During Locomotion
2.8.1. Attenuation Coefficient

The reduction of linear accelerations through the upper body was
quantified for each step segment using the AC between trunk and
head. Segments consisted of 512 samples centered around the
peak and were weighted using a Blackman window function in
order to decrease the influence of non-locomotor accelerations
for short bouts. ACs were calculated in the anterior/posterior
(AP), ML, and V directions using the RMS values of head (AH)
and trunk acceleration (AT) (Mazzà et al., 2009) as:

AC = 1−
AH

AT
(5)
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Positive values indicate an attenuation of head accelerations
with respect to trunk accelerations whereas negative values
correspond to increased accelerations at the head when
compared to the trunk.

2.8.2. Harmonic Ratio

Regularity and smoothness of motion was quantified using the
HR for both head and trunk accelerations. In the AP and V
directions, the HR was calculated as the total spectral power of
the even harmonics divided by the total spectral power of the odd
harmonics of the predominant frequency:

HR =

∑N
k S

(

2kfdom
)

∑N
k S

(

2(k+ 1)fdom
)

(6)

where fdom denotes the predominant frequency of the segment
in the respective direction and N = 10 is the number of
harmonics we considered. Because of the biphasic nature of
accelerations within strides (two steps), high values indicate
that acceleration patterns remain in phase across stride cycles
and are associated with stable gait (Menz et al., 2003). In
the ML direction, the HR was calculated inversely due to
the fact that lateral motion is monophasic within one stride
(left and right step, Lowry et al., 2012):

HR =

∑N
k S

(

2(k+ 1)fdom
)

∑N
k S

(

2kfdom
)

(7)

2.8.3. Coherence

We quantified head-trunk coordination and compensatory
head motion during locomotion using the coherence
(Hirasaki et al., 1999):

K2
xy(f ) =

Sxy(f )
2

Sxx(f )Syy(f )
(8)

where Sxy(f ) denotes the cross-power spectrum of signals
x and y, Sxx(f ) is the power spectrum of signal x, and
Syy(f ) is the power spectrum of signal y. Coherence values
were computed between head pitch velocity and vertical
head acceleration and between head pitch velocity and trunk
pitch velocity.

As the coherence for the power spectrum of a single segment is
ill-defined, we used an extended segment length of 1,024 samples
centered around every step. Each segment was divided into 5
sub-segments of 512 samples with an overlap of 128 samples.
This approach guaranteed a well-defined coherence measure for
each segment with the same frequency resolution as in the rest of
the experiments.

2.8.4. Phase Difference

As another measure of head stabilization we used the
phase difference between two signals x and y (Hirasaki
et al., 1999). This was calculated by determining the peak
of the cross-correlation between x and y, in segments
of 512 samples centered around each detected step. The
time-lag of this peak was then transformed into a phase
difference by dividing by the period length of signal x,
estimated via auto-correlation. Phases differences were
calculated between vertical head acceleration and head pitch
velocity and between vertical head acceleration and trunk
pitch velocity.

Since we computed phases differences between acceleration
and pitch velocity, we corrected the resulting differences to
be comparable with previously reported results that compared
vertical displacement and pitch angle (Hirasaki et al., 1999). Pitch
angle is obtained from pitch velocity by integrating once (taking
into account some initial value) and translation is obtained
from acceleration by integrating twice. Since the integration of a
sinusoidal signal introduces a phase shift of−π

2 , the overall phase
correction for the difference is 2

(

−π
2

)

−
(

−π
2

)

= −π
2 .

FIGURE 2 | Relationship between predominant frequency of vertical head acceleration and (A) predominant frequency of vertical trunk acceleration. (B) walking

velocity (Figure 8B from Hirasaki et al., 1999). Boxes above 1.2 Hz in (A) are not visible because all of the samples between the first and third quartile had the

same value.
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2.9. Statistical Analysis
The influence of the predominant frequency on the calculated
measures was estimated with a Kruskal-Wallis test by calculating
an effect size as follows (Tomczak and Tomczak, 2014):

η2 =
H − k+ 1

n− k
(9)

where H is the Kruskal-Wallis statistic, k is the number
of predominant frequency groups and n is the number of
samples. Effect sizes were considered small for η2 < 0.04,
intermediate for 0.04 < η2 < 0.11 and large for η2 > 0.11
(Cohen, 1988). For pairwise comparisons between independent
samples (e.g., between previously reported results and ours),
Welch’s two-sample t-test was used. Pairwise comparisons
between dependent samples (e.g., between different spatial
directions) were performed with a paired t-test. For each
test, we reported p-values and considered results to be
significant if p < 0.01. However, since this was an

exploratory study, statistical power of these tests might
be limited.

Statistical analysis was performed with the stats module of
the scipy library (version 1.2.0) in Python 3.6. Results of our
analyses were plotted as a function of predominant frequency
using boxplots. Boxes indicated the range from the first to the
third quartile and the band indicated the median. Whiskers were
plotted from the lowest sample within 1.5 times the interquartile
range (IQR) of the lower quartile to the highest sample within 1.5
times the IQR of the upper quartile. Due to the large amount of
samples, outliers were not plotted. The number of samples was
n = 34455, the number of steps that fell within the analyzed
predominant frequency range (93.74% of all detected steps, see
results and Supplementary Material).

3. RESULTS

Predominant frequency of vertical trunk acceleration was
strongly correlated with predominant frequency of vertical

FIGURE 3 | (A) Distribution of predominant frequency of vertical head acceleration. (B) Boxplot of RMS vertical head accelerations as a function of predominant

frequency. (C) Distribution of RMS vertical head accelerations (logarithmic scale). (D) Boxplot of RMS vertical trunk accelerations as a function of predominant

frequency. (E) Distribution of RMS vertical trunk accelerations (logarithmic scale).
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head acceleration between 1 and 2.6 Hz (η2 = 0.887,
p < 0.001, Figure 2A). Figure 2B shows a re-plot of Figure
8B from Hirasaki et al. (1999), showing the relationship
between walking velocity and predominant frequency of vertical
head acceleration. In order to make our results comparable
to previously published results, we limited our analysis to
segments with head predominant frequencies between 1 and
2.6 Hz, corresponding to the range of frequencies associated
with walking speeds between 0.6 and 2.2 m/s determined in
Hirasaki et al. (1999).

Predominant frequency of vertical head acceleration was
approximately normally distributed around 1.86 Hz with a
standard deviation of 0.23 Hz (Figure 3A). RMS vertical
accelerations exhibited a distribution skewed toward higher
RMS values with a peak at 0.3 g for both head and trunk
(Figures 3C,E). RMS accelerations increased with predominant
frequency for both head (η2 = 0.375, p < 0.001, Figure 3B) and
trunk (η2 = 0.377, p < 0.001, Figure 5D) and exhibited broader
distributions with higher frequencies. This indicated a strong
preference of subjects to move with a fundamental frequency
close to 2 Hz and maintaining moderate accelerations of both
head and trunk.

Distribution of bout lengths decreased logarithmically with
the logarithm of bout length (Figure 4A). The effect of bout
length on per-bout mean predominant frequencies was small
(η2 = 0.022, p < 0.001), although the median seemed to
increase with larger bout lengths and they exhibited broader
distributions for shorter bouts (Figure 4B). Standard deviations
of predominant frequencies showed an intermediate dependence
on bout length (η2 = 0.101, p < 0.001) and exhibited smaller
variances above 100 steps (Figure 4C). This showed a clear
preference of subjects toward walking short bouts while longer
bouts seemed to be connected to an increase of predominant
frequency and a simultaneous decrease of variability.

The effect of predominant frequency on ACs in V direction
was small (η2 = 0.039, p < 0.001, Figure 5A). However, ACs
increased with predominant frequency up to 2 Hz and afterwards
decreased with higher frequencies in both AP (η2 = 0.165,
p < 0.001) and ML (η2 = 0.144, p < 0.001) directions
(Figure 5A). Pairwise comparisons between directions revealed
significant differences between each pair of directions (p <

0.001), with ACs in V direction being lower than those in AP and
ML directions. These differences were especially evident around 2
Hz, corresponding to the frequency range containing the highest
number of samples (see also Figure 3A). ACs in V and AP
direction differed significantly (p < 0.001) from those reported
by Mazzà et al. (2009), but not in the ML (p = 0.043) direction
(Figure 5B). We found the most substantial difference in the
V direction where we observed higher values, indicating that
real-world vertical accelerations of the head are more strongly
attenuated than previously reported.

The influence of predominant frequency on HRs was small
across all directions for both head and trunk (η2 < 0.04,
p < 0.001), although we observed higher standard deviations
between 2 and 2.4 Hz, especially in the AP and V directions
(Figures 6A,C). Distributions differed significantly between each
pair of directions (p < 0.001). Statistical testing revealed no

FIGURE 4 | (A) Distribution of bout lengths (logarithmic scale). (B) Boxplot of

mean predominant frequency for each bout as a function of bout length.

Broader distributions indicated a higher variance of predominant frequencies

between bouts. (C) Boxplot of standard deviation of predominant frequency

for each bout as a function of bout length. Higher values indicated a higher

variance of predominant frequencies within bouts.

significant differences between our results and those reported
by (Menz et al., 2003) except for the head in the ML direction
(p < 0.001), but we saw higher standard deviations for all axes
and both sensor locations (Figures 6B,D). The high values of
HRs measured around 2 Hz are an indication of highly regular
and stable gait in this frequency range.

There was an intermediate effect of predominant frequency on
coherence both between vertical head acceleration and head pitch
velocity (η2 = 0.109, p < 0.001, Figure 7A) and between head
and trunk pitch velocity (η2 = 0.084, p < 0.001, Figure 7C).
We observed an increase of mean coherence value around 2.15
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FIGURE 5 | Attenuation coefficients of accelerations between trunk and head in anterior/posterior (AP), medial/lateral (ML) and vertical (V) directions. (A) Attenuation

coefficients as a function of predominant frequency. (B) Comparison between mean +/– std attenuation coefficients from Mazzà et al. (2009) and our data. Means for

Mazzà et al. (2009) were computed as the average of the means of the two groups (male, female). Standard deviations were estimated by multiplying the reported

standard error of the mean by the square root of the sample size and then computing the square root of the sum of squares of the groups. See also first row of

Figure 2 from Mazzà et al. (2009) for comparison .

FIGURE 6 | Harmonic ratios of accelerations in anterior/posterior (AP), medial/lateral (ML) and vertical (V) directions. (A) Boxplot of harmonic ratios of head

accelerations as a function of predominant frequency. (B) Comparison between mean ± std harmonic ratios (head) from Menz et al. (2003) and our data. (C) Boxplot

of harmonic ratios of trunk accelerations as a function of predominant frequency. (D) Comparison between mean ± std harmonic ratios (trunk) from Menz et al. (2003)

and our data. See also Figure 6 from Menz et al. (2003) for comparison .

Hz as well as a decrease of standard deviation. Coherence values
differed significantly between head and trunk in the predominant
frequency range from 1.37 to 2.34 Hz. These results are consistent
with those reported in Hirasaki et al. (1999) (Figures 7B,D),

although it should be noted that they obtained values for vertical
displacement and pitch angle instead of vertical acceleration
and pitch velocity. However, since the coherence measures the
similarity between signals at the predominant frequency, a mere
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FIGURE 7 | Coherence at predominant frequency. (A) Boxplot of coherence between vertical head acceleration and head pitch velocity as a function of predominant

frequency. (B) Coherence between vertical head displacement and head pitch angle as a function of walking velocity [Figure 9A from Hirasaki et al. (1999)]. (C)

Boxplot of coherence between head pitch velocity and trunk pitch velocity as a function of predominant frequency. (D) Coherence between head pitch angle and trunk

pitch angle as a function of walking velocity [Figure 9B from Hirasaki et al. (1999)] .

phase shift as introduced by the integration of a sinusoidal signal
component should not alter the value of the coherence function.
These results demonstrate a tight coupling between both head
pitch and vertical head translation as well as head and trunk pitch
around the preferred predominant frequency of 2 Hz.

Predominant frequency had a small effect on phase differences
for both head (η2 = 0.006, p < 0.001, Figure 8A) and trunk
(η2 = 0.022, p < 0.001, Figure 8C). There was a significant
difference between head and trunk for the whole analyzed range
of predominant frequencies except for 1.17, 1.37, and 2.15 Hz.
While the overall mean phase differences were comparable to
those reported in Hirasaki et al. (1999), we did not observe
a dependence on predominant frequency (Figures 8B,D). This
indicates a phase lock between vertical head displacement and
head/trunk pitch angle, independent of predominant frequency.

4. DISCUSSION

Due to the limited ecological validity of measurements obtained
in a controlled laboratory setting (Motl et al., 2012; Brodie
et al., 2017), there is a need for methods to measure and
analyze head stabilization and head-trunk coordination in real-
world scenarios. For clinical applications, it is first necessary to
obtain normative data from healthy individuals as a baseline for

possible diagnostic use. In this study, we measured head and
trunk motion in an ecologically valid context and calculated
several derivative measures of head stabilization performance.
These measures were chosen based on those reported in the
literature, and they evaluate horizontal head stabilization as
well as head motion that compensates for vertical translation.
Overall, our measures based on real-world accelerometry data
agree quite well with similar measures derived from laboratory-
based data, suggesting that these methods for quantifying head
stabilization performance could generalize. However, we noticed
some important differences and in general we observed larger
variances in the distribution of these measures.

Predominant frequencies of motion were tightly coupled
between trunk and head (Figure 2) and exhibited a narrow
distribution around 2 Hz (Figure 3). Incidence of bout lengths
decreased strongly toward longer bouts, but means and standard
deviations of predominant frequencies did not strongly depend
on bout length, showing only a small increase of means and
simultaneous decrease of standard deviations toward longer
bouts (Figure 4). These findings seem to confirm previous
reports (MacDougall, 2005) which identified 2 Hz as the
fundamental frequency of human locomotion across a wide range
of activities. The observed changes in predominant frequency
distribution as a function of bout length indicate a tendency
of subjects toward more goal-directed and stable walking for
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FIGURE 8 | (A) Boxplot of corrected phase difference between vertical head acceleration and head pitch velocity as a function of predominant frequency. (B) Phase

difference between vertical head displacement and head pitch angle as a function of walking velocity [Figure 5C from Hirasaki et al. (1999)]. (C) Boxplot of corrected

phase difference between vertical head acceleration and trunk pitch velocity as a function of predominant frequency. (D) Phase difference between vertical head

displacement and trunk pitch angle as a function of walking velocity [Figure 5B from Hirasaki et al. (1999)].

longer distances. However, the observed differences for short
bouts could also have other causes: On the one hand, these bouts
could consist of false positive steps detected during cycling. With
a larger annotated dataset it should be possible to develop a more
refined step detection approach, possibly involving machine
learning techniques or GPS data. Special care needs to be taken
in order to faithfully detect slow or asymmetric gaits if the
goal is to develop a diagnostic tool. On the other hand, it is
possible that this in an artifact of the spectral analysis used for
determining predominant frequency, which analyses segments of
5 s length in order to achieve the desirable frequency resolution.
This choice arguably influenced the analysis of very short bouts
as non-locomotion data was included in the transform window.
Yet, for the analysis of elderly people and pathological gaits, short
bouts are of paramount importance, as they make up most of
the daily walking activity (Schimpl et al., 2011). Special frequency
analysis techniques for non-stationary data such as the empirical
mode decomposition Huang et al., 1998 could help circumvent
this issue.

Attenuation of accelerations from trunk to head was stronger
in AP and ML directions than in the V direction (Figure 5),
consistent with previous reports (Kavanagh et al., 2005; Mazzà
et al., 2009). The reason for this is that the kinematic chain
of the upper body aims at minimizing horizontal accelerations
in order to stabilize the head in space. Compared with the

results of Mazzà et al. (2009) we observed stronger attenuation
in the V direction; this could be due to characteristics of our
uncontrolled environment such as inclusion of stair walking.
Buckley et al. (2015) observed that attenuation of accelerations
in the ML direction was significantly lower in patients with
Parkinson’s disease when compared with healthy controls. This
deterioration in patients seems to indicate that attenuation
of lateral accelerations is due to active stabilization and not
simply biomechanical constraints of the head-trunk chain.
Attenuation strengths in AP and ML directions also showed a
dependence on predominant frequency, exhibiting the highest
values around 2 Hz. To the best of our knowledge, this
is the first time that ACs were characterized as a function
of predominant frequency. These results suggest that the
attenuation of horizontal head accelerations is tuned to the
fundamental frequency of locomotion and that the quantification
of this attenuation could be used as an ecologically valid objective
measure of head stability.

Regularity of motion as measured by the HR was consistent
with previous reports (Menz et al., 2003), although we found
higher variances in all directions of motion (Figure 6). This could
be explained by the fact that a significant effect of environmental
factors such as walking on uneven surfaces (Menz et al., 2003) or
unilateral limb loading (Bellanca et al., 2013) on the measured
HRs has been observed. Previous studies found significantly
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lower HRs at both trunk and head between patients with MS
(Psarakis et al., 2018) or PD (Latt et al., 2009; Lowry et al.,
2009) and healthy controls, although there have been differing
reports in the case of PD (Buckley et al., 2015). We observed
an increase in HRs with predominant frequencies above 2 Hz,
most prominently in the AP and V directions, in accordance
with earlier reports (Menz et al., 2003). Based on these findings,
we conclude that the HR might be a suitable measure of head
stabilization in a real-world context.

The similarity between vertical head acceleration and head
pitch and between head pitch and trunk pitch as measured by
the coherence was maximal at predominant frequencies around
2.2 Hz (Figure 7). This is in line with previous reports (Hirasaki
et al., 1999) which observed the highest coherence values at
walking speeds above the most common gait velocity of 1.4
m/s. Compared to their results, we measured lower means and
higher standard deviations of coherence values across the entire
range of analyzed predominant frequencies. These differences
can be explained by the fact that Hirasaki et al., 1999 analyzed
steady-state walking on a treadmill with a target for gaze fixation.
High coherences are associated with compensatory head motion
aimed at maintaining gaze stability (Hirasaki et al., 1999). In a
real-world setting, often characterized by intermittent walking
and frequent gaze shifts, it is not surprising that overall lower
coherence values are observed. Lower coherences have also been
linked to vestibular deficits (Pozzo et al., 1991), suggesting a
possible applicability of this measure in a clinical context.

Phase differences between vertical head acceleration and
head/trunk pitch were distributed around −50◦ across the entire
analyzed range of predominant frequencies (Figure 8). This is
partly consistent with previous studies (Hirasaki et al., 1999),
however these studies reported an effect of walking velocity on
the phase difference which we did not observe. Similar to the
coherence, we hypothesize that the observed differences are due
to our measurement scenario lacking a target for gaze fixation.
We are not aware of any studies investigating phase differences
of subjects with gait, balance or neurological disorders.

With the exception of phase differences, all analyzed
metrics indicated strongest head stabilization around 2 Hz,
corresponding to the preferred walking speed of the participants.
We also observed the lowest variances of these measures in this
range, in line with previous reports by Wuehr et al. (2013) who
showed that coefficients of variation of gait parameters such as
stride time and stride length are lowest at self-selected walking
speeds. Additionally, they measured higher variances in patients
with cerebellar ataxia, especially outside of the range of preferred
speeds, raising the question whether similar effects could occur
for parameters of head stability.

Another disorder characterized by movement deficits is
autism spectrum disorder (ASD) (Trevarthen and Delafield-
Butt, 2013). Children diagnosed with ASD exhibit atypical
motor patterns that can be identified using machine learning
techniques with great accuracy (Anzulewicz et al., 2016).
Computer-vision based tracking of head motion revealed that
magnitude and velocity of head turning as well as velocity
of head inclination are greater in children with ASD than
in healthy controls (Cassell et al., 2018). This difference

was especially evident when subjects watched video of social
stimuli. Therefore, assessment of head motion during real-world
social interactions could be a valuable tool for ASD diagnosis
and research.

It should be noted that the size and makeup of our sample
of participants is a possible source for bias. The sample included
exclusively young subjects which facilitated comparison with
previously reported results. In contrast, a normative dataset
for comparison with diseased populations will likely have to
include older subjects. A longer measurement period (at least
one week) could also be helpful in increasing the significance
of findings. Furthermore, neither the gravity estimation nor the
step detection algorithm have been independently validated and
we did not control for movement of the sensors relative to
head or trunk. However, all analyses performed in the aligned
coordinate system are largely robust to small shifts in sensor
position. The other concerns can be addressed in the study design
of future studies.

In conclusion, we have shown that several previously
described head stability parameters, when measured in an
ecologically valid context, exhibited characteristics similar to
those obtained in a laboratory setting.We have also characterized
these parameters in function of predominant frequency as a
proxy for walking speed (Figures 5–8). Nevertheless, we found
some critical differences that could be attributed to features
unique to the real-world context. Real-world measurements of
attenuation coefficients were comparable to those previously
obtained in a laboratory setting (Mazzà et al., 2009), as
were measurements of harmonic ratios (Menz et al., 2003).
We could also replicate previously reported characteristics
of coherences and phase differences (Hirasaki et al., 1999).
Most of these measures have been shown to have value for
diagnostic purposes or as endpoints for clinical trials. Our results
indicate that the evaluated parameters are largely robust to
characteristics that are usually absent in a laboratory context,
such as frequent and large shifts of gaze and attention, dual
tasking or walking with a companion. The data recorded in
this study could serve as a model for collecting normative
reference data of healthy individuals. Future studies will have
to address the direct comparison of ecologically valid head
stabilization parameters between healthy controls and patients
with gait, balance, or neurological disorders. This way, mobile
accelerometry could serve as a cheap and easy method to gain
clinically relevant insights.
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Sensory modulation disorder (SMD) affects sensory processing across single or multiple
sensory systems. The sensory over-responsivity (SOR) subtype of SMD is manifested
clinically as a condition in which non-painful stimuli are perceived as abnormally
irritating, unpleasant, or even painful. Moreover, SOR interferes with participation in
daily routines and activities (Dunn, 2007; Bar-Shalita et al., 2008; Chien et al., 2016),
co-occurs with daily pain hyper-sensitivity, and reduces quality of life due to bodily
pain. Laboratory behavioral studies have confirmed abnormal pain perception, as
demonstrated by hyperalgesia and an enhanced lingering painful sensation, in children
and adults with SMD. Advanced quantitative sensory testing (QST) has revealed the
mechanisms of altered pain processing in SOR whereby despite the existence of
normal peripheral sensory processing, there is enhanced facilitation of pain-transmitting
pathways along with preserved but delayed inhibitory pain modulation. These findings
point to central nervous system (CNS) involvement as the underlying mechanism
of pain hypersensitivity in SOR. Based on the mutual central processing of both
non-painful and painful sensory stimuli, we suggest shared mechanisms such as cortical
hyper-excitation, an excitatory-inhibitory neuronal imbalance, and sensory modulation
alterations. This is supported by novel findings indicating that SOR is a risk factor
and comorbidity of chronic non-neuropathic pain disorders. This is the first review to
summarize current empirical knowledge investigating SMD and pain, a sensory modality
not yet part of the official SMD realm. We propose a neurophysiological mechanism-
based model for the interrelation between pain and SMD. Embracing the pain domain
could significantly contribute to the understanding of this condition’s pathogenesis
and how it manifests in daily life, as well as suggesting the basis for future potential
mechanism-based therapies.

Keywords: sensory modulation disorder (SMD), pain perception and modulation, sensory over-responsivity (SOR),
excitatory/inhibitory imbalance, sensory systems
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A PRO-NOCICEPTIVE STATE IN
SENSORY MODULATION
DISORDER (SMD)

Tactile over-responsiveness was characterized some decades
ago as consisting of defensive-protective behaviors which
are accompanied by stress responses to nociceptive qualities
of sensory stimuli (Ayres, 1972; Fisher and Dunn, 1983).
Specifically, non-painful sensory stimuli are often experienced by
individuals with this disorder as aversive, bothersome (Kinnealey
et al., 1995) and lingering (Miller et al., 2007). Despite these
reports, the pain sensory system has been neglected in both
the Sensory modulation disorder (SMD) clinical and research
domains. Interestingly, allodynia, a clinical term not implying
a mechanism, refers to pain due to a stimulus that does not
normally provoke pain [International Association of the Study
of Pain (IASP), 2017]. Consequently, allodynia represents a
condition where the response mode differs from the stimulus
mode [International Association of the Study of Pain (IASP),
2017], the latter of which may be induced by various non-painful
stimuli such as light touch, cool or warm stimuli (Price,
1994; Zeilhofer, 2008). Therefore, we suggest allodynia to
mirror sensory over-responsivity (SOR), a subtype of SMD,
by perceiving non-painful sensations as irritating, unpleasant
or painful (Miller et al., 2007). According to the International
Association for the Study of Pain [International Association of
the Study of Pain (IASP), 2017], pain is ‘‘an unpleasant sensory
and emotional experience associated with actual or potential
tissue damage or described in terms of such damage.’’ This
definition of pain has led our research efforts for the past decade,
where we have endeavored to further our understanding of
the SOR phenomenon, by studying its phenotype as well as its
underlying mechanisms.

Pain and other sensory systems aremeasured in the laboratory
setting by performing quantitative sensory testing (QST), a
standardized method to test for and characterize sensory
sensitivity. QST measures the perceived intensity of a given
stimulus (i.e., the subjective experience) while controlling the
intensity of the stimulus (Dyck et al., 1993; McGrath and Brown,
2006; Hansson et al., 2007; Arendt-Nielsen and Yarnitsky,
2009). Moreover, it is used to indirectly evaluate the underlying
sensory functioning by testing a spectrum of peripheral nerve
system functions, as well as revealing abnormalities related to
disorders of the central nervous system (CNS; Bartlett et al.,
1998; Hagander et al., 2000; Arendt-Nielsen and Yarnitsky,
2009). Previous studies in our lab have used QST to evaluate
somatosensory detection thresholds [i.e., the minimum intensity
levels at which 50% of stimuli are recognized; International
Association of the Study of Pain (IASP), 2017], including
those of light touch, vibration, warm and cool sensations. We
found no differences between individuals with SOR and those
without, neither in children nor in adults. Furthermore, when
measuring heat and cold pain thresholds [i.e., the minimum
intensity levels of a stimulus that are perceived as painful;
International Association of the Study of Pain (IASP), 2017],
again, no such group differences were found (Bar-Shalita
et al., 2009, 2012). In light of these findings, we showed

that somatosensory detection and pain thresholds are not
impacted in SOR. Intact sensory detection thresholds denote
the absence of peripheral nerve system lesions. However, when
we investigated laboratory-induced suprathreshold stimuli to
measure the perceived pain intensity, we found group differences
in both children and adults; individuals with SOR rated heat
and mechanical painful stimuli as more painful than those
without SMD, demonstrating hyperalgesia in the former group
(Bar-Shalita et al., 2009, 2012; Weissman-Fogel et al., 2018).
Hyperalgesia denotes abnormally increased pain from a stimulus
that normally provokes pain, and like allodynia, it is a clinical
term rather than a mechanism [International Association of
the Study of Pain (IASP), 2017]. Furthermore, we revealed that
in individuals with SOR the evoked pain sensation is higher
in intensity and lingers for a longer duration after stimulus
termination vs. non-SMD subjects who showed an expected
gradual reduction in pain intensity that reached a level of no-pain
within a 5–6 min time period (Bar-Shalita et al., 2009, 2012,
2014; Weissman-Fogel et al., 2018). This lingering sensation,
termed after-sensation, validates the clinical symptoms reported
by clients and could explain the accumulation of aversive
sensations experienced by individuals with SMD throughout the
day (Kinnealey et al., 2015).

After-sensation and hyperalgesia are both excitatory signs
indicating central-sensitization that impacts pain perception
(Andersen et al., 1996; Woolf and Salter, 2000; Woolf and
Max, 2001; Gottrup et al., 2003; D’Mello and Dickenson,
2008). In SOR, we were the first to report the existence of a
pro-nociceptive state resulting in pain amplification (Weissman-
Fogel et al., 2018). Searching for this pro-nociceptive state
underlying mechanism, we found inhibitory mechanisms which
did not differ from non-SMD controls, though clearly presented
a delayed process of inhibition. This emerged when testing
the conditioned pain modulation (CPM) neurophysiological
phenomenon, where one painful stimulus, the ‘‘conditioning
stimulus,’’ inhibits a concomitant or subsequent painful ‘‘test
stimulus’’ (Weissman-Fogel et al., 2018). Thus, individuals
with SOR have central sensitization which is expressed
as a pro-nociceptive state due to over excitation rather
than reduced inhibition. Incoming sensory stimuli from the
peripersonal space (‘‘the spatial region surrounding the body
that a person regards as theirs psychologically’’; Senkowski
et al., 2014) are experienced by an individual with SOR as
painful (allodynia) and therefore require greater recruitment of
top-down inhibitorymechanisms to support survival. In children
and adults with SOR, their survival efforts are expressed by
defensive-protecting behaviors when confronted with sensory
stimuli intruding their peripersonal space. Indeed, quality of
life is reduced in individuals with SOR, specifically due to
bodily pain.

ABNORMAL CENTRAL SENSORY
PROCESSING IN SMD

Current neurophysiological methods such as
electroencephalography (EEG) have been used to define the
neural origins of SMD. It has been found that the behavioral
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phenotype of SMD is due to atypical neural processing of
both single non-painful sensory stimulus (i.e., somatosensory
or auditory) and integration of simultaneous multi-sensory
stimulation (i.e., somatosensory and auditory), This has been
manifested by greater (Parush et al., 1997, 2007) and prolonged
(Zlotnik et al., 2018) early event-related potentials (ERPs; a
brain response to a specific external event) in response to
tactile and auditory stimuli, respectively, along with smaller
(Gavin et al., 2011) or greater (Davies et al., 2010) amplitudes
of late auditory ERPs. This abnormally intense processing
and lingering of sensory stimuli may result in individuals
with SMD feeling overwhelmed when facing everyday sensory
experiences. On top of this, adaptation deficiency to repetitive
stimuli has been evident in ERPs (Kisley et al., 2004; Davies
and Gavin, 2007; Brett-Green et al., 2010; i.e., ERP amplitude
inhibition in response to repetitive paired-click stimulation),
indicating a deficiency in pain inhibition probably due to an
inefficient gating process. Moreover, atypical (neural integration
of simultaneous multisensory stimulation (i.e., multisensory
integration) has been indicated by spatio-temporal distribution
of ERP responses to dual auditory and somatosensory stimuli
(Brett-Green et al., 2010). Specifically, while in typically
developing children multisensory integration occurs in central
and post-central scalp regions during both early and later stages
of sensory information processing (Brett-Green et al., 2008),
those with SMD demonstrate a fronto-central distribution
(Brett-Green et al., 2010). Accordingly, we have recently
found (Granovsky et al., 2019) that subjects with SOR have
different topographical dispersions of resting state EEG
activity within the alpha band; while non-SMD individuals
demonstrated increased activity toward parietal sites, those
with SOR did not show this topographical distribution. Finally,
novel findings from our lab point at an abnormal basic
neurophysiological activity under a task-free condition in SOR
individuals whereby there was a global reduction of cortical
activity in theta, alpha and beta bands, most prominently in
the alpha band, compared to non-SMD individuals. Thus,
individuals with SOR demonstrate a neurophysiological state
of a ‘‘non-resting’’ brain, which may partly explain their
reported ongoing daily alertness to peripersonal stimuli.
Furthermore, based on the ‘‘Gating by Inhibition’’ theory
(Jensen and Mazaheri, 2010), alpha activity in higher-order
cortical areas is mandatory for inhibiting task-irrelevant input.
Thus, reduced alpha activity may consequently result in excessive
sensory input processing which may contribute or result
in SOR.

Studies have found associations between neurophysiological
measures and behavioral manifestations of SMD, based on self-
and caregiver reports of daily experience of sensory stimuli
and functional performance on sensory tasks (Kisley et al.,
2004; Gavin et al., 2011; Zlotnik et al., 2018). Namely, more
sensory responsive or more avoiding behavior was correlated
with higher amplitudes and more prolonged latencies of sensory
response ERPs. This may reflect the major resources needed
to process daily sensory stimuli among people with SMD.
Moreover, such brain responses to sensory stimuli have correctly
distinguished children with SMD from typically developing

children and adults with 77%–96% accuracy (Davies and Gavin,
2007; Davies et al., 2010; Gavin et al., 2011). We, therefore,
suggest that these neurophysiological differences may serve as
characteristic markers of SMD that are underpinned by the
anatomical abnormalities in sensory pathways (Owen et al.,
2013) and which may contribute to the sensitive and/or
avoidance behavior. This experience-induced neural plasticity
may further mark its footprint in a sensory signature and
thereby contribute to the sensory symptoms and daily life
challenges experienced by individuals with SMD. Whether
such a neurophysiological anomaly in individuals with SMD is
nature or nurture, there is no doubt it reduces their successful
social and functional participation in their home, school and
community environments.

AN EXCITATORY/INHIBITORY (E/I)
IMBALANCE AS A SHARED MECHANISM
FOR SMD AND PAIN

The neurophysiological studies described above which
investigated the central processes in response to external
non-painful stimuli suggest an imbalance between excitatory
and inhibitory processes in the brain. A balanced excitatory
(glutamatergic) and inhibitory [γ-aminobutyric acid
(GABA)ergic and glycinergic] ratio is essential for the brain
to work appropriately in response to different sensory inputs.
In adults, the tightly regulated E/I balance is achieved by
homeostatic control of the strength and weight of transmissions
in response to external stimuli. An increased E/I ratio can lead
to a prolonged neocortical activity which may be associated
with abnormal sensory processing such as hypersensitivity to
different sensory stimuli (Zhang and Sun, 2011).

The E/I balance is one of the fundamental elements
required for a normal sensory threshold and for regulating
supra-threshold stimuli that originate from different sensory
organs. In her early work, Ayres (Ayres, 1972) described
the interrelationship of excitatory and inhibitory processes
as modulation. Sufficient modulation occurs when the two
processes work in harmony. Dunn (1997, 2001) developed
a model of sensory modulation to explain the relationship
between behavior and neurophysiological responses. Based on
Dunn’s model of sensory processing, the nervous system’s
functionality is represented by neurological thresholds whereby
a ‘‘high threshold’’ requires a greater sensory input for
activation while a ‘‘low threshold’’ requires lower stimulation
for activation of sensory processing (Dunn, 1999). Behaviorally,
individuals with low thresholds notice and respond to sensory
stimuli more readily than the typical individuals, and thus
represent a sensory profile that is sensory sensitive and
sensory avoiding, defined as SOR (Miller et al., 2007).
It is suggested by both Dunn (2001) and Miller et al.
(2007) that individual sensory profiles are grouped based on
psychophysiological measures, such as sensory thresholds and
responses to supra-threshold stimuli, rather than by responses
to specific sensory modalities. This, therefore, suggests that
there are neurophysiological mechanisms common to more than
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one sensory system including the pain, auditory, tactile, and
visual systems.

The hypersensitivity and lingering in response to
experimental pain observed in individuals with SOR (Bar-Shalita
et al., 2009, 2012, 2014; Weissman-Fogel et al., 2018) despite
efficient habituation and inhibition capabilities (Weissman-
Fogel et al., 2018) indicates increased neuronal excitation in the
pain-transmitting pathways with no inhibition deficiency. We,
therefore, suggest that the enhanced activity of pain-facilitatory
pathways with preserved pain-inhibitory mechanisms in SMD
may be related to an E/I imbalance (Weissman-Fogel et al.,
2018). Glutamate, the main excitatory neurotransmitter,
and GABA, the main inhibitory transmitter within the
CNS play key roles in central pain processing. Specifically,
glutamate plays an important role in pain transmission and
modulation (see review: Goudet et al., 2009). The glutamate
receptors are widely distributed throughout the CNS where
they regulate cell excitability and synaptic transmission at
different levels of the pain matrix. Expression of glutamate
receptors have been reported in the thalamus (Lourenço
Neto et al., 2000), amygdala (Neugebauer, 2007), and the
midbrain periaqueductal gray region (PAG; Marabese et al.,
2005) and generally serve a pro-nociceptive role (Goudet
et al., 2009). The ascending dorsal horn nociceptive neurons
project toward all these brain areas with the PAG being an
important center for the processing of nociceptive information
and descending modulatory circuitry. Glutamate receptors
that have also been detected in glial cells which are active
regulators and protectors of nervous system and therefore
play a role in pain. On the other hand, GABA receptors have
an important anti-nociceptive role in acute and chronic pain.
At the supra-spinal level, they depress ascending adrenergic
and dopaminergic input to the brainstem, and facilitate the
descending noradrenergic input to the spinal cord dorsal horn
(Goudet et al., 2009). Importantly, elevated brain glutamate
levels (Harris et al., 2009; Prescot et al., 2009; Petrou et al.,
2012) and lower levels of GABA (Foerster et al., 2012; Petrou
et al., 2012) have been reported in chronic pain conditions.
This neurotransmitter imbalance is manifested by neuronal
hyperexcitability, which can be alleviated by anticonvulsants.
Anticonvulsants inhibit neuronal hyperexcitability
by multiple mechanisms including direct or indirect
enhancement of inhibitory GABAergic neurotransmission,
or inhibition of glutamatergic neurotransmission
(Sullivan and Robinson, 2006).

The coupling between SOR to daily non-painful stimuli and
enhanced pain facilitation suggests a common brain mechanism
that is due to an E/I imbalance. This shared mechanism in SMD
individuals who are pain-free may further serve as a predisposing
factor for the development of pain disorders. Indeed, we
recently found SMD to be a contributing factor for having
complex regional pain syndrome (CRPS). CRPS is a chronic pain
syndrome of unknown pathophysiology that develops after limb
surgery or injury in 4%–7% of patients (Harden et al., 2010;
Bruehl, 2015). Though the origin and progress of CRPS varies, it
usually evokes a severe state of disablement in the affected limb,
which robustly reduces function and quality of life (Lohnberg

and Altmaier, 2013; van Velzen et al., 2014; Bean et al., 2016).
No specific clinical sign or symptom has been found as a risk
factor for CRPS onset (Pons et al., 2015). Yet, early identification
of those at risk for CRPS is linked to enhanced outcomes (Li
et al., 2010; Wertli et al., 2013). Our findings revealed that for a
person with SMD the risk of CRPS is 2.68–8.21 times higher than
for a person without SMD. Consequently, including the SMD
domain as a risk factor in the CRPS clinical discussion prior to
intervention may allow for an early diagnosis and a significant
prognostic improvement.

MULTI-SENSORY PROCESSING SHAPING
THE PAIN EXPERIENCE IN SMD

Applying a nociceptive stimulus to the skin evokes activity
imaged in a large network of brain regions which is referred
to as the ‘‘pain matrix.’’ The pain matrix comprises the
primary (S1) and secondary (S2) somatosensory cortices, the
insula, and the anterior cingulate cortex (ACC; Treede et al.,
1999; Peyron et al., 2002; Apkarian et al., 2005). However,
Mouraux et al.’s (2011) findings challenge this model and
suggest that the pain matrix regions are equally involved in
processing non-nociceptive and nociceptive stimuli. Moreover,
they postulate that most parts of the pain matrix are likely
involved in cognitive brain processes that detect and process
salient multisensory stimuli. Based on the hypothesis that most
of the neocortex is multisensory (Ghazanfar and Schroeder,
2006), Senkowski et al. (2014) argue that pain-related neural
responses at all processing stages can be shaped by non-painful
stimuli. Different factors, such as stimulus intensity and valence,
affect the way other sensory stimuli shape the pain perception.
Specifically, painful stimuli accompanied by environmental input
from other sensory modalities can impact not only the pain
perception but also the processing of these stimuli. Other sensory
modality stimuli may draw attention away and subsequently
reduce the perceived pain intensity, or conversely, these stimuli
can amplify the saliency of the painful stimuli and evoke
an augmented pain experience. This suggests that non-painful
stimuli in the peripersonal space have an important role in
shaping the pain experience. Exploring this association, we found
that the correlation between daily pain sensitivity and hyper-
responsiveness tripled in individuals with SOR compared to
non-SMD individuals (Bar-Shalita et al., 2015). Moreover, an
unpleasant sensation intruding the peripersonal space usually
evokes a defense response (Senkowski et al., 2014). Indeed,
children and adults with SOR demonstrate and report protective
responses to non-painful stimuli (Miller et al., 2007), which may
be explained similarly to the main function of pain, warning
of danger and preventing future tissue damage (Crombez
et al., 2005; Dowman, 2011; Senkowski et al., 2014). Taken
together, research on the multisensory shaping of pain has
definite clinical implications (e.g., Senkowski and Heinz, 2016),
but also offers an important novel understanding of the
mechanisms as well as the relevance of multisensory processing
to pain processing.
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CLINICAL MANIFESTATION OF SOR IN
CHRONIC PAIN CONDITIONS

Increased sensitivity to non-painful sensory stimuli is widely
described for many chronic pain states. For example, in
migraine, lower sensory thresholds, enhanced psychophysical
and neurophysiological responses, and reduced adaptation and
habituation to a specific sensory modality (usually visual
or auditory) have all been reported including during the
inter-ictal state (Harriott and Schwedt, 2014; Demarquay and
Mauguière, 2016). Furthermore, many migraineurs report inter-
ictal discomfort to everyday stimuli such as odors, light and
sound, which may even trigger or worsen headache intensity
(Vanagaite et al., 1997; Martin et al., 2006; Borini et al.,
2008; Friedman and De Ver Dye, 2009; Noseda and Burstein,
2013; Schwedt, 2013). Thus, this multi-sensory hypersensitivity
may point to an abnormal central multisensory integration in
migraine (Schwedt, 2013).

Similar to the suggested SMD pathophysiology, the
underlying neurophysiological mechanisms of increased
sensitivity in inter-ictal migraine suggest alterations in the
cortical circuits and neurotransmitters which maintain the
E/I balance (Pietrobon and Moskowitz, 2013; Demarquay and
Mauguière, 2016). Moreover, the results of our recent study have
revealed that 45% of migraine patients are diagnosed with SMD
(Granovsky et al., 2018), an incidence far above the ∼10% SMD
incidence (range 5%–16%) among pain-free healthy pediatric
and adult populations (Ahn et al., 2004; Ben-Sasson et al., 2009;
Bar-Shalita et al., 2015). The association of SOR with migraine
pain symptoms such as having sensory aura, a higher frequency
of monthly attacks, and an enhanced activity of pain facilitatory
pathways (Granovsky et al., 2018) further support the inter-
relation between non-painful sensory and pain transmitting
pathways (Schwedt, 2013). An example of this is a study reporting
that experimentally-evoked trigeminal pain further enhances
the cortical hyperexcitability and the lack of habituation to light
in migraine patients (Boulloche et al., 2010). This phenomenon
can be related to the anatomical integration of pain and visual
processing in thalamic nuclei (Noseda and Burstein, 2013)
that project to cortical areas involved in the processing of
pain and visual perception. We can only hypothesize about a
similarity of the central neuroanatomical integration alterations
in sensory and pain-transmitting pathways to that described
in migraine.

Another chronic pain state characterized by a global
disturbance in sensory responsiveness is fibromyalgia (FM).
Many studies have reported on greater sensitivity to various
non-painful sensory experimental stimuli (tactile, thermal,
electrical, auditory) in FM (Lautenbacher et al., 1994; Montoya
et al., 2006; Geisser et al., 2008; Hollins et al., 2009). Similar
to migraine, FM patients have also enhanced sensory responses
to everyday real-life stimuli such as auditory stimuli (Geisser
et al., 2008) and cutaneous sensations (Borg et al., 2015). This
greater sensitivity is known as a ‘‘generalized hypervigilance’’
and is considered as one of the pathophysiological mechanisms
of FM (McDermid et al., 1996; Rollman, 2009). Some
authors also refer to heightened affective, sensory and pain

responses as an abnormality of the interoceptive system in
FM (Lovero et al., 2009; Seth and Friston, 2016; Duschek
et al., 2017; Valenzuela-Moguillansky et al., 2017; Martínez
et al., 2018). Along with the widely reported pro-nociceptive
pattern of psychophysical and neurophysiological responses
(Staud and Spaeth, 2008; Staud, 2011; O’Brien et al., 2018),
sensory over-responsiveness in FM can point to a decrease
in inhibitory and/or an increase in facilitatory activity in
the CNS.

Since pain is a multidimensional and complex experience
composed of sensory, affective-motivational, cognitive-
evaluative components (Melzack and Casey, 1968), we
propose the SMD as another factor that may shape the
pain experience.

ABNORMAL EEG RESPONSES
AS A SHARED MECHANISM FOR
SMD AND PAIN

In migraine and FM, along with enhanced pain psychophysical
responses, cortical activity has been repeatedly shown to be
abnormal. More specifically, reports from many studies have
pointed to higher amplitudes of early (A-delta mediated)
pain-evoked ERPs (Gibson et al., 1994; Lorenz et al., 1996;
Lev et al., 2010; de Tommaso et al., 2011; Truini et al.,
2015), along with deficient habituation of these and other
neurophysiological responses (Valeriani et al., 2003; Lev et al.,
2010; de Tommaso et al., 2014, 2015; Harriott and Schwedt,
2014). Similarly, research in SMD has also indicated higher
(Parush et al., 1997, 2007) and prolonged (Zlotnik et al.,
2018) early ERPs in response to non-painful sensory stimuli
along with an adaptation deficiency (Kisley et al., 2004;
Davies and Gavin, 2007; Brett-Green et al., 2010). These
neurophysiological markers again suggest a shared mechanism
in SMD and chronic pain, namely, enhanced cortical activity and
deficient inhibition.

Though brain imaging studies in SMD are yet to come,
we can deduce from a standardized low resolution brain
electromagnetic tomography (sLORETA) study in migraine that
these neurophysiological markers may be linked with enhanced
activity of S1 and reduced activity of the orbitofrontal cortex
(the part of the prefrontal cortex associated with initiation
of pain inhibition; Lev et al., 2010). In migraine, these
neurophysiological activity patterns are observed in painful
as well as non-painful stimuli (de Tommaso et al., 2013)
and moreover are correlated with the clinical characteristics
(Lev et al., 2013).

An abnormal pattern of EEG responses in chronic pain
patients is also reported in resting-state conditions. The most
consistent reported findings refer to the abnormal alpha,
theta or beta activity in migraine and FM. More specifically
in migraine, increased alpha power has been recorded in
posterior brain regions, while activity in the frontal lobe
has revealed decreased activity in alpha generators (Clemens
et al., 2008; Cao et al., 2018). Other studies have also
reported on a global inter-ictal decrease of EEG activity
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FIGURE 1 | SMDolor model depicts a neurophysiological mechanism-based model for the interrelation between pain and SMD. The numbers represents the
putative processes that manifest clinically: SOR, and pro-nociceptive state expressions of central alteration (1); both conditions elicit stimuli processing impact on
brain mechanisms due to brain plasticity (2); and also create a bi-directional impact on the sensory perception (3); which may accumulate to develop chronic pain as
a consequence of pro-nociception (4); which then nurtures the brain mechanisms alterations via brain plasticity (5).

(Tsounis and Varfis, 1992; Cao et al., 2016) and on an
association between slower alpha activity and greater disease
and attack durations (Bjørk et al., 2009). Whereas in FM,
decreased alpha, increased beta (Vanneste et al., 2017) and
augmented theta activity (Fallon et al., 2018) have been
found in different cortical areas and have also been reported
to positively correlate with clinical symptoms. Interestingly,
abnormal alpha activity and a global reduction of cortical activity
in theta, alpha and beta bands has also been observed in SMD
(Granovsky et al., 2019).

Further validation for the suggested link between chronic
pain and SMD is evident in our recent unpublished data on
migraineurs (article in preparation). Our research has indicated
that lower connectivity values in the theta band at centro-parietal
region are correlated with higher scores in SOR.

SENSORY MODULATION ALTERATIONS
AS A SHARED MECHANISM FOR
CHRONIC PAIN AND SMD

The assessment of pain modulation is performed by using
various stimulation protocols which include a combination
of different stimulus modalities and psychophysical tests.
The latter selectively engage the pain facilitatory bottom-up
or pain inhibitory top-down pathways and are believed to
reflect the ‘‘real-life’’ modulation process exerted by patients
when exposed to clinical pain. One of the most studied
mechanisms of the supraspinally-mediated descending pain
inhibitory system is the diffuse noxious inhibitory control
(DNIC). DNIC engages the activation of the endogenous
analgesia system, where upon arrival of data to the brainstem the
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ascending pain activates descending pain inhibitory pathways,
exerting effects on incoming nociceptive inputs (Le Bars,
2002). The pain alleviating efficiency of DNIC relates on the
balance between the anti-nociceptive effect of noradrenergic
neurotransmission, and pro- or anti-nociceptive effect of
serotonergic neurotransmission, that depends on the type
of serotonin receptor (Bannister and Dickenson, 2016). The
neurophysiological mechanism for the activation of bottom-up
facilitatory pathways is associated with the glutamate-mediated
windup of second-order neurons and reflects the state of
central neuronal sensitization (Woolf and Thompson, 1991).
Moreover, imbalance between the excited pain facilitatory
systems, and the reduced activity in pain inhibitory pathways,
including reduced functional connectivity with the brain regions
associated with pain inhibition and/or enhanced connectivity
with the brain regions associated with pain facilitation (Wang
et al., 2016; Harper et al., 2018) point on a pro-nociceptive
pain modulation profile as reported in many chronic pain
states (Granovsky and Yarnitsky, 2013; Yarnitsky et al., 2014;
Yarnitsky, 2015), including migraine and FM. Despite the
still open chicken-and-egg question on the causality of the
interrelations between the modulation state and the presence
of the various pain syndromes, it is believed that a pre-existing
facilitatory state of the CNS leads to the establishment of a
pro-nociceptive profile and the acquisition of chronic pain
syndromes. This causative relation was found in a longitudinal
study on pain-free pre-thoracotomy patients, demonstrating
that those with less-efficient endogenous pain inhibition had a
higher incidence and intensity of chronic post-operative pain
(Yarnitsky et al., 2008). These results were later reproduced
for cesarean section and major abdominal surgery patients,
respectively (Landau et al., 2010; Wilder-Smith et al., 2010). All
the above findings taken together demonstrate that SMD is a
pro-nociceptive condition (Weissman-Fogel et al., 2018). We

propose that SOR is a predisposing factor or risk factor for
chronic pain.

SUMMARY

We propose a neurophysiological mechanism-based model for
the interrelation between pain and SMD, namely the SMDolor
Model (Figure 1; the numbers guide the following explanation).
Shared central neural mechanisms between SOR and pain, E/I
imbalance; cortical hyper-excitation and sensory modulation
alterations, are the cornerstone of this proposed model. These
shared mechanisms are behaviorally expressed (1) as SOR
in sensory systems processing non-painful stimuli, and as a
pro-nociceptive state when processing painful stimuli. Daily
life events require a multi-sensory integration for adaptive
responding. This warrants a convergence of sensory stimuli
from different modalities including pain which in turn causes
pain to be influenced by these other sensory stimuli and vice
versa (3), consequently, daily life events are experienced as
aversive, irritating, and painful by individuals with SOR. These
experiences induce neuronal plasticity (2) that may further
result in a sensory signature which strengthens the abnormal
shared mechanisms, contributing to the sensory symptoms that
shape the daily life challenges experienced by individuals with
SOR. These loop reactions may in some cases accumulate
up to the point of developing a chronic pain condition (4).
Chronic pain may then further nurture the shared central neural
mechanisms (5).

AUTHOR CONTRIBUTIONS

All authors listed have made a substantial, direct and intellectual
contribution to the work, and approved it for publication.

REFERENCES

Ahn, R. R., Miller, L. J., Milberger, S., and Mcintosh, D. N. (2004).
Prevalence of parents’ perceptions of sensory processing disorders among
kindergarten children. Am. J. Occup. Ther. 58, 287–293. doi: 10.5014/ajot.
58.3.287

Andersen, O. K., Felsby, S., Nicolaisen, L., Bjerring, P., Jensen, T. S., and Arendt-
Nielsen, L. (1996). The effect of Ketamine on stimulation of primary and
secondary hyperalgesic areas induced by capsaicin—a double-blind, placebo-
controlled, human experimental study. Pain 66, 51–62. doi: 10.1016/0304-
3959(96)02995-8

Apkarian, A. V., Bushnell, M. C., Treede, R.-D., and Zubieta, J.-K. (2005). Human
brain mechanisms of pain perception and regulation in health and disease. Eur.
J. Pain 9, 463–484. doi: 10.1016/j.ejpain.2004.11.001

Arendt-Nielsen, L., and Yarnitsky, D. (2009). Experimental and clinical
applications of quantitative sensory testing applied to skin, muscles and viscera.
J. Pain 10, 556–572. doi: 10.1016/j.jpain.2009.02.002

Ayres, A. J. (1972). Sensory Integration and Learning Disorders. Los Angeles, CA:
Western Psychological Services.

Bannister, K., and Dickenson, A. H. (2016). What the brain tells the spinal cord.
Pain 157, 2148–2151. doi: 10.1097/j.pain.0000000000000568

Bar-Shalita, T., Deutsch, L., Honigman, L., and Weissman-Fogel, I. (2015).
Ecological aspects of pain in sensory modulation disorder. Res. Dev. Disabil.
45–46, 157–167. doi: 10.1016/j.ridd.2015.07.028

Bar-Shalita, T., Vatine, J. J., and Parush, S. (2008). Sensory modulation disorder: a
risk factor for participation in daily life activities. Dev. Med. Child Neurol. 50,
932–937. doi: 10.1111/j.1469-8749.2008.03095.x

Bar-Shalita, T., Vatine, J. J., Parush, S., Deutsch, L., and Seltzer, Z. (2012).
Psychophysical correlates in adults with sensory modulation disorder. Disabil.
Rehabil. 34, 943–950. doi: 10.3109/09638288.2011.629711

Bar-Shalita, T., Vatine, J.-J., Seltzer, Z. E., and Parush, S. (2009). Psychophysical
correlates in children with sensory modulation disorder (SMD). Physiol. Behav.
98, 631–639. doi: 10.1016/j.physbeh.2009.09.020

Bar-Shalita, T., Vatine, J. J., Yarnitsky, D., Parush, S., and Weissman-Fogel, I.
(2014). Atypical central pain processing in sensory modulation disorder:
absence of temporal summation and higher after-sensation. Exp. Brain Res.
232, 587–595. doi: 10.1007/s00221-013-3767-y

Bartlett, G., Stewart, J. D., Tamblyn, R., and Abrahamowicz, M. (1998).
Normal distributions of thermal and vibration sensory thresholds. Muscle
Nerve 21, 367–374. doi: 10.1002/(sici)1097-4598(199803)21:3<367::aid-mus11
>3.0.co;2-x

Bean, D. J., Johnson, M. H., Heiss-Dunlop, W., and Kydd, R. R. (2016). Extent of
recovery in the first 12 months of complex regional pain syndrome type-1: a
prospective study. Eur. J. Pain 20, 884–894. doi: 10.1002/ejp.813

Ben-Sasson, A., Carter, A. S., and Briggs-Gowan, M. J. (2009). Sensory
over-responsivity in elementary school: prevalence and social-emotional
correlates. J. Abnorm. Child Psychol. 37, 705–716. doi: 10.1007/s10802-008-
9295-8

Frontiers in Integrative Neuroscience | www.frontiersin.org 7 July 2019 | Volume 13 | Article 27225

https://doi.org/10.5014/ajot.58.3.287
https://doi.org/10.5014/ajot.58.3.287
https://doi.org/10.1016/0304-3959(96)02995-8
https://doi.org/10.1016/0304-3959(96)02995-8
https://doi.org/10.1016/j.ejpain.2004.11.001
https://doi.org/10.1016/j.jpain.2009.02.002
https://doi.org/10.1097/j.pain.0000000000000568
https://doi.org/10.1016/j.ridd.2015.07.028
https://doi.org/10.1111/j.1469-8749.2008.03095.x
https://doi.org/10.3109/09638288.2011.629711
https://doi.org/10.1016/j.physbeh.2009.09.020
https://doi.org/10.1007/s00221-013-3767-y
https://doi.org/10.1002/(sici)1097-4598(199803)21:3<367::aid-mus11>3.0.co;2-x
https://doi.org/10.1002/(sici)1097-4598(199803)21:3<367::aid-mus11>3.0.co;2-x
https://doi.org/10.1002/ejp.813
https://doi.org/10.1007/s10802-008-9295-8
https://doi.org/10.1007/s10802-008-9295-8
https://www.frontiersin.org/journals/integrative-neuroscience
https://www.frontiersin.org
https://www.frontiersin.org/journals/integrative-neuroscience#articles


Bar-Shalita et al. Sensory Modulation Disorder and Pain

Bjørk, M., Stovner, L., Nilsen, B., Stjern, M., Hagen, K., and Sand, T. (2009).
The occipital α rhythm related to the ‘‘migraine cycle’’ and headache burden:
a blinded, controlled longitudinal study. Clin. Neurophysiol. 120, 464–471.
doi: 10.1016/j.clinph.2008.11.018

Borg, C., Emond, F. C., Colson, D., Laurent, B., and Michael, G. A. (2015).
Attentional focus on subjective interoceptive experience in patients with
fibromyalgia. Brain Cogn. 101, 35–43. doi: 10.1016/j.bandc.2015.10.002

Borini, C. A., Gatti, F. R., Grezos, R. M. L., and Fragoso, Y. D. (2008).
Odors as triggering and worsening factors in migraine. Anxiety
76:53.

Boulloche, N., Denuelle, M., Payoux, P., Fabre, N., Trotter, Y., and Géraud, G.
(2010). Photophobia in migraine: an interictal PET study of cortical
hyperexcitability and its modulation by pain. J. Neurol. Neurosurg. Psychiatry
81, 978–984. doi: 10.1136/jnnp.2009.190223

Brett-Green, B. A., Miller, L. J., Gavin,W. J., and Davies, P. L. (2008). Multisensory
integration in children: a preliminary ERP study. Brain Res. 1242, 283–290.
doi: 10.1016/j.brainres.2008.03.090

Brett-Green, B. A., Miller, L. J., Schoen, S. A., and Nielsen, D. M. (2010). An
exploratory event-related potential study ofmultisensory integration in sensory
over-responsive children. Brain Res. 1321, 67–77. doi: 10.1016/j.brainres.2010.
01.043

Bruehl, S. (2015). Complex regional pain syndrome. BMJ 351:h2730.
doi: 10.1136/bmj.h2730

Cao, Z., Lai, K.-L., Lin, C.-T., Chuang, C.-H., Chou, C.-C., and Wang, S.-J. (2018).
Exploring resting-state EEG complexity before migraine attacks. Cephalalgia
38, 1296–1306. doi: 10.1177/0333102417733953

Cao, Z., Lin, C.-T., Chuang, C.-H., Lai, K.-L., Yang, A. C., Fuh, J.-L., et al.
(2016). Resting-state EEG power and coherence vary between migraine phases.
J. Headache Pain 17:102. doi: 10.1186/s10194-016-0697-7

Chien, C.-W., Rodger, S., Copley, J., Branjerdporn, G., and Taggart, C. (2016).
Sensory processing and its relationship with children’s daily life participation.
Phys. Occup. Ther. Pediatr. 36, 73–87. doi: 10.3109/01942638.2015.1040573

Clemens, B., Bánk, J., Piros, P., Bessenyei, M., Vet´́o, S., Tóth, M., et al. (2008).
Three-dimensional localization of abnormal EEG activity in migraine. Brain
Topogr. 21, 36–42. doi: 10.1007/s10548-008-0061-6

Crombez, G., Van Damme, S., and Eccleston, C. (2005). Hypervigilance to pain:
an experimental and clinical analysis. Pain 116, 4–7. doi: 10.1016/j.pain.2005.
03.035

Davies, P. L., Chang, W. P., and Gavin, W. J. (2010). Middle and late latency erp
components discriminate between adults, typical children, and children with
sensory processing disorders. Front. Integr. Neurosci. 4:16. doi: 10.3389/fnint.
2010.00016

Davies, P. L., and Gavin, W. J. (2007). Validating the diagnosis of sensory
processing disorders using EEG technology. Am. J. Occup. Ther. 61, 176–189.
doi: 10.5014/ajot.61.2.176

de Tommaso, M., Federici, A., Santostasi, R., Calabrese, R., Vecchio, E.,
Lapadula, G., et al. (2011). Laser-evoked potentials habituation in fibromyalgia.
J. Pain 12, 116–124. doi: 10.1016/j.jpain.2010.06.004

de Tommaso, M., Nolano, M., Iannone, F., Vecchio, E., Ricci, K., Lorenzo, M.,
et al. (2014). Update on laser-evoked potential findings in fibromyalgia
patients in light of clinical and skin biopsy features. J. Neurol. 261, 461–472.
doi: 10.1007/s00415-013-7211-9

de Tommaso, M., Stramaglia, S., Marinazzo, D., Trotta, G., and Pellicoro, M.
(2013). Functional and effective connectivity in EEG α and β bands during
intermittent flash stimulation in migraine with and without aura. Cephalalgia
33, 938–947. doi: 10.1177/0333102413477741

de Tommaso, M., Trotta, G., Vecchio, E., Ricci, K., Van De Steen, F.,
Montemurno, A., et al. (2015). Functional connectivity of EEG signals under
laser stimulation inmigraine. Front. Hum. Neurosci. 9:640. doi: 10.3389/fnhum.
2015.00640

Demarquay, G., and Mauguière, F. (2016). Central nervous system underpinnings
of sensory hypersensitivity in migraine: insights from neuroimaging and
electrophysiological studies.Headache 56, 1418–1438. doi: 10.1111/head.12651

D’Mello, R., and Dickenson, A. H. (2008). Spinal cord mechanisms of pain. Br.
J. Anaesth. 101, 8–16. doi: 10.1093/bja/aen088

Dowman, R. (2011). The role of somatic threat feature detectors in the attentional
bias toward pain: effects of spatial attention. Psychophysiology 48, 397–409.
doi: 10.1111/j.1469-8986.2010.01068.x

Dunn, W. (1997). The impact of sensory processing abilities on the daily lives of
young children and their families: a conceptual model. Infants Young Child. 9,
23–35. doi: 10.1097/00001163-199704000-00005

Dunn, W. (1999). Sensory Profile: User’s Manual. San Antonio, TX: Psychological
Corporation.

Dunn, W. (2001). The sensations of everyday life: empirical, theoretical, and
pragmatic considerations. Am. J. Occup. Ther. 55, 608–620. doi: 10.5014/ajot.
55.6.608

Dunn, W. (2007). Supporting children to participate succesfully in everyday life
by using sensory processing knowledge. Infants Young Child. 20, 84–101.
doi: 10.1097/01.iyc.0000264477.05076.5d

Duschek, S., Montoro, C. I., and Reyes Del Paso, G. A. (2017). Diminished
interoceptive awareness in fibromyalgia syndrome. Behav. Med. 43, 100–107.
doi: 10.1080/08964289.2015.1094442

Dyck, P. J., Zimmerman, I., Gillen, D., Johnson, D., Karnes, J., and O’Brien, P.
(1993). Cool, warm, and heat-pain detection thresholds Testing methods and
inferences about anatomic distribution of receptors. Neurology 43, 1500–1508.
doi: 10.1212/wnl.43.8.1500

Fallon, N., Chiu, Y., Nurmikko, T., and Stancak, A. (2018). Altered theta
oscillations in resting EEG of fibromyalgia syndrome patients. Eur. J. Pain 22,
49–57. doi: 10.1002/ejp.1076

Fisher, A. G., and Dunn, W. (1983). Tactile defensiveness: historical perspectives,
new research- a theory grows. Sens. Integr. Spec. Interest Sec. Newsl. 6, 1–2.

Foerster, B. P., Edden, M., Sundgren, R., Schmidt-Wilcke, P., Lowe, T., and
Harte, S. E. (2012). Reduced insular γ-aminobutyric acid in fibromyalgia.
Arthritis Rheum. 64, 579–583. doi: 10.1002/art.33339

Friedman, D. I., and De Ver Dye, T. (2009). Migraine and the environment.
Headache 49, 941–952. doi: 10.1111/j.1526-4610.2009.01443.x

Gavin, W. J., Dotseth, A., Roush, K. K., Smith, C. A., Spain, H. D., and
Davies, P. L. (2011). Electroencephalography in children with and without
sensory processing disorders during auditory perception. Am. J. Occup. Ther.
65, 370–377. doi: 10.5014/ajot.2011.002055

Geisser, M. E., Glass, J. M., Rajcevska, L. D., Clauw, D. J., Williams, D. A.,
Kileny, P. R., et al. (2008). A psychophysical study of auditory and pressure
sensitivity in patients with fibromyalgia and healthy controls. J. Pain 9,
417–422. doi: 10.1016/j.jpain.2007.12.006

Ghazanfar, A. A., and Schroeder, C. E. (2006). Is neocortex essentially
multisensory? Trends Cogn. Sci. 10, 278–285. doi: 10.1016/j.tics.2006.04.008

Gibson, S., Littlejohn, G., Gorman, M., Helme, R., and Granges, G. (1994).
Altered heat pain thresholds and cerebral event-related potentials following
painful CO2 laser stimulation in subjects with fibromyalgia syndrome. Pain 58,
185–193. doi: 10.1016/0304-3959(94)90198-8

Gottrup, H., Kristensen, A., Bach, F., and Jensen, T. (2003). Aftersensations in
experimental and clinical hypersensitivity. Pain 103, 57–64. doi: 10.1016/s0304-
3959(02)00415-3

Goudet, C., Magnaghi, V., Landry, M., Nagy, F., Gereau Iv, R. W., and Pin, J.-P.
(2009). Metabotropic receptors for glutamate and GABA in pain. Brain Res.
Rev. 60, 43–56. doi: 10.1016/j.brainresrev.2008.12.007

Granovsky, Y., Shor, M., Shifrin, A., Sprecher, E., Yarnitsky, D., and Bar-
Shalita, T. (2018). Assessment of responsiveness to everyday non-noxious
stimuli in pain-free migraineurs with versus without aura. J. Pain 19, 943–951.
doi: 10.1016/j.jpain.2018.03.008

Granovsky, Y., Weissman-Fogel, I., and Bar-Shalita, T. (2019). Resting-state
electroencephalography in participants with sensory overresponsiveness: an
exploratory study. Am. J. Occup. Ther. 73, 7301205100p1–7301205100p11.
doi: 10.5014/ajot.2019.029231

Granovsky, Y., and Yarnitsky, D. (2013). Personalized pain medicine: the clinical
value of psychophysical assessment of pain modulation profile. Rambam
Maimonides Med. J. 4:e0024. doi: 10.5041/rmmj.10131

Hagander, L. G., Midani, H. A., Kuskowski, M. A., and Parry, G. J. (2000).
Quantitative sensory testing: effect of site and skin temperature on thermal
thresholds. Clin. Neurophysiol. 111, 17–22. doi: 10.1016/s1388-2457(99)
00192-3

Hansson, P., Backonja, M., and Bouhassira, D. (2007). Usefulness and limitations
of quantitative sensory testing: clinical and research application in neuropathic
pain states. Pain 129, 256–259. doi: 10.1016/j.pain.2007.03.030

Harden, R. N., Bruehl, S., Perez, R. S., Birklein, F., Marinus, J., Maihofner, C., et al.
(2010). Validation of proposed diagnostic criteria (the ‘‘Budapest Criteria’’) for

Frontiers in Integrative Neuroscience | www.frontiersin.org 8 July 2019 | Volume 13 | Article 27226

https://doi.org/10.1016/j.clinph.2008.11.018
https://doi.org/10.1016/j.bandc.2015.10.002
https://doi.org/10.1136/jnnp.2009.190223
https://doi.org/10.1016/j.brainres.2008.03.090
https://doi.org/10.1016/j.brainres.2010.01.043
https://doi.org/10.1016/j.brainres.2010.01.043
https://doi.org/10.1136/bmj.h2730
https://doi.org/10.1177/0333102417733953
https://doi.org/10.1186/s10194-016-0697-7
https://doi.org/10.3109/01942638.2015.1040573
https://doi.org/10.1007/s10548-008-0061-6
https://doi.org/10.1016/j.pain.2005.03.035
https://doi.org/10.1016/j.pain.2005.03.035
https://doi.org/10.3389/fnint.2010.00016
https://doi.org/10.3389/fnint.2010.00016
https://doi.org/10.5014/ajot.61.2.176
https://doi.org/10.1016/j.jpain.2010.06.004
https://doi.org/10.1007/s00415-013-7211-9
https://doi.org/10.1177/0333102413477741
https://doi.org/10.3389/fnhum.2015.00640
https://doi.org/10.3389/fnhum.2015.00640
https://doi.org/10.1111/head.12651
https://doi.org/10.1093/bja/aen088
https://doi.org/10.1111/j.1469-8986.2010.01068.x
https://doi.org/10.1097/00001163-199704000-00005
https://doi.org/10.5014/ajot.55.6.608
https://doi.org/10.5014/ajot.55.6.608
https://doi.org/10.1097/01.iyc.0000264477.05076.5d
https://doi.org/10.1080/08964289.2015.1094442
https://doi.org/10.1212/wnl.43.8.1500
https://doi.org/10.1002/ejp.1076
https://doi.org/10.1002/art.33339
https://doi.org/10.1111/j.1526-4610.2009.01443.x
https://doi.org/10.5014/ajot.2011.002055
https://doi.org/10.1016/j.jpain.2007.12.006
https://doi.org/10.1016/j.tics.2006.04.008
https://doi.org/10.1016/0304-3959(94)90198-8
https://doi.org/10.1016/s0304-3959(02)00415-3
https://doi.org/10.1016/s0304-3959(02)00415-3
https://doi.org/10.1016/j.brainresrev.2008.12.007
https://doi.org/10.1016/j.jpain.2018.03.008
https://doi.org/10.5014/ajot.2019.029231
https://doi.org/10.5041/rmmj.10131
https://doi.org/10.1016/s1388-2457(99)00192-3
https://doi.org/10.1016/s1388-2457(99)00192-3
https://doi.org/10.1016/j.pain.2007.03.030
https://www.frontiersin.org/journals/integrative-neuroscience
https://www.frontiersin.org
https://www.frontiersin.org/journals/integrative-neuroscience#articles


Bar-Shalita et al. Sensory Modulation Disorder and Pain

complex regional pain syndrome. Pain 150, 268–274. doi: 10.1016/j.pain.2010.
04.030

Harper, D. E., Ichesco, E., Schrepf, A., Hampson, J. P., Clauw, D. J., Schmidt-
Wilcke, T., et al. (2018). Resting functional connectivity of the periaqueductal
gray is associated with normal inhibition and pathological facilitation in
conditioned pain modulation. J. Pain 19, 635.e1–635.e15. doi: 10.1016/j.jpain.
2018.01.001

Harriott, A. M., and Schwedt, T. J. (2014). Migraine is associated with
altered processing of sensory stimuli. Curr. Pain Headache Rep. 18:458.
doi: 10.1007/s11916-014-0458-8

Harris, R. E., Sundgren, P. C., Craig, A., Kirshenbaum, E., Sen, A., Napadow, V.,
et al. (2009). Elevated insular glutamate in fibromyalgia is associated
with experimental pain. Arthritis Rheum. 60, 3146–3152. doi: 10.1002/art.
24849

Hollins, M., Harper, D., Gallagher, S., Owings, E. W., Lim, P. F., Miller, V.,
et al. (2009). Perceived intensity and unpleasantness of cutaneous and auditory
stimuli: an evaluation of the generalized hypervigilance hypothesis. Pain 141,
215–221. doi: 10.1016/j.pain.2008.10.003

International Association of the Study of Pain (IASP). (2017). IASP Terminology.
Available online at: https://www.iasp-pain.org/Education/Content.aspx?
ItemNumber=1698#Pain

Jensen, O., and Mazaheri, A. (2010). Shaping functional architecture by
oscillatory α activity: gating by inhibition. Front. Hum. Neurosci. 4:186.
doi: 10.3389/fnhum.2010.00186

Kinnealey, M., Oliver, B., and Wilbarger, P. (1995). A phenomenological
study of sensory defensiveness in adults. Am. J. Occup. Ther. 49, 444–451.
doi: 10.5014/ajot.49.5.444

Kinnealey, M., Riuli, V., and Smith, S. (2015). Case study of an adult with sensory
modulation disorder. Sens. Integr. Spec. Interest Sec. Q. 38, 1–4.

Kisley, M. A., Noecker, T. L., and Guinther, P. M. (2004). Comparison of sensory
gating to mismatch negativity and self-reported perceptual phenomena in
healthy adults. Psychophysiology 41, 604–612. doi: 10.1111/j.1469-8986.2004.
00191.x

Landau, R., Kraft, J. C., Flint, L. Y., Carvalho, B., Richebé, P., Cardoso, M., et al.
(2010). An experimental paradigm for the prediction of Post-Operative Pain
(PPOP). J. Vis. Exp. 35:1671. doi: 10.3791/1671

Lautenbacher, S., Rollman, G. B., and McCain, G. (1994). Multi-method
assessment of experimental and clinical pain in patients with fibromyalgia. Pain
59, 45–53. doi: 10.1016/0304-3959(94)90046-9

Le Bars, D. (2002). The whole body receptive field of dorsal horn multireceptive
neurones. Brain Res. Rev. 40, 29–44. doi: 10.1016/s0165-0173(02)
00186-8

Lev, R., Granovsky, Y., and Yarnitsky, D. (2010). Orbitofrontal disinhibition of
pain in migraine with aura: an interictal EEG-mapping study. Cephalalgia 30,
910–918. doi: 10.1177/0333102409357249

Lev, R., Granovsky, Y., and Yarnitsky, D. (2013). Enhanced pain expectation in
migraine: EEG-based evidence for impaired prefrontal function. Headache 53,
1054–1070. doi: 10.1111/j.1526-4610.2012.02297.x

Li, Z., Smith, B. P., Tuohy, C., Smith, T. L., and Koman, L. A. (2010).
Complex regional pain syndrome after hand surgery. Hand Clin. 26, 281–289.
doi: 10.1016/j.hcl.2009.11.001

Lohnberg, J. A., and Altmaier, E. M. (2013). A review of psychosocial factors in
complex regional pain syndrome. J. Clin. Psychol. Med. Settings 20, 247–254.
doi: 10.1007/s10880-012-9322-3

Lorenz, J., Grasedyck, K., and Bromm, B. (1996). Middle and long latency
somatosensory evoked potentials after painful laser stimulation in patients with
fibromyalgia syndrome. Electroencephalogr. Clin. Neurophysiol. 100, 165–168.
doi: 10.1016/0013-4694(95)00259-6

Lourenço Neto, F., Schadrack, J., Berthele, A., Zieglgänsberger, W., Tölle, T. R.,
and Castro-Lopes, J. M. (2000). Differential distribution of metabotropic
glutamate receptor subtype mRNAs in the thalamus of the rat. Brain Res. 854,
93–105. doi: 10.1016/s0006-8993(99)02326-4

Lovero, K. L., Simmons, A. N., Aron, J. L., and Paulus, M. P. (2009). Anterior
insular cortex anticipates impending stimulus significance. Neuroimage 45,
976–983. doi: 10.1016/j.neuroimage.2008.12.070

Marabese, I., De Novellis, V., Palazzo, E., Mariani, L., Siniscalco, D.,
Rodella, L., et al. (2005). Differential roles of mGlu8 receptors in the
regulation of glutamate and γ-aminobutyric acid release at periaqueductal

grey level. Neuropharmacology 49, 157–166. doi: 10.1016/j.neuropharm.2005.
02.006

Martin, P. R., Reece, J., and Forsyth, M. (2006). Noise as a trigger for
headaches: relationship between exposure and sensitivity. Headache 46,
962–972. doi: 10.1111/j.1526-4610.2006.00468.x

Martínez, E., Aira, Z., Buesa, I., Aizpurua, I., Rada, D., and Azkue, J. J.
(2018). Embodied pain in fibromyalgia: disturbed somatorepresentations
and increased plasticity of the body schema. PLoS One 13:e0194534.
doi: 10.1371/journal.pone.0194534

McDermid, A. J., Rollman, G. B., and Mccain, G. A. (1996). Generalized
hypervigilance in fibromyalgia: evidence of perceptual amplification. Pain 66,
133–144. doi: 10.1016/0304-3959(96)03059-x

McGrath, P. A., and Brown, S. C. (2006). Quantitative sensory testing in children:
practical considerations for research and clinical practice. Pain 123, 1–2.
doi: 10.1016/j.pain.2006.03.024

Melzack, R., and Casey, K. L. (1968). ‘‘Sensory, motivational, and central control
determinants of pain: a new conceptual model,’’ in International Symposium
On the Skin Sense, ed. Kenshalo (Springfield: C.C. Thomas), 423–435.

Miller, L. J., Anzalone, M. E., Lane, S. J., Cermak, S. A., and Osten, E. T. (2007).
Concept evolution in sensory integration: a proposed nosology for diagnosis.
Am. J. Occup. Ther. 61, 135–140. doi: 10.5014/ajot.61.2.135

Montoya, P., Sitges, C., García-Herrera, M., Rodríguez-Cotes, A., Izquierdo, R.,
Truyols, M., et al. (2006). Reduced brain habituation to somatosensory
stimulation in patients with fibromyalgia. Arthritis Rheum. 54, 1995–2003.
doi: 10.1002/art.21910

Mouraux, A., Diukova, A., Lee, M. C., Wise, R. G., and Iannetti, G. D.
(2011). A multisensory investigation of the functional significance of the
‘‘pain matrix’’. Neuroimage 54, 2237–2249. doi: 10.1016/j.neuroimage.2010.
09.084

Neugebauer, V. (2007). The amygdala: different pains, different mechanisms. Pain
127, 1–2. doi: 10.1016/j.pain.2006.10.004

Noseda, R., and Burstein, R. (2013). Migraine pathophysiology: anatomy of the
trigeminovascular pathway and associated neurological symptoms, cortical
spreading depression, sensitization, and modulation of pain. Pain 154,
S44–S53. doi: 10.1016/j.pain.2013.07.021

O’Brien, A. T., Deitos, A., Pego, Y. T., Fregni, F., and Carrillo-de-la-Peña, M. T.
(2018). Defective endogenous painmodulation in fibromyalgia: a meta-analysis
of temporal summation and conditioned pain modulation paradigms. J. Pain
19, 819–836. doi: 10.1016/j.jpain.2018.01.010

Owen, J. P., Marco, E. J., Desai, S., Fourie, E., Harris, J., Hill, S. S., et al.
(2013). Abnormal white matter microstructure in children with sensory
processing disorders. Neuroimage Clin. 2, 844–853. doi: 10.1016/j.nicl.2013.
06.009

Parush, S., Sohmer, H., Steinberg, A., and Kaitz, M. (1997). Somatosensory
functioning in children with attention deficit hyperactivity disorder. Dev. Med.
Child Neurol. 39, 464–468. doi: 10.1111/j.1469-8749.1997.tb07466.x

Parush, S., Sohmer, H., Steinberg, A., and Kaitz, M. (2007). Somatosensory
function in boys with ADHD and tactile defensiveness. Physiol. Behav. 90,
553–558. doi: 10.1016/j.physbeh.2006.11.004

Petrou, M., Pop-Busui, R., Foerster, B. R., Edden, R. A., Callaghan, B. C.,
Harte, S. E., et al. (2012). Altered excitation-inhibition balance in the brain of
patients with diabetic neuropathy. Acad. Radiol. 19, 607–612. doi: 10.1016/j.
acra.2012.02.004

Peyron, R., Frot, M., Schneider, F., Garcia-Larrea, L., Mertens, P., Barral, F.,
et al. (2002). Role of operculoinsular cortices in human pain processing:
converging evidence from PET, fMRI, dipole modeling, and intracerebral
recordings of evoked potentials.Neuroimage 17, 1336–1346. doi: 10.1006/nimg.
2002.1315

Pietrobon, D., and Moskowitz, M. A. (2013). Pathophysiology of migraine.
Annu. Rev. Physiol. 75, 365–391. doi: 10.1146/annurev-physiol-030212-
183717

Pons, T., Shipton, E. A., Williman, J., and Mulder, R. T. (2015). Potential
risk factors for the onset of complex regional pain syndrome type
1: a systematic literature review. Anesthesiol. Res. Pract. 2015:956539.
doi: 10.1155/2015/956539

Prescot, A., Becerra, L., Pendse, G., Tully, S., Jensen, E., Hargreaves, R., et al.
(2009). Excitatory neurotransmitters in brain regions in interictal migraine
patients.Mol. Pain 5:34. doi: 10.1186/1744-8069-5-34

Frontiers in Integrative Neuroscience | www.frontiersin.org 9 July 2019 | Volume 13 | Article 27227

https://doi.org/10.1016/j.pain.2010.04.030
https://doi.org/10.1016/j.pain.2010.04.030
https://doi.org/10.1016/j.jpain.2018.01.001
https://doi.org/10.1016/j.jpain.2018.01.001
https://doi.org/10.1007/s11916-014-0458-8
https://doi.org/10.1002/art.24849
https://doi.org/10.1002/art.24849
https://doi.org/10.1016/j.pain.2008.10.003
https://www.iasp-pain.org/Education/Content.aspx?ItemNumber=1698#Pain
https://www.iasp-pain.org/Education/Content.aspx?ItemNumber=1698#Pain
https://doi.org/10.3389/fnhum.2010.00186
https://doi.org/10.5014/ajot.49.5.444
https://doi.org/10.1111/j.1469-8986.2004.00191.x
https://doi.org/10.1111/j.1469-8986.2004.00191.x
https://doi.org/10.3791/1671
https://doi.org/10.1016/0304-3959(94)90046-9
https://doi.org/10.1016/s0165-0173(02)00186-8
https://doi.org/10.1016/s0165-0173(02)00186-8
https://doi.org/10.1177/0333102409357249
https://doi.org/10.1111/j.1526-4610.2012.02297.x
https://doi.org/10.1016/j.hcl.2009.11.001
https://doi.org/10.1007/s10880-012-9322-3
https://doi.org/10.1016/0013-4694(95)00259-6
https://doi.org/10.1016/s0006-8993(99)02326-4
https://doi.org/10.1016/j.neuroimage.2008.12.070
https://doi.org/10.1016/j.neuropharm.2005.02.006
https://doi.org/10.1016/j.neuropharm.2005.02.006
https://doi.org/10.1111/j.1526-4610.2006.00468.x
https://doi.org/10.1371/journal.pone.0194534
https://doi.org/10.1016/0304-3959(96)03059-x
https://doi.org/10.1016/j.pain.2006.03.024
https://doi.org/10.5014/ajot.61.2.135
https://doi.org/10.1002/art.21910
https://doi.org/10.1016/j.neuroimage.2010.09.084
https://doi.org/10.1016/j.neuroimage.2010.09.084
https://doi.org/10.1016/j.pain.2006.10.004
https://doi.org/10.1016/j.pain.2013.07.021
https://doi.org/10.1016/j.jpain.2018.01.010
https://doi.org/10.1016/j.nicl.2013.06.009
https://doi.org/10.1016/j.nicl.2013.06.009
https://doi.org/10.1111/j.1469-8749.1997.tb07466.x
https://doi.org/10.1016/j.physbeh.2006.11.004
https://doi.org/10.1016/j.acra.2012.02.004
https://doi.org/10.1016/j.acra.2012.02.004
https://doi.org/10.1006/nimg.2002.1315
https://doi.org/10.1006/nimg.2002.1315
https://doi.org/10.1146/annurev-physiol-030212-183717
https://doi.org/10.1146/annurev-physiol-030212-183717
https://doi.org/10.1155/2015/956539
https://doi.org/10.1186/1744-8069-5-34
https://www.frontiersin.org/journals/integrative-neuroscience
https://www.frontiersin.org
https://www.frontiersin.org/journals/integrative-neuroscience#articles


Bar-Shalita et al. Sensory Modulation Disorder and Pain

Price, D. D. (1994). ‘‘Psychophysical measurement of normal and abnormal
pain processing,’’ in Touch, Temperature, and Pain in Health and Disease:
Mechanisms and Assessments, eds J. Boivie, P. Hansson and U. Lindblom
(Seattle, WA: IASP Press), 3–27.

Rollman, G. B. (2009). Perspectives on hypervigilance. Pain 141, 183–184.
doi: 10.1016/j.pain.2008.12.030

Schwedt, T. J. (2013). Multisensory integration in migraine. Curr. Opin. Neurol.
26, 248–253. doi: 10.1097/WCO.0b013e328360edb1

Senkowski, D., and Heinz, A. (2016). Chronic pain and distorted body image:
implications for multisensory feedback interventions. Neurosci. Biobehav. Rev.
69, 252–259. doi: 10.1016/j.neubiorev.2016.08.009

Senkowski, D., Hofle, M., and Engel, A. K. (2014). Crossmodal shaping of
pain: a multisensory approach to nociception. Trends Cogn. Sci. 18, 319–327.
doi: 10.1016/j.tics.2014.03.005

Seth, A. K., and Friston, K. J. (2016). Active interoceptive inference and
the emotional brain. Philos. Trans. R. Soc. B Biol. Sci. 371:20160007.
doi: 10.1098/rstb.2016.0007

Staud, R. (2011). Brain imaging in fibromyalgia syndrome. Clin. Exp. Rheumatol.
29, S109–S117.

Staud, R., and Spaeth, M. (2008). Psychophysical and neurochemical
abnormalities of pain processing in fibromyalgia. CNS Spectr. 13, 12–17.
doi: 10.1017/s109285290002678x

Sullivan, M. D., and Robinson, J. P. (2006). Antidepressant and anticonvulsant
medication for chronic pain. Phys. Med. Rehabil. Clin. N. Am. 17, 381–400.
doi: 10.1016/j.pmr.2005.12.006

Treede, R.-D., Kenshalo, D. R., Gracely, R. H., and Jones, A. K. (1999). The cortical
representation of pain. Pain 79, 105–111. doi: 10.1016/s0304-3959(98)00184-5

Truini, A., Gerardi, M., Di Stefano, G., La Cesa, S., Iannuccelli, C., Pepe, A., et al.
(2015). Hyperexcitability in pain matrices in patients with fibromyalgia. Clin.
Exp. Rheumatol. 33, s68–s72.

Tsounis, S., and Varfis, G. (1992). α rhythm power and the effect of photic
stimulation in migraine with brain mapping. Clin. Electroencephalogr. 23, 1–6.
doi: 10.1177/155005949202300103

Valenzuela-Moguillansky, C., Reyes-Reyes, A., and Gaete, M. I. (2017).
Exteroceptive and interoceptive body-self awareness in fibromyalgia patients.
Front. Hum. Neurosci. 11:117. doi: 10.3389/fnhum.2017.00117

Valeriani, M., de Tommaso, M., Restuccia, D., Le Pera, D., Guido, M., Iannetti, G.,
et al. (2003). Reduced habituation to experimental pain in migraine patients:
a CO2 laser evoked potential study. Pain 105, 57–64. doi: 10.1016/s0304-
3959(03)00137-4

van Velzen, G. A., Perez, R. S., van Gestel, M. A., Huygen, F. J., van Kleef, M., van
Eijs, F., et al. (2014). Health-related quality of life in 975 patients with complex
regional pain syndrome type 1. Pain 155, 629–634. doi: 10.1016/j.pain.2013.
12.017

Vanagaite, J., Pareja, J., Støren, O., White, L., Sanc, T., and Stovner, L. (1997).
Light-induced discomfort and pain in migraine. Cephalalgia 17, 733–741.
doi: 10.1046/j.1468-2982.1997.1707733.x

Vanneste, S., Ost, J., Van Havenbergh, T., and De Ridder, D. (2017). Resting
state electrical brain activity and connectivity in fibromyalgia. PLoS One
12:e0178516. doi: 10.1371/journal.pone.0178516

Wang, T., Zhan, W., Chen, Q., Chen, N., Zhang, J., Liu, Q., et al. (2016). Altered
resting-state ascending/descending pathways associated with the posterior
thalamus inmigraine without aura.Neuroreport 27, 257–263. doi: 10.1097/wnr.
0000000000000529

Weissman-Fogel, I., Granovsky, Y., and Bar-Shalita, T. (2018). Sensory
over-responsiveness among healthy subjects is associated with a
pronociceptive state. Pain Pract. 18, 473–486. doi: 10.1111/papr.
12619

Wertli, M., Bachmann, L. M., Weiner, S. S., and Brunner, F. (2013). Prognostic
factors in complex regional pain syndrome 1: a systematic review. J. Rehabil.
Med. 45, 225–231. doi: 10.2340/16501977-1103

Wilder-Smith, O. H., Schreyer, T., Scheffer, G. J., and Arendt-Nielsen, L.
(2010). Patients with chronic pain after abdominal surgery show
less preoperative endogenous pain inhibition and more postoperative
hyperalgesia: a pilot study. J. Pain Palliat. Care Pharmacother. 24, 119–128.
doi: 10.3109/15360281003706069

Woolf, C. J., and Max, M. B. (2001). Mechanism-based pain diagnosis:
issues for analgesic drug development. Anesthesiology 95, 241–249.
doi: 10.1097/00000542-200107000-00034

Woolf, C. J., and Salter, M. W. (2000). Neuronal plasticity: increasing the gain in
pain. Science 288, 1765–1769. doi: 10.1126/science.288.5472.1765

Woolf, C. J., and Thompson, S. W. (1991). The induction and maintenance
of central sensitization is dependent on N-methyl-D-aspartic acid
receptor activation; implications for the treatment of post-injury pain
hypersensitivity states. Pain 44, 293–299. doi: 10.1016/0304-3959(91)
90100-c

Yarnitsky, D. (2015). Role of endogenous pain modulation in chronic pain
mechanisms and treatment. Pain 156, S24–S31. doi: 10.1097/01.j.pain.
0000460343.46847.58

Yarnitsky, D., Crispel, Y., Eisenberg, E., Granovsky, Y., Ben-Nun, A., Sprecher, E.,
et al. (2008). Prediction of chronic post-operative pain: pre-operative DNIC
testing identifies patients at risk. Pain 138, 22–28. doi: 10.1016/j.pain.2007.
10.033

Yarnitsky, D., Granot, M., and Granovsky, Y. (2014). Pain modulation profile
and pain therapy: between pro-and antinociception. Pain 155, 663–665.
doi: 10.1016/j.pain.2013.11.005

Zeilhofer, H. U. (2008). Loss of glycinergic and GABAergic inhibition in chronic
pain—contributions of inflammation andmicroglia. Int. Immunopharmacol. 8,
182–187. doi: 10.1016/j.intimp.2007.07.009

Zhang, Z., and Sun, Q.-Q. (2011). The balance between excitation and
inhibition and functional sensory processing in the somatosensory
cortex. Int. Rev. Neurobiol. 97, 305–333. doi: 10.1016/b978-0-12-385198-7.
00012-6

Zlotnik, S., Attias, J., Pratt, H., and Engel-Yeger, B. (2018). Neurophysiological
manifestations of auditory hypersensitivity correlate with daily life experiences.
Neurosci. Med. 9, 29–45. doi: 10.4236/nm.2018.91005

Conflict of Interest Statement: The authors declare that the research was
conducted in the absence of any commercial or financial relationships that could
be construed as a potential conflict of interest.

Copyright © 2019 Bar-Shalita, Granovsky, Parush and Weissman-Fogel. This is an
open-access article distributed under the terms of the Creative Commons Attribution
License (CC BY). The use, distribution or reproduction in other forums is permitted,
provided the original author(s) and the copyright owner(s) are credited and that the
original publication in this journal is cited, in accordance with accepted academic
practice. No use, distribution or reproduction is permitted which does not comply
with these terms.

Frontiers in Integrative Neuroscience | www.frontiersin.org 10 July 2019 | Volume 13 | Article 27228

https://doi.org/10.1016/j.pain.2008.12.030
https://doi.org/10.1097/WCO.0b013e328360edb1
https://doi.org/10.1016/j.neubiorev.2016.08.009
https://doi.org/10.1016/j.tics.2014.03.005
https://doi.org/10.1098/rstb.2016.0007
https://doi.org/10.1017/s109285290002678x
https://doi.org/10.1016/j.pmr.2005.12.006
https://doi.org/10.1016/s0304-3959(98)00184-5
https://doi.org/10.1177/155005949202300103
https://doi.org/10.3389/fnhum.2017.00117
https://doi.org/10.1016/s0304-3959(03)00137-4
https://doi.org/10.1016/s0304-3959(03)00137-4
https://doi.org/10.1016/j.pain.2013.12.017
https://doi.org/10.1016/j.pain.2013.12.017
https://doi.org/10.1046/j.1468-2982.1997.1707733.x
https://doi.org/10.1371/journal.pone.0178516
https://doi.org/10.1097/wnr.0000000000000529
https://doi.org/10.1097/wnr.0000000000000529
https://doi.org/10.1111/papr.12619
https://doi.org/10.1111/papr.12619
https://doi.org/10.2340/16501977-1103
https://doi.org/10.3109/15360281003706069
https://doi.org/10.1097/00000542-200107000-00034
https://doi.org/10.1126/science.288.5472.1765
https://doi.org/10.1016/0304-3959(91)90100-c
https://doi.org/10.1016/0304-3959(91)90100-c
https://doi.org/10.1097/01.j.pain.0000460343.46847.58
https://doi.org/10.1097/01.j.pain.0000460343.46847.58
https://doi.org/10.1016/j.pain.2007.10.033
https://doi.org/10.1016/j.pain.2007.10.033
https://doi.org/10.1016/j.pain.2013.11.005
https://doi.org/10.1016/j.intimp.2007.07.009
https://doi.org/10.1016/b978-0-12-385198-7.00012-6
https://doi.org/10.1016/b978-0-12-385198-7.00012-6
https://doi.org/10.4236/nm.2018.91005
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/journals/integrative-neuroscience
https://www.frontiersin.org
https://www.frontiersin.org/journals/integrative-neuroscience#articles


fnint-13-00040 September 4, 2019 Time: 17:2 # 1

REVIEW
published: 06 September 2019
doi: 10.3389/fnint.2019.00040

Edited by:
Elizabeth B. Torres,

Rutgers University, The State
University of New Jersey,

United States

Reviewed by:
Antonio Pereira,

Federal University of Pará, Brazil
Beth Pfeiffer,

Temple University, United States

*Correspondence:
Shelly J. Lane

shelly.lane@colostate.edu
Stacey Reynolds

reynoldsse3@vcu.edu

Received: 28 January 2019
Accepted: 02 August 2019

Published: 06 September 2019

Citation:
Lane SJ and Reynolds S (2019)

Sensory Over-Responsivity as an
Added Dimension in ADHD.

Front. Integr. Neurosci. 13:40.
doi: 10.3389/fnint.2019.00040

Sensory Over-Responsivity as an
Added Dimension in ADHD
Shelly J. Lane1,2* and Stacey Reynolds3*

1 Department of Occupational Therapy, College of Health and Human Science, Colorado State University, Fort Collins, CO,
United States, 2 Faculty of Health and Medicine, School of Health Sciences, University of Newcastle, Callaghan, NSW,
Australia, 3 Department of Occupational Therapy, Kathryn Lawrence Dragas Sensory Processing and Stress Evaluation
Laboratory, Virginia Commonwealth University, Richmond, VA, United States

Years of research have added to our understanding of Attention Deficit Hyperactivity
Disorder (ADHD). None-the-less there is still much that is poorly understood. There is
a need for, and ongoing interest in, developing a deeper understanding of this disorder
to optimally identify risk and better inform treatment. Here, we present a compilation
of findings examining ADHD both behaviorally and using neurophysiologic markers.
Drawing on early work of McIntosh and co-investigators, we examined response to
sensory challenge in children with ADHD, measuring HPA activity and electrodermal
response (EDR) secondary to sensory stressors. In addition, we have examined the
relationship between these physiologic measures, and reports of behavioral sensory
over-responsivity and anxiety. Findings suggest that sensory responsivity differentiates
among children with ADHD and warrants consideration. We link these findings with
research conducted both prior to and after our own work and emphasize that
there a growing knowledge supporting a relationship between ADHD and sensory
over-responsivity, but more research is needed. Given the call from the National
Institute of Health to move toward a more dimensional diagnostic process for mental
health concerns, and away from the more routine categorical diagnostic process,
we suggest sensory over-responsivity as a dimension in the diagnostic process for
children with ADHD.

Keywords: sensory over-responsivity, ADHD, anxiety, cortisol, children

INTRODUCTION

Attention Deficit Hyperactivity Disorder (ADHD), is a neurodevelopmental disorder characterized
by ongoing patterns of inattention and/or hyperactivity and impulsivity that impacts an individual’s
functioning across multiple environments. Despite being the most commonly diagnosed mental
disorder in children in the United States (Centers for Disease Control and Prevention, 2018),
ADHD remains a heterogeneous disorder that is not fully understood (or agreed upon) within
the medical and scientific communities. None-the-less, in the United States and other countries,
ADHD diagnosis is based upon evaluation by a licensed medical professional using the Diagnostic
and Statistical Manual, 5th edition (DSM-5, American Psychiatric Association, 2013) “yes/no”
approach to symptom presentation. Three sub-types of ADHD were introduced with the
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publication of the DSM-IV and these presentations were retained
in the 5th edition. These classifications are (1) Predominantly
Inattentive, (2) Predominately Hyperactive/Impulsive, and (3)
Combined Type. A key criticism to the current approach
to the diagnosis of ADHD is a failure to recognize the
condition as dimensional disorder that may contain different
sub-classifications, comorbidity patterns, symptom trajectories,
and neurobiological correlates (Epstein and Loren, 2013). As
noted by Epstein and Loren (2013) the “DSM-5 continues to place
everyone meeting diagnostic criteria into a single category which
does not capture the dimensionality of underlying constructs” (p.
3). The current subtyping strategies of the DSM have also been
called into question, due to both the “capricious” nature by which
they are assigned and the lack of studies supporting an underlying
neurobiological basis for the divisions (Valor and Tannock, 2010,
p. 749; Epstein and Loren, 2013).

Researchers have sought to understand the complex features
more fully associated with childhood ADHD and have begun
to examine qualitative and quantitative variables that impacted
the expression, or predicted outcomes, of ADHD. Diagnostic
moderators such as comorbid anxiety disorder, symptom
severity, and child intellectual level were all identified in the
ADHD population as part of a large multimodal treatment study
(March et al., 2000; Owens et al., 2003; Hinshaw, 2007). In
addition, neurobiological mechanisms associated with arousal
and stress responsivity have begun to gain attention within the
ADHD literature. Response differences within the hypothalamic-
pituitary-adrenal (HPA) axis that may be related to an altered
threshold for detection of stressors has emerged as a potential
feature of ADHD (Kariyawasam et al., 2002). Specifically, several
investigators identified a blunted cortisol response to stress in
ADHD, especially in those individuals with the combined subtype
of the disorder or more severe behavioral comorbidities (King
et al., 1998; Maldonado et al., 2009; Van West et al., 2009).
However, in a smaller sample of studies investigators also found
that some children with ADHD showed higher cortisol levels
following stressors (Hong et al., 2003; White and Mulligan,
2005) and yet still other studies have found no differences
between ADHD and control populations (Lackschewitz et al.,
2008; Hirvikoski et al., 2009). Heterogeneity in these outcomes is
likely due to a variety of factors including variability in diagnostic
process, cortisol collection methods used, stressors (e.g., social
threat, academic task), composition of the diagnostic group, and
control for comorbidities. Interestingly, anxiety disorder was
noted to be a potential moderating factor in cortisol release in
both ADHD and non-ADHD populations (Greaves-Lord et al.,
2007; Hastings et al., 2009), suggesting the particular importance
of considering co-morbidities in ADHD research.

In parallel to the work described above, but in a separate
body of research, investigators began to focus on the presence
of atypical sensory responsivity in children with ADHD.
While a variety of terms have been used in the literature
to reflect atypical sensory responsivity, sensory modulation
disorders (SMD) may best describe this group of behaviors
as a type underlying sensory processing dysfunction. SMDs
are characterized by an inability to respond to environmental
stimuli in a way that matches the demands of the stimulus

(Lane, 2019). Individuals characterized as having sensory over-
responsiveness (SOR) experience sensations more intensely or
for a longer duration than is normal, often resulting in “fight
or flight” behaviors. For those with the sensory under-responsive
(SUR) subtype of SMD, sensory stimuli in the environment are
disregarded, or not responded to, resulting in the child seeming
to lack initial awareness. This group may appear apathetic or
lacking motivation (Miller et al., 2007). As a whole, the SOR
characterization has been more widely studied in the literature
and is the better established subtype (Reynolds and Lane, 2008).

Multiple investigators have established that children with
ADHD have difficulties in sensory processing and regulating
emotional responses to sensation based on parent report
questionnaires (Dunn and Bennett, 2002; Kalpogianni,
2002; Yochman et al., 2004). These studies are limited by
methodology; many of the questions on the SMD parent-
report tools include behaviors that overlap with the diagnostic
features associated with ADHD (e.g., emotional and social
responses, activity levels). Studies using objective physiological
measures to record responses to sensory stimuli began to
emerge in the ADHD literature, but with inconsistent findings.
Mangeot et al. (2001) used electrodermal reactivity, reflecting
sympathetic nervous system activity, to measure responses to
sensory stimuli in children with and without ADHD. They
found that children with ADHD had greater sympathetic
responses to sensory stimuli upon initial presentation
compared to typical children. However, other researchers
using similar electrodermal measures found no differences
in responsivity between ADHD and non-ADHD groups
(Herpertz et al., 2003). Prior to 2009, a single published study
was identified investigating SOR as a moderating variable for
electrophysiological measurement in children with ADHD.
Using EEG measures, Parush et al. (2007) indicated that
children with ADHD and a specific form of SOR, tactile
over-responsivity or defensiveness, showed different central
processing of somatosensory input relative to children with
ADHD without tactile-over-responsivity. Parush et al. (2007)
indicated that there was a need to further investigate SOR in
children with ADHD, examining children with and without SOR
using neurophysiological outcomes.

Importantly, while the research published in the first decade of
the 21st century expanded the scientific community’s knowledge
of ADHD, associated symptoms, and neurological processes,
these studies were generally conducted in isolation. That is to say,
anxiety in ADHD was studied separately from stress responsivity
in ADHD, and separately from sensory responsivity in ADHD.
Building from these studies, our work in the Kathryn Lawrence
Dragas Sensory Processing and Stress Evaluation (SPASE) lab
began a trajectory of work, considering the potential relationships
between and among these constructs (i.e., sensation, anxiety,
and stress responses), using a more dimensional approach. We
will review this work, published between 2009 and 2012, in
the proceeding section, followed by an update on the current
literature to provide an understanding of this area to date.

The overall purpose of this review is to summarize the
current state of understanding related to ADHD and sensory
processing as well as to provide a direction for future research.
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Ultimately, we will suggest that atypical sensory processing is an
important and often overlooked dimension in the diagnosis and
classification of ADHD.

ADHD, CORTISOL, ELECTRODERMAL
RESPONSE, AND ANXIETY: FINDINGS
FROM THE SPASE LAB

Study 1 (Reynolds and Lane, 2009): SOR
and Anxiety in Children With ADHD
Our initial work investigated the co-existence of SOR and
anxiety in children with ADHD (n = 24) and without ADHD
(n = 24) (Reynolds and Lane, 2009). SOR in this investigation
was identified using a research version [version 1.4; (V1.4)]
of the Sensory Over-Responsivity Inventory (SensOR; Miller,
unpublished). The SensOR had been designed as one component
of a larger tool, providing parent report of sensory responses
within the range of sensory domains. V1.4 was the outgrowth
of content validity, field testing, and item analysis completed on
earlier versions. This version was shown to have high internal
consistency (Cronbach’s α = 0.65 to 0.88) and strong construct
validity, distinguishing between SOR and typical responsiveness
within each sensory domain (p < 0.001 for each domain; Schoen
et al., 2008). Items on this tool addressed sensory responses across
tactile, auditory, visual, olfactory, gustatory, and movement-
proprioceptive sensory domains. While still in development at
the time of its use, this tool was considered optimal for that
study because of the focus on the over-responsive type of sensory
modulation dysfunction. Established sensory-processing tools at
that point in time failed to clearly distinguish between over-
responsiveness and under-responsiveness. Koziol and Budding
(2012) had identified this shortcoming as problematic. Scores
across sensory category, and the total SensOR score were
compared with scores obtained from a typical sample.

The Revised Children’s Manifest Anxiety Scale (RCMAS;
Reynolds and Richmond, 2005), a behavioral measure of anxiety,
was used to assess anxiety in Study 1. The RCMAS is a 37-item
self-report tool appropriate for use with children ages 6 to 19.
This tool provides scores across three subscales, physiological
anxiety, worry/oversensitive, and social concerns/concentration,
and a total score. Each subscale and the total score have
been shown to have moderate to high internal consistency
(α = 0.69, 0.84, 0.72, and 0.89, respectively) (Muris et al.,
2002). There are 28-items measuring anxiety, and an additional
nine items making up a lie or social desirability score. High
RCMAS scores are consistent with greater anxiety. High lie scale
scores are interpreted to reflect inconsistent, inaccurate, or other
problematic responding styles from the child. There is no overlap
between RCMAS items and SensOR items, but some overlap
exists between RCMAS items and diagnostic symptoms of ADHD
(e.g., RCMAS items “It is hard for me to keep my mind on my
school work” and “I wiggle in my seat a lot” share features of both
inattention and increased activity that parallel ADHD diagnostic
items). Higher scores on the RCMAS indicate greater levels
of anxiety. Six-month test–retest reliability indicates stability in

scores for all subscales (rs = 0.52 to 0.68, p ≤ 0.01; Turgeon
and Chartrand, 2003). Our approach with this tool was to have
parents read aloud the items to their child, and have the child
circle a “yes” or “no” to reflect their response.

Our findings in this study supported the work of Parush
et al. (2007) in documenting that children with ADHD could be
differentiated based on their response to sensation. Parush et al.
(2007) focused their study on tactile defensiveness, suggesting
that their findings indicated atypical central processing of
somatosensation possibly related to disruptions in central
nervous system inhibitory systems. Like Parush et al. (2007),
we identified two sub-groups of children with ADHD: those
with ADHD and SOR (ADHDs) and those with ADHD but no
SOR (ADHDt). Further, we found that children with ADHDs
more frequently exhibited anxiety within a clinically significant
range than did children with ADHDt (Reynolds and Lane, 2009).
If atypical neural inhibitory mechanisms play a role in tactile
defensiveness, as suggested, it is possible that faulty inhibitory
mechanisms are at play for both the SOR and high anxiety
we identified in our work. In a systematic review, Levy had
suggested that the anxiety identified in some children with
ADHD might be explained by faulty prefrontal cortex and
hippocampal gating, or inhibition, of amygdalar activity (Levy,
2004). Our work adds support to this possibility. Interestingly,
reductions in the inhibitory neurotransmitter GABA have been
identified in cortical regions that include the somatosensory and
motor cortices, in children with ADHD (Edden et al., 2012). It
is possible that GABA plays a role in the combination of SOR
and anxiety we found in children with ADHD. Unfortunately, we
were not able to assess these neurobiologic possibilities. However,
our identification of a relationship between SOR and anxiety in
children with ADHD had not been previously identified, and
we suggested that SOR should be considered as an additional
dimension within the diagnosis of ADHD.

Study 2 (Reynolds et al., 2010):
Moderating Role of SOR
Subsequently we studied the same sample of children with
and without ADHD (n = 48) based on their response to
sensory challenge, measuring sensory responsivity, electrodermal
response (EDR) to sensory challenge, and cortisol at baseline
and following the sensory challenge (Reynolds et al., 2010).
In this study we used a version of the Sensory Challenge
Protocol developed by McIntosh et al. (1999), and described
in detail elsewhere (McIntosh et al., 1999). As an overview,
the protocol provided stimuli within auditory, visual, smell,
touch, and movement domains. Eight stimuli within one sensory
domain were presented in series, using variable inter-stimulus
intervals (10–15 s). Following each set of eight stimuli the
protocol moved to the next sensory domain. Overall the protocol
required approximately 20 min to administer. To adequately
compare changes in cortisol pre- and post-exposure to sensory
stimuli, we collected two salivary cortisol samples, 5-min apart,
before the sensory protocol began (baseline), and seven cortisol
samples post-protocol, each 5 min apart. Salivary cortisol samples
were collected by placing a plain (non-citric acid) cotton
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Salivette (Sarstedt, Newton, NC, United States) under the child’s
tongue for 60 s prior to and following the sensory challenge.
Children rested and watched a silent cartoon during the post-
protocol period.

Our findings pointed to SOR as a moderator variable for
the HPA response to sensory challenge, reflecting a pre-existing
condition/status of the participant. We proposed that children
with SOR were predisposed to respond differently to the
sensory stimuli in this protocol. Interestingly, we found that
the subgroup of children, those with ADHDs, showed typical
cortisol responses, while children with ADHDt had the expected
blunted cortisol response. These findings lead us to suggest
that children with ADHD might be better understood by also
examining sensory responsivity (Reynolds et al., 2010). A blunted
cortisol response, such as we identified in the ADHDt children,
had been identified by previously in children with ADHD as
a whole, and within a population of children with ADHD
and behavioral co-morbidities (King et al., 1998; Maldonado
et al., 2009; Van West et al., 2009). However, these findings
are quite inconsistent across studies (Kamradt et al., 2018).
Kamradt et al. (2018) indicate that a link between the HPA
axis and ADHD had been found for children with severe
externalizing behaviors, and that these behaviors might be the
driver of this relationship. Our findings of sensory responsivity
as a distinguishing feature indicates a need to examine further
this characteristic in children with ADHD. While we did not
find severe externalizing behaviors, the behaviors associated
with avoidance of sensation seen in some children with SOR
might be interpreted as significant externalizing behavior. We
further proposed that this different sensory responsiveness might
influence optimal interventions; perhaps children with both
ADHD and SOR would best respond to a dual approach to
treatment, addressing both the characteristics of ADHD and
those of SOR. This will require additional research.

Study 3 (Lane et al., 2010): Differentiating
SOR and ADHD
Considering that the relationship between anxiety,
neuroendocrine, electrodermal, and behavioral characteristics
of children with ADHD might support a unique dimensional
perspective on ADHD, we further examined our data, to
determine if we could predict group membership among 84
6–12-year-old children with ADHDs, ADHDt, and children
with no diagnosis (typicals; TYP) (Lane et al., 2010). As before,
we used the RCMAS (Reynolds and Richmond, 2005) to
document anxiety and SOR was identified using the SensOR
(Schoen et al., 2008).

The Sensory Challenge Protocol provided the sensory stressor
and we examined EDR and cortisol measures to address our
question. EDR reflects the sympathetic nervous system reaction
to sensation, the stressor in this study. Our protocol included
a 3-min baseline and ongoing EDR measurement during the
sensory challenge protocol and for a 3-min recovery at the
end of the sensory challenge protocol. EDR measurement
used procedures we had successfully used in other studies
(Reynolds et al., 2010), and followed the recommendations of

Fowles et al. (1981). Variables of interest included average tonic
electrodermal activity during baseline and recovery, and mean
EDR magnitude within each sensory domain to examine sensory
reactivity. Not surprisingly, it was necessary to log transform
the data prior to analysis as raw data were positively skewed;
this is typical of EDR data (Dawson et al., 1990, 2007; Boucsein,
1992). As noted earlier, cortisol was sampled twice at baseline
and for seven 5-min intervals following completion of the sensory
challenge protocol.

Using stepwise discriminative analysis we found that anxiety
variables were the strongest predictors, although the overall
model was further strengthened using EDR variables. The
combination of these variables allowed us to correctly classify
85.6% of our total sample into groups that included ADHDs,
ADHDt, TYP, and TYPs. We were able to cross validate this
discriminative function, correctly classifying nearly 45% of all
children. In interpreting these findings we suggested that SOR
be considered a steady state characteristic, driving the child’s
response to environmental sensation. Nigg (2006) had described
the hyperactive/impulsive characteristics of ADHD as related to
reactive control and low level neural responses that are stimulus
driven. We had hypothesized that the sensory responsivity we see
with SOR in children with ADHD may also be related to poor
reactive control. Nigg et al. (2005) both related these behaviors
to meso-limbic dopamine system. While we did not investigate
this, it remains a possibility. Additional consideration of the role
of anxiety, it is also possible that these children experience a
prefrontal/hippocampal gating deficit, such as that suggested by
Levy (2004). Additional research is required.

Study 4 (Lane et al., 2012): SOR and
Anxiety in ADHD – Cause or
Co-existence?
Green and Ben-Sasson (2010) had suggested that over-
responsiveness to environmental sensation may become
associated with other contextual features such as specific
objects and events that surround the sensory stressor. They
further hypothesized that this association, and the individual’s
interpretation of it as both unpredictable and uncontrollable,
could result in general anxiety due to the development of phobias
or avoidance, hypervigilance, hyperarousal (Lane et al., 2012).
Green and Ben-Sasson (2010) termed this the primary SOR
model. Our study utilized a combined data set of children
with ADHD and children with Autism Spectrum Disorder
(ASD) to achieve a large enough sample size (n = 131) to
conduct a path analysis examining the primary SOR model.
As reported above, we used the SensOR (Schoen et al., 2008)
to identify SOR in children with ADHD. The Sensory Profile
(SP; Dunn, 1999) was used for children with ASD. This tool
is also a parent report tool that identifies the child’s response
to everyday sensation. There are 125 items on the SP, grouped
into sensory domains and factors. Scoring identifies sensory
quadrants into which children “fit,” reflecting the interface
between neural threshold and self-regulation/responsiveness.
Cronbach’s alpha for quadrant groupings are moderate to strong
(r = 0.87 to 0.93; Dunn, 2006). For this study, which focused
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on the construct of over- responsivity, we used only the Sensory
Sensitivity and Sensation Avoiding quadrant scores of the
Sensory Profile.

To examine the primary SOR hypothesis we used path analysis
(Wright, 1921). Path analysis is an approach that represents
general linear models as paths; latent variables are used in the
analysis. This approach allowed us to examine mediation models
in which the effect of one variable (the predictor) on an outcome
variable depends on a third, or mediator, variable (MacKinnon,
2008). As such we investigated our hypothesis that response
to sensory challenge would mediate the relationship between
our predictor and outcome variables. We used scores from the
SP or the SensOR Inventory, representing SOR, and baseline
physiological variables reflecting tonic arousal at the start of the
sensory challenge protocol (electrodermal activity and cortisol)
as predictors, and mean EDR magnitude as the mediating
variable. We included recovery electrodermal activity and total
anxiety score as outcome variables reflecting both recovery from
potentially altered arousal levels and generalized anxiety.

We substantiated a link between SOR and anxiety in our TYP
group of children. While there is ongoing controversy relative
to the presence of SOR in children and adults without another
diagnosis, several investigative groups have identified individuals
with SOR and no additional diagnosis (Kinnealey and Oliver,
1995; McIntosh et al., 1999; Reynolds and Lane, 2008; Van
Hulle et al., 2012). We also substantiated a previously described
relationship between SOR and anxiety in children with ADHD
(Reynolds and Lane, 2009; Lane et al., 2010). Thus, initial findings
offered a degree of confirmation of the primary SOR model
proposed by Green and Ben-Sasson (2010), indicating that the
presence of SOR may in fact be one cause of child anxiety.

Beyond these initial findings, our path analysis confirmed
a relationship between SOR and anxiety in TYP children and
children with ADHD. The EDR to sensory challenge fully
mediated the relationship between baseline sympathetic activity
and total anxiety scores. In addition, the EDR partially accounted
for a relationship between skin conductance at baseline and at
recovery. We did not find mediation between baseline measures
(cortisol and SOR) and outcome measures (total anxiety and skin
conductance at recovery). Thus, our path model indicated that
the strength of the child’s response to sensory stimuli, as seen
using the sensory challenge protocol, mediates the relationship
between baseline measures of arousal and attention, and anxiety
and sympathetic nervous system recovery. This too supports
the primary SOR model proposed by Green and Ben-Sasson
(2010) indicating that SOR may be an underlying cause of child
anxiety (Lane et al., 2012). A recent paper by Amos et al. (2019),
also examined this relationship in a group of children with
ASD. These investigators substantiated the primary SOR model,
indicating that SOR and stress were mediators between autistic
traits in the general population and anxiety.

Limitations
There are of course limitations to this body of work. Our
sample sizes were small, with recruitment challenged by our
desire to include children with ADHD but not co-morbid
behavioral or psychological conditions (e.g., ASD, Oppositional

Defiant Disorder). These smaller sample sizes limited our ability
to distinguish between ADHD presentations (that is primarily
inattentive, primarily hyperactive, or combination), as well as
our ability to examine gender differences. Our sample was also
self-referred, and inherent in this is potential selection bias. Our
work in the SPASE lab has been globally focused on sensory
processing, and our interest in sensory processing may have
attracted a unique sample of children. An additional study
limitation was our use of parent report measures to assess
sensory responsivity. While there is support for the validity of
parent report (Diamond and Squires, 1993; Greenfield et al.,
2004), there are also notable problems with this manner of
data collection for some types of behaviors (Ben-Sasson et al.,
2009; Woodard et al., 2012). Additional assessment limitations
relate to the ADHD diagnosis; we did not include tests of
attention or repeat the diagnostic process for children with
a prior diagnosis of ADHD. As these studies were designed
to develop a greater understanding of the dimensions of
ADHD, we did not have a comparison group with only SOR.
In spite of the limitations, our findings lead us to suggest
that SOR is a promising dimension, but that more research
is needed to clarify and substantiate the relationships we
have proposed between sensory processing, anxiety, and stress
responsivity in ADHD.

RESEARCH DEVELOPMENTS IN ADHD
WITH LINKS TO SENSORY
RESPONSIVITY

Research examining the constructs of sensory responsiveness,
anxiety and physiological stress responsivity have continued to
emerge in the ADHD literature, and results have filled in some
of the gaps left by our original work. The purpose of this section
is to succinctly review recent progress in the area of ADHD and
sensory responsivity.

Multiple studies have been conducted replicating earlier
findings that individuals with ADHD have a higher prevalence
of atypical sensory responsivity compared to those without
ADHD (Shimizu et al., 2014; Pfeiffer et al., 2015; Bijlenga et al.,
2017; Panagiotidi et al., 2018). Shimizu et al. (2014) looked
at correlations between sensory processing and modulation
problems (as measured by the Brazilian version of the Sensory
Profile) and behavioral symptomatology in children with and
without ADHD (n = 37 per group). In addition to finding
that children with ADHD had a greater prevalence of atypical
sensory modulation and nearly all other sensory processing
problems, these authors also found strong correlations between
a variety of sensory processing and modulation impairments
and inappropriate behavior and learning responses in children
with ADHD. Although sensory-based sub-groups were not
used in this study, the authors did examine differences in
SP scores between ADHD subtypes (primarily inattentive,
primarily sensory processing domain and ADHD-combined),
but no significant differences were identified. These findings
support the work of Engel-Yeger and Ziv-On (2011) who
also found no significant differences between ADHD subtypes
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using an abbreviated version of the SP in a population of
58 boys with ADHD.

Pfeiffer et al. (2014) sought to determine if the response to
specific sensory domain inputs was associated with inattention
and hyperactivity/impulsivity (core ADHD symptoms) in
children ages 5–10 years. These investigators used the Sensory
Processing Measure-Home Form; a parent report tool that
assesses response to sensation across the range of sensory
domains, social participation and motor planning (Parham and
Ecker, 2007). Similar to other reports, Pfeiffer and colleagues
found greater sensory modulation concerns across all sensory
domains in children with ADHD relative to age-matched
controls. Interestingly, they identified no significant relationships
between sensory modulation scores within visual, auditory,
tactile, proprioceptive, and vestibular domains and inattention
or hyperactivity/impulsivity. These results were concordant with
Ghanizadeh (2011) who summarized the literature in this area
and concluded that DSM-based ADHD subtypes are not distinct
disorders with regard to atypical sensory processing.

While the majority of research investigating atypical sensory
processing and ADHD has been conducted in children, Bijlenga
et al. (2017) investigated the prevalence of sensory over and
under responsivity in adults with and without ADHD. In this
study, 116 adults completed an Adult/Adolescent Sensory Profile
(Brown and Dunn, 2002) along with an ADHD self-rating scale.
As expected, the ADHD group had more sensory symptoms
across all areas of the Sensory Profile and those scores correlated
significantly with ADHD symptom scores. Interestingly, 43%
of adult females had sensory over and/or under responsivity
compared to 22% of adult males, with SOR being more prevalent
in females (32%).

Panagiotidi et al. (2018) also investigated the relationship
between atypical sensory processing and ADHD traits in adults,
using self-report. These investigators collected responses from
two online questionnaires (Glasgow Sensory Questionnaire,
Adult ADHD Self-Report Scale) in a general adult population
(n = 234). Similar to what had already been found in diagnostic
samples, these investigators found an association between ADHD
traits and a higher frequency of sensory difficulties in all
sensory systems (e.g., visual, tactile, and auditory). In this
investigation they found this relationship for both over and
under responsivity. A shortcoming of this study was that no
statistical methods were used to assess gender differences or
potential sensory-based subtypes. Panagiotidi’s work was in part
based on earlier work by Overton (2008) and Panagiotidi et al.
(2017). These investigators had proposed that one potential
neural locus linking ADHD, attentional concerns, and sensory
over-responsivity was atypical multi-sensory integration in the
superior colliculus. Overton (2008) put forth a strong argument
indicating that the superior colliculus was itself over-responsive
to sensory input. This structure drives our response to phasic
sensory changes in the environment and leads us to turn both
head and eyes toward the novel stimulus. Research in both
animals and humans indicates that lesions of the superior
colliculus, or disconnecting it from the prefrontal cortex,
produces distractibility. Panagiotidi et al. (2017) further identified
that individuals with ADHD characteristics showed poor

multisensory integration (auditory and visual), quite possibly in
the superior colliculus, resulting in each stimulus being perceived
independently, and potentially resulting in distractibility. These
investigators acknowledged that the superior colliculus was only
one structure among a network of cortical and subcortical
structures also linked to multisensory integration and detection
of stimulus synchrony and asynchrony.

Similar to the study by Panagiotidi and Colleagues, Ben-
Sasson et al. (2014) used a large normative population to study
ADHD and sensory symptomatology on a continuous scale. In
this study, 922 children were followed from infancy to school
age. Measures included the SensOR (Schoen et al., 2008) and
the ADHD scale on the Child Behavior Checklist (Achenbach
and Rescorla, 2001). The authors used a dimensional clustering
approach to characterize children based on ADHD and SOR
symptoms. Study findings supported prior findings indicating
that SOR and ADHD are often seen together in a normative
sample. Ben-Sasson et al. indicated that nearly half of their sample
with elevated ADHD symptoms also evidenced SOR. Similarly, of
the sample with SOR, 50% also evidenced symptoms of ADHD.
These rates are similar to those found by Bijlenga et al. (2017) the
adult ADHD population and in our previous studies with school
age children (Lane et al., 2010). An intriguing new finding from
this work was that ADHD and SOR identified in early childhood
continued to present into school age; this relationship appears
to be stable across several developmental years. While it is fairly
well established that both ADHD and SOR are conditions that
do not simply resolve with age (Rasmussen and Gillberg, 2000;
Ben-Sasson et al., 2010; Van Hulle et al., 2015), the stability of
their co-occurrence over time specifically suggests stability in the
sensory dimension of ADHD.

Another interesting finding from the Ben-Sasson (2014) study
was that girls with ADHD appeared to be at a unique risk for
having tactile over-responsivity. Previous findings in children
had been somewhat mixed, with some investigators indicating
that girls with ADHD more frequently show tactile defensiveness
(Goldsmith et al., 2006; Bröring et al., 2008), and others finding
no difference between boys and girls (Cheung and Siu, 2009).
Interestingly, Bijlenga et al. (2017) had also found that adult
women with ADHD were more likely than men with ADHD
to show sensory responsivity differences, and within those
differences were more likely to experience SOR.

Given that there is over-lap between behaviors associated
with poor sensory processing and ADHD, there has been
some effort put toward understanding how these behaviors
may change or manifest over time and how they might be
better distinguished from one another. For instance, Yochman
et al. (2013) documented that children with SMD could be
distinguished from children with ADHD using an early form
of the SPM, the Evaluation of Sensory Processing (Johnson-
Ecker and Parham, 2000; Parham and Johnson-Ecker, 2002) and
additional psychophysical tools. Somewhat in contrast to our
findings, these investigators contended that response to sensation
was in fact a means of separating children with ADHD from
children with SMD. Looking at change over the developmental
trajectory, Ben-Sasson et al. (2014) found that children with
ADHD only, SOR only, and Combined ADHD+SOR all showed
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patterns of over- activity and inattention in early childhood
(24–48 months). The SOR-only group displayed a decline in
these symptoms throughout childhood while the ADHD and
ADHD+SOR groups did not. This parallels evidence suggesting
that adults with SMD do not display core deficits in attentional
tasks (Mazor-Karsenty et al., 2015). One explanation for this
trend is that infants who later present only with SOR may
display difficulties with attention and activity levels early on
due to constant over-arousal and hypervigilance toward sensory
stimuli (Ben-Sasson et al., 2014). Another explanation, offered
by Mazor-Karsenty et al. (2015), is that inattention and high
activity levels may be a stable characteristic (trait) of those
with ADHD, while individuals with SOR only may experience
transient states of inattention or altered activity levels under
specific sensory conditions.

Both ADHD and SOR have been shown to have a genetic
link. For ADHD heritability is high (Faraone et al., 2005).
There has been limited investigation into the heritability of
SOR, but Goldsmith et al. (2006) and Van Hulle et al.
(2012) indicate that mothers of children with SOR might
pass on genes related to either SOR or psychopathology.
These investigators reported that SOR exists independent of
other childhood psychopathology, but also commonly alongside
childhood psychopathology. Interestingly they found stronger
correlations between SOR symptomatology and internalizing
symptoms (including anxiety) than with externalizing symptoms
(including characteristics of ADHD).

Brain imaging studies might also offer some insights. While
they have produced some inconsistencies for children with
ADHD, looking across these investigations and the few available
on children with sensory processing disorders uncovers some
interesting overlaps. For instance, Owen and colleagues found,
in children with sensory processing disorders, decreases of
fractional anisotropy in several regions, but of interest is the
superior longitudinal fascicle. Individuals with both sensory
processing disorder (Owen et al., 2013) and ADHD (Liston et al.,
2011) show differences in this region. Examining these tracks in
individuals with both sensory processing disorders and ADHD
could prove to be fruitful.

Since our initial work examining links between sensory
processing, anxiety, and stress responsivity, no other studies
could be identified that have examined these constructs
simultaneously in children or adults with ADHD. Researchers
of HPA functioning in the ADHD population have continued
using a variety of methods for inducing stress and producing
variable results (e.g., Corominas-Roso et al., 2015; Raz and
Leykin, 2015). Kamradt et al. (2018), using meta-analysis,
indicated that no consistent significant association between
ADHD and cortisol reactivity could be found. However,
an identified limitation was a lack of differentiation among
symptom presentations and co-morbidities in the selected
studies. In contradiction to this finding, Corominas-Roso et al.
(2015) found a blunted cortisol response following a social
challenge in those individuals with the ADHD combined
subtype, but not in those with the inattentive subtype. In
our preliminary work we had identified a blunted cortisol
response in those children with ADHD but only in the absence

of concomitant SOR. Thus, there are multiple conflicting
findings relative to HPA responses in adults and children
with ADHD, suggesting a need for additional research both
to explore DSM-based ADHD classifications and sensory-based
subgrouping schemes.

Finally, the overlap between symptoms of anxiety and
ADHD has been widely studied in recent years; and research
suggests that approximately 25% of adults with ADHD also
meet the criteria for generalized anxiety disorder (GAD) and
that approximately 25% of adults with GAD also meet the
criteria for ADHD (Van Ameringen et al., 2011; Piñeiro-Dieguez
et al., 2016; Reimherr et al., 2017). In adult populations,
higher anxiety has been associated with both the combined
type ADHD presentation as well as with greater ADHD
symptomatology (for review see Reimherr et al., 2017). In
children, the rates of overlap may be even higher, with some
studies estimating that 30–40% of clinically referred children
with ADHD have internalizing disorders such as anxiety (Jensen
et al., 2001; Tannock, 2009). In both the pediatric and adult
populations, the combined presence of ADHD symptoms and
anxiety is thought to lead to a more complicated behavioral
manifestation with greater functional impairments. Differential
diagnosis between ADHD and anxiety disorders is an ongoing
challenge in clinical settings (Grogan et al., 2018) and some
researchers have even suggested a distinct ADHD-Anxiety
clinical subtype (Jensen et al., 2001; Reimherr et al., 2017).
Interestingly, both adults and children have demonstrated
a reduction in anxiety symptoms when taking medications
traditionally prescribed for ADHD (i.e., methylphenidate,
atomoxetine), suggesting a potential common neurobiology of
the symptoms comprising each disorder (Snicova et al., 2016;
Reimherr et al., 2017).

Our previous work established a link between SOR and
anxiety (Reynolds and Lane, 2009; Lane et al., 2012) in children
with ADHD, and this link has been well substantiated in other
diagnostic groups of children and adults, particularly those with
ASD (Bart et al., 2017; Carpenter et al., 2018; Syu and Lin, 2018).
Within the ASD literature, testable models have been proposed
that link SOR, anxiety, and autistic traits as well as aspects of
physiological and behavioral stress (Green and Ben-Sasson, 2010;
Amos et al., 2019). As noted earlier, Amos et al. (2019), found that
SOR and stress mediated the relationship between autistic traits
and anxiety, in that the relationship between autistic traits and
anxiety became non-significant after accounting for the effects
of SOR and stress. While no specific models have been proposed
and tested outlining these relationships in the ADHD population,
similar mediating relationships likely exist and warrant further
study in the ADHD field.

DISCUSSION

Years of research have added greatly to our understanding
of ADHD. None-the-less there is a need for, and ongoing
interest in, developing a deeper understanding of this disorder,
to optimally identify risk and better inform treatment. This
is consistent with the intent of the Research Domain Criteria
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(RDoC) delineated by the National Institute of Mental Health
(NIMH) which are designed to support a better understanding of
mental health and ill-health using multiple dimensions (Morris
and Cuthbert, 2012). Here, we have presented a compilation
of findings from our laboratory, examining ADHD behaviorally
and using neurophysiologic markers. Drawing on early work of
McIntosh and co- investigators, we examined response to sensory
challenge in children with ADHD, measuring HPA activity
and EDR secondary to sensory stressors. In addition, we have
examined the relationship between these physiologic measures,
and reports of behavioral sensory over-responsivity and anxiety.
Together our findings suggest that sensory responsivity is
not ubiquitously present in children with ADHD, and they
offer a different perspective on the variability of ADHD.
The co-existence of atypical sensory processing and ADHD
has been documented by a number of other investigators
(Pfeiffer et al., 2014; Shimizu et al., 2014; Bijlenga et al., 2017;
Panagiotidi et al., 2018), providing support for our findings.
Given the call from the NIMH to move toward a more
dimensional diagnostic process for mental health concerns, and
away from the more routine categorical diagnostic process,
we suggest sensory over-responsivity as a dimension in the
diagnostic process.

Our collected findings are of interest. Not all children with
ADHD show SOR, but when they do, the SOR influences
other aspects of behavior. In addition, we have documented
that the presence of SOR moderates the stress response to
sensory challenge for both typical children and children with
ADHD. That is when children identified as having SOR they
release cortisol in response to threat (in this case, sensory
challenge) regardless of the presence or absence of the ADHD
diagnosis. In contrast, children with ADHDt showed a blunted
cortisol response, a finding reported by at least some other
investigators (King et al., 1998; Maldonado et al., 2009;
Van West et al., 2009). Further, although anxiety has been
widely reported to accompany ADHD (Jensen et al., 2001;
Tannock, 2009), in our work we show that anxiety that is
clinically significant is not seen in children without SOR,
whether they have ADHD or not. Finally, we have shown that
response to perceived sensory threat influences the ability of
the child with SOR to restore levels of arousal and attention
to baseline, suggesting that the influence of response to this
threat may itself challenge the child’s ability to regulate his
or her behavior.

An important aspect of the co-occurrence of ADHD and
sensory responsivity comes in the form of an impact on
activity and participation. The three cases presented in our
early work (Reynolds and Lane, 2008) indicated that difficulties
with sensory processing, particularly sensory over-responsivity,
impacted participation in routine, everyday activities. The
negative impact on activity and participation has been shown
by several other investigators, in association with no diagnosis
other than a sensory processing deficit (c.f. Bar-Shalita et al.,
2008; Cosbey et al., 2010; Ismael et al., 2015; Chien et al., 2016)
in children with ASD (c.f. Provost et al., 2009; Hochhauser
and Engel-Yeger, 2010; Reynolds et al., 2011a; Little et al.,
2015; Piller and Pfeiffer, 2016), in children with ADHD (c.f.

Engel-Yeger and Ziv-On, 2011; Reynolds et al., 2011b; Yochman
et al., 2013; Pfeiffer et al., 2014), and to some extent in adults
(c.f. Meredith et al., 2016).

The RDoC encourages investigators to use multiple
methodologies to understand defined constructs, and we
have moved toward this goal with our work. The findings
reported here reflect parameters most closely related to
the arousal and regulatory systems domain of function
in the RDoC, although anxiety and perceived threat also
reflect the negative valence systems domain. As units
of analysis we have used physiologic, behavioral, and
informant-report tools that reflect and relate to sensory
processing in children with ADHD. Based on our work
we have suggested that sensory responsivity may be an
important factor to consider beyond the DSM V diagnosis of
ADHD presentation.

Future Directions
There are several directions that could be taken to develop
a dimensional understanding of ADHD. Two of these more
closely examine anxiety and SOR in children with ADHD. The
first involves more thoroughly embedding our understanding
of these features of ADHD within the context of daily life.
As noted above, this process has begun. Investigations have
been conducted examining the impact of atypical sensory
responsivity in children with ADHD on their participation
in the activities of daily life. Examining the role played
by anxiety has not been undertaken relative to occupation
and participation, and links between anxiety, SOR, ADHD,
and engagement in the occupations of childhood have yet
to be addressed.

The second direction involves embedding this work within
a neurodevelopmental trajectory. This has been done to some
extent in children with SOR and no other diagnosis (Ben-Sasson
et al., 2010), and to a much greater extent in children with
SOR and ASD (c.f. Green et al., 2012; McCormick et al., 2015;
Baranek et al., 2018; Williams et al., 2018). No longitudinal
studies could be found examining sensory over-responsivity, or
sensory processing deficits, in children with ADHD.

Overall there is greater depth and breadth in investigations
of sensory processing concerns and their relationship with
the diagnosis of ASD. This is to be expected as sensory
responsivity differences form one component of the
DSM V diagnostic criteria for this disorder. This body of
literature is vast, and it is beyond the intent of this paper
to summarize the work that has been done. However, it
may be important to look to that literature and consider
its application in understanding the dimension of atypical
sensory responsivity in children with ADHD. In doing
so we may gain a better understanding of specific neural
systems and networks underlying both atypical sensory
responsivity and ADHD. In fact, Koziol et al. (2011) have
hypothesized that interactions between the neocortex (sensory
processing, motor programming), basal ganglia (selection of
appropriate perceptions and motor programs), and cerebellum
(sensory and motor modulation) may underlie both atypical
sensory responsiveness and ADHD. Imaging studies, such as
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those conducted by Marco et al. (2013) with children with sensory
processing concerns and autism (Owen et al., 2013; Chang et al.,
2014) would provide evidence of the relationship between the
behavioral features and neural connectivity, to support or negate
the hypotheses proposed by Koziol et al. (2011).

CONCLUSION

In conclusion, it is time to take a dimensional perspective
in understanding ADHD and its various manifestations.
There is general agreement that it is, in fact, a dimensional
disorder (Epstein and Loren, 2013), and that through
considering ADHD from a dimensional perspective we
will gain an understanding of the impact on function
and optimize intervention. We may also gain a deeper
understanding of neurobiological differences in this population.
Anxiety has been proposed as one dimension to consider,
and we propose that the atypical sensory modulation is
another dimension that can add to our understanding
of this disorder.
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Objective: The purpose of this study was to evaluate the proof of concept of an
intervention to decrease sympathetic activation as measured by skin conductivity
(electrodermal activity, EDA) in children with an autism spectrum disorder (ASD)
and auditory hypersensitivity (hyperacusis). In addition, researchers examined if the
intervention provided protection against the negative effects of decibel level of
environmental noises on electrodermal measures between interventions. The feasibility
of implementation and outcome measures within natural environments were evaluated.

Method: A single-subject multi-treatment design was used with six children, aged
8–16 years, with a form of Autism (i.e., Autism, PDD-NOS). Participants used in-ear
(IE) and over-ear (OE) headphones for two randomly sequenced treatment phases. Each
child completed four phases: (1) a week of baseline data collection; (2) a week of an
intervention; (3) a week of no intervention; and (4) a week of the other intervention.
Empatica E4 wristbands collected EDA data. Data was collected on 16–20 occasions
per participant, with five measurements per phase.

Results: Separated tests for paired study phases suggested that regardless of
intervention type, noise attenuating headphones led to a significance difference in both
skin conductance levels (SCL) and frequency of non-specific conductance responses
(NS-SCRs) between the baseline measurement and subsequent phases. Overall,
SCL and NS-SCR frequency significantly decreased between baseline and the first
intervention phase. A protective effect of the intervention was tested by collapsing
intervention results into three phases. Slope correlation suggested constant SCL and
NS-SCR frequency after initial use of the headphones regardless of the increase in
environmental noises. A subsequent analysis of the quality of EDA data identified that
later phases of data collection were associated with better data quality.

Conclusion: Many children with ASD have hypersensitivities to sound resulting
in high levels of sympathetic nervous system reactivity, which is associated with
problematic behaviors and distress. The findings of this study suggest that the use of
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noise attenuating headphones for individuals with ASD and hyperacusis may reduce
sympathetic activation. Additionally, results suggest that the use of wearable sensors to
collect physiological data in natural environments is feasible with established protocols
and training procedures.

Keywords: hyperacusis, autism spectrum disorder (ASD), noise-attenuating headphones, noise canceling
headphone, electrodermal responses (EDR), autonomic nervous system, stress, anxiety

INTRODUCTION

Unusual responses to sensory stimuli are experienced by up
to 90% of individuals with autism spectrum disorder (ASD;
Ben-Sasson et al., 2009). Although it is unclear as to whether
sensory processing difficulties are a trait of ASD or a trait of
comorbid disorders (Landon et al., 2016), behavioral responses
to sensory stimuli have become so prevalent, that the most
recent criteria in the Diagnostic and Statistical Manual of Mental
Disorders 5th edition (DSM-V) for ASD added a diagnostic
component of hyper- and hypo- reactivity to sensory stimuli
(American Psychiatric Association, 2013). When studying the
neurobiological differences in those with sensory difficulties,
research indicates those with sensory over responsivity (SOR),
or hypersensitivities, present with atypical sympathetic and
parasympathetic functions of the nervous system (Miller
et al., 2009). Of the various sensory responses, one of the
most commonly reported challenges for those with ASD is
hypersensitivity to sound (Baranek et al., 2006; Kern et al., 2006;
Tomchek and Dunn, 2007; Stiegler and Davis, 2010; Bolton et al.,
2012). Despite varying findings when analyzing cortical auditory
sensory processing, neurophysiological studies have consistently
identified atypical neural activity early in the processing stream
in individuals with ASD (Marco et al., 2011).

Common in children with ASD, hyperacusis is a term
used to describe the negative and/or exaggerated response to
environmental stimuli occurring within the auditory pathways
(Asha’ari et al., 2010; American Speech-Language-Hearing
Association, 2016)1. Individuals with hyperacusis have an
increased sensitivity to auditory input (Palumbo et al., 2018),
and report experiencing auditory information at unbearably loud
levels (Kuiper et al., 2019). Although hyperacusis is one of
the most commonly identified auditory responses in children
with ASD (Rogers et al., 2003), the cause of the disorder is
not fully understood. Research suggests that the relationship
between the central auditory system and the limbic system
contribute to the development of the fear and anxiety frequently
experienced with hyperacusis (Brout et al., 2018). In comparison
to neurotypical peers, research on multi-sensory integration
suggests that children with SOR may not process incoming
information in lower level cortical regions. In conjunction with
difficulties with sensory gating, challenges with modulation
may prevent the central nervous system from appropriately
identifying the intensity, frequency, duration, and complexity
of environmental stimuli lending to issues filtering meaningful
from non-meaningful sounds in the environment (Miller et al.,

1https://www.asha.org/uploadedFiles/AIS-Hyperacusis.pdf

2009). This inability to filter may lead to an overwhelming
amount of incoming stimuli, resulting in hyper-reactions due
to sensory overload (Kuiper et al., 2019). The continual stress
from perceived noxious stimuli and sensory overload can result
in physiological changes (Rance et al., 2017). More specifically,
decreased basal respiratory sinus arrhythmia and basal heart rate
hyperarousal have been associated with social, language, and
cognitive difficulties (Kushki et al., 2014).

Additionally, recent research has examined the role of
medial olivocochlear efferent reflexes (MOC) in hyperacusis.
Findings suggest that when comparing those with ASD with
severe hyperacusis, those with ASD without hyperacusis, and
neurotypicals, the MOC reflexes were twice as strong in
individuals who have ASD with severe hyperacusis (Wilson et al.,
2017). Despite this new understanding of the MOC reflexes and
hyperacusis, research is inconsistent in identifying physiological
differences in auditory pathways in individuals with hyperacusis
(Tharpe et al., 2006; Jones et al., 2009).

Some emerging evidence suggests that SOR, such as
hyperacusis, is associated with decreased inhibitory processes.
For example, a fMRI study found slower habituation in youth
with ASD and SOR in the amygdala and somatosensory cortex
from both tactile and auditory input, as compared to youth
with ASD without SOR (Green et al., 2015). Chang et al.
(2012) found a significant association between electrodermal
activity (EDA) and parent reported problem behaviors on the
Sensory Processing Measure (SPM) Hearing and Total scale
score categories. As discussed previously it is thought that
hyperacusis may be linked to a difficulty in sensory modulation
for children with ASD. Supporting this, Chang et al. (2012)
found that participants with strong sympathetic reactivity were
reported to have behaviors indicative of both over- and under-
responsiveness. Through use of EDA, Schoen et al. (2008) also
found two significant patterns of habituation in response to
sensory stimuli (i.e., tone, strobe light, siren, smell, feather, chair
movement). Within the population of children with ASD, their
results grouped to show: (1) high tonic electrodermal arousal,
high reactivity, and slower habituation; and (2) low tonic arousal,
lower reactivity, and faster habituation.

When researching hyperacusis in adults with ASD, however,
Kuiper et al. (2019) found no significant positive correlation
between habituation rate and self-reported auditory hyper-
sensitivity. Despite habituating at similar rates, it is noted that
those with ASD had a higher skin conductance level (SCL) at
baseline, indicating higher physiological arousal (Kuiper et al.,
2019). Another study examined time-course responses of the
auditory cortex to repeated auditory stimuli, as measured by
magnetoencephalography, between boys with ASD who had
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auditory SOR, boys with ASD without auditory SOR, and
neurotypical peers. The boys with ASD and auditory SOR
exhibited prolonged response duration when compared to the
other groups, suggesting decreased inhibition as found in
abnormal sensory gating or dysfunction of inhibitory neurons
(Matsuzaki et al., 2014). This was further supported in autism
model rats that presented with a decrease in morphological size
of themedial nucleus of the trapezoid body in the superior olivary
complex, which holds an inhibitory role in auditory processing
(Ida-Eto et al., 2017).

Regardless of the underlying cause, hyperacusis has been
associated with anxiety and stress surrounding perceived noxious
auditory stimuli, resulting in strong reactions (Jastreboff and
Jastreboff, 2000; Brout et al., 2018). Illustrating this, children
with ASD are frequently reported to cover their ears to block out
sounds, as well as exhibit anxious or distressing reactions to some
sounds (Rimland and Edelson, 1995; Jastreboff and Jastreboff,
2000). Intense and atypical responses to auditory stimuli can
result in increased stress; avoidance of certain environments and
interactions; decreased participation or engagement in key life
activities and events; and distractibility impacting performance
in home and school (Pfeiffer et al., 2019). These adverse effects on
school performance and social interactions have been reported
to influence overall quality of life (Grinker, 2007; Rowe et al.,
2011; Smith and Riccomini, 2013). In a qualitative study by
Landon et al. (2016), adult participants with ASD and noise
sensitivity (NS) described particular sounds as causing physical
discomfort and frustration. One participant with ASD and NS
described ‘‘. . .the buzzing (of the fluorescent lightbulb) was so
annoying that it got to the point where I couldn’t turn it on. So
I sat there in the dark in my room for half the year because I
couldn’t turn the light on (p. 48)’’. Palumbo et al. (2018) note that
characteristically, individuals with hyperacusis tend to become
hyper-focused on listening for trigger sounds within their natural
environments, resulting in a ‘‘perpetual state of anxiety’’ (p. 2)
while they wait for the noxious stimuli to occur. This hyper-
focused state was reported to cause emotional and physical
discomfort by those with hyperacusis (Palumbo et al., 2018).
In addition to experiencing emotional and physical discomfort,
research indicates that chronic stress associated with hyperacusis
may lead to negative mental and physical health conditions
(McEwen and Gianaros, 2011).

Researchers have also examined the impact of noise on
health in the general population. TheWorld Health Organization
(WHO) reports that environmental noise exposure can lead to a
variety of negative health outcomes including sleep disturbance,
cognitive impairments in children, stress-related mental health
risks, as well as tinnitus (World Health Organization, 2018)2.
Research suggests that autonomic nervous system and endocrine
responses to sound correlate with particular night-time noises
such as road traffic, aircrafts and railway noises, resulting in
increased blood pressure, changes in heart rate, and leading
to the release of stress hormones (Münzel et al., 2014).
Research also suggests that individuals with non-supported
coping strategies, such as children, may experience psychological

2http://www.who.int/sustainable-development/transport/health-risks/noise/en/

stress in addition to physiological imbalance due to noise
(Basner et al., 2014).

Due to the impact on participation and overall quality of
life, a number of interventions that target the reduction of
auditory hypersensitivity have been developed and trialed. One
intervention, the listening project protocol (LPP), proposes to
increase the neural tone to the inner ear muscles. During LPP,
participants spend 45 min per day for 5 days listening to
computer altered acoustic stimuli via headphones. This protocol
was developed with insight from the Borg and Counter model,
which suggests that auditory hypersensitivity in ASDmay be due
to atypical regulation of themiddle ear as it tries to extract human
speech from environmental noise (Porges et al., 2014). Research
on this protocol showed a decrease in auditory hypersensitivity as
well as an increase of spontaneous sharing behavior in children
with ASD (Porges et al., 2014). However, several limitations were
noted; for example, improvements were seen in both treatment
and control groups, suggesting that the social engagement system
utilizedmay have been a confounder. Although some research on
this protocol has been conducted focusing on reducing auditory
hypersensitivity in those with ASD, most of the clinical trials
focus on its impact on emotional regulation and trauma3.

Another method currently utilized to reduce sound sensitivity
in those with auditory hypersensitivities is auditory integration
training (AIT; Sokhadze et al., 2016). Through filtered and
modulated frequencies, AIT aims to suppress the peaks of
frequency by random dampening of high and low frequencies
in order to normalize the sounds and retrain the brain of
someone who is hypersensitive (Sinha et al., 2006). Although
different types of AIT, including the Listening Program,
Berard Method and Tomatis Method are used, there is limited
scientific research to support their ability to decrease auditory
hypersensitivity (Dawson et al., 2007; Miller and Schoen, 2015;
Sokhadze et al., 2016).

Researchers have also tested whether cognitive behavioral
therapy (CBT) can alter learned patterns and behaviors, as
well as faulty ways of thinking, related to particular noises in
the environment. A randomized controlled trial was conducted
in which a licensed psychologist trained in CBT provided
six therapy sessions using CBT principles, psychoeducation,
exposure therapy, applied relaxation and behavioral activation
(Jüris et al., 2014). The use of CBT limits escape behavior by
role playing potential problem scenarios (i.e., loud sounds or
environments with unwanted noises) and learning to be calm
(American Psychological Association, 2018). One of the benefits
of using CBT for those with hyperacusis is the learning of
new behaviors which can be used long after the study and
intervention are completed (Jüris et al., 2014). The limitation of
using CBT for those with ASD and hyperacusis, however, is that it
requires recognition and awareness of the aversive stimuli. Event-
related potential and magnetic field research on ASD (Orekhova
and Stroganova, 2014) suggest that problems only arose when
novel stimuli were outside of the individual’s focus of attention,
suggesting CBT may be limited with those not aware of the
actual trigger.

3https://integratedlistening.com/bing-safe-sound-protocol/
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One common non-invasive intervention to improve the
auditory environments for individuals with ASD are noise-
attenuating headphones, which block sound transmission to the
ears (Pfeiffer et al., 2019). Ikuta et al. (2016) conducted a pilot
study on the effectiveness of noise-canceling (NC) headphones
in children with ASD of varying intelligence. Participants in
this study had difficulty using the NC headphones when they
had hypersensitivity to human voices. As noted previously, one
theory suggests that auditory hypersensitivity in those with
ASD may be due to the inability of the middle ear to filter
human voices from environmental noise (Porges et al., 2014).
Research did find, however, that behavioral responses improved
for children who perceived environmental noises (i.e., noisy
classroom sounds) as noxious (Ikuta et al., 2016). Additionally, a
single case design study identified an increase in attention to task
for a child with ASD and auditory hypersensitivity when wearing
the headphones (Rowe et al., 2011). Although this is often a
low-cost and easily implemented intervention, there is limited
research documenting its effectiveness. Additionally, to our
knowledge, there is no current research examining the impact
of environmental adaptation, such as use of noise-attenuating
headphones, on the core issue of physiological anxiety and stress
exhibited by individuals with ASD and hyperacusis.

Therefore, the purpose of this study was to examine the
proof of concept for two types of noise attenuating headphones
in reducing physiological stress and anxiety in children with
ASD when in natural environments with noise perceived as
aversive. Further investigation examined how the intervention
provided a buffer for children with ASD against the negative
effects of environmental noises on their physiological stress and
anxiety. Historically, research assessing physiological responses
to noise has been conducted in laboratory environments that
does not reflect the natural environment. In children with
ASD, participation in such studies do not accurately reflect
the milieu of auditory stimuli encountered in the real world.
For example, recent research has used fMRI to provide insight
on neuronal correlations of auditory processing, although there
is a loud noise associated with the imaging (Talavage et al.,
2014) that is not typically encountered in natural environments.
These imaging techniques, along with other psychophysiological
measures such as EDA, require the participant to remain
still for the duration of the recording (Boucsein et al., 2012;
Boucsein, 2012; Wilson et al., 2017). Additionally, participating
in these laboratory-based experiments may lead to increased
stress as the child must deviate from his or her typical routine
while in an unfamiliar environment with unfamiliar people.
Because many children with ASD cannot express their distress
in context-specific situations and their actions/reactions are
often misunderstood, outcome measures of environmentally-
based interventions in the natural context of the child are
important to truly understand their experiences. Therefore, in
this study, wearable sensors were used as the primary source
of data collection with the intervention implemented in the
natural environment. Due to complexities of collecting data
within natural environments, we also evaluated the feasibility
of the study measures and the quality of the wearable
sensor data.

MATERIALS AND METHODS

Design
The purpose of this study was to evaluate the proof of concept
for an intervention to decrease physiological stress and anxiety
among children with ASD within their natural environment.
Single-subject multi-treatment design was used to compare two
different noise attenuating headphone devices. These devices
were over-ear (OE) BOSE Quiet Comfort 15 Acoustic Noise
Attenuating Headphones and in-ear (IE) BOSE QuietComfort
20i Acoustic Noise Attenuating Headphones. The headphones
were used to assess if noise attenuation would impact
physiological responses during identified target activities with
noxious auditory stimuli in natural environments. An ABAC
design was used at random, assigning two different sequences of
the intervention to the participants (Group A: ABAC or Group
B: ACAB). Regardless of sequence, participants completed all
four phases including: (1) a week of baseline data collection;
(2) a week of an intervention; (3) a week of no intervention;
and (4) a week of the other intervention. Participants did
not wear the noise attenuating headphones during baseline
or the week of non-intervention. During the 2 weeks of
intervention, either the OE or IE attenuating headphones
were used. Data collection occurred on 20 occasions per
participant, with five measurements per phase. Participants were
randomly assigned to one of two groups, with one group having
phases sequenced ABAC and the other group having phases
sequenced ACAB.

Participants
In total, six children between the ages of 8 and 16 diagnosed
with an ASD completed the study. Participant demographics
are outlined in Table 1. Participants were only included in
the study if they were diagnosed with a form of Autism using
DSM-IV criteria. Diagnosis was confirmed through parent report
and the completion of the Gilliam Autism Rating Scale 3rd
edition (GARS-3; Gilliam, 2013)4. All participants had a score
of 70 or higher, which is indicative of very high probability of
ASD. Additionally, participants had to score in the probable or
definite difference range on the Auditory Filtering and Auditory
Sensitivity Scales of the Short Sensory Profile (SSP; Dunn, 1999)
for inclusion as an indicator of hyperacusis.

Initially, 12 participants responded to recruitment efforts.
However, six dropped out of the study before completing
data collection. Reasons cited for participant drop-out
included feeling overwhelmed or having problems with
using technology; having no access to child during activities
that were noisy and stimulating (i.e., school); confidentiality
issues with conducting the experiment within the school
setting; disruption of child’s routine; lack of time to do the data
collection; constant monitoring of child to prevent destruction
of headphones; and resistance of the child to wear the wristband
collecting data.

4https://www.pearsonassessments.com/store/usassessments/en/Store/Professional-
Assessments/Behavior/Gilliam-Autism-Rating-Scale-%7C-Third-Edition/p/
100000802.html?tab=product-details
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Procedure
Recruitment was conducted through social media, schools with
individuals with ASD, private therapy practices, and community
organizations in the Philadelphia area. Information about the
study was posted on social media sites, such as Facebook.
Flyers were provided to school administration, private therapy
practices, and organizations that support individuals with ASD.
If participants were interested, they contacted the research
coordinator directly.

When an interested participant contacted the researchers,
written informed consent was obtained from the parents of the
participants who also completed a Demographic Questionnaire,
GARS-3, and SSP to determine preliminary inclusion. If scores
on the GARS-3 were 70 or higher, and scores on the Auditory
Scales of the SSP fell in the range of probable to definite
difference, a secondmeeting was scheduled to obtain child assent.
All children provided assent through either verbal (i.e., verbal
response of yes or no) or non-verbal indicators (i.e., nodding
of head). Additionally, after having the child assent language
read to them, the child signed an assent form if they were
able. Once child assent was obtained, an occupational therapy
evaluation was completed to identify activities/environments
that were avoided or caused stress due to auditory stimuli,
and to provide training on data collection methods. Target
environments varied from child to child, including activities
on the playground, playing with drums or video games, going
grocery shopping, as well as other activities with and without
music present (i.e., driving in a car, doing homework). During
the study no was music played into the headphones so that the
function was limited to providing noise attenuation rather than
noise masking. Parents were provided with step-by-step training
for use of equipment and other data collection procedures. See
Table 2 for the Quick Reference Data Collection document
provided to parents (the full Pictorial Direction Manual can be
requested from authors).

TABLE 2 | iPad with data plan instructions: procedures for BOSE data
collection—quick reference.

Getting Started
Step 1: Put wristband on participant @ 20 min prior to start of activity, cover

with sweatband.
Step 2: Turn on iPod.
Step 3: Press wristband power button for 2 s, it will blink green.
Step 4: Open Empatica RT app.
Step 5: Touch “start a new session,” then select Empatica E4 from

device list.
Step 6: Make a Visual Scan of environment.
Step 7: Make a Decibel Reading of environment.

During Session
Step 8: Make a Visual Scan of Environment at middle and end of activity.
Step 9: Make a Decibel Reading at middle and end of activity.

Ending Session
Step 10: Press the red X on Empatica RT App and confirm “ok?” to end

data collection.
Step 11: Remove wristband from participant and store in carrying case.

AFTER
Step 14: Open Notes App on iPod. Complete Momentary Assessment

Questions.
Step 15: Take screen shots of all decibel readings.
Step 16: Close apps. Turn of iPod. Charge unit for next use.
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Children had the opportunity to wear all study-related devices
for a week before data collection began in order to help the
child feel comfortable with the headphones as well as the
wearable sensors within an environment/activity that was not
targeted for the study. Participants who demonstrated refusal
or discomfort after the one-week trial were excluded from the
study. Throughout the study duration, a research team member
checked in with participants regularly and provided technical
support, as needed, throughout the data collection period. A gift
card was given to the parent of a child who participated in the
culmination of the study.

Intervention
Two different types of noise-attenuating headphones, designed
to block out environmental noises, were used during the
intervention phases. The technology used in these headphones
compares and reacts to environmental sounds. When reacting
to the environmental sound, a signal is provided to counteract
the noise in the environment, thus canceling out the noise
in the environment (BOSE, 2018)5. No music was played
into the headphones during the study, so the headphones
solely provided a noise attenuating function rather than
noise masking. Although BOSE provided the equipment for
the study, it is important to note that there are other
organizations that produce headphone equipment that has noise
attenuating features (e.g., QuietComfort, Velodyne, Etymotic
and Westone).

Two types of noise attenuating headphones, IE and OE, were
used during this study. The IE BOSE design used in this research
has built-in ‘‘aware mode’’ technology. This allows the wearer to
switch the processing applied to the microphones on the outside
of each earbud creating an auditory approximation to removing
the headphones (BOSE, 2018). In essence, the wearer could
control how much of the environmental background noise they
could hear or block out. The second, an OE device, did not have
this mode and continually blocked noise in the environment.
During the trial, the children/students wore these headphones
during activities that had either large amounts of auditory stimuli
or during activities that the child found aversive due to their
perception of the auditory stimuli. Five points of data were
collected in the 4 phases of: (1) a week of baseline data collection;
(2) a week of an intervention; (3) a week of no intervention; and
(4) a week of the other intervention.

EDA was collected using an Empatica E4 wireless wearable
wristband device to measure arousal state. This wristband allows
for researchers to receive data either in real-time or up to 60 h
of data through a secure storage system (Empatica, 2018). For
purposes of this study, the Empatica RT App was utilized to
collect EDA data. Momentary assessment data was collected on
types of daily activity, setting, and the number of people in the
environment. This data was collected viaQualtrics on a provided
iPod or iPad mini (Qualtrics, 2019)6. In addition, a visual scan of
the environment was captured on the device’s camera application
while in video mode to confirm reported data. For researchers

5https://www.bose.com/en_us/products/headphones/noise_cancelling
_headphones.html
6https://www.qualtrics.com

to gain insight on actual environmental sound, smartphone
technologies VenueDB app was used to collect decibel readings
two times per session (EarMachine, 2018)7.

Measures
Child Descriptor Measures
All parents of children participating in the study reported
diagnosis based on the DSM-IV (i.e., PDD-NOS, Asperger
Disorder, Autism), as their children were originally diagnosed
using that classification system (American Psychiatric
Association, 2000). Participant ASD diagnoses included Autism
(n = 3), PDD-NOS (n = 2), and Asperger Disorder (n = 1).
Additionally, ASD diagnosis was confirmed through completion
of the GARS-3 (Gilliam, 2013). The GARS-3 is a widely used
instrument to identify ASD and estimate its severity. A GARS-3
Autism Index score of ≥70 was used to confirm diagnosis
(Gilliam, 2013).

The SSP (Dunn, 1999) was utilized to characterize auditory-
specific sensory processing differences of study participants. This
38-item caregiver questionnaire is standardized for children ages
3–10 years. Using a five-point Likert scale, caregivers report
how their child processes sensory information in day-to-day
situations. On the Auditory Filtering subtests, all participants
(n = 6) scored in the ‘‘definite difference’’ category, indicating
difficulty filtering auditory stimuli in comparison to peers
their age. On the Visual/Auditory Sensitivity subtest, three
children scored ‘‘probable difference’’ and three children scored
‘‘definite difference.’’

Outcome Variables
EDA reflects the skin conductance of the palmar sweat glands
controlled by the sympathetic nervous system (Dawson et al.,
2007), a marker of psychophysiological stress and anxiety. EDA
was collected using the wireless Empatica E4, which was placed
on the child’s non-dominant wrist and covered with a lightweight
fabric band to ensure continuous contact between the electrode
and the child’s wrist. The E4 utilized Ag/AgCl dry electrodes and
sampled data at 8 Hz. Although the wrist is a non-traditional
recording site, it has been found to be correlated with standard
measurement locations (van Dooren et al., 2012) and previous
research has utilized this equipment (or its predecessor, the Q-
sensor) to collect EDA from the wrist in children with ASD
(Baker et al., 2015, 2018, 2019; Fenning et al., 2017; Prince
et al., 2017). EDA was recorded continuously throughout the
study, beginning with a minimum of 20 min in order to allow
sufficient buildup of moisture between the electrodes and the
skin, followed by a baseline period and subsequent application of
the experimental condition phase (baseline, IE, no intervention,
OE). In longer-lasting situations, measurement of tonic SCL
and frequency of non-specific skin conductance responses (NS-
SCRs) are themost useful electrodermal measures (Dawson et al.,
2007). It is well-documented that these tonic EDA readings
increase in stressful or anxiety-producing situations (Dawson
et al., 2007).

7https://www.earmachine.com/venuedb/
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Covariates
Covariates were used to adjust for the estimation of the treatment
effects including: presence of other people (1: 1–2 people; 2:
3–5 people; 3: 5–10 people; 4: 10–20 people, and 5: 20 + people);
levels of visual stimuli (1: minimal, 2: moderate, and 3: a lot);
levels of noise (1: quiet minimal, 2: moderate, and 3: a lot); setting
(1: home, 2: community, and 3: school), and average value of the
two decibel readings per session.

Management of Electrodermal Activity
(EDA) Data
For EDA data, the number of NS-SCRs were totaled for each
participant and converted to a rate of fluctuations perminute and
only counted when the amplitude was greater than or equal to
0.05 µs, as suggested by Dawson et al. (2007). Due to the skewed
nature of our SCL andNS-SCR frequency data, and as is common
practice with EDA data (Dawson et al., 2007), the Yeo-Johnson
transformation (Yeo and Johnson, 2000) was applied to both SCL
and NS-SCR frequency prior to modeling.

Data were visualized and downloaded in CSV format from the
Empatica Connect Webportal for analysis. Data were imported
into the BIOPAC program AcqKnowledge and a low-pass filter
was applied to remove artifacts (Boucsein, 2012). Although
ambulatory EDA datasets often preclude traditional quality
assessment (e.g., ‘‘rigorous and methodical visual inspection
and human coding’’; Kleckner et al., 2018, pp. 1461; Boucsein,
2012; Boucsein et al., 2012), traditional visual inspection was
possible due to the limited duration of each data recording in
this study. Data cleaning was completed by hand, offline using
AcqKnowledge to visualize the data in order to ensure deletion of
movement artifacts (SCR data with a rise time <1 s, indicating
an increase too quick to be attributable to physiological
processes) and/or any abrupt drops which likely reflected the
loss of contact between the skin and E4 electrodes. Both
SCL and NS-SCRs were computer-scored off-line using the
BIOPAC program AcqKnowledge and hand-checked to ensure
no skin conductance responses were missed or incorrectly
marked (Boucsein, 2012; Boucsein et al., 2012). Ten percent
of the hand-coded data were double coded to ensure that
the identification of NS-SCRs was reliable, with a minimum
of 90% agreement (calculated as the number of matching
NS-SCRs divided by the total number of NS-SCRs coded by the
researchers). Overall, 88% of data were usable and included for
analysis. Excluded data were flat line waveforms (SCL < 0.1
µs) with zero or few NS-SCRs. The unusable flat-lined data
were due to equipment error/problems and not participants
being electrodermal non-responders (Schoen et al., 2008; Keith
et al., 2018), as other recordings from those participants yielded
usable data. No data from one participant was initially usable;
however, the participant collected a second round of data with
100% usability.

Data Analysis
Analysis of Data Quality
To investigate how data quality varied systematically across
study designs and under different conditions, we used a
random effects ordered logistic model. Random effects models

were chosen because the observations came from the same
participants, violating the assumption of mutual independence.
Ordered logistic models were utilized because the outcome
variable (quality of data) had three ordered categories (1:
not acceptable, 2: acceptable, and 3: highest quality). We
regressed the outcome variable on selected variables, including
the study design factors (intervention sequence: ABAC or
ABAC; study phases: intervention or non-intervention)
and covariates to identify potential associations. Finally, we
conducted the Brant test to investigate the extent to which
the ordered logistic model followed the assumption of parallel
regression with this sample, which requires effects of the
exploratory variables to be consistent across thresholds in the
outcome variable. A cluster-robust estimator was used for
statistical inferences.

Analysis of Preliminary Efficacy
A random-effects model, Moeyaert’s model parametrization
(Manolov and Moeyaert, 2017), was used to evaluate the
intervention’s treatment effects. Radom effects models account
for auto-correlations among observations due to repeated
measurements from the same participants, but can also take into
consideration individual variations; for these reasons, random
effects models are recommended when the main interest is to
estimate the treatment effects of an intervention with repeated
measurements (Manolov and Moeyaert, 2017).

This study adapts Moeyaert et al.’s (2014) multilevel models
(Model 1A and 1B; p. 193). In these model specifications,
the average treatment effects are captured by the mean values
of the outcome variables among the observations during the
specific study phases, adjusted for other covariates. We fitted two
models with transformed NS-SCR frequency and transformed
SCL as the outcomes and selected variables as the predictors
(e.g., study design factors and covariates). We computed the
adjusted average treatment effects using the fitted models and
visualized the data to assist in clear interpretation. To determine
the preliminary efficacy of the interventions, Wald-test was used
to compare the adjusted average treatment effects between and
across phases Although there were six completed cases with
108 observations, we limited our analysis to the acceptable
data, yielding 95 observations across six participants. With this
sample size, the model is limited regarding model complexity
and numbers of independent variables. To better account for
within-person correlations, we used robust estimator, maximum
likelihood, and identity covariance structure in estimations. The
unusable data (excluded andmissing values) are of lower concern
for this data as there were fewer than 12% of unusable values.
Finally, we conducted statistical diagnosis and investigated the
distributions of the residuals. Shapiro–Wilk normality test (W
statistics) and Skewness/Kurtosis test (χ2

(2)) were applied to test
for normality.

Additionally, we conducted supplementary testing
to investigate potential mechanisms through which the
interventions can effect SCL and NS-SCR frequency values.
We hypothesized that the interventions could provide protection
against the influence of decibel level of environmental noises on
SCL and NS-SCR frequency. In other words, we sought to test
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the moderating effects of the interventions on the relationships
between decibel levels and psychohysiological outcomes. To
examine this, we completed the following three steps. First,
the study phases were collapsed into three phases: (1) ‘‘No
Intervention’’ (baseline + washout phases); (2) ‘‘In-Ear’’; and
(3) ‘‘Over-Ear.’’ Second, an additional interaction term between
intervention and decibel reading was created and entered into the
model to investigate the interaction effect. Third, a continuous
time variable was created and entered into the model to adjust
for potential time effects to account for the 4 week duration of
the study. For these analyses, the random-effects model was used
with robust estimator to handle clustering effects as we had to
adjust for covariates, including noise levels, presence of other
people, presence of visual stimulation, and activity types. All
statistics were conducted in Stata 13.

RESULTS

Data Quality Analysis
The ordered logistic model passed the Brant test (χ2

(11) = 13.55,
p = 0.259), suggesting that the model did not significantly
violate the parallel regression assumption. As shown in
Table 3, data quality was significantly associated with Phase 2
(first intervention in sequence), Phase 4 (second intervention
sequence), and presence of other people. More specifically, the
first intervention phase (Phase 2) was less likely to have higher
quality data compared to baseline (Phase 1; 80% lower in odds;
a.OR = 0.20, 95% CI: 0.06–0.65, p < 0.01). In contrast, the
second intervention phase (Phase 4) was more likely to have
higher quality data compared to baseline (197% higher in odds
(a.OR = 2.97, 95% CI: 1.07–8.26, p < 0.05). Additionally, when
an additional unit of people were present (e.g., 1: 1–2 people; 2:
3–5 people; 3: 5–10 people; etc.), the odds of obtaining higher
data quality increased 82% (a.OR = 1.82, 95% CI: 1.48–2.25,
p < 0.01). None of the other study design factors and covariates
(e.g., activity type) significantly correlated with the data quality.

Preliminary Intervention Efficacy
Results indicate that the residuals from both models followed
normal distributions (for transformed NS-SCR frequency:

TABLE 3 | Results of random-effect ordered logistic regression for data quality
analysis.

a.OR SE 95% CI

Group B (vs. A) 1.49 0.27 (0.09, 25.99)
Study Phases

Phase 2 (vs. 1) 0.20∗∗
−2.70 (0.06, 0.65)

Phase 3 (vs. 1) 0.16 −0.80 (0.00, 14.27)
Phase 4 (vs. 1) 2.97∗ 2.09 (1.07, 8.26)

Noise Levels 1.25 0.24 (0.20, 7.92)
Presence of Other People 1.82∗∗ 5.64 (1.48, 2.25)
Presence of Visual Stimulation 0.50 −0.98 (0.13, 1.99)
Activity Types

Stationary (vs. Active) 1.50 0.71 (0.49, 4.59)
Traveling (vs. Active) 3.24 1.21 (0.49, 21.57)

Average Decibel 1.03 1.50 (0.99, 1.08)
Time 1.09 0.40 (0.71, 1.69)

a.OR: adjusted Odds Ratio; ∗p < 0.05; ∗∗p < 0.01.

W = 0.97931, p = 0.14687 and χ2
(2) = 3.49, p = 0.1747; for

transformed SCL: W = 0.99098, p = 0.78370 and χ2
(2) = 0.71,

p = 0.6997). Additionally, none of the predictors in the two
models were significantly associated with the residuals. These
results suggest that the risks of model misspecifications are low.
The results of the model fitting are summarized in Table 4. For
the transformed NS-SCR frequency, the main effect of Phase 2
(β =−0.58, 95%CI:−0.81 to−0.36, p< 0.01) and the interaction
effect between Phase 2 and Group B (β =−0.74, 95% CI:−1.31 to
−0.17, p < 0.05) were significantly associated with the outcome.
In contrast, for transformed SCL, the interaction effect between
Phase 2 and Group B (β = −1.16, 95% CI: −1.91 to −0.42,
p < 0.01), as well as between Phase 4 and Group B (β = −1.19,
95% CI: −2.07 to −0.31, p < 0.01) were significantly associated
with the outcome.

To assist in interpretation, we computed the model-
adjusted average treatment effects across study groups and
study phases, and applied Wald-test (χ2

(1)) to compare their
average treatment effects (see Figures 1A–D). As illustrated
in Figures 1A,B, Groups A and B followed similar patterns
regarding participants’ psychophysiological responses to the
interventions. More specifically, in Group A (Figure 1A),
NS-SCR frequency was significantly lower in Phase 2 (Over Ear)
in comparison with Phase 1 (Baseline; χ2

(1) = 26.35, p < 0.001).
Similarly, in Group B (Figure 1B), NS-SCR frequency was
significantly lower in Phase 2 (In Ear) in comparison with
Phase 1 (Baseline; χ2

(1) = 42.75, p < 0.001), as well as in
Phase 4 (Over Ear) in comparison with Phase 3 (Washout;
χ2
(1) = 12.76, p < 0.001). As illustrated in Figures 1C,D, we

observed similar patterns in the SCL data. Although we did
not find evidence of treatment effects in Group A for SCL
scores (Figure 1C), in Group B (Figure 1D), the SCL scores
were significantly lower in Phase 2 (In Ear) in comparison
with Phase 1 (Baseline; χ2

(1) = 53.72, p < 0.001), as well as
in Phase 4 (Over Ear) in comparison with Phase 3 (Washout;
χ2
(1) = 54.72, p< 0.001).
Additionally, we investigated potential mechanisms in which

the intervention may lower psychophysiological responses. We
hypothesized that the intervention may provide protection such
that when decibel values increased during the intervention
phases both NS-SCR frequencies and SCL remained low. We
fitted two random-effect models with an interaction effect
between intervention phases and average decibel readings
(see Table 5). Although we did not find evidence for the
interaction effect between intervention and environmental
decibel values for the transformed NS-SCR frequency, some
significant relationships were found for the transformed SCL.
Specifically, the interaction effects between decibel and In Ear
(β = −0.02, 95% CI: −0.04 to −0.002, p < 0.05), as well as
decibel and Over Ear (β = −0.02, 95% CI: −0.04 to −0.004,
p < 0.05) were significantly associated with the transformed
SCL scores.

To assist in interpretation, we computed model-adjusted
EDA measures across interventions and over the levels of
environmental decibel readings (see Figures 2A,B for NS-SCR
frequency and SCL, respectively). As illustrated in Figure 2A,
when environmental decibel levels increased, NS-SCR frequency
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TABLE 4 | Results of random-effect model for evaluation of intervention effects on electrodermal activity across study phases.

Transformed NS-SCR Frequency Transformed SCL

Beta SE 95% CI Beta SE 95% CI

Group B (vs. A) 0.76 0.87 (−0.93, 2.46) 1.55† 0.80 (−0.02, 3.12)
Phase 2 (vs. 1) −0.58∗∗ 0.11 (−0.81, −0.36) −0.34 0.37 (−1.08, 0.39)
Phase 2 × Group B −0.74∗ 0.29 (−1.31, −0.17) −1.16∗∗ 0.38 (−1.91, −0.42)
Phase 3 (vs. 1) 0.35 0.66 (−0.95, 1.64) 0.06 0.22 (−0.37, 0.49)
Phase 3 × Group B 0.70 0.80 (−0.88, 2.27) 0.82 0.52 (−0.20, 1.84)
Phase 4 (vs. 1) −0.03 0.58 (−1.15, 1.10) 0.32 0.41 (−0.48, 1.12)
Phase 4 × Group B −0.88 0.68 (−2.22, 0.46) −1.19∗∗ 0.45 (−2.07, −0.31)

†p < 0.1; ∗p < 0.05; ∗∗p < 0.01; the results were further controlled for noise levels, presence of other people, presence of visual stimulation, activity types, and average decibel.

FIGURE 1 | Model Adjusted Back-Transformed Outcomes by Electrodermal Activity (EDA), Study Designs, and Study Phases. (A) Group A Average NS-SCR.
(B) Group B Average NS-SCR. (C) Group A Average SCL. (D) Group B Average SCL. Note. Bold broken lines represent the average values, with thin broken lines
representing the 95% CI. Non-transformed values are presented here to increase interpretability; statistical tests were conducted using transformed data.

increased during the stages without intervention, while NS-SCR
frequencies remained flat during the stages of interventions,
although these differences did not reach statistical significance
at 0.05 during formal testing (joint Wald-Test: χ2

(2) = 2.09,
p = 0.3524). Similarly, in Figure 2B, when environmental
decibel levels increased, SCL increased during the stages
without intervention but remained flat during the stages of
intervention. These differences did reach statistical significance
at 0.05 during formal testing (joint Wald-Test: χ2

(2) = 8.07,
p = 0.0177).

DISCUSSION

Research suggests that difficulties with auditory processing are
more commonly reported than any other sensory disorder in
individuals ASD (Tomchek and Dunn, 2007). Specifically,
hyperacusis, a negative and/or exaggerated response to
environmental stimuli related to auditory pathways (Asha’ari
et al., 2010; American Speech-Language-Hearing Association,
2016), is one of the most identified characteristics of auditory
processing differences. Researchers have identified that auditory
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TABLE 5 | Results of random-effect models for moderation effects of intervention on the relationship between average decibel and electrodermal activity.

Model parameter Transformed NS-SCR Frequency Transformed SCL

Beta SE 95% CI Beta SE 95% CI

Intervention
In Ear (vs. No Intervention) 0.51 1.18 (−1.80, 2.81) 1.39 1.02 (−0.62, 3.40)
Average Decibel 0.02 0.01 (0.00, 0.04) 0.02∗ 0.01 (0.01, 0.04)
In Ear × Average Decibel −0.01 0.01 (−0.04, 0.01) −0.02∗ 0.01 (−0.04, −0.002)
Over Ear × Average Decibel −0.01 0.01 (−0.03, 0.01) −0.02∗ 0.01 (−0.04, −0.004)

∗p < 0.05; the results were further controlled for noise levels, presence of other people, presence of visual stimulation, and activity types.

FIGURE 2 | Model Adjusted Back-Transformed Outcomes by EDA and Intervention Types. (A) Average NS-SCR Frequency. (B) Average SCL. Note.
Non-transformed values are presented here to increase interpretability; statistical tests were conducted using transformed data.

dysfunction may be due to a slower auditory brain stem
response in children with ASD (Lukose et al., 2013; Miron et al.,
2018) and that there are anatomical links between the central
nervous system and the amygdala (Myne and Kennedy, 2018)
contributing to hyperacusis. Although hyperacusis is common
in children with ASD, there is minimal scientific evidence to
support commonly used interventions such as noise attenuating
headphones, which reduces or blocks auditory stimuli in the
environment. Results from the current study provide initial
support for the use of noise attenuating headphones to reduce
psychophysiological stress and anxiety from auditory stimuli,
as measured by EDA. Additionally, results identified a clear
positive relationship between the level of noise and EDA, which
was buffered by the use of noise attenuating headphones.

Despite the neurological links identified between hyperacusis
and ASD in research laboratory settings, to our knowledge, there
is no research examining the impact of interventions in the
natural environment on anxiety and stress levels within this
population. As the greatest levels of over-responsiveness are
found to be in multi-sensory environments full of potentially
unknown experiences (Green et al., 2015), one limitation of
laboratory research is that the testing environment does not
reflect experiences that occur within natural settings. For
example, a child with hyperacusis who has an aversive reaction
to sirens on the highway may begin to associate the car with
negative physiological experiences related to sounds that are

found distressing. Subsequently, this may result in that child
presenting with avoidance behaviors (i.e., tantrums, running
away, crying) in anticipation of the sound when getting into
or traveling in the car, even in the absence of the noise. As
discussed previously, this has shown to increase stress for those
who cannot communicate their feelings and can lead to the child
being misunderstood.

Robertson and Simmons (2015) completed a focus group
examining the sensory experiences of six adults with ASD.
Results identified that all participants reported strong physical
or emotional reactions to sensory stimuli in the environment.
Lack of control over the sensory stimuli was identified as a
factor that increased the perceived level of stress or anxiety.
Prior to this, Smith and Sharp (2013) conducted a qualitative
study in which adults with Asperger Syndrome reported sensory
stress that contributed to strong emotional responses and
coping strategies such as avoidance, fear and social isolation.
Specific to the auditory sensory system, Landon et al. (2016)
conducted qualitative research on adults with ASD and NS.
Participants reported various ways in which hypersensitivity to
noise impacted their participation in their day to day lives and the
emotions experienced due to perceived noxious auditory stimuli.
Despite some participants’ employing strategies such as the use
of earplugs or verbally discussing their discomfort to sounds
with those they knew, escaping from the potential problematic
situation was common. Research indicates that a correlation
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exists among anxiety, SOR and behavior (Mazurek et al., 2013).
Parents and families of children who are over-responsive to
sensory stimuli often report avoiding events and activities due
to the inability to prepare for potential unknown sensory
experiences (Bagby et al., 2012; Demchick et al., 2014; Pfeiffer
et al., 2017; Myne and Kennedy, 2018). A common natural
context for children is school. Noting that the average noise
level in classrooms exceeds WHO noise exposure guidelines,
Keith et al. (2018) found that adolescents with ASD, as well
as their matched neurotypical peers, performed worse on more
difficult tasks when noise was added. Providing individuals with
strategies to manage auditory hypersensitivities has the potential
to aid them in participating in meaningful occupations rather
than experiencing fear and anxiety and engaging in escape
and elopement.

The current study employed the use of noise attenuating
headphones within the natural environments of participants.
On the basis of neural plasticity (Ayres, 1972) and experience-
dependent plasticity (Alwis and Rajan, 2014), it is believed that
active participation in enriched environments promotes neural
change and cognitive behavioral improvements. Research has
indicated that biochemical changes occur from engagement in
meaningful trial and error learning during sensory and motor
tasks (Miller et al., 2009). By decreasing anxiety and stress
through the use of noise attenuating headphones, individuals
can engage in this trial and error learning within their natural
environment. It is further believed that repetition of normal
responses to sensory stimuli creates new neural pathways thus
providing the platform for successful participation in natural
real-world environments (Miller et al., 2009). By providing a
strategy that can be used on a day to day basis, individuals
can develop the experiences and theoretically build the platform
for successful participation. Though limited by small sample
size and quasi-experimental design, past research implemented
in natural environments identified positive behavioral and
academic outcomes when using noise attenuating headphones in
children with learning disabilities (Smith and Riccomini, 2013)
and ASD (Rowe et al., 2011).

Additionally, the majority of evidence is founded in parent
reports via questionnaires and interviews, as well as behavioral
assessment of retrospective videotape analysis (Tomchek and
Dunn, 2007; Myne and Kennedy, 2018). The wearable wireless
technology used in the current study allows for the collection
of physiological data measuring stress and anxiety within
natural environments, creating a real-time picture of events
and experiences of participants. As there are unpredictable
environmental factors, it is important to consider their potential
impact on data collection when using newer measurement
systems such as wearable sensors. Analyses were completed
for the current study on the quality of data collected from
the wearable sensors. Results identified that quality increased
over the course of data collection suggesting improvements
with additional practice in using the technology. Since the
data is collected in natural environments, it is often parents
and caregivers who initiated data collection sessions. Although
there was a high rate (88%) of useable data, additional practice
sessions with the people who collect data may increase the overall

quality when implementing research using wearable sensors.
Additionally, there was an increase in the quality of data when
more people were reported in the environment. It is possible
that this resulted in more support for parents and caregivers
from other people to ensure that data collection methods
were properly implemented (i.e., assistance in maintaining the
devices in proper position; ability to maintain focus on data
collection methods), although this requires consideration in
future research. Most importantly, results identified that neither
the activity of the child nor the environmental setting had an
impact on the quality of data suggesting that this type of data
collection can be used across activity types.

In understanding the physiological responses in conjuction
with the perceived experiences of parents/caregivers and
individuals with ASD, we can develop and design more targeted
interventions for auditory hypersensitivity. Psychologically,
triggers may be more easily identified, and treatment/coping
strategies can be assessed. If an individual can predict when
they will be in an environment leading to this increased
sympathetic activation, they may be able to use previously
identified environmental interventions, such as noise attenuating
headphones or other coping strategies, to continue participation
rather than avoid engagement in important life activities and
events. When triggered by stress, the emotional motor systems
pathway activates one of the branches of the autonomic
nervous system, the hypothalamic-pituitary-adrenal axis (HPA-
axis; Mayer, 2000). The triggering of the emotional motor
systems pathway can lead to emotional feelings and/or vigilance
arousal, autonomic responses, sensory modulation and/or
neuroendocrine responses. As interoceptive and exteroceptive
stress responses occur, the cyclical effects of the triggering of
the emotional motor systems pathways begin once again (Mayer,
2000). Thus, the use of noise attenuating headphones may
decrease physiological responses in perceived auditory aversive
situations, and may also provide opportunity for experiences as
triggering of the HPA-axis may be avoided.

Limitations
Similar to limitations of previous research on this topic, the
study was limited in the sample size. This is due in part to the
substantially varied environments within natural settings and
the individualized nature of participants’ EDA that requires the
use of single-subject design. Another limitation was the high
dropout rate (n = 6; 50%). One suggested method to decrease
drop-out rate would be to reduce the burden of data collection
by using an automated measurement system that is activated
at a designated decibel level, although this does not account
for aversive responses to types of noises vs. levels of noise. In
addition, no data was collected tracking the use of the aware
mode during the IE headphone use. This feature could serve
as a tool to design individualized interventions and should be
explored in future studies.

Future Research
Research has suggested that complete avoidance of sounds can
lead to increased anxiety, therefore exacerbating the negative
effects of hyperacusis (Jüris et al., 2014). Neurologically it is
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suggested that habituation-related plasticity occurs in the central
limb of stress-response circuits allowing the hypothalamic
pituitary adrenal axis to respond normally and possibly habituate
to new environments (Day et al., 2009). Consistent with this
neurological understanding, it has been shown that low levels of
noise exposure may lead to desensitization of unwanted sounds
(Jüris et al., 2014). Therefore, future research should implement
methodology to track the use of the ‘‘aware-mode’’ for the IE
headphones that allows the wearer to turn off the noise-blocking
feature, enabling filtering rather than complete avoidance. This
may prove more beneficial long-term in comparison to OE
headphones without ‘‘aware mode.’’

Although a link has been found between measures of
EDA and parent-report, provider-report, and research-coded
behavioral problems, it is highly recommended that future
research incorporate behavioral measures of stress in order
to examine whether a decrease in sympathetic activity has
any relevant impact on child behavior and attention to task.
Previous research has examined behavioral outcomes of using
NC headphones but did not incorporate measures of sympathetic
activity (Ikuta et al., 2016). Methodology could incorporate
ecological momentary assessment to collect behavioral data in
conjunction with wearable devices to examine the relationship
between noise, sympathetic activity, and behavioral responses.

Additionally, there is a hypothesis in the literature that
internal neuronal noise is a crucial factor influencing perceptual
abilities in ASD. Emerging evidence suggests that high internal
neuronal noise and poor external noise filtering impact
auditory perception in individuals with ASD (Park et al.,
2017). Recent research has implemented new measurement
methods using EEG global coherence to examine the relationship
between internal neuronal noise and the application of external
auditory quasi-Brownian noise vs. absence of external noise
(Mendez-Balbuena et al., 2018). Few studies have examined
the relationship between EDA and EEG. Of those that
have, correlations were found between SCL and specific
EEG waveforms in girls with Attention-Deficit/Hyperactivity
Disorder (Dupuy et al., 2014), as well as between EDA
response amplitude during generalized tonic-clonic seizures

and the duration of postictal generalized EEG suppressions
in individuals with epilepsy (Poh et al., 2012; Onorati et al.,
2017). In order to better understand the influence of auditory
interventions, such as noise attenuating headphones, future
research should examine the relationship between EDA and EEG
global coherence in individuals with ASD during the presence
and absence of targeted interventions. This would further expand
the understanding of the relationship between internal neuronal
noise and external noise filtering that is hypothesized to influence
perceptual abilities.
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