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Editorial on the Research Topic
New insights into high-energy processes on the sun and their geospace
consequences
s

The Sun releases an enormous amount of energy during explosive solar activities, such
as solar flares and coronal mass ejections (Webb and Howard, 2012; Aschwanden et al.,
2017; Benz, 2017). The solar corona can be heated up to tens of millions of degrees
and a large number of charged particles can be accelerated to nearly the speed of light
(Desai and Giacalone, 2016; Reames, 2017). Heated plasmas and high-energy particles
increase solar radiations across the entire electromagnetic spectrum, from radio to gamma-
ray wavelengths, which can have a profound effect on the Earth’s upper atmosphere
immediately after about 8 minutes. These create additional ionization and heating in the
Earth’s upper atmosphere, leading to radio blackout, GNSS signal interferences and tracking
loss, increased drag on spacecraft, as well as affecting the global electric circuit (GEC),
and many other phenomena (Bothmer and Daglis, 2007; Buzulukova and Tsurutani, 2022;
Tacza et al., 2022). Recent studies have demonstrated that the solar flare effects can extend
to the Earth’s magnetosphere via electrodynamic coupling (Liu et al., 2021; Liu et al.,
2024). When the high-energy particles propagate through the interplanetary medium and
arrive at the vicinity of the Earth, known as solar energetic particle (SEP) events, they
can pose hazardous radiation threats to astronauts and spacecraft electronics in space
(Vainio et al., 2009; Shea and Smart, 2012).

This Research Topic aims to collect scientific contributions on high-energy processes
on the Sun and their geospace consequences. Eight research articles and one review are
contained in this electronic book, focusing onmulti-wavelength observations of solar flares,
acceleration and transport of energetic particles, and impacts of solar eruptions on the
coupled magnetosphere–ionosphere–thermosphere system.

Qiu proposed that brightening-dimming sequences in the lower solar atmosphere can be
used to identify the properties of magnetic reconnection or plasma expansion of overlying
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magnetic structures in the corona.This novel method was examined
by the observations of two eruptive flares.

Kuznetsov et al. presented a detailed analysis of an M-
class solar flare on 2023 March 6 utilizing the combined
observations in microwave and hard X-ray (HXR) from the
Siberian Radioheliograph (SRH) and the HXR Imager on board
the Advanced Space-based Solar Observatory (ASO-S/HXI). They
further modeled the microwave emission in the 3D reconstructed
flare loop using the GX simulator, which can provide spatial and
spectral diagnostics of energetic electrons.

Kong et al. modeled the propagation of energetic electrons in
the flare loop by numerically solving the particle transport equation.
They highlighted the effects of turbulent pitch-angle scattering on
the trapping/precipitation and anisotropic distribution of energetic
electrons in solar flares. The simulation results help us understand
the observation signatures of nonthermal HXR and microwave
emissions and the excitation of coherent solar radio bursts.

Tang et al. investigated the impact of the evolution of the electron
energy spectrum and velocity distribution as they propagate along the
flare loop on the electron cyclotron maser instability/emission, one of
the known radiation mechanisms of coherent radio bursts.

Reames reviewed how the abundance of elements can provide
unique insights into the origin of SEPs in both impulsive and large
gradual SEP events. The review discussed the observed properties of
four sources of SEPs and the associated physical processes, including
magnetic reconnection in solar jets and the seed particles for particle
acceleration at CME-driven shocks.

Shalchi discussed the particle transport equation that includes
the physics of pitch-angle scattering by magnetic turbulence. A new
approach was developed to obtain the solutions of the equation,
indicating that the two-dimensional subspace approximation is
equivalent to using the telegraph equation.

Zhou et al. developed a three-component MHD model to study
the evolution of the solar wind from 1 to 150 AU in the heliosphere,
and the numerical simulation results were compared with the
observations fromNewHorizons, Voyager 1 and 2.They highlighted
the effects of Anomalous Cosmic Rays (ACRs) on shock-like
structures of the solar wind in the outer heliosphere.

Zhang and Wang investigated a moderate geomagnetic
storm in 2022 associated with a huge geohazard event
of the Tonga volcano eruption. They utilized GPS total
electron content (TEC) and numerical simulations from the
Thermosphere Ionosphere Electrodynamic General Circulation
Model (TIEGCM) to understand the plasma responses of the
ionosphere-thermosphere coupled system.

Qiao et al. presented the forecast of ionospheric F2 layer (foF2) at
low latitudes using deep learningmodels.The Informer–foF2model
demonstrates better prediction performance in predicting variations

from several hours up to 48 h, compared to the widely used long
short-term memory model.
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Observations and simulations of
large-scale traveling ionospheric
disturbances during the January
14-15, 2022 geomagnetic storm

Kedeng Zhang1,2 and Hui Wang1*
1Department of Space Physics, Hubei Luojia Laboratory, School of Electronic Information, Wuhan
University, Wuhan, China, 2State Key Laboratory of Space Weather, Chinese Academy of Sciences,
Beijing, China

Using the total electron content (TEC) observations from GPS, and simulations
from the Thermosphere Ionosphere Electrodynamic General Circulation
Model (TIEGCM), this work investigates the large-scale traveling ionospheric
disturbances (LSTIDs) and the possible involved drivers during the geomagnetic
storm on January 14-15, 2022. Based on the term analysis of O+ continuity
equation in TIEGCM, it is found that the traveling atmospheric disturbances in
equatorward winds are responsible for the LSTIDs, with minor contributions
from plasma drifts owing to the prompt penetration electric field. A strong
interhemispheric asymmetry of the LSTIDs is observed, whichmight be attributed
to both the equatorward wind disturbances and background plasma. The
stronger wind (plasma) disturbances occurs in the winter hemisphere than that
in the summer hemisphere. The maximum magnitude of LSTIDs in electron
density disturbances occurs at ∼250 and ∼270 km in the northern and southern
hemispheres, respectively, owing to both the thermospheric equatorward winds
and background plasma. An interesting phenomenon that tail-like LSTIDs occur
at the dip equator and low latitudes might be related to the eruption of the Tonga
volcano, but it is notwell reproduced in TIEGCM that deserves further exploration
in a future study.

KEYWORDS

large-scale traveling ionospheric disturbances, interhemispheric asymmetry, GPS-
observed TEC, TIEGCM simulations, equatorward winds

1 Introduction

During the disturbance periods, the interaction between the interplanetary
magnetic field (IMF) carried by the solar wind and the geomagnetic field could
lead to the energy and momentum deposition from the solar wind to the Earth’s
upper thermosphere (e.g., Dungey, 1961). A large amount of energy and momentum
deposition triggers disturbances in the thermo-sphere, traveling to middle and
low latitudes from the source region. The thermospheric wind perturbations
associated with the generated traveling atmospheric disturbances (TADs) could push
the ionospheric plasma upward or downward along the geomagnetic field lines,
causing the enhancement or depletion in plasma, referred to as large-scale traveling
ionospheric disturbances (TIDs). TADs/TIDs appear as wave-like perturbations in
thermospheric/ionospheric observations, i.e., thermospheric meridional winds and density,
ionospheric plasma. Over the past decades, a large variety of TIDs has been observed
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in a series of studies (e.g., Munro, 1958; Hocke et al., 1996;
Balthazor et al., 1997; Shiokawa et al., 2007; 2013; MacDougall
and Jayachandran, 2011; Yin et al., 2019; Zhang K et al., 2019;
Zhang SR et al., 2019; Nishimura et al., 2020), which is a hot topic
in the ionospheric research.

Based on the wavelength, phase speed, and period, TIDs could
be categorized as large-scale and medium-scale (Bruinsma et al.,
2009; Shiokawa et al., 2013). The large-scale TIDs (LSTIDs) have a
period longer than 60 min, a horizontal velocity of 400–1,000 m/s,
and a wavelength larger than 1,000 km, while the medium-scale
TIDs have a period ranging from 15 min to 1 h, a horizontal velocity
of 250–1,000 m/s and a wavelength of hundreds of kilometers
(Afraimovich et al., 2000; Zhang SR et al., 2019). Previous studies
have demonstrated that LSTIDs in the upper thermosphere
could be generated by the geomagnetic activity (i.e., geomagnetic
storm, and substorm) (Pi et al., 2000; Shiokawa et al., 1999; 2003;
2007; Afraimovich et al., 2008; Lei et al., 2008; Nicolls et al., 2012;
Borries et al., 2016; Cherniak et al., 2018; Katamzi-Joseph et al.,
2019; Zhang SR et al., 2019; Jonah et al., 2020).

In the literature, LSTIDs have been observed at high latitudes
(Pi et al., 2000; Shiokawa et al., 2003; Nicolls et al., 2012). Using
Fabry-Perot interferometer (FPI) observed neutral winds and
incoherent scatter radar measured plasma drift at high latitudes
in October 1992 for ∼36 h, Pi et al. (2000) reported outstanding
evidence for TADs and LSTIDs generated by the aurora heating
effects.Utilizing a series ofmeasurements at high latitudes, including
neutral winds from FPI and TEC from GPS, Shiokawa et al. (2003)
found prominent LSTIDs during a major storm event with a
minimum DST index of −358 nT on 31 March 2001. A turning of
the thermospheric meridional winds from equatorward of 94 m/s
to poleward of 44 m/s was observed, indicating an intense poleward
wind in the thermosphere during the LSTIDs. The generation of
poleward wind in the auroral zone could be associated with an
intense substorm. Analyzing the FPI-measured thermospheric wind
for atmospheric gravity waves (AGWs) over Alaska on January 9-10,
2010, Nicolls et al. (2012) reported an event of AGWs with a period
of 32.7 ± 0.3 min, a horizontal wavelength of 1,094 ± 408 km, the
phase speed of 560 ± 210 m/s, propagation azimuth of 33.5 ± 15.8°
east-of-north, which was associated with enhanced auroral activity
and the potential sources might be Joule heating, Lorentz force, and
body forcing of horizontal winds due to auroral activity, etc.

Apart from high-latitude LSTIDs cases, in recent decades,
a large number of studies have been performed to investigate
the LSTIDs at middle and low latitudes (e.g., Shiokawa et al.,
2002; Afraimovich et al., 2008; Lei et al., 2008; Jonah et al.,
2020; Nishimura et al., 2020). Using a comprehensive TEC
observation from GPS and simulation from the Sheffield University
Plasmasphere-Ionosphere Model (SUPIM), Shiokawa et al. (2002)
investigated a prominent LSTIDs detected at 23-24 LT (14-15
UT) during the magnetic storm on 15 September 1999, in Japan
(16°–37° magnetic latitudes, MLat). The nighttime LSTIDs might
be generated by the enhancement of poleward neutral winds which
propagates equatorward. The SUPIM results suggested that the
equatorward movement of poleward wind pulse was linked to
the auroral energy input. Afraimovich et al. (2008) compared the
intensity of LSTIDs with the local electron density disturbances
during the magnetic storm on October 29–31, 2003, and November
7–11, 2004. They found that LSTIDs in TEC were dominated by the

auroral energy, and the TEC variations weremainly attributed to the
electron density disturbances at F2-layer. A numerical simulation
from the coupled magneto-sphere-ionosphere model (CMIT) was
performed and TEC data from GPS in Japan were analyzed to
explore prominent northward LSTIDs and two southward LSTIDs
events during the magnetic storm on 15 December 2006 (Lei et al.,
2008). In their results, the northward LSTIDs were generated in
the southern hemisphere which propagated into the northern
hemisphere, however, two southward LSTIDswere notwell captured
in the model. A series of LSTIDs in ionospheric TEC perturbations
were generated because of the intense magnetic storm on 17 March
2015 (Borries et al., 2016), whichwas induced by the Joule heating in
the auroral region, Lorentz force from the perturbed electric fields,
and aminor particle precipitation effect.The origin, occurrence, and
propagation of LSTIDs over the European onDecember 19–21, 2015
were investigated in Cherniak and Zakharenkova (2018). Twomajor
sources of the LSTIDs, the quiet-time solar terminator passage, and
disturbed-time auroral activity have been reported. Using ground-
and space-based measurements (i.e., Global Navigation Satellite
System receivers, and Swarm satellites) and TIEGCM simulations
during two magnetic storm periods, Jonah et al. (2020) found that
the meridional winds (background ionospheric plasma) played
important roles in the propagation (amplitude) of LSTIDs at middle
and low latitudes. Smaller electron density was correlated with the
smaller amplitude of LSTIDs, and vice versa.

Recently, a moderate geomagnetic storm occurs on January
14-15, 2022. Furthermore, a huge geohazard event of the
Tonga volcano eruption [−20.5° geographic latitudes (GLat),
−174.5° geographic longitudes (GLon)] has great effects on the
ionosphere-thermosphere coupled system. This might complicate
the ionospheric plasma responses. In this work, the TEC data
from GPS, and numerical simulations from TIEGCM are used to
investigate the ionospheric plasma responses during the moderate
geomagnetic storm, which could contribute to the understanding of
the coupling between high- and low-latitudes, between ionosphere
and thermosphere. In the rest of this article, Section 2 introduces the
GPS data and the model; Section 3 gives the results of LSTIDs and
data-model comparison; Section 4 is the discussion about potential
physical mechanisms; Section 5 summaries the results of this work.

2 Data and model

The GPS TEC dataset is obtained from the International Global
Navigation Satellite System Service (IGS) Working Group, which is
created in 1998 (Hernández-Pajares et al., 2009; Panda et al., 2022).
The individual TEC maps are developed by eight Ionospheric
Associate Analysis Centers (IAACs) under IGS. For example, the
University of Bern (CODE, Switzerland), the European Space
Agency (ESA, Germany), the Jet Propulsion Laboratory (JPL,
America), and the University Politechnical Catalonia (UPC, Spain).
The TEC data from IGS is the weighted mean of the eight
analysis centers. The resolution of GPS TEC data in CDF format
is 15 min, 1 and 2 h. A large amount of daily TEC files since 15
January 1998, is stored in IGS. In this work, TEC data with a
resolution of 15 min on January 9-16, 2022 is used to explore the
ionospheric disturbances during geomagnetic activity periods. The
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data could be downloaded from the link: https://cdaweb.gsfc.nasa.
gov/pub/data/gps/tec15min_igs/2022/.

The Thermosphere Ionosphere Electrodynamic General
Circulation Model (TIEGCM) is a three-dimensional time-
dependent model of the coupled ionosphere-thermosphere system.
It was developed at the High Altitude Observatory at the National
Center for Atmospheric Research (NCAR/HAO). The driver of
TIEGCM includes the high-latitude electric field from Heelis
or Weimer models (Heelis et al., 1982; Weimer, 2005), the solar
extreme ultraviolet and ultraviolet spectral fluxes that were
parameterized by the F10.7 index (Richards et al., 1994), the lower
atmosphericmigrating andnon-migrating diurnal and semi-diurnal
tides generated from the Global ScaleWaveModel (GSWM) (Hagan
and Forbes, 2002; 2003), or tides derived from the observations
from the Sounding of the Atmosphere using Broadband Emission
Radiometry and TIDI (Zhang et al., 2018; Wu et al., 2019). The
horizontal resolution is 2.5° GLat × 2.5° GLon. TIEGCM has a
total of 57 pressure levels in the vertical direction, with the lower
and upper boundary of 97 km and ∼700 km (depending on the
solar activity), respectively. In this study, the migrating and non-
migrating tides from GSWM were specified at the lower boundary
and the electric field from the Weimer model was imposed at high
latitudes.

3 Results

3.1 Geomagnetic conditions

Figure 1A depicts the temporal variations of IMF Bz during
the magnetic storm on January 14–16, 2022. It is found that IMF
Bz is northward at 00–12 UT on January 14, with a maximum
magnitude of 8.3 nT. At ∼12 UT on January 14, the northward
IMF Bz starts to turn southward. The southward turning of IMF
Bz arrives at its minimum value of −16.8 nT at 23 UT. Then, the
strong southward IMF Bz quickly turns northward for a magnitude
of ∼10 nT in 30 min. After that, the temporal variations of IMF
Bz oscillate around 0 nT, with an absolute maximum magnitude
of ∼8 nT. Figure 1B shows the temporal variations of Dst index on
January 14–16, 2022. Based on theDst index, themagnetic stormcan
be characterized by three phases, that is, initial, main, and recovery
phases. During the initial phase of 08–12 UT on January 14, the Dst
index is enhanced from 2 nT to 14 nT. During the main phase of
12–23 UT, the Dst index is significantly decreased to −91 nT. Then,
during the recovery phase, the Dst index gets smoothly recovery to
∼−20 nT.

3.2 Data-model comparison

Figures 2A, B show the geomagnetic latitude and UT variations
of TEC observed from GPS and modeled by TIEGCM at −174.5°
geographic longitude (GLon) on January 14–16, 2022.Note here that
Tonga volcanic eruption occurs at −174.5° GLon. The data be-fore
14 UT on January 14 is not shown here, because the Dst index in
Figure 1B starts to decrease to the negative peak at around 14 UT.
The prominent feature of TEC is the strong equatorial ionization
anomaly (EIA), which has been reported in a series of previous

FIGURE 1
The temporal variations of IMF Bz (A) and Dst index (B) on January
14–16, 2022. The text of “Initial,” “Main” and “Recovery” in the bottom
panel are the initial, main, and recovery phases of the magnetic storm,
respectively.

studies (e.g., Lin et al., 2005; Rajesh et al., 2021). During quiet
time, EIA is the region between ±10° and ±15° magnetic latitude
(MLat) across themagnetic equator (center) (e.g., Panda et al., 2018;
Rajesh et al., 2021; Ogwala et al., 2022). As shown in Figure 2A,
during the disturbed time, EIA in both hemispheres expands to
higher latitudes, even to middle and high latitudes. The poleward
edge could be seen at around ±60° MLat and 00 UT/12 LT on
January 15.Themaximumamplitude of TEC in the EIA region could
reach ∼50 TECU at ±15° MLat and 00 UT/12 LT on January 15. At
the dip equator, TEC is much weaker, with a value of ∼30 TECU,
than that in the EIA region. These are the well-known two peaks of
EIA (Lin et al., 2005). At the pre-dawn sector of 14–18 UT/02–06 LT
on January 14, the GPS-observed TEC has an average value of
∼10 TECU, and the significant EIA has not been developed. With
the onset of sunrise, the EIA begins to develop, and the maximum
EIA occurs at around noon of 00–02 UT/12–14 LT on January 15.
After the sunset of 08 UT/20 LT on January 15, the significant
EIA disappears. During the daytime from 18 UT on January 15 to
08 UT on January 16, a similar prominent structure can be seen. An
interesting phenomenon is found when the Tonga volcano eruption
occurs, as indicated by the black star. A northward penetration of
LSTID can be found at the post-dusk sector of 04–12 UT on January
15 after the eruption of Tonga volcano (black star), which seems like
a tail-like structure following the EIA and deserves to explore. This
tail-like structure disappears on January 16.

In Figure 2B, TIEGCM-modeled TEC also has a prominent
character of EIA during daytime. A comparison between
Figures 2A, B shows that the large-scale structure of TEC is similar
to those two. The modeled EIA also expands to middle latitudes of
∼±60°MLat in both hemispheres, and the peaks of TEC also occur at
around 02 UT/14 LT with a magnitude of ∼30 TECU. Compared to
GPS-observed TEC, TEC in TIEGCM seems to be underestimated,
which has been reported before (Shiokawa et al., 2007; Perlongo
and Ridley, 2018) and might be attributed to the following potential
reasons. For example, first, Joule heating tends to be underestimated
in most large-scale models including TIEGCM due to the inability
to capture small-scale features (Shiokawa et al., 2007). Second,
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FIGURE 2
The geomagnetic latitude and UT variations of GPS observed TEC (A) and TIEGCM modeled TEC (B) at −174.5° GLon on January 14–16, 2022. TEC is
given in TECU. The black star in Figure 2A is the time and location of the Tonga volcano eruption.

the supply of O+ ions from the plasmasphere is underestimated
in TIEGCM (Shiokawa et al., 2007). Third, the neutral winds are
also underestimated in TIEGCM, as reported in previous studies
(Perlongo and Ridley, 2018; Zhang et al., 2018). Fourth, the high-
latitude electric field used in TIEGCM is an empirical model, which
predicts only the state of plasma convection at high latitudes for
a given 3-hourly Kp index or 1-min IMF, whereas the real high-
latitude ion convection is much more complicated (Zhang et al.,
2021). However, the large-scale structures of modeled TEC are
similar to that of observed TEC, and a large degree of similarity
between TIEGCM simulations and space-based/ground-based
observations has been achieved in previous studies (Wang et al.,
2012; Perlongo et al., 2018; Zhang et al., 2018; 2021). In summary,
the reliability and stability of TIEGCM have been confirmed. Thus,
it can be used to explore the ionospheric responses during the
disturbed time in this work.

Representing the data-model comparison of the absolute vertical
TEC, the ionospheric disturbances in TEC at −174.5° GLat on
January 14–16 are shown in Figure 3. Note that ΔTEC in logarithm
based on 10 is obtained from the ratio between the storm-time
TEC on January 14–16 and background quiet-time average TEC
on January 9–13. In Figure 3, at 04–16 UT/16-04 LT on January 15,
an outstanding negative storm effect occurs at 15°–30° MLat in the
southern hemisphere. The decrease of TEC might be caused by the
changes in neutral composition owing to the thermospheric heating
(Liu et al., 2014). The upwelling of molecular-rich air due to vertical
advection at high latitudes would lead to a decrease in neutral
composition in the ionosphere, then driven by the equatorward
winds, the disturbance zone of O/N2 would travel to lower latitudes.
The decreases in O/N2 produce the corresponding depletion in
electron density. This TEC depletion follows the eruption of Tonga
volcano. During the eruption, the generated gravity and lamb waves
might release great energy into the ionosphere and thermosphere,
causing disturbances in thermospheric winds (Harding et al.,

2022; Zhang K et al., 2022; Zhang SR et al., 2022). Considering the
reduction of solar radiation during nighttime, the transport effects
due to disturbances in thermospheric winds might lead to the
decrease in TEC, which deserves a further exploration. As indicated
by two black arrows, two LSTIDs events are identified. LSTIDs in
the northern (southern) hemisphere have a phase speed of ∼411
(∼463) m/s, consistent with previous studies (Bruinsma et al., 2009;
Shiokawa et al., 2013; Zhang et al., 2019). An interesting LSTID is
also observed after the onset of the Tonga volcano eruption, as
indicated by the magenta arrow. This tail-like structure follows
the EIA expansion during the daytime (Figure 2A). It has a phase
speed of 347 m/s, which has been disclosed using GNSS TEC data
(Zhang SR et al., 2022).

Previous studies had disclosed that the variations in TEC were
mainly controlled by the changes of electron density at an altitude
of the highest density (hmF2) (Liu et al., 2016). The hmF2 has an
average value of ∼300 km in this work (Figures not shown). Thus,
the UT versus magnetic latitudes of ΔNe from TIEGCM at −174.5°
GLon and ∼300 km is shown in Figure 4. LSTIDs in ΔNe can be
found at 22-02 UT and middle latitudes in both hemispheres, as
indicated by two black arrows. Comparing Figures 3, 4, we can
find that two LSTIDs in ΔTEC are also reproduced in TIEGCM.
The large-scale similarity of the equatorward traveling of LSTIDs
between modeled and observed results is achieved, which ensures
the reliability of TIEGCM in capturing the LSTIDs. However, the
tail-like LSTIDs are not well reproduced in TIEGCM, because
TIEGCM does not include the effects of huge geohazard events, i.e.,
a violent volcano eruption.

4 Discussion

Two LSTIDs have been observed in TEC observations from IGS,
and confirmed in TEC and Ne simulations from TIEGCM. Previous
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FIGURE 3
UT and MLat variations of GPS-observed residual TEC (ΔTEC). The residual TEC is obtained by a ratio between TEC on January 14–16 and the average
TEC on January 9–13. ΔTEC is given in logarithm based on 10. The black and magenta arrows represent the LSTIDs.

FIGURE 4
Similar to Figure 3, but for the TIEGCM modeled residual Ne (ΔNe) at 300 km.

studies have reported that large-scale ionospheric disturbances
might be controlled by several forces, i.e., electric field, auroral
heating, and neutral winds (e.g., Shiokawa et al., 2007; Katamzi-
Joseph et al., 2019). Which one might be responsible for these two
LSTIDs during storm periods? It is still unknown. Using TIEGCM,
the potential drivers of two LSTIDs and their interhemispheric
asymmetry have been disclosed in this work.

4.1 Term analysis of O+ continuity

Similar to the method used in previous studies (Liu et al.,
2016; Qian et al., 2016; Zhang et al., 2021), a term analysis of the
ionospheric O+ continuity equation (see Eq. 1) was performed in
this work, to determine the relative contributions from neutral
winds, chemical processes (including chemical production and loss
rate), plasma drifts, and ambipolar diffusion.

∂N
∂t
= q− βN−∇ ∙ (NV) (1)

where ∂N
∂t

, q, βN, and ∇ ∙ (NV) are the change rate of ionospheric
main ions of O+, chemical production rate, loss rate, and effects
from transport processes (including neutral winds, E × B drifts, and
ambipolar diffusion), respectively. During the magnetic storm on

January 14–16, 2022, the influences from chemical processes (both
chemical production and loss rate) and ambipolar diffusion on O+

changes in the formation of LSTIDs aremuch weaker than that from
E× B drifts and neutral winds (Figures not shown).Thus, only effects
from E × B drifts and neutral winds are investigated in the following.

Figure 5 shows the UT versus magnetic latitudes of total O+

changes due to all forcing terms, E × B drifts, and neutral winds
at ∼300 km and −174.5° GLon. In Figure 5A, the O+ changes due
to forcing terms at middle latitudes in both hemispheres also show
similar structures with LSTIDs in ΔNe at the end of January 14. The
total O+ changes in the traveling path of LSTIDs in the northern
hemisphere have an average value of ∼5 cm−3s−1. In the southern
hemisphere, the average value of the total O+ changes is weaker
(∼2 cm−3s−1) than that in the northern hemisphere. At the end of
January 15, similar LSTIDs in total O+ changes at middle latitudes
in the northern hemisphere can be found, ensuring the occurrence
of LSTIDs in ΔNe.

Previous studies have reported the effects of Lorenz force due
to the penetration of electric field on the equatorward LSTIDs
(Borries et al., 2016). Figure 5B depicts the effects of E × B drifts
on the O+ changes. It can be found that the average value of the
O+ changes is ∼3 and ∼2 cm−3s−1 in the LSTIDs in the northern
and southern hemispheres, respectively. However, there is not a
significant time delay with respect to latitudes. The disturbances of
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FIGURE 5
The magnetic latitudes and UT variations of total residual O+ (ΔO+) (A), ΔO+ due to E × B (B), and ΔO+ due to neutral winds (C) at ∼300 km and −174.5°
GLon on January 14–16, 2022. ΔO+ is obtained by removing the background quiet-time O+. ΔO+ is given in cm−3s−1.

FIGURE 6
UT and MLat variations of TIEGCM-modeled meridional wind disturbances (ΔVN). ΔVN is the difference between VN during the disturbed and quiet
time. ΔVN is given in m/s. Positive value stands for northward winds.

O+ due to E × B drifts occur simultaneously at almost all latitudes
(Zhang et al., 2019). Thus, we can conclude here that E × B drifts
play negligible roles in the equatorward propagation of LSTIDs,
but could contribute to the enhancement of ΔNe (Figure 5B). The
ΔO+ enhancement owing to the plasma transport from E × B drifts
supports the occurrence of LSTIDs.

The neutral winds play important roles in the vertical
movement of ionospheric plasma (Liu et al., 2016; Zhang et al.,
2019). Because thermospheric winds could move the charged
ions upward/downward along the geomagnetic field lines, causing
the enhancement/depletion of ionospheric plasma due to the
chemical recombination (Rishbeth, 1967; Zhang et al., 2012).

To disclose the roles of neutral winds, Figure 5C shows the O+

changes due to neutral winds at −174.5° GLon and ∼300 km
during the disturbed time. In Figures 5A, C corresponding O+

enhancement due to neutral winds occurs at the traveling path
of LSTIDs in both hemispheres. The mean value of LSTIDs in
O+ changes is approximately 6 and 3 cm−3s−1 in the northern
and southern hemispheres, respectively. A comparison between
Figures 5A, C indicates that the LSTIDs in ΔNe is dominated by
thermospheric winds. Figure 6 illustrates the UT and magnetic
latitude variations of meridional wind disturbances at −174.5°
GLon and ∼300 km during disturbed periods. As indicated by
three black arrows, the LSTADs in the equatorward winds can
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FIGURE 7
The vertical profile of ΔNe (A), modeled Ne (B), ΔO+ due to neutral winds (C), and meridional wind disturbances [(D), ΔVN] at −174.5° GLon and 23 UT
on 14 January 2022. The red and black lines represent northern and southern hemispheres, respectively.

be found. The average speed of LSTADs at the end of January 14
in the northern and southern hemispheres is ∼30 and ∼25 m/s,
respectively. The magnitude of LSTADs at the end of January 15 in
the northern hemisphere is smaller (∼20 m/s) than that at the end of
January 14.

The interhemispheric asymmetry of LSTIDs might be attributed
to the meridional wind disturbances, which are stronger in the
northern hemisphere than that in the southern hemisphere. The
vertical plasma drifts due to meridional winds are expressed as
follows (Eq. 2; Zhang et al., 2012):

VV = vncosDcos|I| sin |I| (2)

where VV, vn, D and I are plasma drifts, thermospheric meridional
winds, magnetic declination, and inclination, respectively. In
general, the stronger meridional wind disturbances might mean the
faster vertical plasma drifts. Thus, owing to the faster equatorward
winds, more plasma at lower altitudes can be transported to
higher altitudes where the chemical recombination could be slower,
generating a stronger disturbance in ionospheric plasma density.
Thus, the magnitude of LSTIDs at the end of January 14 is stronger
in the northern hemisphere than that in the southern hemisphere.
Furthermore, the disturbances in meridional winds at the end of
January 15 in the southern hemisphere are not strong enough to
push enough plasma up to higher altitudes, hence the LSTIDs do
not occur.

4.2 Vertical profile

Previous studies have reported the features of LSTIDs observed
at different altitudes, e.g., incoherent scatter radar measurements
at ∼325 km, Swarm-observed plasma at ∼460 and ∼540 km,
CHAMP-observed electron density at ∼400 km, and GPS-observed
TEC (Shiokawa et al., 2002; Lei et al., 2008; Borries et al., 2016).
As discussed before, the thermospheric meridional winds are

responsible for the LSTIDs in both hemispheres via moving plasma
upward along the geomagnetic field lines. In Figure 4, LSTIDs
in ΔNe at ∼23 UT on January 14 are located at approximately
±40°∼±50° MLat. To investigate the altitudinal variations, Figure 7
gives the vertical mean profile of ΔNe, modeled Ne, ΔO+ due
to neutral winds, and meridional wind disturbances (ΔVN) at 23
UT within ±40° to ±50° MLat. In Figure 7A, ΔNe is enhanced at
altitudes higher than 200 km. The maximum intensity of ΔNe is
∼3.5 × 1010 m−3 and ∼1.4 × 1010 m−3 in the northern and southern
hemispheres, respectively. The altitude of maximum ΔNe is at ∼250
(∼270) km in the northern (southern) hemisphere, which might
be attributed to the equatorward winds and background plasma
(Afraimovich et al., 2008). As shown in Figure 7B, the background
plasma density is the strongest at ∼230 and ∼240 km in the northern
and southern hemispheres, respectively. A stronger background
plasma could generate stronger LSTIDs in ΔNe (Ding et al., 2007),
hence the strongest LSTIDs inΔNe at∼250 and∼270 in the northern
and southern hemispheres. During the disturbed period, ΔO+ due
to neutral winds at middle latitudes is negative at low altitudes
below 220 km, and positive at high altitudes >220 km (Figure 7C).
Owing to the thermospheric equatorward winds (Figure 7D), the
ionospheric charged ions are moved upward along the geomagnetic
field lines to a higher altitude with slower chemical recombination
(Zhang SR et al., 2022), resulting in an enhancement of plasma at a
higher altitude above∼220 km. Furthermore, the altitude differences
between the maxima of ΔNe and background plasma is ∼20 and
30 km in the northern and southern hemispheres, respectively. This
interesting phenomenon can be attributed to the wind transport
effects.

An interhemispheric asymmetry also occurs in the altitudinal
profile of LSTIDs in ΔNe. This might be related to two
potential reasons. One is the equatorward wind disturbances,
which shows interhemispheric asymmetry (Figure 7D). The
other might be the stronger background plasma in the
northern hemisphere than that in the southern hemisphere
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(Figure 7B). Owing to both the stronger ΔVN and background
plasma, stronger LSTIDs occur in the northern hemisphere than
that in the southern hemisphere (Zhang SR et al., 2012).The altitude
differences between the maximum ΔNe and background plasma
is smaller in the southern hemisphere than that in the northern
hemisphere.

5 Conclusion

Using observations from GPS, and numerical simulations from
TIEGCM, the LSTIDs in ΔNe and its interhemispheric asymmetry
and altitudinal profile are investigated. Several interesting results are
found.

1. The TIEGCM simulations show that the thermospheric
equatorward winds are responsible for the LSTIDs. The
interhemispheric asymmetry in plasma disturbances is related
to the corresponding asymmetry in the meridional wind
disturbances.

2. The vertical profile of ΔNe is also shown in this work, which is
attributed to both the background plasma and transport effects
from equatorward winds. The interhemispheric asymmetry also
occurs in the altitudinal profile and is attributed to two factors:
the background electron density and equatorward winds.

3. A tail-like LSTIDs is shown in the GPS-observed TEC after the
eruption of the Tonga volcano, however, it is not reproduced
by TIEGCM. The potential reason might be the huge geohazard
event that is not included in the numerical physical model, and
deserve further exploration in the future.
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Anomalous cosmic-rays (ACRs) are thought to be originated from the
acceleration of pickup ions (PUIs) at the termination shock or interplanetary
shocks, and play important role for the plasma dynamics in the outer
heliosphere. Due to limited observation, the effects of ACRs on the solar wind
events is not well known. Under the approximation of spherical symmetry, we
have developed a three-component magneto-hydrodynamic (MHD) numerical
model that contains solar wind plasma, interstellar neutral atoms and ACRs, to
investigate the evolution of the solar wind within a heliocentric distance from
1 to 150 astronomical units (AU). We use the solar wind observations from the
OMNI database with the time from 2010.5 to 2016.0 (decimal years) at the inner
boundary, and the effect of ACRs on the propagation of the solar wind events
are compared with the observations from the spacecrafts of New Horizons,
Voyager 1 and 2. The results show that ACRs may decrease the speed of the
solar wind shocks to some extent, and the effect is positively correlated with the
diffusion coefficient; a larger diffusion coefficient leads to a more pronounced
effect. Moreover, the ACRs has a dissipation effect on the shock-like solar wind
structures, and may play important roles on the dynamics of solar wind in the
outer heliosphere.

KEYWORDS

anomalous cosmic rays, MHD, heliosphere, interplanetary shock, pickup ions

1 Introduction

The heliosphere is a huge bubble or magnetosphere-like structure formed by the
interaction between the solar wind plasma and the local interstellar medium (Parker, 1961).
Voyager 1 and 2 detected the termination shock (TS) about 94 and 84 Astronomical
units (AU), where the solar wind is significantly decelerated and heated, and entered the
heliosheath in 2004 and 2007, respectively (Stone, 2005; Richardson et al., 2008). Later, the
two probes crossed the heliopause at a distance of about 120 AU and entered interstellar
medium in 2012 and 2018, respectively (Stone et al., 2019a), at a time when the count rates
of galactic cosmic-rays (GCRs) were rising suddenly and those of the Anomalous Cosmic-
Rays (ACRs) were falling rapidly (Krimigis et al., 2013). In the heliosphere, the solar wind
events such as the co-rotation interaction regions (CIRs) and interplanetary coronal mass
ejections (ICMEs), have a large amount of consequences as they are propagating into the
outer heliosphere. For example, a series of CIRs may form the so-called merged interaction
regions (MIRs) at larger heliocentric distances (≥8AU) (Burlaga et al., 1984).TheMIRsmay
interact with the heliopause and generate interstellar shocks that are expected to accelerate
electrons and produce radio emission that could be detected by the spacecraft in some
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situations. After Voyager 1 crossed the heliopause in August
2012, two forward shocks were respectively detected by the MAG
instrument in 2012.92 and 2014.66, and a suspected reverse shock
was detected in 2013.35 (Burlaga and Ness, 2016); while the plasma
wave instrument detected their corresponding radio emissions as
well (Gurnett et al., 2015).

Attempts have been made to locate the origins of these shocks
inside the heliosphere. Liu et al. (2014) investigated the origin
of an interstellar shock and the radio emissions based on a
one-dimensional Magneto-hydrodynamics (MHD) simulation, and
suggested that the observed radio emissions and associated shock
are the result of a series of ICMEs that detected in March 2012.
However, due to the lack of inclusion of interstellar plasma, the
termination shock and the heliopause were not included in their
model; however, they used the Earth’s magneto-sheath to approach
the inner heliosheath and calculate the propagation time of the
shock.The evolution of the solarwind events in the outer heliosphere
were investigated using a more sophisticated global MHD model, in
which the 1-h resolutionOMNI data at the spherical inner boundary
at 1 AU was used (Fermo et al., 2015); they found that the modelled
termination shock and heliopause are about 30 AU farther away
than the real observations. Their further work showed that the
multiple co-rotating interaction regions play an important role in
the formation of the first forward shock detected by Voyager 1 after
the heliopause crossing, and contribute for the second forward shock
after taking ICMEs into account. (Kim et al., 2017). Richardson et al.
(2017) found that the pressure pulses detected by Voyager 2 in the
heliosheath are correlated with the interstellar shocks by Voyager
1. Based on a spherically symmetric MHD model containing
termination shocks, Guo et al. (2021) performed the numerical
simulations using three solar wind sources (STEREO A and B, and
OMNI) with different longitudes as inner boundary conditions,
and did comparison analyses with the in situ observations of
New Horizons, Voyager 1 and 2 in the outer heliosphere. Their
results indicate the possible connection between the pressure pulse
observed by Voyager 2 and the interstellar shock events observed by
Voyager 1. However, the possible effects of energetic particles, such
asACRs, have not been considered in the consequences of solarwind
events in the outer heliosphere.

Anomalous cosmic rays are singlely-charged ions with energies
from a few MeV to 100 MeV that play an important role in
the outer heliosphere (Giacalone et al., 2022). They are generally
believed to originate from pick up ions (PUIs) that have the
sources of interstellar neutral atoms, and are accelerated by
interplanetary shocks or termination shocks through the diffuse
shock acceleration mechanism (DSA) (Fisk et al., 1974; Pesses et al.,
1981; Gloeckler et al., 1994; Baring et al., 1997; McComas and
Schwadron, 2006). Observations have also shown that the
accelerated PUIs and ACRs can couple with the solar wind plasma
and have an effect on the shock structure in the heliosphere
(Terasawa et al., 2006). Alexashov and Chalov (2004) considered
the effect of ACRs on the outer heliosphere using numerical
simulations, and found that the diffusion of the ACRs pressure
leads to the formation of a smooth shock precursor at upstream
of the termination shock, which in turn further increases the
radial distance of the termination shock. Guo et al. (2018, 2019)
also found that the escape of ACRs across the heliopause into
interstellar medium leads to a contraction of the inner heliosheath,

which can partly explain the observation that Voyager detected the
heliopause earlier than theoretically expected (Stone et al., 2013;
2019b). In addition, the separation of the shock front from the
peak of the ACRs count rate observed by Voyager 2 (Lazarus et al.,
1999) may be due to an interruption in the formation of ACRs
from PUIs via DSA, which leads to the peak convecting with
the solar wind and separating from the shock front (Rice and
Zank, 2000). After crossing the termination shock, Voyager 2
detected a short-term enhancement of the count rate of ACRs,
which has been discussed through the magnetic reconnection,
(e.g., Drake et al., 2010) and the related stochastic acceleration
mechanism (Zank et al., 2015; Zhao et al., 2019); alternatively, itmay
also be related to the temporary increase in shock intensity caused by
the passage of interplanetary shocks through the termination shock
(Guo et al., 2022).

In this paper, we will investigate the effect of ACRs on solar
wind propagation under realistic solar wind conditions by means
of numerical simulations, in which the solar wind plasma, neutral
atoms, and ACRs are coupled based on the MHD-neutrals-ACRs
combined equations under spherical symmetry approximation. The
solar wind from OMNI-database will be used as the inner boundary
condition, and the effects of ACRs on the solar wind will be
discussed in comparison with observations from New Horizons,
Voyager 1 and 2.

2 Numerical model

In this model, the solar wind plasma is governed by the ideal
MHD equations, and the ACRs are treated as mass-less fluid
with pressure only and are governed by the diffusion equation in
which the distribution function is isotropic and energy-averaged
in phase space. The interstellar neutral atoms are fixed as the
background inflow and have the charge-exchange with the solar
wind protons. All variables of the solar wind are assumed to
be spherically symmetric, that is, they depend exclusively on the
heliocentric distance r, and the spherical derivatives (∂/∂ϕ = ∂/∂θ)
are zero in the polar coordinates (r,θ,ϕ). so that the solar wind
flows along the radial direction near the ecliptic plane, being
without the side impact of longitudinal and latitudinal flows.
Under these approximations, the normalized equations are written
as follows:

∂ρ
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+ 1

r2
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∂r
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2
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2
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r2
+QMr, (2)

∂(ρuϕ)
∂t
+ 1

r2
∂
∂r
[r2 (ρuruϕ −BrBϕ)] =

ρuϕur −BϕBr

r
+QMϕ, (3)

∂Bϕ

∂t
+ 1

r2
∂
∂r
[r2 (urBϕ −Bruϕ)] = −

uϕBr −Bϕur

r
, (4)

∂
∂r
(r2Br) = 0, (5)

Frontiers in Astronomy and Space Sciences 02 frontiersin.org17

https://doi.org/10.3389/fspas.2024.1350209
https://www.frontiersin.org/journals/astronomy-and-space-sciences
https://www.frontiersin.org/journals/astronomy-and-space-sciences#articles


Zhou et al. 10.3389/fspas.2024.1350209

FIGURE 1
From top to bottom, the radial profiles of the solar wind density, velocity, magnetic field strength, and the total pressure of solar wind and ACRs, at the
year 2012.5. The black and red solid curves are the results with ACRs and without ACRs, respectively. The positions of New Horizons, Voyager 1 and 2
are shown as the three blue vertical dashed lines. The heliopause is marked as the black vertical dash line for comparison.
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whereρ,u,B,E represent the plasma density, velocity, magnetic
field, and energy density, respectively. E = P/(γ− 1) + ρu2/2+B2/2,
and PT = P+B

2/2, where P is the thermal pressure of solar wind.
The pressure of ACRs is Pc, and the corresponding energy density
Ec = Pc/(γc − 1). The diffusion coefficient κ is spatially isotropic and
set to be constant in the simulation. Namely, the simulation employs
three diffusion coefficients, κ1 = 5× 10

18cm2s−1, κ2 = 5× 10
19cm2s−1

and κ3 = 5× 10
20cm2s−1,andκ0 indicates no diffusion results. The

plasma adiabatic index is γ = 5/3; the ACRs are considered to be
non-relativistic, so the adiabatic index γc = 5/3. Charge exchange
between the plasma and interstellar neutral atoms is implemented
through the three source terms (QN , QM , QE) (Pauls et al., 1995).
Details of the charge-exchange source terms are expressed in

appendix A of the previous work (Guo et al., 2019). Solar gravity is
included as well, with G being the solar gravitational constant and
Ms the solar mass. The above equations are implemented with the
MUSCL numerical scheme (van Leer, 1979), in which the extended
HLLC Riemann solver are used (Guo, 2015). Overall, the simulation
code has second-order accuracy for both spatial reconstruction and
time evolution.

The inner boundary is located at a heliocentric distance of
1 AU, and the simulation domain is from 1 to 150 AU, with a
nonuniform grid with a total number of 10,000. The grid size ΔR
is 0.004 AU at the inner boundary, 0.021 AU near the termination
shock (∼90 AU), and 0.034 AU at the outer boundary. Typical solar
wind conditions are initially set at the inner boundary as follows:
number density 10cm−3, radial velocity ur = 400km/s, temperature
T = 5× 104K, and magnetic field Br = 2.8nT. Assuming that the
interstellar neutrals are hydrogen atoms that move along the anti-
radial direction at a constant speed of 26.2 km/s and a temperature
of 6,300K. Their densities follow a typical exponential distribution
(Axford, 1972):

nH = nH0exp(−
r0
r
) (8)
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FIGURE 2
From top to bottom: Time profiles of number density, temperature and bulk flow speed from the observation of New Horizons (red: plasma; green:
PUIs) and the model simulation (blue) during the years 2011.0–2015.0. (A) shows the simulated data without ACRs, while (B) shows data with ACRs.

where nH0 = 0.15cm
−3 is the number density of neutral atoms in

interstellar space, and r0 the penetration depth. Eq. 7 describes the
transport of the cosmic-ray pressure Pc, and was derived from the
Parker transport equation with the assumption of energy-averaged
in phase space, (e.g., Zank et al., 1993; Chalov and Fahr, 1996). The
ACRs pressure Pc is 0 everywhere initially, and the quantity α is
the local injection rate of the ACRs particles from the lower-energy
PUIs (Zank et al., 1993) that depends on shock strength. Similar to
Rice et al. (2000), here we have an α value of:

α = α′exp(−
r0
r
)p (9)

where α′ is a constant that measures the injection efficiency and
generally takes values between 0.1 and 1.0; here it is set to be a
constant of 0.8 near the shock, while zero in the uncompressed
region. We assume that all particle energies can be described
by a distribution function, and we consider energetic particles
with energies larger than 5 keV to be ACRs, so we do not
distinguish between low-energy PUIs and the solar wind (Wang
and Richardson, 2001), and between high-energy PUIs and ACRs
(Eichler, 1979; Zank et al., 1993).The acceleration of PUIs from low-
energy to high-energy (or ACRs) at the shocks are accomplished
by the adiabatic heating term in the RHS of Eq. 7, during which
the solar wind plasma lose energy as a compensation by the
adiabatic cooling term in the RHS of Eq. 6. Once the PUIs are
accelerated to the ACRs at shocks, they will convect and diffuse,
being governed by the simplified Parker transport equation (Eq. 7).
Galactic cosmic rays are not taken into account, because of their
small pressure gradient in the inner heliosphere and their large
diffusion coefficients. Therefore, they do not have a significant effect
on the shock as well as on the simulation results (Rice et al., 2000).

Due to the limitations of the spherically symmetric flow
approximation, the interstellar plasma is not included in the model,
and therefore the heliopause cannot be reproduced. Similar to

the previous approach (Florinski et al., 2004), we apply a constant
pressure at the outer boundary, and a termination shock can be
obtained after evolution. In order to obtain a termination shock
that is stable at around 80–90 AU, we set p = 7.2PISM for the outer
boundary condition, where PISM is the thermal pressure of the
interstellar medium. Free boundary conditions are used for other
variables. Once the initial state is complete, the time-dependent
solar wind data from the OMNI database is imposed at the inner
boundary from the year 2010.5–2016.0, to drive the evolution of
the solar wind along the radial direction. Figure 1 shows the radial
profile of the solar wind quantities at the year 2012.5, with the
black and red curves corresponding to those with ACRs andwithout
ACRs, respectively. The diffusion coefficient of κ2 is applied for
the simulation. The black curve appears more smooth than the red
one near shocks, and it moves into a further distance than the red
one because of the existence of shock precursors (Alexashov and
Chalov, 2004; Guo et al., 2019). For better comparison, the positions
of New Horizons, Voyager 1 and 2 are marked in the figure. These
three spacecrafts are assumed tomove upwind toward the intestellar
neutrals, which is roughly consistent with the reality (Guo et al.,
2021). Note that Voyager 1 is approaching the heliopause which
is located at 121.6 AU from the later observation, the termination
shock is at about 81 AU at the time.

3 Simulation results

3.1 Comparison results with New Horizons

Figure 2 shows the simulation results and the in situ
measurements from New Horizons, with the time ranging from
2011.0 to 2015.0, and the heliocentric distance from 18.7 to 31.3
AU. From the observations, the solar wind density, temperature
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FIGURE 3
(A) Profiles of the number density and flow speed of the solar wind from the years 2013.5–2014.0. The simulation results for the four diffusion
coefficients κ0, κ1, κ2 and κ3, presented by the black, green, orange and blue curves, respectively. The observations from New Horizons are plotted as
red dots. The unit of diffusion coefficient is cm2s−1. Two typical views from 2013.6 to 2013.7 and 2013.87–2013.98 are shown in panels (B, C),
respectively.

and velocity are plotted as the red dotted curves; the density and
temperature of the PUIs are represented by the green dotted curves.
The blue solid curves correspond to the simulation data. Magnetic
field data are not available for New Horizons due to the absence
of magnetometers. We performed the simulations with the model
including ACRs with the diffusion coefficient of κ2 versus the model
without ACRs, and the results are shown in the panels A and B,
respectively. Since New Horizons is located at a lower latitude and
at a distance closer to the Sun than Voyager 1 and 2, the numerical
simulations match the observations of New Horizons much better
than the other two as we will show below. From the comparison
between A and B, we find that the simulation results with and
without ACRs are basically same in large-scale solar wind structures,
and the simulated plasma densities are nearly in the same order
of magnitude as the observed values. Specifically, the observed
densities are higher than the simulation results during most of the
time in the figure. The simulated velocity variation agrees with
the observed large-scale cycle variation with a period of about
1.3 years (Richardson et al., 1994). The simulated temperatures
are much larger than those of the plasma and much smaller than
the temperatures of PUIs, indicating that they are mixed between
those of the solar wind and the PUIs. The number density of the
observed thermal solar wind ions is about 95% over the total
solar wind particles during the period, the calculation yields an
average temperature of 2.12× 105K, which is a little higher than
the simulated averaged temperature of 1.07× 105K. Note that high-
energy PUIs above 5 keV have been classified as ACRs in our model,

whereas the energetic particle instrument of New Horizons has a
detection up-limit for H+ PUIs of 7.8 keV(McComas et al., 2017).
Therefore, in our model, most of the PUIs are considered as part of
the solar wind plasma for simplicity.

Formore details, we select an interval of the time 2013.5–2014.0,
as shown in Figure 3. The black solid curves indicate the simulation
results without ACRs; the green, orange and blue curves correspond
to those with ACRs, with the diffusion coefficients of κ1,κ2 and κ3,
respectively; the red dots indicate the observation data from New
Horizons. In panel A, each large-scale solar wind structure roughly
has a corresponding simulation result, although exact coincidence in
time is not achieved for the currentmodeling. Several shock pairs are
identified, with the typical characteristics of the forward and reverse
shocks, as well as density enhancement in between. Taking the event
from 2013.6 to 2013.7 as an example, shown in panel B, the forward
and reverse shock fronts are respectively pointed by black arrow F1
and red arrow R1. The effects of ACRs on the solar wind evolution
are clearly seen for the three diffusion coefficients. For instance, at
the distance of ∼27 AU, ACRs significantly affect the structure of
shocks with a higher diffusion coefficient corresponding to a slower
shock speed, being compared with the black curves from the non-
ACRs case. This phenomenon is caused by the energy loss of the
shock due to the shock acceleration from the higher-energy PUIs
in the solar wind to the ACRs, which are diffusive and no longer
coupled with the solar wind plasma. Once the ACRs are produced
at shocks and result in an increasing pressure, the thermal pressure
will decrease as a response and lead to a drop of the local sonic speed
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FIGURE 4
Time evolution of the solar wind structure near the 2013.88 shock (shown in Figure 3) at the three radial distances (5, 25 and 50 AU). The red arrows
point to the corresponding positions of the shock front. The dotted curves show the corresponding solar wind structure for a higher neutral density of
0.6cm/m3, with a diffusion coefficient of κ3 = 5× 1020cm2s−1.

and consequently a slowdown in the shock speed in the solar inertial
coordinate. As a result, the shock with higher diffusion case will be
detected later than those from the lower diffusion or the non-ACRs
cases. As the black arrows F1 and F2 indicate in panels B andC, there
is about 1 day gap between the black and blue shock fronts, which
respectively correspond to the two cases of κ0 and κ3.

On the contrary, as the red arrows R1 and R2 mark, the slower
shock speed for the reverse shocks will make the shocks be detected
earlier than those of the lower diffusion cases in the solar coordinate,
due to its opposite propagation direction relative to the expanding
solar wind flow. In panels B and C, there are about respectively
three and 4 days between the two cases of κ0 and κ3. Notice that
some shock-like structures may be identified between the above
shock pairs due to the complicated interaction between the adjacent
merged interaction regions. Here we do not attempt to analyze all of
them since they have relatively small amplitudes.

For more details of the evolution, we trace the forward shock
shownasF2inFigure 3at thethreeradialdistancesof5,25,and50AU,
as pointed by the red arrows in Figure 4. At 5 AU, the shocks begin to
depart from theothers for the three different diffusion environments.
As the distance increases, the separation distances between shocks
become larger, with a higher diffusion corresponding to a slower
shock speed and thus a latter arrival time for a same location. For
example, the shock in the case of κ3 is is detected at ∼3.5 days later
than in the case of no ACRs at 50 AU. There is about 182 days for the
shock propagation from 1 to 50 AU in the case of no ACRs, thus the
deceleration rate is ∼2% for the case of κ3.

The effect of ACRs on the shock may be characterized by the
precursor that persists in the upstream of the shock in a certain

diffusion environment. As the middle panel shows, the green shock
fronts are obviously modulated compared to the other cases with
or without ACRs. Because the PUIs are accelerated to ACRs at the
shock, and further back-scattered into the upstream; the pressure
gradient of ACRs then forms and decelerates the inflow solar wind,
leading to the formation of precursor as a transition from the
supersonic flow to the shock front (e.g., Florinski et al., 2009). The
precursor is highlighted as red color from the green curve for
a better identification. From a diffusion theory, the scale of the
precursor λ is estimated to be κ/U, where U is the convection
speed of the background flow in the shock reference frame. As
the red arrow show, it is calculated that the convection flow speed
in the upstream of the shock is ∼150 km/s in the shock reference
frame, then the scale of precursor is ∼0.2 AU for a given diffusion
coefficient of κ2, which is consistent with the simulation result
of ∼0.35 AU. As for the lower diffusion case of κ1, this scale is
∼0.02, being too short to be reproduced well because of the limit
of local grid spacing of ∼0.01 AU. The large diffusion coefficient
of κ3 corresponds to a scale size of ∼2 AU, which is too large to
be visible because the coupling between the solar wind and ACRs
is very weak.

The density distribution of different interstellar neutral atoms
affects the propagation of the solar wind due to charge exchange,
(e.g., Wang et al., 2000), and the shock propagation speed as well. In
order to evaluate the effects of ACRs, here we make a comparison
with the effects of neutrals. Based on the case of κ0, we test the
effect of interstellar neutral atoms by changing nH0 from 0.15 to
0.6 cm−3 in Eq. (8). Unlike the solo effect of ACRs on shocks, the
enhancement of neutral densities greatly decrease both the solar
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FIGURE 5
Comparison of the solar wind velocity and dynamical pressure in inner heliosheath between the in situ observations by Voyager 2 and the simulation
results. The solid blue curves show the Voyager 2 observations, the thick green horizontal curve in the upper panel shows the plasma oscillations
events detected by Voyager 1, the short green vertical line shows the three shock crossings by Voyager 1, and the green dashed line shows the six
pressure pulse peaks detected by Voyager 2. The red solid curve indicates the simulation data without ACRs, the black solid and green curves are the
simulation results with ACRs and correspond to the diffusion coefficients of κ2 and κ3, respectively. (A–F) mark the positions of the maximum local
dynamic pressure of the MIRs recorded by Voyager 2.

wind and shock speeds because the charge exchange takes place over
all the outer heliosphere. Since ACRs are generated only at the shock
front, they have a relatively small effect on the solar wind plasma
density. However, the shock deceleration effect by increasing 4 times
of neutral density is approximately equivalent to the case of κ3 in the
simulation.

3.2 Comparison results with Voyager 2

We select the variation of solar wind during the years
2011.5–2016.0 for comparison, when Voyager 2 was still located
within the heliosheath (Stone et al., 2019a). As shown in Figure 5,
the blue curves indicate the observations from Voyager 2, the red,
black and green curves correspond to the simulation results with
the cases of κ0, κ2 and κ3, respectively. The six green vertical dashed
lines (labels A-F) roughly mark the positions of the maximum local
dynamic pressure of the MIRs recorded by Voyager 2, which are
thought to correlate with the transient events observed by Voyager 1
in the interstellar medium (Richardson et al., 2017). The thick green
horizontal lines indicate the plasma oscillation events measured by

Voyager 1 in the interstellar medium (Gurnett et al., 2015), and the
solid green vertical lines correspond to the three shock crossing
events (Burlaga and Ness, 2016). It is generally believed that the
first three shock crossing events are in good agreement with the
plasma oscillation events, while the potential plasma shock event
being associated with the fourth plasma oscillation event was not
detected by Voyager 1.

From the comparison, we can see that the simulated solar wind
speed and dynamic pressure are generally lower than the observed
values. For example, in 2012.7, the difference between the observed
and simulated dynamic pressures is 6× 10−5nPa. For each observed
pressure pulse event, we can find a corresponding simulated solar
wind structure that is usually later than the observation. For
example, for the observed dynamic pressure pulse B in ∼2012.1,
the simulations show a rough correspondence with the structure of
the dynamic pressure pulse in ∼2012.4. In addition, the observed
pulses C, D, and E may correspond to the pulse structures of
∼2013.2, ∼2013.6, and ∼2014.6 in the simulations, respectively.
The corresponding observed solar wind speeds are larger than
the simulated solar wind speeds by an average of 100 km/s. This
discrepancy between simulations and observations arises from
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FIGURE 6
The simulated density, velocity and dynamic pressure during the period of 2012.0–2016.0 for Voyager 1. The thick green horizontal lines indicate the
plasma wave events detected by Voyager 1 and the long blue vertical lines mark the time of three shock crossing events.

the complexity of the evolution of the solar wind in the inner
heliosheath, one possibility is that due to the simplification of our
spherically symmetric model, at this time Voyager 2 was flying
at a latitude of about 34°S, which is far from the ecliptic plane
where the model is best applied, and the model itself does not
incorporate the non-radial action flow of the solar wind and does
not take into account the evolution of the solar wind at high latitudes
and its impact on the solar wind at low latitudes, so there is a
large discrepancy in the correspondence between simulated times
and observed times. In addition, the comparison with the plasma
observations of the Voyager 2 spacecraft still remains a challenge
even for the global MHD simulations (e.g., Washimi et al., 2011).

ComparingthesimulationresultswithandwithoutACRs,wefind
that the diffusion effect ofACRs ismore significant on the smoothing
of the shock-like structure of solar wind for a higher diffusion
coefficient. For example, the multiple structures, which are shown
withoutACRs during 2012.0–2012.7,merge into a large structure for
thecaseofκ3,because thescatteringofACRsnearshockswill formthe
shock precursors that finally smooth the adjacent small-scale shock
structures. As expected, a higher diffusion coefficient corresponds
to a wider transition region for a shock. Taking the ∼2013.2 shock
as an example, the black curve shows that a precursor forms in the
upstream of the shock for κ2, with a size of ∼0.3 AU. The green
curve shows that a higher diffusion of ACRs has a more significant

smoothing effect on the shock, with a ∼1 AUwidth for the transition
region. However, the scattering of ACRs near shock does not change
thepropagationspeedof shock-like structuresapparently in the inner
heliosheath, the time correspondence between the simulated solar
wind fluctuations and the interstellar shock signatures prescribed by
Voyager 1 still remains.

3.3 Comparison results with Voyager 1

Voyager 1 became the first probe that entered the interstellar
space when it crossed the heliopause at 121.6 AU in August 2013,
and since then it became possible to measure the local interstellar
medium. However, Voyager 1 can not measure the plasma due to
the disabled plasma instrument since 1980, and it is not possible to
directly compare simulated plasma parameters with observational
data. Due to the limitations of the spherically symmetric model,
we are unable to simulate the interstellar plasma inflow, so that
heliopause is absent and we do not distinguish the inner and outer
heliosheath in the simulation. In the real observations, after Voyager
1 crossed the heliopause, the detected ACRs escape rapidly and their
intensity decreases to the background noise level due to the non-
scatteringenvironmentforACRsinthe interstellarspace(Stone et al.,
2019b). Due to the limit of the model, the heliopause is absent
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and the ACRs are contained all over the simulation domain. The
main purpose of the comparison is to evaluate the possible time
correspondence between the solar wind structures affected by ACRs
and theobserved interstellar shock events, since it is expected that the
solar wind structures will impact with heliopause and generate the
waves propagating in interstellar space (e.g., Mostafavi et al., 2022).

Figure 6 shows the simulated density, velocity and dynamic
pressure results at the Voyager 1 position from the years
2012.0–2016.0. The black vertical dotted line indicates the position
of heliopause at 121.6 AU observed by Voyager 1, the two blue
vertical solid lines indicate the detection of two forward shocks FS1
and FS2, the vertical dashed line indicates a possible reverse shock
RS1 from the magnetic field data (Burlaga and Ness, 2016), and
the green horizontal solid line indicates the four radio emissions
events detected by Voyager 1. As can be seen in Figure 6, there are
corresponding shock-like structures near the three observed shock
crossing events, and the plasmawave events aswell.They are thought
to be linked to the pressure pulses C, D, and E detected by Voyager
2 shown in Figure 5.

Because ACRs are not removed from the simulation in the
interstellar space, the effects of ACRs on the solar wind structures
may be exaggerated. However, the basic profiles of the solar wind
structures look similar whether the ACRs are included or not as
we see from Figures 5, 6. As expected, some local structures are
smoothed by the ACRs during the evolution. For example, during
the period of 2014.6–2015.0, the solar wind structures are seen
in the low diffusion or no ACRs cases, but disappear in the large
diffusion case. For the case of κ2, shock precursors appear near
shocks, being similar to those in Figure 5. As for the highest diffusion
case of κ3, the small shock-like structures all dissipate into a large-
scale compression structure, and no precursors are found as well.
It is no doubt that the high diffusion environment of κ3 is not
consistent with the observation by Voyager 1 because several shocks
have been found in the interstellar space from the magnetic field
measurements. In the reality, the solar wind events will encounter
the heliopause and generate large-scale waves or shocks propagating
into the heliosphere, it is less likely that the smoothing solar
wind structures will lead to the shocks observed in interstellar
medium. Note that the diffusion coefficients are set to be uniform
over all the simulation domain, which apparently is a simplifed
treatment because the diffusion coefficients are expected to vary
with radial distance (hence turbulence) and particle rigidity, (e.g.,
Zhao et al., 2017; 2018). For example, the perpendicular diffusion
coefficients will increase as the magnetic turbulence is enhanced
near termination shocks, leading to the variation of the precursor
for the shock. Similar to the work by Wang et al. (2022), a more
sophiscated model with the turbulence embedded is needed for the
future work, even under a context of global MHD simulation. This
improved treatment will help for a better understanding with the
effects of ACRs on the solar wind events in the outer heliosphere.

4 Summary

Based on the time-dependent plasma-neutrals-ACRs numerical
MHD model, we investigate the effect of ACRs on the evolution of
the solar wind in the outer heliosphere under the realistic solar wind
conditions from the OMNI database. The solar wind data are used

as the inner boundary condition at 1 AU to drive the simulation
ranging from the years of 2010.5–2016.0. The simulated evolution
of solar wind structures are compared with the observations from
the spacecrafts of New Horizons, Voyager 1 and 2. The results show
that ACRs have some effects on the evolution of the shock-like
structures of solar wind in the outer heliosphere. In the supersonic
solarwind region, theACRs are able to reduce the shock propagation
speeds to a certain extent because of the energy loss of solar
wind caused by the diffusive ACRs transformed from the PUIs.
For example, a simulation case shows that there is about 3% of
the deceleration rate with a large diffusion coefficient of κ3 for a
propagating shock observed at 50 AU. In this case, the forward
shocks slow down relative to the non-ACRs cases and are observed
later, whereas the reverse shocks are observed earlier because of its
opposite propagation direction relative to the solar wind flow. Shock
precursors are commonly found at larger heliocentric distances with
the diffusion coefficient of κ2, the smoothing effects will make shock
events less observable compared with the non-ACRs cases.
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The acceleration and transport of solar energetic particles (SEPs) cause their
abundance, measured at a constant velocity, to be enhanced or suppressed
as a function of the magnetic rigidity of each ion, and hence, of its atomic
mass-to-charge ratio of A/Q. Ion charges, in turn, depend upon the source
electron temperature. In small “impulsive” SEP events, arising from solar jets,
acceleration duringmagnetic reconnection causes steep power-law abundance
enhancements. These impulsive SEP events can have 1,000-fold enhancements
of heavy elements from sources at ∼2.5 MK and similar enhancements of
3He/4He and of streaming electrons that drive type-III radio bursts. Gamma-ray
lines show that solar flares also accelerate 3He-rich ions, but their electrons and
ions remain trapped in magnetic loops, so they dissipate their energy as X-rays,
γ-rays, heat, and light. “Gradual” SEPs accelerated at shock waves, driven by fast
coronal mass ejections (CMEs), can show power-law abundance enhancements
or depressions, even with seed ions from the ambient solar corona. In addition,
shocks can reaccelerate seed particles from residual impulsive SEPs with
their pre-existing signature heavy-ion enhancements. Different patterns of
abundance often show that heavy elements are dominated by a source different
from that of H and He. Nevertheless, the SEP abundance, averaged over many
large events, defines the abundance of the corona itself, which differs from the
solar photosphere as a function of the first ionization potential (FIP) since ions,
with FIP <10 eV, are driven upward by forces of electromagnetic waves, which
neutral atoms, with FIP >10 eV, cannot feel. Thus, SEPs provide a measurement
of element abundance in the solar corona, distinct from solar wind, and may
even better define the photosphere for some elements.

KEYWORDS

solar energetic particles, solar system abundance, solar jets, solar flares, shock waves,
coronal mass ejections, heliosphere

1 Introduction

The relative abundance of chemical elements in any sample of material can
be a clue to the identity and origin of that sample and to the nature of the
physical processes it has undergone. Energetic particles are no exception. Abundances
reveal the age of the galactic cosmic rays (GCRs) and the origin of unusual ions
trapped in planetary magnetospheres. Solar energetic particles (SEPs) also display
unique signature patterns of abundance that help us distinguish the physical
processes that have formed them and the history they have traversed (Reames,
1988; Reames, 1999; Reames, 2013; Reames, 2021a; Reames, 2021b; Reames, 2021c).
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A most unusual feature of SEP abundances is small 3He-rich
events with 1,000-fold enhancements of 3He/4He, which were later
found to have enhancements of heavy elements extending as powers
of the element atomic mass-to-charge ratio A/Q from C and O
to up to elements as heavy as Pb, also by a factor of ∼1,000
(e.g., Reames et al., 2014a). These SEP ions have been associated
with magnetic reconnection in solar jets and flares (Kahler et al.,
2001; Reames, 2013; Bučík, 2020; Reames, 2021a; Reames, 2021b;
Reames, 2021c). In some larger SEP events, these “impulsive SEP”
abundances often emerge as a signature of residual impulsive ions
that have been reaccelerated by shock waves and exceed the average
coronal abundances in some “gradual” SEP events (Reames, 1999;
Desai and Giacalone, 2016; Reames, 2021a; Reames, 2021b). This
not only divides element abundances of SEP events into haves and
have-nots but also highlights variations in H and He, which can
either participate or not participate in the heavy-element behavior
(Reames, 2022b).

A most fundamental population that SEPs can measure is the
abundance of elements in the corona itself, from which all SEPs
are derived. Only in the corona are the densities low enough for
ions to be accelerated without immediately losing their energy in
Coulomb collisions. The corona not only provides a baseline for
identifying other populations derived from it but also highlights
the physical process that distinguishes it from the photosphere. We
first discuss these reference coronal abundances and then the unique
abundances of impulsive SEPs, followed by their presence or absence
in the largest “gradual” SEP events. SEP abundances in this work
are mainly derived from the Low-Energy Matrix Telescope (LEMT)
on the Wind spacecraft (von Rosenvinge et al., 1995); ∼30 years of
LEMT abundance data are available at https://omniweb.gsfc.nasa.
gov/.

2 Reference abundances, solar
corona, and the first ionization
potential

The abundances of elements C, O, and the others mentioned
above, in SEPs, were firstmeasured using nuclear emulsion detectors
on sounding rockets from Ft. Churchill, Manitoba by Fichtel
and Guss (1961), and those measurements were later extended
up through Fe using the same technique (Bertsch et al., 1969).
As satellite measurements became available (e.g., Teegarden et al.,
1973), comparisons of SEPs with other abundances became more
common (e.g., Webber, 1975). Meyer (1985) summarized SEP
abundance measurements in large SEP events as having a common
baseline, derived from abundances in the solar corona where
acceleration occurs, and a second component that varied from
event to event as a power law in the particle charge-to-mass ratio
Q/A (Breneman and Stone, 1985). A factor in this abundance
variation was the pitch-angle scattering of the ions; thus, if Fe
scatters less than O, Fe/O will be enhanced early in events but
will be depleted later. Such variations might average out, so it
was soon possible to average ∼50 or so large SEP events to
remove the event-to-event variations and produce estimates of
coronal abundances (Reames, 1995a; Reames, 2014); this could
be compared with the solar photospheric abundances measured
spectroscopically. A modern comparison of the SEPs/photospheric

FIGURE 1
The ratio of solar energetic particles (SEPs) to photospheric
abundances of elements is shown vs. the first ionization potential
(solid blue circles) and is compared with the theory proposed by
Laming et al. (2019) (open red circles) for element transport along
closed loops in active regions.

abundances vs. the first ionization potential (FIP) is shown in
Figure 1. The photospheric abundances are a modification by
Caffau et al. (2011) of the meteoritic abundances proposed by
Lodders et al. (2009). A comparison using photospheric abundances
proposed by Asplund et al. (2021) is shown, and the abundances are
listed by Reames (2021b).

In the theory proposed by Laming (2015) and Laming et al.
(2019), shown in Figure 1, the ponderomotive force of Alfvén waves
helps drive low-FIP ions up across the chromosphere into the
corona, but it cannot affect un-ionized high-FIP neutral atoms.
All elements become ionized in the hot ∼1 MK corona. SEPs
have a different FIP pattern from that of solar wind or the solar
wind accelerated by shock waves at co-rotating stream interfaces
(Reames et al., 1991; Reames, 1995a; Mewaldt et al., 2002; Reames,
2018a; Reames, 2021a); thus, SEP abundances do not differ when
measured in fast or slow wind (Kahler et al., 2009). SEPs are not
accelerated solar wind. Differences between the FIP patterns of
SEPs and solar wind may be caused by open vs. closed field lines,
where Alfvén waves resonate with the loop length of closed loops
(Reames, 2018a; Laming et al., 2019). A first-order examination of
Figure 1 shows a reasonable agreement when comparing elements
with a similar FIP but different A/Q, e.g., Mg or Si with
Fe or Ni.

To what extent does this average of abundances, over many
gradual SEP events, recapture coronal abundances? It is quite
possible that the increasing and decreasing power laws of abundance
vs. A/Q do not perfectly average out; however, a more outstanding
disagreement seems to be the single element C. How can a single
element, or actually a single ratio C/O, stand out? We will return
to this question after discussing the patterns of known abundance
variations and their probable causes.
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3 Impulsive SEP events

The idea of two fundamental mechanisms of SEP acceleration
began quite early (Wild et al., 1963) with solar radio observations
that distinguished the sources of type-II and type-III radio bursts.
The radio emission frequency depends upon the square root of
the local electron density, which decreases with distance from
the Sun. Type-III radio bursts exhibit a rapid frequency decrease
corresponding to the speed of 10–100 keV electrons streaming
out from the Sun, while type-II bursts show a much slower
frequency decrease of ∼1,000 km s-1 shock waves driven out from
the Sun. These streaming electrons propagate scatter-free because
the resonant turbulence that would scatter them is absorbed by
the plasma (Tan et al., 2011). Later, Lin (1970) observed beams of
∼40 keV electrons associated with the impulsive type-III bursts and
thought that they might involve “pure” electron events, i.e., without
ions. Relativistic electrons and energetic protons only accompanied
the shock-associated type-II bursts.

Soon, the SEP world was surprised by the observations of 3He-
rich events.While a typical solar or solarwind abundance is 3He/4He
≈ 5 × 10−4, an event was soon found with 3He/4He = 1.5 ± 0.1
(Serlemitsos and Balasubrahmanyan, 1975; Mason, 2007). Such a
high ratio could not come from the fragmentation of 4He as that
which occurred in GCRs since 3He was not accompanied by any
2H. The early idea of nuclear fragmentation was completely laid
to rest by the later measurements of Be/O and B/O <2 × 10−4

(McGuire et al., 1979; Cook et al., 1984). Instead, this was a new
mechanism involving resonant wave–particle interactions. The 3He
gyrofrequency, dependent upon Q/A, lay isolated at Q/A = 2/3,
between those of H at Q/A = 1 and 4He at Q/A = 1/2.

These two different features of impulsive SEPs, i.e., 1) “pure”
electron beams producing type-III radio bursts and 2) 3He-rich
events, were unified by Reames et al. (1985) as different properties
of the same events, and Reames and Stone (1986) explored the
kilometric radio properties of 3He-rich events, even tracking the
flow of electrons out from the Sun. Early theories discussed selective
heating by the resonant absorption of various types of plasma waves
at the 3He gyrofrequency, followed by the acceleration of thermal
tails by some unspecified mechanism (e.g., Fisk, 1978; see other
references Reames, 2021c or Reames, 2023c), but Temerin and
Roth (1992) proposed electromagnetic ion cyclotron (EMIC) waves
generated by streaming electron beams and added their absorption
bymirroring 3He for acceleration, in analogy with the production of
ion conics observed in the Earth’s magnetosphere.

3.1 Element abundance

Enhancements of heavy elements up to Fe in impulsive events
were first reported by Mogro-Comparo and Simpson (1972).
These observations were improved in subsequent generations of
experiments by Mason et al. (1986) and then by Reames et al.
(1994). Groups of elements were eventually resolved up to
Pb at 3–10 MeV amu−1 (Reames, 2000; Reames and Ng, 2004;
Reames et al., 2014a) and below ∼1 MeV amu−1 (Mason et al.,
2004). The average enhancement was found to be a power law in
A/Q, with a power of 3.64 ± 0.15 above 1 MeV amu−1 and ∼3.26
below, using Q-values appropriate for ∼3 MK.

The early direct measurements of the ionization states of SEP
elements up to Fe (Luhn et al., 1984; Luhn et al., 1987) found that
QFe = 14.1 ± 0.2 in gradual SEP events, which would correspond to a
typical source plasma temperature of ∼2 MK, but 3He-rich events
had QFe = 20.5 ± 1.2, with elements up to Si being fully ionized,
either suggesting a temperature >10 MK or the stripping of ions
by passing through a small amount of material after acceleration.
Reames et al. (1994) noted that impulsive ion enhancements, relative
to the corona, formed three groups: 1) C, N, and O, like 4He, all
seemed to be un-enhanced, 2) Ne, Mg, and Si were enhanced about
a similar factor of ∼2.5, and 3) Fe was enhanced by a factor of
∼7. The first group was probably fully ionized with A/Q = 2, while
the second group would have similar abundances in their states
with 2 orbital electrons, which occur at approximately 3 MK. No
enhancements could occur if Ne, Mg, and Si were fully ionized,
as measured. The resolution of this dilemma is that the ions in
impulsive SEP events are stripped after acceleration, and it was later
found that the ionization states of Fe depended upon the ion velocity
(DiFabio et al., 2008), as expected from stripping. This suggested
that impulsive SEP events were accelerated at ∼1.5 RS. In contrast,
gradual SEP events, found to be accelerated at shock waves driven
out from the Sun by coronal mass ejections (CMEs), began at 2–3
RS (Tylka et al., 2003; Cliver et al., 2004; Reames, 2009a; Reames,
2009b).

3.2 Jets and flares

While gradual SEP events have a 96% correlation with fast, wide
CMEs (Kahler et al., 1984), an early search found no meaningful
association of 3He-rich events with CMEs observed using the
Solwind coronagraph (Kahler et al., 1985). However, with improved
coronagraph sensitivity of SOHO/LASCO, Kahler et al. (2001)
found narrow CMEs that were associated with the larger 3He-rich
events; the CME associated with the large impulsive SEP event of 1
May 2000 had a speed of 1,360 km s-1, easily fast enough to drive
a shock that would reaccelerate particles. These observations led
Kahler et al. (2001) to associate impulsive SEP events with solar
jets (e.g., Shimojo and Shibata, 2000), an association that has been
extended (Nitta et al., 2006; Wang et al., 2006; Bučík et al., 2018a;
Bučík et al., 2018b) and reviewed by Bučík (2020). Jets are driven
by energy from magnetic reconnection, as shown in Figure 2.

A particle-in-cell simulation of a reconnection region by
Drake et al. (2009) found strong A/Q-dependent enhancements in
the energetic heavy ions that could match those observed. The
particles were Fermi-accelerated as they were reflected (mirrored)
back and forth by the approaching ends of the collapsing islands of
magnetic reconnection. However, the reconnection that opens some
field lines always closes others, as shown in the lower left of Figure 2.
These closing field lines trap newly accelerated particles that deposit
their energy as heat or in the emission of X-rays or γ-rays—a solar
flare. Thus, jets would always be expected to have accompanying
flares that involve the same accelerated particles. Of course, there
are more realistic models of jets (e.g., Archontis and Hood, 2013;
Lee et al., 2015; Pariat et al., 2015) that better describe the CME
emission, but jet models do not yet include SEP acceleration.

The relationship of jets vs. flares is a close one, with similar ion
acceleration on open vs. closed field lines. Similar ion enhancements
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FIGURE 2
Sketches of the topology of a solar jet, where rising closed field lines
of one magnetic polarity (blue) form islands of reconnection where
they meet the oppositely directed open field lines (black). SEPs are
accelerated in the reconnection region and escape along the open
field lines, as does the CME plasma. Newly formed closed field lines at
the lower left trap energetic electrons and ions that plunge into the
deeper corona and form a flare. The hot flaring region (>10 MK) emits
X-rays, while the open region is observed to be an EUV-emitting
region at ∼2.5 MK (Reames, 2023c).

were first noted between impulsive SEPs and abundances from
γ-ray line measurements in large flares by Murphy et al. (1991);
then, Mandzhavidze et al. (1999) found that the energetic ions that
were accelerated and trapped in all 20 available large solar flares
were 3He-rich. The three γ-ray lines at 0.937, 1.04, and 1.08 MeV
from the de-excitation of 19F∗ were unusually strong and were
produced with an especially high cross-section in the reaction 16O
(3He, p) 19F∗ . These were compared with other lines from excited
16O, 20Ne, and 56Fe to distinguish 3He from 4He in the “beam.”
Some of the events had 3He/4He of ∼1, while all had 3He/4He >0.1.
Murphy et al. (2016) later found 6 key ratios of γ-ray fluxes that
were dependent upon 3He/4He in the beam, and all of them showed
an average 3He/4He ratio of 0.05–3.0. These studies included ∼135
product de-excitation lines from ∼300 proton- and He ion-induced
reactions (e.g., Kozlovsky et al., 2002).These γ-ray lines are from the
largest flares, not small jet-associated impulsive flares, suggesting
that impulsive SEP abundances are a general consequence of the
physics of magnetic reconnection.

3.3 Power-law abundance from jets with or
without shocks

We always compare element abundances at the same velocity,
or MeV amu−1, but properties such as magnetic deflection and
scattering depend upon magnetic rigidity, or the momentum per
unit charge, also dependent upon A/Q, quite often depends upon
a power of A/Q (e.g., Parker, 1965). Thus, it is not surprising
that enhancements that depart from reference abundances vary
as a power of A/Q. More specifically for impulsive SEPs, the
theory proposed by Drake et al. (2009) related the power of A/Q

to the power of the width distribution of reconnecting magnetic
islands. However, the Q-values of the ions depend upon the
source plasma temperature. Our strategy has simply been to try
all temperatures in a reasonable range, determine the Q-values
(using, e.g., Mazzotta et al., 1998 or Post et al., 1977), and choose
the temperature and power law that yield the best least-squares
fit of enhancement vs. A/Q (Reames et al., 2014b; Reames, 2018b;
Reames, 2021a). Examples showing typical temperature dependence
in enhancement vs. A/Q are shown in Figure 6 of the study by
Reames (2022b), Figure 6 of the study by Reames (2018a), and
Figure 2 of the study by Reames et al. (2014b).

Fitting 111 impulsive SEP events, Reames et al. (2014b) found 79
events at 2.5 MK and 29 at the neighboring 3.2 MK, i.e., very little
variation in impulsive SEP events. Subsequently, these temperatures
agree with the EUV temperatures in jets (Bučík et al., 2021).
Figure 3 shows power-lawfits to abundance enhancements in several
impulsive SEP events. The time profiles of the events are shown in
the lower panels, derived temperatures (and event durations) in the
middle panels, and the best fits to the enhancements vs. A/Q in the
upper panels. Event numbers marking each event onset in Figure 3
correspond to the impulsive SEP event list given by Reames et al.
(2014a), along with all the events selected to have enhanced Fe/O
abundances.

For events 3 and 4 in Figure 3, the power-law fits, obtained for
ions with Z ≥6, extend to include proton measurements at A/Q =
1. This is taken to mean that all of these ions come from the same
population, i.e., the magnetic reconnection in the associated jet.
Reames (2020a) defined these “pure” reconnection events as SEP1
events; they had either no visible CMEs or CME speeds <500 km s-1,
i.e., no shock acceleration was likely. Event 5 is ambiguous; the
excess protons do not fit the power law, but the theory proposed by
Drake et al. (2009) allows for enhancements that start above Z = 2,
and H and 4He could both be un-enhanced, i.e., at the same level, as
in this event, which also shows no CMEs.

Earlier, there were thought to be only two types of SEP events,
3He-rich or “impulsive” SEP eventswith unique element abundances
and shock-accelerated “gradual” SEP events that accelerated coronal
ions. Abundances in the gradual events varied primarily because
of the differences in element transport; since Fe scatters less than
O, Fe/O will be enhanced early and depressed later, following a
power law inA/Q.This was observed by Breneman and Stone (1985)
and implied in the discussions by Meyer (1985). This simplicity
ended when Mason et al. (1999) found the enhancement of 3He
in a large gradual SEP event. Clearly, shocks could reaccelerate
residual ions from small impulsive and ambient coronal ions, and
these two seed populations became widely discussed (Tylka et al.,
2001; Tylka et al., 2005; Desai et al., 2003; Tylka and Lee, 2006).
Eventually, Reames (2020a) suggested organizing the combination
of acceleration mechanisms and seed populations into four physical
categories, as shown in Table 1.

However, event 92, as shown in Figure 3F, is an event with large
proton excess and even an excess of 4He; it suggests power-law
contributions that are shock-accelerated from two seed populations,
ambient coronal ions for H and 4He and residual impulsive
suprathermal ions for Z ≥6. The event would be classified as SEP2 if
all the SEP1 ions came from a single impulsive jet event and as SEP3
if the pre-accelerated impulsive seed ions had been collected from
many previous SEP1 or SEP2 events before shock acceleration. In
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FIGURE 3
Panels (A and D) show intensities of H, 4He, O, and Fe at the listed energies in MeV amu−1 for (A), which is a sequence of three small impulsive SEP
events, and (D), a larger event. Panels (B and E) show the derived best-fit temperatures (and durations) for each event below; panels (C and F) show the
corresponding best-fit power-law abundance enhancements (normalized at O and shifted ×10 for each event), with the measurements for each
element labeled by atomic numbers Z. Only elements with Z ≥6 are included in the fits. Panel (F) distinguished two possible seed populations,
contributing to acceleration in the shock wave driven by the 925-km s-1-associated CME (see text).

fact, this seems to be a SEP3 event, despite its short duration, since its
intensity is high, and an earlier event in the same location is similar
in character. It should also be noted that the scatter of Z ≥6 points
about the fit line, shown in Figure 3F, is quite small compared with
those in Figure 3C, suggesting that the output ofmany small jets have
been averaged to reduce abundance variations in SEP3 events (see
Figure 8 in the study by Reames, (2020a)). We consider other SEP2
and SEP3 examples below.

The abundance of 4He in SEP events can vary because it can
be dominated by either coronal or impulsive seed components.

However, there are also other variations in 4He that have been
summarized in greater detail by Reames (2022b).

4 Gradual SEP events

The first recognized SEP events (Forbush, 1946) were the
immense ground-level enhancement (GLE) events, where GeV
protons initiate nuclear cascades through the atmosphere that
exceed those of GCRs. While these events were erroneously
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TABLE 1 Properties of four sources of SEPs.

Observed properties Physical
association

SEP1 Fe-rich power-law
enhancement vs. A/Q at all Z; T
≈ 2.5 MK

Magnetic reconnection in
solar jets with no fast shock

SEP2 Fe-rich power-law
enhancement vs. A/Q at Z >2; T
≈ 2.5 MK. Proton excess ∼×10.
CME speed >500 km/s

Jets with fast, narrow CMEs
drive shocks that
reaccelerate local SEP1
seeds to dominate high Z
and ambient plasma to
dominate H (and 4He)

SEP3 Fe-rich power-law
enhancement vs. A/Q at Z >2; T
≈ 2.5 MK. Proton excess ∼×10.
CME speed >>500 km/s

Fast, wide CME-driven
shocks accelerate the SEP1
residue left by many jets in
active-region pools, plus H
(and 4He) from ambient
plasma at low Z

SEP4 Power-law or flat vs. A/Q for all
ions with 0.8 <T <1.8 MK. Fast,
wide CMEs

Very fast, wide CME-driven
shocks accelerate all
dominant ions as seeds from
the ambient plasma

attributed to solar flares for many years (Gosling, 1993; Gosling,
1994), Kahler et al. (1984) had found that large SEP events had a 96%
association with fast, wide shock waves, driven out from the Sun by
CMEs, reaffirming the finding of shock acceleration in radio type-II
bursts by Wild et al. (1963) two decades earlier. Mason et al. (1984)
concluded that only “large-scale shock acceleration” could explain
the extensive rigidity-independent spread of SEPs, and recent
findings from missions like STEREO now show how shock waves
and SEPswrap around the Sun (e.g., Reames, 2023a; Reames, 2023b).
Evidence for shock acceleration has grown (e.g., Reames, 1995b;
Reames, 1999; Zank et al., 2000; Zank et al., 2007; Lee et al., 2012;
Reames, 2013; Desai and Giacalone, 2016; Kouloumvakos et al.,
2019; Reames, 2021b), especially forGLEs (Tylka andDietrich, 2009;
Gopalswamy et al., 2012; Mewaldt et al., 2012; Gopalswamy et al.,
2013a; Raukunen et al., 2018).

One line of evidence has been the onset timing or solar particle
release (SPR) time of the SEPs compared with X-ray or γ-ray
onset times of associated flares. Ions with lower velocities have
increasingly delayed onsets that extrapolate back to a single SPR
time, with delay = distance along the observer’s field line divided
by velocity. For impulsive events, the SPR times and X-ray onsets
agree closely (Tylka et al., 2003), but for gradual events like GLEs,
the SPR time can lag the X-ray and γ-ray onset by as much as
half an hour (Tylka et al., 2003; Reames, 2009a; Reames, 2009b),
sometimes even after the associated flare is completely over. The
SPR time corresponds to the time the shock at the leading edge of
the CME reaches 2–3 solar radii (Reames, 2009a; Reames, 2009b;
Cliver et al., 2004), presumably when the shock emerges above
closed magnetic loops and its speed exceeds the declining Alfvén
speed. Type-II radio emission shows that shocks can begin at ∼1.5
AU (Gopalswamy et al., 2013b), but the SPR time depends upon the
observer’s longitude, which often differs from that of the ewarliest
source of radio emission (Reames, 2009b). Variations in these

parameters or delays in the shock interception of the observer’s field
line (Reames, 2023a; Reames, 2023b) cause variations in SPR delay.

Abundance enhancements or suppressions in gradual SEP
events relative to the reference coronal abundances have been classed
as SEP3 or SEP4 by Reames (2020a), depending upon whether the
source of seed particles for shock acceleration is purely ambient
coronal abundances (SEP4) or whether the residual impulsive
suprathermal ions dominate the heavy elements (SEP3).

4.1 Moderate-sized SEP4 events

Figure 4 shows abundance data for two typical SEP4 events.
These gradual events are intense enough to measure significant
enhancements of most elements in several time intervals, e.g., every
8 h. The derived temperatures are less than those in impulsive
events, and the abundance patterns vary little during the events,
suggesting that there is too little variation in scattering to separate
different elements in time. Most importantly, the power-law fits,
obtained for elements C and above, can be extended to fit H and
He reasonably well, suggesting that all the elements have originated
from a single population. This, the declining enhancement, and the
lower temperature suggest that the population is ambient coronal
ions, un-enhanced by any impulsive pre-accelerated population.
Similar plots can be observed in some events from three spacecraft
(e.g., Wind and STEREO A and B) spaced at ∼120⁰ around the Sun
(e.g., see Figure 7 in the study by Reames, (2022b)).Themain reason
for the systematic decline with A/Q may be that higher-rigidity
elements leak away faster. The energy spectra of ions are correlated
with variations in A/Q in these events (Reames, 2021d; Reames,
2022a) and are also relatively steep.

Typically, enhancements decrease with A/Q in many gradual
events, as shown in Figure 4, but there is also a class of events where
A/Q dependence is flat, i.e., the abundances are nearly coronal.
However, they cannot be used to determine a temperature well
since the enhancements are independent of A/Q. Thus, these events
are unremarkable and often overlooked. However, one is shown in
Figure 5 as an example of an event where abundance enhancements
(Figure 5C) begin as quite flat, i.e., independent of A/Q, but then
steepen as the higher-rigidity ions preferentially leak away. Here,
source temperatures are poorly determined when enhancements are
flat but improve as they steepen.

4.2 GLEs that are SEP4 events

As intensities in gradual SEP events increase, the high-
energy protons stream ahead to amplify Alfvén waves that scatter
subsequent ions (Stix, 1992; Ng et al., 1999; Ng et al. 2003; Ng et al.
2012). Scattering varies as a power law inmagnetic rigidity so that Fe
can propagate away from the shock more easily than O; for example,
Figure 6 shows abundance fits for two GLEs that are SEP4 events.
The fitted temperatures are near ∼1 MK, and the fits for elements
with Z ≥6 are in reasonable agreement with H and He for both
positive and negative power-law slopes. Heavy elements tend to be
enhanced ahead of the shock and, hence, depressed behind. These
enhancements primarily originate from strengthened preferential
scattering during transport in these events and not from impulsive
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FIGURE 4
Typical small gradual SEP4 events. Panels (A and D) show the time evolution of the elements H, 4He, O, and Fe and the listed energies (in MeV amu−1) in
two gradual SEP events numbered 8 and 33 (in reference to the list given by Reames, (2016)). Panels (B and E) show the derived source plasma
temperatures in a series of intervals (colors) during each event. Panels (C and F) show abundance enhancements vs. A/Q for elements (normalized at O
and shifted ×0.1 for each interval), with atomic numbers Z shown for each time interval (color) and the best fits of elements with Z ≥6 extended to A/Q
= 1. All the elements, including H, tend to fit each power law.

seed particles, as indicated by the lower temperature, the inclusion
of protons in a single seed population, and the return to heavy-
element suppression behind the shock. Where abundances show
an increase in A/Q, the energy spectra become quite flat in the
plateau region (Reames and Ng, 2010; Ng et al., 2012; Reames and
Ng, 2014; Reames, 2021a) because of the underlying correlation
between abundances and spectra (Reames, 2021d; Reames, 2022a).

For these large events, transport out to 1 AU becomes much
more important.The strong transport-induced abundance increases
shown in Figure 6 are a consequence of the high SEP intensities.
The high intensities of protons streaming away from the shock
amplify resonant Alfvén waves (Melrose, 1980; Stix, 1992) that

scatter subsequent ions. The wave number of resonant waves is
k ≈ B/μP, where B is the magnetic field intensity, P is the particle
rigidity or momentum per unit charge, and μ is the cosine of
the particle pitch angle relative to B. The spectrum of waves not
only traps particles near the shock but extends far out into space,
bounding intensities at the “streaming limit” (Reames and Ng,
1998; Reames and Ng, 2010; Reames and Ng, 2014), thus driving
more acceleration (Lee, 1983; Lee, 2005; Zank et al., 2000; Ng and
Reames, 2008; Afanasiev et al., 2015; Afanasiev et al., 2023), and
the transport strongly favors the escape of Fe vs. O (Parker, 1965;
Ng et al., 1999; Tylka et al., 2001; Ng et al., 2003; Tylka et al., 2005;
Tylka and Lee, 2006; Ng et al., 2012). In very large events, intensities
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FIGURE 5
Typical gradual SEP4 event with initially flat (coronal) abundances. Panel (A) shows the time evolution of elements H, 4He, O, and Fe and the listed
energies (in MeV amu−1) in the gradual SEPs. Panel (B) shows the derived source plasma temperatures in a series of intervals (colors and symbols)
during the event. Panel (C) shows abundance enhancements vs. A/Q for elements in each time interval (color and symbols) ×0.1 and the best fits of
elements with Z ≥6 extended to A/Q = 1. Element atomic numbers Z are listed for the first and last intervals.

of ions below ∼1 MeV amu−1 (and their abundances) remain in
the pre-event background until the shock comes very near to
the observer.

4.3 GLEs that are SEP3 events

However, large gradual SEP events, even GLEs, can pick
up pre-accelerated residual impulsive seed particles from multi-
jet collections, often observed to accumulate near active regions
(Desai et al., 2003; Wiedenbeck et al., 2008; Bučík et al., 2014;
Bučík et al., 2015; Chen et al., 2015; Reames, 2022a). Recently,
Kouloumvakos et al. (2023) found an average connection time to
3He-rich active regions of 4.1 ± 1.8 days, suggesting a width of ∼52⁰
in longitude.These seed particles contribute with their characteristic
enhancement pattern at high Z and its source temperature, but
ambient coronal ions still dominate H and, possibly, He. Figure 7
shows three events sequentially, from a single region rotating across
the Sun, which show the characteristic behavior of SEP2 and then
SEP3 events: temperature >2 MK (like impulsive events) and the
enhanced high-Z fit line that fails to include the proton intensities.
Figures 7D, E show He being enhanced as well, and the high-Z
enhancements flatten with time, probably from preferential leakage
at high Z, making temperature measurement difficult. The source
rotates from W71 to W84 to W120 at the rate of ∼13⁰ day-1. CME
speeds for the three events are 830, 1,199, and 2,465 km s-1, and
the last two events are both GLEs. These “double-dipping” SEP3
events are not uncommon (Reames, 2022a) and often include GLEs.

Of course, the GLE is determined by the protons, not the high-
Z ions, but the location or configuration of these events could
be a factor.

While it is tempting to think that the single SEP2 event “feeds”
the SEP3 events shown in Figure 7, details of the abundances differ.
The SEP2 event has an unusually high Ne amount, as shown in
Figure 7C, but the later SEP3 events shown in Figures 7D, E do
not. Presumably, the seed population for the SEP3 events is fed by
many subsequent smaller impulsive events on 15 April that do not
contribute energetic ions at 1 AU. SEP3 abundances always show
smaller variations than SEP2 events (e.g., Figure 8 in the study by
Reames (2021b)). Otherwise, searches for abundance features, like
theNe enhancement here, sometimes implicate spectral fluctuations
(Reames, 2019). However, below 1 MeV amu−1, Mason et al. (2016)
found extreme spikes in S in 16 events in 16 years. Smay be a second-
harmonic resonance at A/Q = 3 related to the 3He resonance at A/Q
= 1.5 since S and 3He have similar spectra. In contrast, S (Z = 16) is
actually suppressed in Figure 3C.

It is common that the high-Z enhancement in SEP3 events is less
than that in any preceding SEP2 events that may feed the impulsive
pool, as shown in Figure 7. Shock acceleration probably reduces the
enhancement from seed impulsive ions just as modest SEP4 events
depress the abundances of the ambient coronal seed ions, as shown
in Figure 4.

Figure 8 directly compares a SEP3 event with two SEP4 events.
While the temperatures of the seed populations of the two event
types differ, the most notable difference occurs in the proton
enhancement. The protons fit the power-law extrapolation from
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FIGURE 6
Large ground-level enhancements (GLEs) as gradual SEP4 events. Panels (A and D) show the time evolution of the elements H, 4He, O, and Fe, and
elements with 50 ≤Z ≤56, along with the listed energies (in MeV amu−1) in 2 SEP4 events. Panels (B and E) show the derived source plasma
temperatures in a series of intervals (colors) during each event. Panels (C and F) show abundance enhancements vs. A/Q for elements (normalized at O
and shifted ×0.1 for each interval) with Z shown, for each time interval (color) and the best least-squares fits of elements with Z ≥6 extended to A/Q =
1. The high-Z enhancements go away after the shocks pass.

high Z in Figure 8F, but they are clearly enhanced in Figure 8C,
as they were in Figure 7. All three events shown in Figure 8 show
enhancements of high-Z elements, at least initially, but it is the
departure of the protons from the fit that suggests the presence of
two seed populations in SEP3 (and SEP2) events.

It is important to realize that we cannot exclude the possibility of
some impulsive suprathermal seeds in any gradual event, including
SEP4 events. Mason et al. (1999) found a modest increase in 3He
in a large gradual event. We cannot distinguish the presence of
impulsive heavy elements unless they actually dominate the event
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FIGURE 7
Large GLEs as gradual SEP3 events. Panel (A) shows the time evolution of elements H, 4He, O, and Fe, and elements with 50 ≤Z ≤56, along with the
listed energies (in MeV amu−1) in 2 SEP3 events. Panel (B) shows the derived source plasma temperatures in a series of time intervals (colors) during the
events. Panels (C, D, and E) show abundance enhancements vs. A/Q for elements (normalized at O and shifted ×0.1 for each interval), with
representative atomic numbers Z shown, with the best least-squares fits of elements with Z ≥6, for each time interval (color) mapped to the events
below. Two different seed populations dominate the high and low Z in SEP2 (C) and SEP3 (D and E) events.
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FIGURE 8
Compares a large SEP3 (left) event with a pair of large SEP4 events (right); one is a GLE. Panels (A and D) show the time evolution of the elements H,
4He, O, and Fe, and elements with 50 ≤Z ≤56, along with the listed energies (in MeV amu−1). Panels (B and E) show the derived source plasma
temperatures in a series of intervals (colors) during each event. Panels (C and F) show abundance enhancements vs. A/Q for elements (normalized at O
and shifted ×0.1 for each interval) with Z listed for each time interval (color), along with the best least-squares fits of elements with Z ≥6. Systematic
proton excess suggests that the SEP3 event in (C) has two seed populations for the shock, while for SEP4 events in (F), all elements tend to fit a single
power law.
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so we see their characteristic A/Q pattern and higher temperature. If
only ∼10% of Fe was from residual impulsive ions, we would never
know it. It is also quite possible that very large events become SEP4
events because strong shocks sweep up enough ambient plasma to
swamp any residual impulsive ions that are also available. It is also
possible that SEP4 events occur because there are no residual SEP1
ions available for the shock to reaccelerate.

5 Conditions for SEP3 events

GLEs are determined by proton intensities, and protons are
accelerated from the ambient plasma in both SEP3 and SEP4 events;
so, GLE existence is independent of the dominant source of high-
Z ions. In solar cycle 23, 6 of the 15 GLEs were SEP3 events and 9
were SEP4 events. Solar cycle 24 is much weaker with only 2 GLEs,
both ofwhichwere SEP4 events. During solar cycle 24, STEREOplus
Earth provided 3 approximately equally spaced locations around the
Sun. Cohen et al. (2017) observed H, He, O, and Fe for gradual SEP
events observed by two or three spacecraft. Of 41 events, 10 were
measured on all three spacecraft. All of the 10 were SEP4 events, and
only 1 of the 2-spacecraft events (4 August 2011) was a SEP3 event
(see Figure 10 in the study by Reames (2020b)).

Why are there so few SEP3 events in cycle 24? These events
require a stream of residual impulsive SEP1 or SEP2 ions flowing out
from an active region. These streams or persistent 3He-rich regions
are often observed during the solar maxima (Richardson et al.,
1990; Desai et al., 2003; Wiedenbeck et al., 2008; Bučík et al., 2014;
Bučík et al., 2015; Chen et al., 2015; Reames, 2022a).Then, that same
region emits a fast, wide CME-driven shock that accelerates these
residual impulsive ions, along with ambient ions that dominate
the protons. In a weak solar cycle, 1) the number of sufficiently
fast CMEs is reduced and 2) the probability of 3He-rich streams is
reduced, so perhaps the number of SEP3 events is reduced by the
product of the two factors. Perhaps a very strong cycle would mostly
have SEP3 events.

What are the conditions for producing a SEP3 event?
Gopalswamy et al. (2022) asked an important question: “Can type-
III radio storms be a source of seed particles to shock acceleration?”
These authors identify a large shock event that follows from the
same active region as a storm of type-III bursts. Should we expect
a SEP3 event? Figure 9 shows the time variation of SEP species
during this period. He intensities show 3He/4He of ∼1 during the
type-III storm, but the intensities are too small to show measurable
Fe and O. Intensities of 3He are not reliable during the large event
because of the background from 4He, but most likely, 3He/4He
<0.1. However, Figure 9B and 9C quite clearly show that the large
event is a SEP4 event and definitely not a SEP3 event. Source
temperatures are quite low, the protons fit the same population as
the high-Z ions, and the power-law fits actually tend to decrease
with A/Q. Impulsive suprathermal seed ions do not dominate
this event.

Unfortunately, the intensities shown in Figure 9 are insufficient
for a firm conclusion since the type-III storm is too weak to show
high-Z ions, but the large events are clearly not dominated by
impulsive seeds, so it is unlikely that ions from the storm have
contributed enough seed particles. There are other cases like this
where large shock waves do not seem to reaccelerate the available

impulsive suprathermal ions; many large SEP4 events are preceded
by several type-III bursts. Are the intensities of impulsive seeds just
too low? Yet, there are also many cases, like that shown in Figure 7,
where consecutive large shocks dip into a single persistent impulsive
population (Reames, 2022a).Worse, we have no cases where a single
large event is SEP3 at one longitude and SEP4 at another; such cases
might guide us to the location of the impulsive seeds, but there are
too few of them in cycle 24. Perhaps, some shocks are driven in
the direction of the impulsive seeds, while others are driven away
from them, but we do not know for sure. The answer to the question
posed by Gopalswamy et al. (2022) is not yet clear; impulsive seed
ions are inadequate, or there may be other required conditions.
However, the association of 3He with the type-III emission
remains strong.

In fact, the measurements of 3He/4He during a type-III storm,
as shown in Figure 9A, address another important question: are all
the electron events that produce type-III bursts 3He-rich? A value of
3He/4He≈ 1 persists during the entire type-III storm, suggesting that
even these small events are 3He-rich. This may be the first reported
measurement of 3He/4He associated with the small events in a type-
III storm. At the other extreme, γ-ray lines show that some of the
largest flares are 3He-rich (Mandzhavidze et al., 1999; Murphy et al.,
2016). Are 3He-rich events a persistent consequence of magnetic
reconnection?

6 C/O and the element abundance of
the photosphere

After averaging over all the smooth power-law abundance
variations, how could the variation of a single abundance C/O stand
out so significantly in Figure 1? SEPs have C/O = 0.42 ± 0.01,
while the recent photospheric values are 0.550 ± 0.76 (Caffau et al.,
2011) and 0.589 ± 0.063 (Asplund et al., 2021). Earlier photospheric
measurements by Anders and Grevesse (1989) of C/O = 0.489 were
lower and in better agreement. Since the FIP of C is lower than that
of O, it seems extremely unlikely that C/O could be suppressed in
transit to the corona. The mixing of various seed populations, as
described above, can surely cause doubt in the relative abundances
of H and 4He, but the power-law behavior of both transport
and acceleration most likely preserves the relationship of closely
spaced C, N, and O. How could C/O in SEPs possibly be
suppressed below that in the photosphere? We previously suggested
that the problem might lie with the coronal abundance of C
(Reames, 2021b).

It is well-known that the increasing photospheric abundances of
“heavy elements,” like C, N, and O, have also caused problems for
stellar models and helioseismology (e.g., Basu and Antica, 2008).
These abundances determine the opacity of the stellar material,
and the new (since 1990) lower abundances disagree with the
helioseismic constraints.

To correct the C/O problem shown in Figure 1, rather than
decrease photospheric C, as previously considered, suppose we
increase photospheric O instead. While this is less convenient, since
O is our reference, reducing the photospheric C/O to 0.42 amounts
to a reduction in SEPs of O by 31%, as shown in Figure 1. At
this point, C, O, Ne, and Ar all line up. That is, their SEPs and
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FIGURE 9
Panel (A) shows the intensities of the listed SEP ions that are shown during a type-III radio storm and the following large SEP4 event from the same
active region studied by Gopalswamy et al. (2022). (B) shows the derived temperatures for the selected intervals. Panel (C) shows abundance
enhancements vs. A/Q for elements with Z listed for each time interval (color and symbol), along with best least-squares fits of elements with Z ≥6
extended down to protons. Ions during the type-III storm are 3He-rich, but Fe/O is not measurable. 3He cannot be reliably measured during a large
event because of the high-4He background. The large event is SEP4 and shows no evidence of impulsive seed ions from the type-III storm.

TABLE 2 SEP-based high-first ionization potential photosphere.

Z First ionization
potential (FIP) [eV]

SEPs SEP photosphere
[dex]

C 6 11.3 420 ± 10 8.50

N 7 14.5 128 ± 8 7.98

O 8 13.6 1,000 ± 10 8.88

Ne 10 21.6 157 ± 10 8.07

Ar 18 15.8 4.3 ± 0.4 6.51

photospheric abundances are the same. If we assume that the SEP-
derived photosphere has the observed SEP abundance ratios of
all high-FIP elements (other than H and He), normalized to the
abundance of C observed by Caffau et al. (2011), we find the values
in Table 2.The higher abundance of O returns to the values observed
by Anders and Grevesse (1989).

7 Discussion

Our analysis of source temperatures has assumed Maxwellian
electron velocity distributions controlling the relationship between

plasma temperatures and Q-values of ions (e.g., Mazzotta et al.,
1998). Recently, Lee et al. (2022) and Lee et al. (2024) tested
this assumption using more realistic kappa distributions, which
include high-energy tails of the electron distribution, to fit average
impulsive event enhancements. These authors find that the derived
source temperatures are not significantly affected and that A/Q
values differ at most by 10%–20% in extreme cases. This is an
important confirmation of the temperatures deduced from SEP
abundances. These authors also note that the derived source
temperatures agree with active-region temperatures, i.e., they are
unaffected by electron heating. Thus, the SEPs must leave the
acceleration region on a time scale shorter than their ionization time
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scales. However, at low densities, these ionization times could be
quite long.

Laming and Kuroda (2023) suggested that heavy ions in
impulsive SEP events are enhanced as part of the FIP process. Of
course, the FIP process occurs in the dense chromosphere, while
ion acceleration must occur at a much lower density in jets (Bučík,
2020), decoupling enhancement and acceleration; presumably, the
enhancement could affect a region that would later release a jet.
However, this would suggest that both SEPs and the CME from a
jet would have strong A/Q-dependent enhancements, which have
never been observed for CMEs. It is also true that the high-
FIP elements He, C, N, O, Ne, S, and Ar fit the same pattern
of enhancements as the low-FIP elements Mg, Si, Ca, and Fe
(Figure 2 in the study by Reames, 2023c; Figure 8 in the study
by Reames et al., 2014a). Independent of the impulsive abundance
enhancements, we have separate evidence to show that acceleration
occurs at magnetic reconnection sites in solar jets. Developing
the power-law enhancement during this acceleration (Drake et al.,
2009) seems to be most likely since only the SEPs would
be affected.

However, concerning other mechanisms, we should again note
that there is evidence that second-harmonic resonant processes
related to the enhancement of 3He may contribute to low-energy
abundance enhancements, especially of S in relatively rare, small
impulsive events (Mason et al., 2016). These rare S-rich events
have steep spectra that are only observed below ∼1 MeV amu−1

(Mason et al., 2016), probably where A/Q ≈ 3 for S, which
occurs at ∼2 MK. These higher-order resonant enhancements
are associated with the 3He resonance at A/Q ≈ 1.5. Resonant
element enhancement at higher temperatures was studied by Roth
and Temerin (1997). More recently, at even lower energies, i.e.,
<300 keV amu−1, Mason et al. (2023) found extreme enhancements
in heavy elements, e.g., Fe/O, presumably becauseOhasA/Q≈2, and
these resonant waves have been absorbed by 4He.This is reminiscent
of the hot-plasma study of “the He valley” (Steinacker et al., 1997),
where the wave absorption band of 4He can shape the abundances of
other ions. Yet, all of the resonant modifications of Z >6 abundances
seem to be confined to steep spectra below ∼1 MeV amu−1,
while higher-energy abundances are dominated by power
laws in A/Q.

There has been growing interest in the importance of streamers
in SEP intensities and the production of GLEs. In streamers, higher
densities and lower Alfvén speeds produce higher Alfvénic Mach
numbers (Liu et al., 2023); regions of higher θBn (e.g., Kong et al.,
2017; Kong et al., 2019) may also be a factor in shock acceleration.
We have yet to explore any relationship between streamers and the
streams of impulsive suprathermal ions above active regions that
distinguish between SEP3 and SEP4 events.

8 Summary

SEP element abundances relative to O are compared at the same
velocity (i.e., MeV amu−1), so that any dependence upon magnetic
rigidity (often a power-law) appears as a dependence upon A/Q,
assuming that a power law allows the best-fit determination of
Q-values and, hence, the source temperature.

Impulsive events are accelerated in magnetic reconnection
regions in solar jets and escape on open-field lines from sources at
∼2.5 MK. They produce 3He-rich events, heavy-ion enhancements,
and electron beams that drive type-III radio bursts. The smaller
SEP1 events have no fast shocks available for additional acceleration.
Steep power-law abundance enhancements vs. A/Q (e.g., Figure 3C)
include all elements, including H (events 3 and 4) or, in some cases,
begin above 4He (event 5).

Gamma-ray line measurements show us that solar flares involve
the same 3He-rich acceleration mechanisms as solar jets and
show significant nuclear fragmentation, but the high (>10 MK)
temperatures and nuclear fragments of bright, hot flares are not
found in SEPs, indicating that the energetic ions in flares are
efficiently trapped magnetically and are not observed to “leak out”
into space. Thus, flares show no contribution to either impulsive or
gradual SEPs.

In large gradual SEP4 events, fast, wide shock waves, driven
by CMEs, are completely dominated by ions accelerated from
ambient coronal seed material at 0.8–1.8 MK, beginning at 2–3 RS.
All elements, including H and 4He, again tend to fit on a single
power law vs. A/Q. Slopes of power-law abundance enhancements
or depressions vs. A/Q mainly depend upon scattering during
transport. 1) Intensities in smaller SEP4 events produce minimal
amplification of Alfvén waves, allowing high-rigidity ions to leak
away preferentially so abundances decrease vs. A/Q (Figures 4C, F).
2) Intensities in larger SEP4 events produce some amplification of
Alfvén waves, producing balanced trapping and leakage over the
A/Q range; so, abundances are initially quite flat vs.A/Q (Figure 5C).
3) Intensities of protons streaming out from very large SEP4 events
(e.g., GLEs) produce significant amplification of Alfvén waves that
scatter the subsequent ions during transport out from the shock but
allow high-rigidity ions to preferentially reach the observer ahead
the shock, so abundances increase vs. A/Q (Figures 6C, F); depleted
high-rigidity ions are seen as a depression vs. A/Q downstream of
the shock.

SEP events can include both shock-accelerated coronal seed
ions and shock-reaccelerated impulsive residual seed ions. Impulsive
SEP2 events are intended to involve both seeds and shock from
a single jet, while gradual SEP3 events describe a large shock
traversing an active region with a collection of impulsive ions
from multiple previous jets. Both classes are dominated by H
(and possibly 4He) from the coronal seeds and by Z ≥6 ions
from the previously enhanced impulsive seeds. Figure 7C shows
the enhancement pattern of an impulsive SEP2 event, Figures 7D, E
and Figure 8C show clear SEP3 events, and Figure 3F shows an
ambiguous single-jet event (SEP2) that occurs in a pre-existing
impulsively seeded region (SEP3). SEP3 events tend to have
smaller abundance fluctuations since they average over many
individual jets.

SEP3 events are very rare in solar cycle 24, which is probably
a combined effect of both fewer impulsive seeds and fewer large
shocks to encounter them. Furthermore, while type-III storms
clearly produce 3He-rich events, the subsequent strong shocks from
that region do not necessarily find dominant high-Z impulsive
seed particles.

The SEP value of C/O = 0.42 conflicts with much higher
photospheric values of up to 0.59 and lacks explanation. Could the
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photospheric value of O actually be 30%–40% higher, as previously
found, and as helioseismology independently suggests?
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Transport of energetic particles
in turbulent space plasmas:
pitch-angle scattering, telegraph,
and diffusion equations

Andreas Shalchi*

Department of Physics and Astronomy, University of Manitoba, Winnipeg, Canada

Introduction: In this article, we revisit the pitch-angle scattering equation
describing the propagation of energetic particles through magnetized
plasma. In this case, solar energetic particles and cosmic rays interact with
magnetohydrodynamic turbulence and experience stochastic changes in the
pitch-angle. Since this happens over an extended period of time, a pitch-angle
isotropization process occurs, leading to parallel spatial diffusion. This process
is described well by the pitch-angle scattering equation. However, the latter
equation is difficult to solve analytically even when considering special cases for
the scattering coefficient.

Methods: In the past, a so-called subspace approximation was proposed,
which has important applications in the theory of perpendicular diffusion.
Alternatively, an approach based on the telegraph equation (also known as
telegrapher’s equation) has been developed. We show that two-dimensional
subspace approximation and the description based on the telegraph equation
are equivalent. However, it is also shown that the obtained distribution functions
contain artifacts and inaccuracies that cannot be found in the numerical
solution to the problem. Therefore, an N-dimensional subspace approximation
is proposed corresponding to a semi-analytical/semi-numerical approach. This
is a useful alternative compared to standard numerical solvers.

Results and Discussion: Depending on the application, the N-dimensional
subspace approximation can be orders of magnitude faster. Furthermore, the
method can easily be modified so that it can be used for any pitch-angle
scattering equation.

KEYWORDS

cosmic rays, magnetic fields, turbulence, diffusion, transport

1 Introduction

The motion of energetic particles such as cosmic rays through plasma is a complicated
stochastic process. It is described via transport equations containing different diffusion
parameters. The simplest form of a transport equation which is used in this field is the
pitch-angle scattering equation ( Shalchi, 2009; Zank, 2014)

∂ f
∂t
+ vμ

∂ f
∂z
= ∂

∂μ
[Dμμ (μ)

∂ f
∂μ
], (1)

where we have used time t, particle position along the mean magnetic field z, pitch-
angle cosine μ, particle speed v, and pitch-angle scattering coefficient Dμμ. The analytical
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form of the latter parameter is difficult to determine since it contains
information about the interaction between magnetohydrodynamic
turbulence and energetic and electrically charged particles. Very
originally, a quasi-linear approach was developed to determine the
coefficient Dμμ (Jokipii 1966). However, this approach is inaccurate,
and it fails to describe correctly the scattering of particles at
90° corresponding to μ = 0 (Shalchi 2009). Therefore, the so-
called second-order quasi-linear theory (SOQLT) was developed
by Shalchi (2005), which provides non-vanishing scattering at
μ = 0, resolving the 90°-problem. This theory was further explored
analytically in Shalchi et al. (2009), and the so-called isotropic form

Dμμ = (1− μ
2)D (2)

was derived in the limit of a stronger turbulent magnetic field. In
Eq. 2, the parameter D does not depend on μ, but it is a complicated
function of turbulence and particle properties (Shalchi et al., 2009).

In addition to the question of what the correct analytical form of
Dμμ is, one desires to find solutions to Eq. 1. However, so far, no exact
solution to the pitch-angle scattering equation has been found, and
one has to rely on either a numerical approach or approximations.
However, one can show that in the late-time limit, the pitch-angle-
averaged distribution function

M (z, t) = 1
2
∫
+1

−1
dμ f (μ,z, t) (3)

satisfies a diffusion or heat transfer equation of the form

∂M
∂t
= κ‖

∂2M
∂t2
, (4)

where the parallel spatial diffusion coefficient is related to the pitch-
angle scattering coefficient via (Earl, 1974)

κ‖ =
v2

8
∫
+1

−1
dμ
(1− μ2)2

Dμμ (μ)
. (5)

The heat transfer equation shown above can easily be solved.
For sharp initial conditions, for instance, the solution is simply a
normalized Gaussian distribution

M (z, t) = 1

√4πκ‖t
e
− z2

4κ‖t (6)

centered at z = 0 and having the second moment ⟨z2⟩ = 2κ‖t. One
can also write down the more general solution

M (z, t) = 1

√4πκ‖t
∫
+∞

−∞
dz′ M(z′, t = 0)e

−
(z−z′)2

4κ‖t (7)

which depends on the initial distribution M(z′, t = 0) and has a
Gaussian integral kernel.

More recently (Tautz and Lerche, 2016 and references therein), it
was argued that the diffusive solution does not always provide a good
approximation, and one should instead use a telegraph equation of
the form

τM̈+ Ṁ = κ‖
∂2M
∂z2
, (8)

where we have used the telegraph time scale τ. It should be noted that
using the telegraph equation instead of the diffusion equationwas, in

particular, suggested in the context of adiabatic focusing (Litvinenko
and Schlickeiser, 2013; Effenberger and Litvinenko, 2014), but this
effect is omitted in this paper.

Independently, a two-dimensional subspace approximation
to the solution of Eq. 1 has been developed (see Shalchi et al.
(2011) for the original description of this approach and Shalchi
(2020) for a review). Although this approach provides only an
approximation to the solution of Eq. 1 for the isotropic case, it
provides a pitch-angle-dependent solution. The two-dimensional
subspace approximation was successfully applied in the theory
of perpendicular transport and contributed significantly to the
development of advanced particle transport theories (Shalchi, 2020;
Shalchi, 2021).

In this paper, we revisit pitch-angle scattering and parallel spatial
diffusion as well as the corresponding transport equations. Through
this study, we aim to perform the following tasks:

1. We review the two-dimensional subspace approximation and
summarize the corresponding results.

2. We show the equivalence of the two-dimensional subspace
approximation and the telegraph equation.

3. We derive an approximation for the Fourier-transformed
distribution function corresponding to the correctly
normalized solution of the telegraph equation.

4. We propose an N-dimensional subspace approximation to
numerically solve the pitch-angle scattering equation. This
approach can be several orders of magnitude faster than
standard solvers.

5. All numerical and analytical approaches are compared with
each other. This will help us understanding the respective
advantages and disadvantages of the different techniques.

Those tasks will be performed in Sections. 2–4, and in Section 5, we
provide the summary and and conclusions. This article has several
appendices containing mathematical details.

2 The two-dimensional subspace
approximation

The two-dimensional subspace approximation was originally
developed by Shalchi et al. (2011) to solve pitch-angle scattering
Equation 1. We summarize the corresponding results, rewrite
previously found solutions, and discuss the relation to the
telegraph equation as follows. The following three subsections
were mostly taken from Shalchi (2020) but have been modified
significantly.

2.1 The isotropic scattering coefficient

For the isotropic scattering coefficient, as given byEq. 2, the parallel
spatial diffusion coefficient is obtained via Eq. 5. Alternatively, we can
compute the parallel mean free path that is defined via λ‖ = 3κ‖/v. For
the isotropic case, those parameters are given by

κ‖ =
v2

6D
and λ‖ =

v
2D
. (9)

Frontiers in Astronomy and Space Sciences 02 frontiersin.org45

https://doi.org/10.3389/fspas.2024.1385820
https://www.frontiersin.org/journals/astronomy-and-space-sciences
https://www.frontiersin.org/journals/astronomy-and-space-sciences#articles


Shalchi 10.3389/fspas.2024.1385820

Eq. 1 corresponds to a partial differential equation with the variables
t, z, and μ. As a first step toward a solution, we use the Fourier
transform

f (z,μ, t) = ∫
+∞

−∞
dk Fk (μ, t)e

ikz (10)

so that the pitch-angle scattering equation becomes

∂Fk

∂t
+ ivμkFk =

∂
∂μ
[Dμμ

∂Fk

∂μ
]. (11)

The inverse Fourier transform is then given by the following
equation:

Fk (μ, t) =
1
2π
∫
+∞

−∞
dz f (z,μ, t)e−ikz. (12)

For the isotropic scattering coefficient, Eq. 11 is simplified to

∂Fk

∂t
+ ivμkFk = D

∂
∂μ
[(1− μ2)

∂Fk

∂μ
]. (13)

To continue, we expand the solution of Eq. 13 in a series of Legendre
polynomials

Fk (μ, t) =
∞

∑
n=0

Cn (t)Pn (μ) , (14)

where the coefficients Cn are functions of time, though they also
depend on k. This dependence is not explicitly written down
during the following investigations. Using Eq. 14 in the differential
Equation 13 yields

∑
n

ĊnPn + ivμk∑
n

CnPn

=D∑
n

Cn
∂
∂μ
[(1− μ2)

∂Pn

∂μ
],

(15)

where Ċn denotes the time derivative of the coefficient Cn. In order
to further valuate Eq. 15, we use the following two relations for
Legendre polynomials (Abramowitz and Stegun, 1974)

∂
∂μ
[(1− μ2)

∂Pn

∂μ
] = −n (n+ 1)Pn (16)

and

μPn =
n+ 1
2n+ 1

Pn+1 +
n

2n+ 1
Pn−1. (17)

With those two relations, Eq. 15 can be written as follows:

∑
n

ĊnPn + ivk∑
n

Cn(
n+ 1
2n+ 1

Pn+1 +
n

2n+ 1
Pn−1)

= −D∑
n

Cnn (n+ 1)Pn.
(18)

To continue, we multiply this equation by the Legendre polynomial
Pm, integrate over μ, and use the orthogonality relation of Legendre
polynomials (Abramowitz and Stegun, 1974)

∫
+1

−1
dμ PnPm =

2
2m+ 1

δnm. (19)

After performing those steps, we derive the recurrence relation

Ċm = −Dm (m+ 1)Cm − ivk
m

2m− 1
Cm−1

− ivk m+ 1
2m+ 3

Cm+1.
(20)

Alternatively, one can use the coefficient Qm defined via

Cm = (2m+ 1) (−i)
mQm. (21)

With this, the recurrence relation can be written as follows

(2m+ 1) Q̇m = −Dm (m+ 1) (2m+ 1)Qm

+ vkmQm−1 − vk (m+ 1)Qm+1.
(22)

For the case of no scattering D = 0, we can compare this with the
relation (see Equation of Abramowitz and Stegun (1974))

(2n+ 1) j′n = njn−1 − (n+ 1) jn+1, (23)

where we have used spherical Bessel functions. Thus, we find
Qm = jm(vkt) for the scatter-free case and

Cm = (2m+ 1) (−i)
mjm (vkt) . (24)

Using this in Eq. 14 yields

Fk (μ, t) =
∞

∑
n=0
(2n+ 1) (−i)njn (vkt)Pn (μ)

= e−ivμkt,
(25)

where we have used Equation 92 from Shalchi et al. (2011). This
is also known as plane wave expansion widely used in quantum
mechanics. It should be noted that Eq. 25 corresponds to the
unperturbed or scatter-free solution. It can be easily obtained
directly from Eq. 11 for the case D = 0.

We use Eq. 20 which corresponds to an infinite set of coupled
ordinary differential equations. For m = 0, for instance, we find

Ċ0 = −
1
3
ivkC1 (26)

and for m = 1, we obtain

Ċ1 = −2DC1 − ivkC0 −
2
5
ivkC2. (27)

It is problematic here that the coefficients C0 and C1 are coupled to
C2. Therefore, it is not possible to derive an exact solution for the
coefficients Cn.

2.2 The two-dimensional approximation

Since an exact solution to Eq. 20 seems impossible to be
found, one needs to rely on approximations. In the following,
we discuss the two-dimensional (2D) subspace approximation
originally developed by Shalchi et al. (2011), meaning we set

Cm = 0 for m ≥ 2 (28)

so that only the coefficients C0 and C1 are used. In Lasuik and
Shalchi (2019), one can find the solution obtained by using a three-
dimensional subspace approximation. It is shown that the three-
dimensional (3D) solution is too complicated for most applications.

Within the two-dimensional subspace approximation, the
expansion (14) is reduced to

F(μ, t) = C0 + μC1. (29)
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In this case, Eqs 26, 27 can be combined to eliminate C1. Since we
set C2 = 0, we found the second-order differential equation

C̈0 = −2DĊ0 −
1
3
v2k2C0. (30)

Using the ansatz

C0 = be
ωt (31)

leads to the quadratic equation

ω2 + 2Dω+ 1
3
v2k2 = 0. (32)

Alternatively, for C2 = 0, Eqs 26, 27 can be written as the matrix
equation

(
Ċ0

Ċ1
) = (

0 −ivk/3
−ivk −2D

)(
C0

C1
). (33)

After using Eq. 31 for both functions C0(t) and C1(t), the problem of
finding the two ω is expressed as

det(
ω ivk/3
ivk ω+ 2D

) = 0, (34)

leading to the same quadratic equation as given by Eq. 32. The latter
equation can easily be solved by the following equation:

ω± = −D±√D2 − 1
3
v2k2. (35)

We conclude that the eigenvalues can be complex depending on the
wave number k. With this, the coefficient C0 can be written as the
linear combination

C0 = b+e
ω+t + b−e

ω−t (36)

with the two unknown coefficients b±. It follows from Eq. 26 that

C1 = −
3

ivk
(b+ω+e

ω+t + b−ω−e
ω−t) . (37)

The coefficients b± will be determined below. Before we perform this
task, we write down the solution for Fk(μ, t). We need to combine
Eq. 29 with Eqs 36, 37 to derive

Fk (μ, t) = b+e
ω+t + b−e

ω−t

−
3μ
ivk
(b+ω+e

ω+t + b−ω−e
ω−t) .

(38)

In order to find the coefficients b±, we can use the initial condition

f (z,μ, t = 0) = 2δ (z)δ(μ− μ0) , (39)

meaning that the particle has its initial position at z = 0 and the
initial pitch-angle cosine μ0. Using this in the inverse Fourier
transform given by Eq. 12, yields after some straightforward algebra

Fk (μ, t = 0) =
1
π
δ(μ− μ0) . (40)

The latter initial condition used in expansion (Eq. 14) allows us to
write

∑
n

Cn (t = 0)Pn (μ) =
1
π
δ(μ− μ0) . (41)

In order to determine the coefficients Cn(t = 0), we multiply this by
Pm and integrate over μ to get

Cm (t = 0) =
2m+ 1

2π
Pm (μ0) . (42)

To perform this task, we have used again the orthogonality relation
(Eq. 19). For m = 0 and m = 1, this yields1

C0 (t = 0) =
1
2π

(43)

and

C1 (t = 0) =
3μ0

2π
. (44)

To determine the coefficients b±, we write down Eqs 36, 37 for t = 0
and use Eqs 43, 44 to deduce

b+ + b− =
1
2π
,

b+ω+ + b−ω− = −
ivkμ0

2π
.

(45)

This system of two equations is solved by the following equation

b± = ∓
ivkμ0 +ω∓

2π (ω+ −ω−)
. (46)

Using this result and Eq. 35 in Eq. 38 provides the two-dimensional
subspace approximation to the solution Fk(μ, t). In Section 2.4, we
provide a more detailed discussion of this solution.

Our solution is based on the expansion given by Eq. (29). One
can easily demonstrate using Eq. 3 and

J (z, t) = v
2
∫
+1

−1
dμ μ f (μ,z, t) , (47)

together with the orthogonality relation (Eq. 19), that the function
C0(t) corresponds to the Fourier transform of the pitch-angle-
averaged distribution function M(z, t), and C1(t) corresponds to
the Fourier transform of the current density or diffusion flux
J(z, t). Those two quantities are related to each other via the one-
dimensional continuity equation

∂M
∂t
+ ∂J

∂z
= 0 (48)

which is obtained by averaging Eq. 1 over all μ and using Eqs 3, 47.
The exact relations to the coefficients are

M (z, t) = ∫
+∞

−∞
dk C0 (t)e

ikz (49)

and

J (z, t) = v
3
∫
+∞

−∞
dk C1 (t)e

ikz. (50)

It should be noted that the latter relation is obtained by
combining Eq. 47 with Eq. 10 and the expansion given by Eq. 14.
After combining these three relations and using the orthogonality
relation (Eq. 19), one can obtain Eq. 50. As demonstrated, the
coefficients C0(t) and C1(t) are directly linked to physical quantities.
In particular, the coefficient C0(t) is very important because
it is simply the Fourier transform of the pitch-angle-averaged
distribution function M(z, t).

1 Note: there is a typo in Shalchi (2020) where one can find the incorrect

formula C0(t = 0) = 1/(3π).
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2.3 Further physical quantities

An important quantity in particle transport theory is the
characteristic function ⟨e±ikz⟩. We define the ensemble average via

⟨A⟩ = 1
4
∫
+1

−1
dμ ∫
+1

−1
dμ0 ∫

+∞

−∞
dz A(z,μ, t) f (z,μ, t) . (51)

It should be noted that in some cases, one could aim for a result that
depends on μ0. Then, the corresponding average is omitted.

To determine the characteristic function, we average over all
quantities, and thus, we have

⟨e−ikz⟩ = 1
4
∫
+1

−1
dμ0∫
+1

−1
dμ

×∫
+∞

−∞
dz e−ikz f (z,μ, t) .

(52)

Replacing f(z,μ, t) therein by using Eq. 12 leads to

⟨e−ikz⟩ = π
2
∫
+1

−1
dμ0 ∫

+1

−1
dμ Fk (μ, t) . (53)

We now replace Fk(μ, t) by using Eq. 14 and use P0(μ) = 1 to get

⟨e−ikz⟩ = π
2
∫
+1

−1
dμ0 ∫

+1

−1
dμ
∞

∑
n=0

CnPnP0. (54)

Due to the orthogonality of Legendre polynomials (Eq. 19), this is
reduced to

⟨e−ikz⟩ = π∫
+1

−1
dμ0 C0. (55)

To solve the remaining integral, we use Eq. 36 to write

⟨e−ikz⟩ = π∫
+1

−1
dμ0 (b+e

ω+t + b−e
ω−t) . (56)

In order to replace b±, we use Eq. 46. The integrals over the terms
containing μ0 vanish, and we finally find

⟨e±ikz⟩ =
ω+e

ω−t −ω−e
ω+t

ω+ −ω−
. (57)

It should be noted that the parametersω± are given by Eq. 35. For the
case that the ω± are real, the characteristic function given by Eq. 57
is real as well. For the case that the ω± are complex, it follows from
Eq. 35 that ω∗+ = ω−. Therefore, the characteristic function is always
real, and we have ⟨e+ikz⟩ = ⟨e−ikz⟩.

Based on Eq. 35, it can be shown that Eq. 57 contains two
asymptotic limits, namely, (see Shalchi (2020) for more details)

⟨e±ikz⟩ ≈
{{
{{
{

e−κ‖k
2t for v2k2 ≪ 3D2

cos( vkt
√3
)e−Dt for v2k2 ≫ 3D2.

(58)

For small wave numbers, we find the characteristic function of
diffusionEquation 4.The result obtained for largewave numbers can
be understood as a damped unperturbed orbit.

By comparing Eq. 53 with Eq. 10 and using Eq. 3, we can relate
the characteristic function to the μ- and μ0-averaged functions
M(z, t). This relation is given by the following equation:

M (z, t) = 1
2π
∫
+∞

−∞
dk ⟨e±ikz⟩eikz. (59)

Furthermore, we can compare this with Eq. 49 to find

⟨e±ikz⟩ = 2πC0 (t) . (60)

As an example, we consider the limit D→∞ so that we can use the
first line of Eq. 58 in Eq. 59. We can easily derive

M (z, t) = 1
2π
∫
+∞

−∞
dk cos (kz)e−κ‖k

2t

= 1

√4πκ‖t
e
− z2

4κ‖t
(61)

corresponding to a Gaussian solution. The result obtained here is the
diffusive solution that one would expect in this case (see Eq. 6 in
this paper).

Other physical quantities can be derived by using the
subspace approximation, alternative approximations, or even exact
calculations (Shalchi, 2006; Shalchi, 2011).

2.4 Rewriting the solution

Eq. 29 corresponds to an integral representation of the solution
of the Fourier-transformed pitch-angle scattering equation. This
result is based on the 2D subspace approximation. Using therein
Eqs 36 and 37, as well as (Eq. 46) yields

Fk (μ, t) =
3μ0μω+ −ω− − ivk(μ0 + μ)

2π (ω+ −ω−)
eω+t

−
3μ0μω− −ω+ − ivk(μ0 + μ)

2π (ω+ −ω−)
eω−t,

(62)

where the functions ω± are given by Eq. 35.
The μ- and μ0-averaged solution is then

Mk (t) =
1
4
∫
+1

−1
dμ0 ∫

+1

−1
dμ Fk (μ, t)

= 1
2π (ω+ −ω−)

[ω+e
ω−t −ω−e

ω+t]
(63)

in Fourier space. To find the solution in the configuration space, we
use Eq. 10 to derive

M (z, t) = 1
2π
∫
+∞

−∞
dk [

ω+
ω+ −ω−

eω−t −
ω−

ω+ −ω−
eω+t]e−ikz. (64)

Alternatively, this result can also be obtained by
combining Eqs 57, 59.

It is convenient to define the parameter

ξ≔√D2 − 1
3
v2k2, (65)

and it follows from Eq. 35 that

ω± = −D± ξ. (66)

From this, we can easily deduce

ω+ −ω− = 2ξ. (67)

Therewith, the solution in the configuration space is given as the
following Fourier transform

M (z, t) = 1
2π

e−Dt∫
∞

0
dk [(1+ D

ξ
)eξt +(1− D

ξ
)e−ξt]

× cos (kz) ,
(68)
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where we have used the integrand, which is an even function of k.
With the help of hyperbolic functions, this can be written in a more
compact form

M (z, t) = 1
π
e−Dt∫
∞

0
dk [cosh (ξt) + D

ξ
sinh (ξt)]cos (zk) . (69)

It should be noted that the quantity ξ, given by Eq. 65, can either
be real or imaginary depending on the value of k. Eq. 69 provides
an integral representation of the μ- and μ0-averaged distribution
function based on the 2D subspace approximation. Alternative
forms are presented in Supplementary Appendix S1 of this paper. In
Supplementary Appendix S2, we provide an approximative solution
of the remaining integral.

2.5 Relation to the Telegrapher’s equation

We have derived an ordinary differential equation for the
function C0(t) previously (Eq. 30), which can be written as follows

C̈0 + 2DĊ0 = −
1
3
v2k2C0. (70)

As shown via Eq. 49, C0(t) is the Fourier transform of the
distribution function M(z, t). Thus, working in the configuration
space instead of the Fourier space allows us to write Eq. 70 as

M̈+ 2DṀ = 1
3
v2 ∂2M

∂z2
. (71)

The latter equation has the same form as Eq. 8, and, thus, it
corresponds to a telegraph equation. A quick alternative derivation
of the latter equation can be found in Supplementary Appendix S3.
It should be noted that the coefficient C0(t) used here depends
also on the initial pitch-angle cosine μ0. If one averages over
the latter quantity, the two-dimensional subspace approximation
provides Eq. 69. In Supplementary Appendix S4, we demonstrate
that the latter form indeed solves Eq. 71. Using therein Eq. 9 and
the scattering time τ = 1/(2D) yields the telegraph equation, as given
by Eq. 8. Therefore, we have shown the complete equivalence of
the two-dimensional subspace approximation and the telegraph
equation. The solution given by Eq. 69 is correctly normalized. In
order to demonstrate this, we consider

∫
+∞

−∞
dz M (z, t) = 1

π
e−Dt∫
∞

0
dk [cosh (ξt) + D

ξ
sinh (ξt)]

×∫
+∞

−∞
dz cos (zk) .

(72)

Therein, we use (Zwillinger, 2012)

∫
+∞

−∞
dz ei(k

′−k)z = 2πδ(k′ − k) (73)

to write this as

∫
+∞

−∞
dz M (z, t) = e−Dt∫

+∞

−∞
dk [cosh (ξt) + D

ξ
sinh (ξt)]δ (k)

= e−Dt[cosh (ξt) + D
ξ

sinh (ξt)]
k=0
.

(74)

From Eq. 65, it follows that ξk=0 = D, and, thus, we find

∫
+∞

−∞
dz M (z, t) = e−Dt [cosh (Dt) + sinh (Dt)]

= 1.
(75)

As already pointed out in Tautz and Lerche (2016), one can use the
transformation

M (z, t) = Ψ (z, t)e−Dt, (76)

and Eq. 8 becomes

τΨ̈− κ‖
∂2Ψ
∂z2
= 1

4τ
Ψ. (77)

This corresponds to the Klein–Gordon equation but with imaginary
mass. After comparing Eqs 69, 76 with each other, we can easily read
off the function Ψ (z, t).

We have focused on the function C0(t) previously. We can also
derive an ordinary differential equation for C1(t). By combining
Eqs 26, 27, we derive

C̈1 + 2DĊ1 = −
1
3
v2k2C1, (78)

where we have set C2 = 0 corresponding to the 2D subspace
approximation. Eq. 78 is the same equation as we have derived
above for C0. The function C1(t) corresponds to the Fourier-
transformed current density, as shown by Eq. 50. Therefore, the
telegraph and Klein–Gordon equations can also be derived for
the current density function. In order to obtain the current
density, as a further solution to the telegraph equation, we
can combine Eq. 69 with the continuity Equation 48. We can
easily derive

J (z, t) = v2

3π
e−Dt∫
∞

0
dk k

ξ
sinh (ξt) sin (zk) , (79)

where ξ is given by Eq. 65. Of course, integrating the obtained J (z, t)
over all z yields 0, meaning that the found solution to the telegraph
equation is not normalized to 1.

3 The N-dimensional subspace
approximation

Previously, we have used the expansion in the Legendre
polynomials (see Eq. 14 of this paper). The functions Cn(t)
therein are given by the recurrence relation (Eq. 20). This
relation is still exact and can be written as the following
matrix equation

d
dt

C⃗ = AC⃗ (80)

with the tridiagonal matrix A having the components

An,n−1 = −ivk
n

2n− 1
,

An,n = −n (n+ 1)D,

An,n+1 = −ivk
n+ 1
2n+ 3
.

(81)

The vector C⃗ in Eq. 80 contains the functions Cn(t) needed in the
expansion given by Eq. 14. The formal solution of Eq. 80 can be
written as follows:
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FIGURE 1
Shown are runtimes of codes used to solve the pitch-angle scattering
equation based on different techniques. The black horizontal line
represents the pure numerical solution, providing a result which
depends on the pitch-angle cosine μ and the initial pitch-angle cosine
μ0. This pure numerical method is described in
Supplementary Appendix S5 and corresponds to an implicit Euler
method. The blue circles represent the N-dimensional subspace
approximation described in Section 3 also providing a
pitch-angle-dependent result. The red crosses represent the
N-dimensional subspace approximation for the μ- and μ0-averaged
case. For a small dimensionality (small N), the runtimes are
insignificant. It should also be noted that one obtains an accurate
result for N = 10 (vertical gray line), meaning that the subspace
approximation is several orders of magnitude faster than standard
numerical solvers. It should be noted that all results are normalized
with respect to the runtime of the pure numerical method and have
been obtained by using MATLAB running on the same computer.

C⃗ (t) = eAtC⃗ (t = 0) , (82)

where we have used the matrix exponential. The initial conditions
Cn(t = 0) are given by Eq. 42. Eq. 82 can be easily evaluated
with software such as MATLAB. However, it is required to
work with a finite matrix A. This corresponds to the subspace
approximation outlined above. Let us assume that we work with an
N×N-matrix. This then corresponds to an N-dimensional subspace
approximation. The method described here corresponds to a semi-
numerical/semi-analytical approach that solves the pitch-angle
scattering equation, but this method can be faster if one needs
the solution only for a specific time t. Standard numerical solvers
(see Supplementary Appendix S5 of this paper) require a high
time resolution to be accurate. Therefore, one typically needs
to work with roughly thousand time-steps so that the solution
converges to the true solution of the differential equation. The N-
dimensional subspace approximation can be applied to a single
time value. As shown via Figures 2–9, an accurate solution is
obtained for N = 10.

For certain applications, one could be interested in the μ- and
μ0-averaged solution only. Analytical solutions of diffusion and
telegraph equations are incomplete and inaccurate depending on
the considered application. For the case of pitch-angle-averaged
solutions, theN-dimensional subspace approximation is particularly

powerful, as outlined below. First, we define the matrix exponential
used already above via

E≔ eAt. (83)

Then, Eq. 82 can be written as follows

C⃗ (t) = EC⃗ (t = 0) (84)

or in component notation,

Cn (t) =
N−1

∑
m=0

EnmCm (t = 0) . (85)

At the initial time, the components of the vector C⃗ (t = 0) are
given by Eq. 42. If those coefficients are averaged over μ0, we can
easily derive

Cm (t = 0) =
1
2π

δm0, (86)

meaning that all coefficients are 0, except C0(t = 0). Therefore, we
can write the time-dependent coefficients as

Cn (t) = En0C0 (t = 0) ≡
1
2π

En0. (87)

Furthermore, the μ-dependent solution is given by Eq. 14. After μ-
averaging of the latter expansion, we find

Mk (t) = C0 (t) =
1
2π

E00, (88)

where Mk(t) is the Fourier-transformed distribution
function as observed by Eq. 49. It should be noted that
the function C0(t) discussed here is also μ0-averaged.
Furthermore, the characteristic function is easily obtained
via

⟨e±ikz⟩ = E00, (89)

meaning that the 00-component is simply the characteristic
function. Thus, it follows from Eq. 59 that

M (z, t) = 1
2π
∫
+∞

−∞
dk E00 (k, t)e

ikz, (90)

which is an integral and matrix exponential representation of
the μ- and μ0-averaged distribution function. Therefore, in order
to obtain the distribution function M(z, t) for given z and t,
we need to numerically solve the k-integral in Eq. 90. For
each value of k, we set up the matrix A defined via Eq. 81,
numerically compute the matrix exponential E, and use the
component E00 in the numerically evaluated k-integral. The
distribution functions shown in Figures 6, 7, based on the 10D
subspace approximation, for instance, can be computed with
a regular computer within a few seconds. Figure 1 shows a
comparison in speed between different numerical methods. This
comparison includes the N-dimensional subspace approximation
described above and the pure numerical approach described in
Supplementary Appendix S5 of this paper, which corresponds to an
implicit Euler method.

The μ- and μ0-dependent Fourier-transformed solution is given
by the following equation:
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FIGURE 2
Numerical and analytical solutions obtained for the characteristic function ⟨eikz⟩ versus the dimensionless wave number ̃k = vk/D. The numerical
solution refers to the implicit Euler method described in Supplementary Appendix S5, and the N-dimensional subspace approximation, which is a
semi-analytical/semi-numerical method, is described in Section 3. Shown are plots for ̃t = Dt = 0.1 (left panel) and ̃t = 0.5 (right panel). For the initial
pitch-angle cosine, we have used μ0 = 0. It should be noted that the characteristic function is μ-averaged.

FIGURE 3
Caption is as in Figure 2, but we have considered the times ̃t = 1 (left panel) and ̃t = 10 (right panel). It should be noted that for the latter case, all four
results are in coincidence.

Fk (μ, t) =
1
2π
∑
n,m
(2m+ 1)Enm (k, t)Pn (μ)Pm (μ0) , (91)

where we have combined Eqs 14, 42, and 85. The Fourier
transform can be performed using Eq. 10 and solving the k-integral
numerically. Of course, obtaining and plotting the pitch-angle-
dependent result is more time-consuming when compared to the
pitch-angle-averaged solution.

In certain analytical theories developed for describing the
perpendicular transport of energetic particles, one needs to
know the function (Shalchi, 2010; Shalchi, 2017; Shalchi, 2020;
Shalchi, 2021)

Γk (t) ≔ ⟨μ0μe
−ikz⟩ (92)

that is somewhat similar but not identical compared to the
characteristic function discussed above. In order to express Γk(t)
as before, we perform the same mathematical steps. The pitch-
angle-dependent solution is given by Eq. 14. In order to obtain
Γk(t), we need

Γk (t) =
1
4
∫
+1

−1
dμ ∫
+1

−1
dμ0 μμ0

×∫
+∞

−∞
dz f (z,μ, t)e−ikz.

(93)
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FIGURE 4
Numerical and analytical solutions obtained for the characteristic function ⟨eikz⟩ versus dimensionless time ̃t = Dt. Shown are plots for ̃k = 1 (left panel)
and ̃k = 2 (right panel). For the initial pitch-angle cosine, we have used μ0 = 0. It should be noted that the characteristic function is μ-averaged.

FIGURE 5
Caption is as in Figure 4, but we have considered the values ̃k = 5 (left panel) and ̃k = 10 (right panel).

To evaluate this further, we use Eqs 12, 14. After using those two
relations, we derive

Γk (t) =
π
2
∫
+1

−1
dμ ∫
+1

−1
dμ0 μμ0Fk (μ, t)

= 2π
∞

∑
n=0

1
2
∫
+1

−1
dμ0 μ0Cn (t)

1
2
∫
+1

−1
dμ μPn (μ) .

(94)

For the μ-integral, we can use the orthogonality relation
(Eq. 19) to find

1
2
∫
+1

−1
dμ μPn (μ) =

1
3
δn1. (95)

Using the above relation allows us to perform the
following steps:

Γk (t) =
π
3
∫
+1

−1
dμ0 μ0C1 (t)

= π
3

N−1

∑
m=0

E1m∫
+1

−1
dμ0 μ0Cm (t = 0)

= 1
6

N−1

∑
m=0
(2m+ 1)E1m∫

+1

−1
dμ0 P1 (μ0)Pm (μ0)

= 1
3

N−1

∑
m=0

E1mδm1

= 1
3
E11,

(96)

where we have used Eqs 19, 42, and 85. Therefore, the derived
function Γk (t) corresponds to the matrix element E11 which
can be computed quickly based on the N-dimensional subspace
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FIGURE 6
Numerical and analytical solutions for the μ-averaged distribution function M(z, t) versus the parallel position ̃z = Dz/v. Shown are plots for ̃t = 0.1 (left
panel) and ̃t = 1 (right panel). For the initial pitch-angle cosine, we have used μ0 = 0.

FIGURE 7
Caption is as in Figure 6, but we have considered the times ̃t = 2.5 (left panel) and ̃t = 10 (right panel).

approximation. Figure 12 shows some example plots for the
quantity Γk (t).

4 Comparison of results

We have solved the pitch-angle scattering equation numerically
using an implicit Euler method (Supplementary Appendix S5)
and the N-dimensional subspace approximation outlined in the
previous section. We have considered two cases, namely, N = 2
(corresponding to the pure analytical case discussed above)
and N = 10 (which provides an accurate result). In most cases,
we have only considered the μ-averaged solution to reduce the
number of plots. Some results are also averaged over the initial
pitch-angle cosine μ0.

Figures 2–5 show the characteristic function ⟨eikz⟩ ≡ ⟨e−ikz⟩,
which corresponds to the Fourier transform of the distribution
function M (z, t). In Figures 2, 3, the characteristic function is
plotted versus the dimensionless wave number ̃k = vk/D for different
values of the dimensionless time ̃t = Dt. We have also shown
the solution of the diffusion equation as given by the first line
of Eq. 58. We can easily see that all solutions agree with each
other at later times. This is not the case for early times where
the 2D subspace approximation and the diffusive solution differ
significantly from the numerical solution. The 10D subspace
approximation agrees very well with the numerical solution in all
considered cases.

Figures 4, 5 show the characteristic function versus time ̃t for
different values of ̃k. We can easily see agreement for smaller values
of ̃k but disagreement for larger values. However, the 10D subspace
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FIGURE 8
Numerical and analytical solutions for the μ-averaged distribution function M(z, t) versus time ̃t. Shown are plots for ̃z = 0.5 (left panel) and ̃z = 1 (right
panel). For the initial pitch-angle cosine, we have used μ0 = 0.5.

FIGURE 9
Caption is as in Figure 8, but we have considered ̃z = 2 (left panel) and ̃z = 3 (right panel).

approximation and the numerical solution agree very well with each
other. It has to be emphasized that the 10D subspace approximation
solution, which can be seen as a semi-analytical/semi-numerical
technique, is several orders of magnitude faster than standard
numerical solvers.

Figures 6–9 show the distribution function M (z, t). Figures 6,
7 show this function versus the dimensionless position ̃z = Dz/v
for different times. For late times, all considered results agree
with each other, as expected. The corresponding distributions
are well-described by the Gaussian given by Eq. 6. For early
times, however, diffusive and 2D subspace results do not agree
well with the pure numerical solution. The 2D subspace solution
contains spikes that are a consequence of the Dirac delta
(Supplementary Appendix S2). The diffusive solution is non-zero

everywhere in space. Numerical and 10D subspace solutions
correctly describe that the distribution function is exactly 0 for
|z| > vt due to the finite propagation speed of the particles.
The latter effect can be observed much better by plotting the
distribution function versus time ̃t for different values of ̃z. This is
done via Figures 8, 9.

Figure 10 shows the comparison of the time evolution of M (z, t)
based on diffusion equation and the 10D subspace approximation.
We can clearly see the similarity for later times. For early
times, on the other hand, we observe significant differences. In
particular, the 10D solution provides M (|z| > vt) = 0 as needed.
Alternatively, we have plotted M (z, t) versus time for different
positions (Figure 11) where the aforementioned effect can be
observed more clearly.
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FIGURE 10
Time evolution of distribution functions. The left panel shows the solution of the diffusion equation as given by Eq. 6 for different times, and the right
panel shows the μ0-and μ-averaged solutions of the pitch-angle scattering equation based on the 10D dimensional subspace approximation.

FIGURE 11
Distribution functions versus time ̃t at given positions ̃z. The left panel shows the solution of the diffusion equation as given by Eq. 6 for different
positions, and the right panel shows the μ0-and μ-averaged solutions of the pitch-angle scattering equation based on the 10-dimensional subspace
approximation.

Last but not the least, we have computed the function Γk (t)
defined via Eq. 92. The latter function enters certain analytical
theories for perpendicular diffusion. According to Figure 12, the
2D subspace approximation works overall well for computing this
quantity. This explains why analytical theories for perpendicular
diffusion, in which the 2D subspace approximation was used,
agree well with performed test-particle simulations (Shalchi, 2020;
Shalchi, 2021).

5 Summary and conclusion

In this paper, we have focused on the most basic transport
equation, namely, the pitch-angle scattering equation, as given

by Eq. 1. Analytical and numerical investigations of pitch-angle-
dependent transport equations have been the subject of several
papers published during recent years. In addition to studies of the
basic pitch-angle scattering equation (Shalchi et al., 2011; Tautz and
Lerche, 2016; Lasuik and Shalchi, 2017; Lasuik and Shalchi, 2019),
authors have explored the impact of so-called focusing, an effect
which is related to a non-constantmeanmagnetic field (Danos et al.,
2013; Litvinenko and Schlickeiser, 2013; Effenberger andLitvinenko,
2014; Lasuik et al., 2017; Wang and Qin, 2020; Wang and Qin, 2021;
Wang and Qin, 2023). Even more complicated cases, including
perpendicular particle transport, have been investigated by Wang
and Qin (2024).

In this article, we have reviewed the two-dimensional subspace
approximation originally developed by Shalchi et al. (2011)
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FIGURE 12
Numerical results for the function Γk(t) as defined via Eq. 92 based on 2D and 10D subspace approximations. The left panel shows results for ̃k = 1 and
the right panel for ̃k = 10. It should be noted that it follows from the definition of this function that Γk(t = 0) = 1/3. The results for smaller values of ̃k are
not shown here, but the agreement between 2D and 10D subspace approximations would be almost perfect in such cases.

and discussed the provided solutions in configuration
and Fourier spaces. We have also demonstrated that the
two-dimensional subspace approximation is equivalent
to using a telegraph equation. Normalized solutions in
configuration and Fourier spaces are also discussed.
However, we also argue that such solutions do not often
provide appropriate results even if the pitch-angle average
is considered. Although it was often argued that the
telegraph equation is more complete than the usual diffusion
approach (Tautz and Lerche, 2016), the solution discussed
here contains artifacts that are not realistic. In particular,
we observe spikes at z = ±vt (Figures 6, 7 as well as
Supplementary Appendix S2).

Therefore, it is important to solve the pitch-angle scattering
equation numerically. However, standard approaches such as
implicit Euler or Crank–Nicolson solvers are time-consuming to
use. In this paper, we have, thus, developed an N-dimensional
subspace approach. This method can be seen as a semi-
analytical/semi-numerical method. It has the advantage of
being is several orders of magnitude faster than standard
solvers (see Figure 1 of this paper). This is in particular
the case if one is only interested in pitch-angle-averaged
solutions at a given time. Standard solvers require a high
time resolution in order to provide an accurate result. The N-
dimensional subspace technique can be applied for a single
time value if this is everything what is needed. It should
also be emphasized that the N-dimensional subspace method
can be easily parallelized since for a given k and t, one
can compute the matrix exponentials independently of other
values. This is also valid if one is looking for a μ- and
μ0-dependent result.

In this paper, we have computed several quantities such as
distribution and characteristic functions as well as the function
Γk (t) which is defined via Eq. 92 of this paper. We have compared
numerical solutions obtained by using a standard solver with results

obtained by using the N-dimensional subspace approximation
for different values of N and the diffusive solution. The main
difference is that pure numerical and 10D solutions provide
M (|z| > vt) = 0, meaning that the particles have a finite propagation
speed. All results are visualized in Figures 2–12. One can
clearly see that for N = 10, we obtain an accurate result that
agrees well with the pure numerical solution of the pitch-angle
scattering equation.

It has to be noted that the N-dimensional subspace method
presented in this paperwas specifically developed for the basic pitch-
angle scattering equation and an isotropic scattering coefficient.
However, this approach can be easily modified so that it can
be used for more general transport equations including focused
transport equations and other forms of the pitch-angle scattering
coefficient.
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The electron cyclotronmaser instability (ECMI) stands as a pivotal coherent radio
emission mechanism widely implicated in various astrophysical phenomena. In
the context of solar activity, ECMI is primarily instigated by energetic electrons
generated during solar eruptions, notably flares. These electrons, upon leaving
the acceleration region, traverse the solar atmosphere, forming fast electron
beams (FEBs) along magnetic field lines. It is widely accepted that as these FEBs
interact with the ambient plasma and magnetic fields, they give rise to radio
and hard X-ray emission. Throughout their journey in the plasma, FEBs undergo
modifications in their energy spectrum and velocity spatial distribution due to
diverse energy loss mechanisms and changes in ambient plasma parameters.
In this study, we delve into the impact of the evolving energy spectrum and
velocity anisotropic distribution of FEBs on ECMI during their propagation in flare
loops. Our findings indicate that if we solely consider the progressively flattened
lower energy cutoff behavior as FEBs descend along flare loops, the growth rates
of ECMI decrease accordingly. However, when accounting for the evolution of
ambientmagnetic plasma parameters, the growth rates of ECMI increase as FEBs
delve into denser atmosphere. This underscores the significant influence of the
energy spectrum and velocity anisotropy distribution evolution of FEBs on ECMI.
Our study sheds light on a more comprehensive understanding of the dynamic
spectra of solar radio emissions.

KEYWORDS

electron cyclotronmaser instability, energetic electrons, radio radiation, evolution, flare
loop

1 Introduction

The Sun is a highly active star, and flares represent some of the most powerful eruptions
it experiences. During a flare event, an excess of 1032 erg of stored magnetic energy can be
rapidly released (Fletcher et al., 2011). This released energy is transferred into the thermal
energy of local plasma, the enhanced emission of the entire electromagnetic spectrum,
plasma motions such as jets and coronal mass ejections (CME), and the acceleration of
particles. While the mechanism by which flares convert magnetic energy into energetic
particles remains an unanswered question, magnetic reconnection is generally accepted
as a triggering mechanism (Masuda et al., 1994; Yokoyama et al., 2001; Imada et al., 2013).
For instance, energetic particles can be accelerated by the electric fields within large-
scale reconnecting current sheets during a large two-ribbon flare (Benka and Holman,
1994; Zharkova and Gordovskyy, 2004; Sharykin et al., 2014). As these flare-accelerated fast
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e and interact with the ambient plasma, they produce
radio and hard X-ray radiation. Consequently, FEBs can
be inferred indirectly from solar radio bursts and hard X-
ray bursts (Dulk et al., 1992; Holman et al., 2011), or directly
detected by particle detectors as they travel into near-Earth
interplanetary space (Lin, 2011).Themost direct radio observational
evidence of FEBs is type III solar radio bursts, which are
generally accepted to be produced by FEBs during flare
events.

Type III solar radio bursts are one of the most extensively
studied during the past few decades. The key issue is how the FEBs
generate electromagnetic waves near the local plasma frequency.
A so-called plasma emission theory was put forth by (Ginzburg
and Zhelezniakov, 1958) to explain the observed characteristics of
type III bursts, in which the beam-generated Langmuir waves play
a key role. This plasma theory was developed by many authors
(Cairns, 1987a; Cairns, 1987b; Cairns, 1987c; Wu et al., 1994; Yoon,
1995; Yoon, 1997; Yoon, 1998) and they all assume that the ambient
magnetic field in the source region of type III radio bursts is very
weak. For the most solar radio bursts, including type III bursts, they
usually producednear an active region in the low corona, so theweak
magnetic field approximation is not appropriate because the plasma
in the source region is strongly magnetized.

Another important coherent radiation process, the electron
cyclotron maser instability (ECMI), which emits radiation near the
electron cyclotron frequency and its harmonics via wave-particle
interaction was first suggested by Twiss (1958) and Schneider
(1959). This early maser instability theory has also been applied
to various radio emissions, such as solar radio type I bursts
(Twiss and Roberts, 1958; Mangeney and Veltri, 1976), and Jovian
decametric radiation (Hirshfield, 1963; Goldstein and Eviatar, 1972;
Melrose, 1976). The ECMI theory achieved a major breakthrough
when Wu and Lee (1979) accounted for weak relativistic effects
and applied this theory to auroral kilometer radiation (AKR).
Since then, the ECMI theory has been extensively studied and
discussed, being applied to radio emissions from magnetized
planets (Hewitt et al., 1981; Zarka, 1998; Hess et al., 2007), various
solar radio bursts (Melrose and Dulk, 1982; Aschwanden and
Benz, 1988; Aschwanden, 1990; Vlasov et al., 2002; Wu et al., 2002;
Yoon et al., 2002; Wang, 2004; Treumann et al., 2011; Zhao et al.,
2013), and radio emissions from various stellar environments
(Stepanov et al., 2001; Begelman et al., 2005; Hallinan et al., 2008;
Callingham et al., 2021). Most earlier theories suggest that ECMI
is excited by various velocity anisotropic distributions of energetic
electrons, which exhibit an inverted perpendicular population
as ∂fb/∂v⊥ > 0, providing free energy for ECMI. Hard X-ray
observations demonstrate that flare-accelerated FEBs usually have
an approximate power-law energy spectrum (Lin, 1974; Hudson and
Ryan, 1995; Aschwanden, 2002). These power-law FEBs traveling
in the solar atmosphere are the main source of solar radio
bursts (Aschwanden, 2002; Fleishman, 2004; Wu et al., 2007). A
series of recent works (Wu and Tang, 2008; Tang and Wu, 2009;
Tang et al., 2011; Tang et al., 2012) have shown that the low-energy
cutoff behavior of power-law electrons is another effective driving
source of ECMI.

As mentioned above, it is the FEBs traveling in the solar
atmosphere and interacting with the ambient plasma that produce

radio and hardX-ray radiation.The strong correlation between SRBs
andHXRs in some statistical works (Kosugi et al., 1988;White et al.,
2011) also implies that they have the same source, i.e., the FEBs
(Raoult et al., 1990; Aschwanden, 2002; White et al., 2011). High-
resolution imaging observations of HXRs show that the HXR source
of a flare often consists of a coronal looptop source and two or
more footpoint sources (Hudson, 1978; Hoyng et al., 1981). The
standard flare HXR emission model, which involves thin- and
thick-target bremsstrahlung emission at looptop and footpoints,
respectively, indicates a spectral index difference between the
looptop source and footpoint sources, Δγ = 2. However, themajority
of HXR observations show that the spectral index difference Δγ ≠ 2,
implying that the energy spectra of FEBs change during their
propagation in the flare loops from the top to foots. The collisional
energy loss and deceleration by induced electric fields of energetic
electrons are the main reasons for the change of the energy spectra
of FEBs. Considering the collisional and noncollisional energy
losses of electrons, Tang et al. (2020) investigated the parametric
evolution of power-law spectra of flare-accelerated FEBs when
propagating in the flare loops. The variations of the energy spectral
parameters of power-law FEBs, such as the spectral index α, the
steepness index δ, and lower cutoff energy Ec, all have important
effects on the maser instability. Tang et al. (2016) investigated the
ECMI driven by evolving FEBs in the coronal loop preliminarily.
In their model, the magnetic field configuration of the source
region is a giant expansion arch structure, and the CME-driven
shock front is the acceleration site for FEBs. Since the specific
models of density and magnetic field for the coronal loop are
not considered, the energy loss of energetic electrons described by
the loss factor Q and the magnetic mirror ratio parameter σ are
empirically determined. Therefore, further research is needed to
fully understand the ECMI theory excited by evolving FEBs and
other related issues.

In this paper, we focus on the influence of the evolution
of FEBs when propagating in the flare loop on ECMI. We
propose that the flare-accelerated FEBs initially exhibit a power-
law energy distribution and travel along the flare loop from
the acceleration region to the footpoints. Utilizing the coronal
magnetic field and density models of active region by Zhao (1995),
the semiempirical homogeneous plane-parallel flare atmospheric
model by Machado et al. (1980), and the evolution of energy
spectral parameters of FEBs by Tang et al. (2020), we investigate
the characteristics of ECMI excited by evolving FEBs propagating
along the flare loops. The structure of this paper is organized as
follows: Section 2 introduces the density and magnetic field models
of the flare loop. In Section 3, we present the calculating results
of maser instability. Finally, Section 4 provides the discussion and
conclusions.

2 The physical model

2.1 Density and magnetic field models of
flare loops

It is generally believed that the acceleration of charged particles
by magnetic reconnection in the impulsive phase may be the most
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FIGURE 1
(A): Density and magnetic field strength in the flare loop vs. height. (B): Radial distribution of the ratio of plasma frequency ωp to electron cyclotron
frequency ωce along the flare loop.

prominent feature of a solar flare. In this paper, we assume that
the flare-accelerated FEBs have an initial power-law distribution
with a lower energy cutoff, denoted as Ec, when they leave the

acceleration region. Following the results of Tang et al. (2020), we
analyze the influence of the evolving FEBs on ECMI when traveling
in the flare loops. The height of the electron acceleration site,
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approximately corresponding to the height of the flare loops, is about
20–50 Mm (Aschwanden et al., 1998; Reid et al., 2011). Therefore,
Tang et al. (2020) utilized the semiempirical homogeneous plane-
parallel flare atmospheric model (F2 model) (Machado et al., 1980)
and extended the loop to a height of h = 40 Mm. Observations
and studies show that flares tend to occur strongly in magnetic
active regions. Hence, we approximately model the magnetic field
of the flare loop and extend the density distribution from the
transition region to the looptop using the solar active regions model
proposed by Zhao (1995):

B (r,h) =
[r2 + 4(h+ d)2]1/2

2[r2 + (h+ d)2]2
d3B0, (1)

and

N (r,h) = 7.272× 1017μ (r)h−0.9978. (2)

In Eqs 1, 2, r represents the distance to the central axis of
the active region, h denotes the height above the photosphere,
and d indicates the depth of a vertical dipole sunspot below the
photosphere. B0 represents the magnetic field strength at the point
on the axis of the sunspot and at the photospheric level, i.e.,
(r = 0,h = 0).

Figure 1A illustrates the radial distribution of plasma density
and magnetic field along the flare loops. The density curve ne
is plotted based on the flare atmospheric model (Machado et al.,
1980) and coronal density model of active regions (Eq. (2)). Here,
we set μ(r) = 4, r = 0, d = 2× 104 km, and magnetic field B0 = 2000
G, respectively. In Figure 1B, the radial distribution of the ratio
of the electron plasma frequency (ωp) to the cyclotron frequency
(ωce) is presented. It is evident from Figure 1B that the plasma
frequency ωp is smaller than the electron cyclotron frequency
ωce in the height range from the upper part of the transition
region to near the top of the flare loop. This suggests that ECM
is a viable emission mechanism in almost the entire flare loops.
Morosan et al. (2016) and Régnier (2015) similarly reported that
the condition for ECMI (ωp/ωce < 1) is possible at heights < 1.1R⊙
and < 1.2R⊙ within the active region. Figure 2 displays the radial
distribution of themagneticmirror ratio parameter σwith the height
of flare loops.

2.2 The evolving FEBs

As we know, FEBs propagating along the magnetic field in
the solar atmosphere are believed to be the sources of solar
radio bursts and HXR bursts. However, due to various reasons
such as energy loss, diffusion caused by wave-particle interactions,
etc., the distribution of FEBs is highly unstable. Due to energy
loss during their long journey, the properties of FEBs, such as
the energy spectral parameters, can be significantly modified
(Tang et al., 2020). Melrose and Wheatland (2016) and Ning et al.
(2021) proposed that a horseshoe distribution can be formed when
beam electrons traveling inside flare loops. It is generally believed
that when a parallel electric field exists, the acceleration effect
of the parallel electric field causes electrons to escape, forming a
horseshoe distribution. The corresponding relaxation includes the

FIGURE 2
The magnetic mirror ratio σ vs. height of flare loop.

time for establishing the parallel electric field, electron acceleration,
and then escape. In the case of AKR, it is indeed observed
that there are parallel electric fields and horseshoe distributions
in the auroral electron acceleration region. Here, we have not
considered the issue of parallel electric fields at the moment, so
we have also not considered horseshoe distributions. For loss cone
distribution, since it directly forms from electron leakage at small
injection angles without undergoing diffusion, acceleration, or other
kinetic processes, there is no relaxation time. If we must define
a relaxation time, it would be the escape time of quasi-parallel
(small injection angle) electrons, which should be extremely short
and can be considered instantaneous. Considering the initial beam-
like velocity distribution of accelerated electron beams (Wang,
2004) and the power-law energy distribution, we employ the
distribution function of FEBs when they leave the acceleration
site as follows:

F0 (u,μ) = A0 tanh( u
uc
)

2δ
( u

uc
)
−2α

× exp[−
(uμ− us)

2

β2 −
u2 (1− μ2)

β2 ]. (3)

Here, u2 = u2
⊥ + u

2
‖ , where u denotes the momentum per unit

mass, u‖ and u⊥ represent the components of u parallel and
perpendicular to the ambient magnetic field, respectively. μ = u‖/u
is the pitch angle cosine. A0 is the normalization coefficient. The
hyperbolic tangent function tanh (u/uc)

2δ describes the general
cutoff behavior, with parameters δ and α representing the steepness
index and spectrum index of FEBs, respectively. Ec =

1
2
mu2

c
denotes the cutoff energy. us represents the beam velocity, and
β is the momentum dispersion in parallel and perpendicular
directions.

The results of Tang et al. (2020) show that as the FEBs
precipitate in the flare loops, the steepness cutoff behavior
will be flatten, the lower cutoff energy Ec decreases, and
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the initial single power-law spectrum can evolve into a
broken power-law spectrum. Taking into account the magnetic
mirror effect caused by the convergence of magnetic fields
in the lower atmosphere and disregarding the influence
of the double power-law spectrum on the ECM, we can
approximate the distribution function of FEBs at a certain
height as follows:

F(u,μ) = A0 tanh( u
uch
)

2δh
( u

uch
)
−2αh

×[1− exp[(1− σh)
1− μ2

μ2 ]]

× exp[−
(uμ− us)

2

β2 −
u2 (1− μ2)

β2 ], (4)

here, Ech =
1
2
mu2

ch, δh, αh, and σh represent the cutoff
energy, the steepness index, the spectrum index, and the
magnetic mirror ratio parameter of FEBs at a certain height
h.

3 Numerical results

3.1 General formulation of ECMI

ECMI is a coherent mechanism that directly amplifies
electromagnetic radiation near the electron cyclotron frequency
and its harmonic frequencies. Due to its high efficiency, ECMI has
been extensively investigated and applied to various high-power
radio bursts in magnetized plasma. Electromagnetic waves can be
amplifiedwhen the resonance condition between energetic electrons
and waves is met:

γ− sΩ/ωq −Nqμ cos θu/c = 0. (5)

Here, γ and s denote the Lorentz factor and harmonic number,
respectively. Parameters Ω represent the electron cyclotron
frequency, and ωq is the frequency of the excited wave, with all
frequencies normalized by the plasma frequency ωp. Nq denotes the
refractive index of the excited wave propagating with a phase angle θ
to the magnetic field. The subscript q = ± indicates the wave modes
for the ordinary mode (O mode, q = +) and the extraordinary mode
(X mode, q = −), respectively.

We consider the density of FEBs to be much lower than that of
the background plasma. Therefore, when discussing the dispersion
relation of waves, the FEBs can be neglected. However, when
discussing the growth rate, the effect of the FEBs predominates. So,
the dispersion relation of the excited wave can be approximately by
the cold-plasma theory (Chen et al., 2002; Wu et al., 2002):

N2
q = 1−

1
ωq (ωq + τqΩ)

, (6)

and

τq = −sq + q√s
2
q + cos2 θ

sq = ωqΩsin2 θ/2(ω2
q − 1) . (7)

When the frequency of the excited wave ω ≃ sΩ,
the temporal growth rate can be given by the following
(Wu et al., 2002):

ωqi

ωce
= π

2
nb
n0
∫∫∫d3u

γ(1− μ2)

Ωωq (1+T
2
q)Rq

δ(γ− sΩ
ωq
−

Nqμu
c

cos θ)

×{
ωq

Ω
[γKq sin θ+Tq(γ cos θ−

Nqμu
c
)] ×

Js (bq)
bq
+ J′s (bq)

}
}
}

2

×[u ∂
∂u
+(

Nqu cos θ
cγ
− μ) ∂

∂μ
]Fb (u,μ) , (8)

and

bq = Nq
ωq

Ω
u
c
√1− μ2 sin θ,

Rq = 1−
Ωτq

2ωq(ωq + τqΩ)
2(1−

qsq

√s2q + cos2 θ

ω2
q + 1

ω2
q − 1
),

Kq =
Ω sin θ

(ω2
q − 1)(ωq + τqΩ)

,

Tq = −
cos θ
τq
. (9)

Here, nb and n0 denote the number densities of energetic electrons
and ambient thermal electrons, respectively. Js(bq) represents the
first kind of Bessel function.

3.2 ECMI by the evolving FEBs

Asmentioned above, the energy spectra of FEBs can significantly
vary due to their interaction with the ambient plasma as they
travel down along the flare loop (Tang et al., 2020). With the
evolving distribution function F(u,μ) given by Eq. 4, the growth
rates of ECMI by FEBs when they reach a certain height can
be calculated based on Eq. 8. For the given initial parameters (α,
δ, uc, us, β) of FEBs, the evolving energy spectral parameters,
such as the cutoff energy Ech (uch), the power-law spectral index
αh, and the steepness index δh at a certain height are based
on the calculation results of Tang et al. (2020). The frequency
ratio Ω and the magnetic mirror ratio σ are deduced from the
density and magnetic field models of the flare loops. Figures 3–5
illustrate the effect of the parametric evolution of FEBs energy
spectrum on ECMI when propagating from the loop top to a
certain height. The growth rate depends on the frequency and
propagation angle of the excited wave, i.e., on parameters ωq and
θ. The peak growth rates ωi are normalized by ωcenb/n0. The
parameter nb/n0 represents the density ratio between energetic
electrons and background electrons, and it actually varies as
the FEBs move through the solar atmosphere. Different density
ratios have an impact on both the dispersion relation and the
growth rate of the excited wave (Winglee and Dulk, 1986; Yasnov
and Karlický, 2004; Li et al., 2019; Ning et al., 2023). Here, the
density ratio nb/n0 ≪ 1. Therefore, the state of the background
plasma does not directly affect the growth rate, but only indirectly
affects it through the dispersion relation. Of course, for relatively
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FIGURE 3
Peak growth rates of the fundamental waves for O mode and harmonic waves (s = 2) for X mode excited by the FEBs traveling down along the flare
loop. The initial parameters of FEBs, such as spectrum index α = 7, steepness index δ = 12, Ec = 50 keV, and us = 0.3c, and β = 0.2c have been used.

FIGURE 4
Peak growth rates of the fundamental waves and harmonic waves (s = 2) for O and X modes excited by the FEBs when traveling down along flare loop.
Here, the frequency ratio Ω and the magnetic mirror ratio σ vary with the magnetic field and density models of the flare loop, other parameters are
same as in Figure 3.

large ratios of beam/background electron densities, the state
of background electrons may indeed have a direct impact on
the calculation of the growth rate.

Figure 3 depict the peak growth rates calculated by varying
the frequency ωq for a given wave phase angle θ, where O1
and X2 are the fundamental waves (s = 1) for the O mode and
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FIGURE 5
Peak growth rates of the fundamental waves and harmonic waves (s = 2) for O and X modes excited by the FEBs when traveling down along flare loop.
Here, the frequency ratio Ω and the magnetic mirror ratio σ vary with the magnetic field and density models of the flare loop, the initial spectrum index
α = 5, other parameters are same as in Figure 3.

the harmonic waves (s = 2) for the X mode, respectively. In
this figure, the frequency ratio Ω and the magnetic mirror ratio
parameter σ are fixed, and we only consider the influence of the
energy spectrum parameters on ECMI. The initial parameters of
FEBs when they leave the acceleration site, such as the spectrum
index α = 7, steepness index δ = 12, Ec = 50 keV, us = 0.3c, and
β = 0.2c have been used. The energetic electrons of FEBs are
accelerated at the top of a flare loop with the height h = 4× 104 km.
Here, the solid lines, dashed lines, and dot-dashed lines denote
the peak growth rates of ECMI excited by the evolving FEBs
when they reach a height of h = 2× 104 km, h = 3000 km, and
h = 1075 km, respectively. According to the calculation results of
Tang et al. (2020), we have the steepness index δh = 10.9, spectral
index αh = 6.6, cutoff energy Ech = 47.5 keV for height h = 3000 km,
and δh = 7.3, αh = 4.8, Ech = 33 keV for height h = 1075 km. Since
the energy loss of energetic electrons is extremely small in the
upper corona, we take the spectral parameters at h = 2× 104 km
as the initial valves approximately. As seen from Figure 3, the
peak growth rates of ECMI decrease rapidly as FEBs precipitate
down along the flare loops. This indicates that the variations of
the energy spectral parameters of FEBs do have a significant effect
on the ECMI.

Figure 4 illustrates the peak growth rates of the fundamental
waves and harmonic waves (s = 2) for the O and X modes by the
evolving FEBs. In this Figure, except for the frequency ratio Ω and
magnetic mirror ratio σ, the initial parameters of FEBs (α, δ, Ec,
us and β) and the evolving energy spectral parameters (αh, δh and

Ech) are the same as in Figure 3. Based on the magnetic field and
density models of the flare loop as shown in Figure 1A, we can
determine the frequency radio Ω = ωce/ωp and magnetic mirror
ratio σ at a certain height. The solid lines, dashed lines, and dot-
dashed lines also represent the ECMI growth rates by the evolving
FEBs at height h = 2× 104 km, h = 3000 km, and h = 1075 km,
respectively.

The results from Figure 4 show that O1, O2, and X2 modes
exhibit similar variations in growth rates. The peak growth rates of
these three modes at height h = 2× 104 km are nearly an order of
magnitude greater than those at h = 3000 km. However, the growth
rates increase as FEBs precipitate downward into deeper height (such
as h = 1075 km), especially for the O1 mode. This suggests that
the energy spectral parameters of FEBs have a significant effect on
ECMI. Moreover, compared with Figure 3, the growth rate increases
at lower altitudes, indicating that the velocity anisotropy of FEBs,
such as loss-cone distribution due to the convergence of magnetic
fields,mainly affects the ECMI in the transition region. FormodeX1,
as the FEBs descend from the loop top to a height of h = 1075 km,
the peak growth rate decreases monotonically. The peak growth
rate at h = 2× 104 km is approximately three times higher than
that at h = 3000 km. From Figure 4, it can be seen that the O1
mode has the highest growth rate, while the growth rate of the
O2 mode is more than one order of magnitude lower than that of
the O1 mode.

In Figures 5, 6, we also present the peak growth rates of the
fundamental waves and harmonic waves (s = 2) for O and X
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FIGURE 6
Peak growth rates of the fundamental waves and harmonic waves (s = 2) for O and X modes excited by the FEBs when traveling down along flare loop.
Here, the frequency ratio Ω and the magnetic mirror ratio σ vary with the magnetic field and density models of the flare loop, the initial steepness index
δ = 15, other parameters are same as in Figure 3.

modes. For Figure 5, we have used the initial spectrum index α = 5
and steepness index δ = 12, while for Figure 6, we have used α = 7
and δ = 15. Other initial parameters of FEBs, such as Ec = 50 keV,
us = 0.3c, and β = 0.2c, as well as the frequency ratio Ω and mirror
ratio σ, remain the same as in Figure 4. The different curves, solid
lines, dashed lines, and dot-dashed lines, also represent the peak
growth rates of ECMI when FEBs reach heights of h = 2× 104 km,
h = 3000 km, and h = 1075 km, respectively. The evolving energy
spectral parameters αh = 4.8, δh = 11, Ech = 47.5 keV and αh = 3.6,
δh = 7.1, Ech = 33 keV for height h = 3000 km and h = 1075 km
in Figure 5, and αh = 6.6, δh = 13.5, Ech = 47.5 keV and αh = 4.8,
δh = 8.9, Ech = 33 keV for h = 3000 km and h = 1075 km in Figure 6
have been used, respectively. Figures 5, 6 show that, as the FEBs
descend, the characteristics of the peak growth rates change are
similar to those in Figure 4, except for the specific numerical values
of the growth rates. For the O1, O2, and X2 modes, the peak growth
rates decrease initially in corona and then increase as FEBs travel
down into denser atmosphere. And for the X1 mode, the peak
growth rates decreases monotonically as FEBs precipitate along the
loop. Similarly, theO1mode consistently exhibits the highest growth
rates, while the growth rates of O2 mode is more than one order of
magnitude lower.

The calculations presented in Figures 3–6 demonstrate that
the loss-cone velocity anisotropy of FEBs, resulting from the
convergence of magnetic fields, has a more significant effect on
the O1 mode than other three modes.

4 Summary and conclusion

Particle acceleration stands as one of the most crucial and
widespread processes observed in various burst activities within
space and cosmic plasma environments. Concerning the Sun,
it is widely accepted that the energetic electrons are generated
through the magnetic reconnection process during solar flare
(Masuda et al., 1994; Yokoyama et al., 2001; Imada et al., 2013), or
via shock acceleration near the corona shock wave (Drury, 1983;
Blandford and Eichler, 1987; Park et al., 2012; Guo and Giacalone,
2015). These accelerated electrons propagate along magnetic fields
as FEBs, which in turn produce solar radio bursts and HXR bursts
in the solar atmosphere. One of the most direct pieces of evidence
for FEBs is provided by solar radio type III bursts, which are excited
as FEBs propagate upward along open magnetic field structures.
As FEBs propagate downward along magnetic loop, both radio and
hard X-ray emissions can be generated. The pivotal question lies
in understanding how FEBs contribute to the generation of radio
radiation.

ECMI represent a coherent radio radiation mechanism
that directly amplify electromagnetic waves near the electron
gyrofrequency and its harmonics within magnetized plasma.
ECMI has been extensively studied and applied to various radio
phenomena, including AKR from Earth and other magnetized
planets (Wu and Lee, 1979; Zarka, 1998), various solar radio
bursts (Melrose and Dulk, 1982; Wu et al., 2002; Yoon et al.,
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2002; Treumann et al., 2011), and radio emission from flare stars
(Stepanov et al., 2001), M dwarf stars (Callingham et al., 2021), and
Blazar jets (Begelman et al., 2005).

Various energy loss processes, including collisions with ambient
plasma and deceleration by induced electric fields, can lead to
significant changes in the energy spectrum distribution of FEBs.
Additionally, the spatial velocity anisotropic distributions of FEBs
can arise due to variations of ambient magnetic field as they travel
through the solar atmosphere. The lower energy cutoff behavior of
power-law electrons and various velocity anisotropic distributions,
such as loss-cone and temperature anisotropy, serve as effective
driving sources for ECMI.Therefore, it is crucial to investigate ECMI
produced by evolving FEBs.

In this paper, the beam electrons are accelerated near the
looptop by the magnetic reconnection process during flares.
The parametric evolution of power-law spectra of FEBs is
based on the calculations of Tang et al. (2020). Taking into
account the density and magnetic field models of active regions
(Zhao, 1995) and the semiempirical homogeneous plane-
parallel flare atmospheric model (Machado et al., 1980), we
investigate the characteristics of ECMI by beam electrons traveling
downward along a flare loop. Our results demonstrate that
the evolution of the energy spectrum and velocity anisotropic
distributions significantly influence ECMI as FEBs propagate in
the flare loop.

When the ambient magnetic plasma parameters, frequency
ratio Ω, and the magnetic mirror ratio σ are fixed, it is evident
from Figure 3 that the growth rates of ECMI decrease as FEBs
precipitate from the top of the flare loop to the footpoint. This
decrease in growth rates is caused by the evolution of the lower
energy cutoff behavior, which becomes increasingly flat as FEBs
precipitate down along flare loops. Considering the magnetic
field and density models of flare loops, the results of Figures 4–6
show that the growth rates of O1, O2, and X2 modes decrease
initially as FEBs propagate in the corona and then increase as
FEBs precipitate into the denser transition region. This suggests
that the velocity anisotropy distribution of FEBs, caused by the
convergence of magnetic fields, is an important driving source
of ECMI in the denser transition region, and this new driver is
more efficient for the O1 mode. For the X mode, it is strongly
excited at the fundamental as Melrose and Dulk (1982) and
(Treumann, 2006) pointed out. And the growth rate of X1 mode
decreases continuously as the FEBs descend. It is absolutely clear
that the O mode can easily leave the plasma as there is no
restriction on its propagation. However, the X1 mode cannot
escape directly. It may undergo resonance mode conversion or
nonlinear wave-wave coupling to become an escapable radiation
wave. Baumjohann and Treumann (2023) investigated the excitation
of X mode, involving nonlinear wave-wave interaction and favored
for its large expected growth rates. However, the issue of how
the X1 mode can escape from the plasma is quite a different
subject which deserves a completely separate investigation, and
this is beyond the scope of the current article’s main focus. It
could be a subject for further separate discussion in the future.
This evolutionary trend of the growth rates is similar to the
results presented in Figures 2, 3 of Tang et al. (2016). Emission
excited by such evolving FEBs in flare loops will form three
separate radio sources. Additionally, our results indicate that the

anisotropic driving source also affects the phase angles θ of the
maximum growth rates of O1 mode, causing them to deviate
more from the vertical direction. These findings contribute to a
more comprehensive understanding of the dynamic spectra of solar
radio bursts.
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We investigated in detail the M5.8 class solar flare that occurred on 2023-
03-06. This flare was one of the first strong flares observed by the Siberian
Radioheliograph in the microwave range and the Advanced Space-based Solar
Observatory in the X-ray range. The flare consisted of two separate flaring
events (a “thermal” and a “cooler” ones), and was associated with (and probably
triggered by) a filament eruption. During the first part of the flare, the microwave
emission was produced in an arcade of relatively short and low flaring loops.
During the second part of the flare, the microwave emission was produced
by energetic electrons trapped near the top of a large-scale flaring loop;
the evolution of the trapped electrons was mostly affected by the Coulomb
collisions. Using the available observations and theGX Simulator tool, we created
a 3Dmodel of the flare, and estimated the parameters of the energetic electrons
in it.

KEYWORDS

solar flares, solar microwave emission, solar X-ray emission, particle acceleration,
remote astrophysical diagnostics

1 Introduction

Solar flares are complicated phenomena that cover a broad range of heights in the solar
atmosphere and produce electromagnetic emission in a broad range of wavelengths. The
flares occur basically due to the suddenmagnetic reconnection processes in the solar corona,
which result in plasma heating, acceleration of charged particles, etc. (e.g., Benz and Güdel,
2010; Emslie et al., 2012).

To obtain a comprehensive picture of a flare, we need observations in different
spectral ranges: e.g., the hard X-rays and white-light and ultraviolet (UV) continuum
emissions are produced by non-thermal electrons mainly in the chromosphere at the
footpoints of the coronal flaring loops; in the corona, the same electrons produce the
microwave continuum emission due to the gyrosynchrotron mechanism; the soft X-
rays and extreme ultraviolet (EUV) emission reflect the dynamics of the hot thermal
plasma in the corona. Both the evolution of the spatially resolved images and the
delays between the emissions at different wavelengths can reflect the dynamics of
acceleration and transport of the non-thermal particles (e.g., Aschwanden, 2002). The
recent commissioning of such solar-oriented astronomical instruments as the Siberian
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Radioheliograph (SRH, Altyntsev et al., 2020) and the Hard X-Ray
Imager on board the Advanced Space-based Solar Observatory
(ASO-S/HXI, Su et al., 2019; Gan et al., 2023), which provide
imaging spectroscopy observations in the microwave and hard X-
ray ranges, respectively, offers new opportunities to study the solar
flares.

In addition to the multiwavelength observations, understanding
the nature of solar flares requires data-constrained modeling, which
enables us to estimate the physical parameters in the flaring
regions and to link the observed phenomena with the underlying
processes of energy release and particle acceleration and transport.
The recent advances in this field include, e.g., the case studies by
Kuznetsov and Kontar (2015), Kuroda et al. (2018), Fleishman et al.
(2018), Fleishman et al. (2021b), Fleishman et al. (2023), where the
3D structures of flares were reconstructed, and the spatial and
energy distributions of energetic electrons and their dynamics were
determined.

Here we investigate the GOES M5.8 class solar flare that
occurred on 2023-03-06, at ∼02:15–03:30 UT; it was one of the
first strong flares observed by the SRH and ASO-S/HXI, as well as
by other instruments. We present the results of observations and
3D modeling, and analyze the factors affecting the transport of
non-thermal electrons.

2 Instruments and data

The microwave images of the flare were obtained using
the Siberian Radioheliograph (SRH, Altyntsev et al., 2020). This
instrument consists of three independent antenna arrays, two of
which (for the frequency bands of 2.8–5.8 and 5.8–11.8 GHz)
were operable at the considered date, thus providing imaging
observations with the spatial resolutions of 15″ − 30″and 12″ − 24″,
respectively. The observations were performed at 16 equidistant
frequencies in each frequency band, i.e., at 32 frequencies in
total, with the time resolution of ∼3 s. The flux calibration was
performed using the estimated microwave flux from the quiet-Sun
regions (Zirin et al., 1991). To obtain a better alignment of the
microwave images with magnetograms and images in other spectral
ranges, we also performed simulations of the thermal gyroresonance
emission from a non-flaring active region (AR 13245) just before
the considered flare (at 02:10 UT) using the GX Simulator code
(Nita et al., 2018; Nita et al., 2023; see also Fleishman et al., 2021a),
and determined the position deviations between the observed and
synthetic microwave images; the shifts needed to remove those
deviations were then applied to all observed images throughout the
flare. In addition to the imaging observations, we used the spatially
unresolved measurements by the Nobeyama Radiopolarimeters
(NoRP, Shimojo and Iwai, 2023), Palehua station of the Radio
Solar Telescope Network (RSTN1), and Chashan Broadband Solar
millimeter spectrometer (CBS, Shang et al., 2022; Shang et al., 2023)
in themicrowave range at a number of frequencies from1 to 40 GHz.

The initial stage of the considered flare (until ∼ 02:32 UT) was
observed also by the Hard X-Ray Imager on board the Advanced

1 https://www.ngdc.noaa.gov/stp/space-weather/solar-data/solar-

features/solar-radio/rstn-1-second/

Space-based Solar Observatory (ASO-S/HXI, Su et al., 2019;
Gan et al., 2023). This instrument provides imaging spectroscopy
observations of the solar X-ray emission in the energy range of
∼10− 400 keVwith a spatial resolution down to about 3.2″ at 30 keV.
After ∼ 02:32 UT, the X-ray data from the ASO-S/HXI became
unreliable due to a strong parasite signal caused by the radiation
belt particles. More continuous (but spatially unresolved) hard X-
ray data were provided by the Konus-Wind spectrometer on board
the Wind spacecraft (KW, Lysenko et al., 2022). In the considered
event, this instrument operated in the waiting mode and recorded
the X-ray count rates in the energy ranges of 19–78, 78–323, and
323–1,280 keV with the time resolution of ∼3 s. The spatially
unresolved soft X-ray data were provided by the Geostationary
Operational Environmental Satellite (GOES2).

In addition to the above observations, we used the data from
the instruments on board the Solar Dynamic Observatory: UV and
EUV images from the Atmospheric Imaging Assembly (SDO/AIA,
Lemen et al., 2012) and magnetograms from the Helioseismic and
Magnetic Imager (SDO/HMI, Scherrer et al., 2012). All instruments
used in this study are summarized in Table 1.

3 Observations

The considered GOES M5.8 class solar flare occurred on 2023-
03-06 in the active region AR 13243 near the western solar limb,
at N18W64. Figure 1 demonstrates the light curves of the flare at
several selected microwave frequencies and X-ray energy ranges.
The SRH light curves represent the microwave fluxes integrated
over the 200″ × 200″ area centered at the flare. As has been said
above, the reliable ASO-S/HXI data are available only before ∼ 02:32
UT; no flare-related X-ray signal above 50 keV has been detected
during that time interval. No flare-related X-ray signal in the KW
323–1,280 keV channel has been detected as well.

From the light curves, one can notice that the flare actually
consisted of two separate (but closely related) flaring events,
separated by the vertical thick dashed grey line in Figure 1. The
first part of the flare (before ∼02:33 UT) was mostly “thermal”
(cf. Fleishman et al., 2015, and references therein): the X-ray
spectrum was relatively soft, with no significant flux above ∼50 keV,
but relatively high fluxes at lower energies. The microwave emission
demonstrated a good correlation with the hard X-rays above ∼20
keV (which indicates its non-thermal origin), but was relatively
weak. The GOES soft X-ray flux was sufficiently high, too, and
demonstrated a noticeable delay with respect to the non-thermal
emissions.

In the second, “cooler” part of the event (after∼ 02:33UT), theX-
ray spectrum became considerably harder, with the KW78–323 keV
flux considerably higher, but the KW 19–78 keV and GOES 1–8 Å
fluxes lower than during the first part of the flare. The non-
thermal microwave emission, too, reached much higher intensities
than during the first part of the flare. One can distinguish the
impulsive phase of the flare (∼02:34–02:43), whichwas characterized
by a prominent hard X-ray emission with multiple local peaks,
corresponding likely to separate acts of magnetic reconnection.

2 https://www.ngdc.noaa.gov/stp/satellite/goes-r.html
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TABLE 1 Instruments used in this study.

Instrument Spectral
range

Spatial
resolution

Time
resolution

SRH 3–6 GHz
(16 channels)

15″− 30″ 3.5 s

6–12 GHz
(16 channels)

12″− 24″ 3.5 s

RSTN 0.245, 0.41, 0.61,
1.415, 2.695,
4.995, 8.8,
15.4 GHz

— 1 s

NoRP 1.0, 2.0, 3.75, 9.4,
17.0, 34.0 GHz

— 1 s

CBS 35–40 GHz
(10 channels)

— 0.54 s

SDO/HMI Magnetograms 0.5″ 12 min

SDO/AIA 1,600, 1,700 Å 0.6″ 24 s

94, 131, 171, 193,
211, 304, 335 Å

0.6″ 12 s

GOES 1–8 Å — 1 s

ASO-S/HXI∗ 10–400 keV 6.5″ ∗ ∗ 4 s/1 min∗ ∗

Konus-Wind 19–1,280 keV
(3 channels)

— 2.95 s

∗The reliable ASO-S/HXI data for the considered flare were only available before ∼02:32
UT; the data from other instruments were available for the entire duration of the flare.
∗ ∗To produce the hard X-ray images of the considered flare (in the 20–40 keV range), the
integration time of 1 min was used; 6.5″ is an effective spatial resolution of the
reconstructed images in this study.

The microwave emission demonstrated firstly a similar dynamics
with multiple peaks (especially at the frequencies of ∼10 GHz)
corresponding to the hard X-ray peaks; however, in contrast to the
hard and soft X-rays, the microwave emission demonstrated also an
overall increasing trend likely caused by a gradual accumulation of
energetic particles in the flaring loop(s). The microwave emission
reached a maximum at ∼ 02:43 UT. After that, the hard X-
ray emission dropped rapidly to the background level, and the
microwave and soft X-ray emissions demonstrated a gradual decay
that lasted for up to ∼50 min.

Anotable feature of the considered eventwas a filament eruption
that occurred immediately before the flare. Figure 2 demonstrates a
sequence of the SDO/AIA 335 Å EUV images of the flaring region.
The eruption started at ∼ 02:11 UT, i.e., well before the brightenings
in the microwave and X-ray ranges. At 02:19:01 UT, when the first
microwave and hard X-ray peak was observed, the filament had
already risen up to a height of about 20,000 km. We have found no
correlation between the filament parameters and themicrowave and
X-ray emissions. Therefore, although the filament eruption could
trigger the magnetic reconnection and thus initiate the flare, at later
stages (after the trigger) the evolutions of the flare and the filament
likely diversified and became independent of each other.

3.1 Source structure and evolution, part I

Figure 3 demonstrates the images of the 2023-03-06 flare
(during its first part) at several selected wavelengths, at three
different times corresponding to the hard X-ray peaks, which
are also representative of the flare structure and evolution. The
ASO-S/HXI images in the 20–40 keV range were reconstructed
by HXI_Clean with the preliminarily calibrated sub-collimator
groups G3–G10, which generated a spatial resolution of ∼6.5″. In
the SDO/AIA 1600 Å UV images, one can identify two parallel
flare ribbons. The hard X-ray emission, as observed by the ASO-
S/HXI, initially (at ∼02:18–02:20 UT, including the first emission
peak) originated from an elongated region near the south-western
edge of the flare ribbons, being likely produced in a flaring
loop (or loops) connecting the ribbons. Then, at ∼02:21–02:23
UT (i.e., including the major emission peak), the hard X-ray
source extended noticeably to the north-east, forming an elongated
structure that followed the flare ribbons. Finally, after ∼02:23 UT,
the hard X-ray brightening near the north-eastern edge of the
flare ribbons disappeared, and the emission was again (until the
end of the ASO-S/HXI observations) dominated by a relatively
compact south-western source associated with the tops of the flaring
loops visible in the EUV 335 and 131 Å channels; meanwhile,
the total hard X-ray flux (above 20 keV) decreased with time
more-or-less gradually, with a weaker peak at ∼02:28 UT, as seen
in Figure 1.

In the microwave range, at high frequencies (∼11.80 GHz),
there was a distinctive compact source located near the south-
western edge of the flare ribbons, which barely changed its
shape and position throughout the considered time interval; an
additional weaker source appeared near the north-eastern edge
of the flare ribbons at ∼02:21–02:23 UT, i.e., simultaneously
with a hard X-ray brightening at the same location. At lower
frequencies (∼5.60 GHz), the microwave source was more
elongated; its peak firstly (at ∼ 02:19 UT) nearly coincided with
the 11.80 GHz peak, then (at ∼02:21–02:23) shifted a bit to
north-east, and finally (after ∼02:25 UT) returned back to its
initial position.

To explore the evolution of themicrowave sources inmore detail,
we plotted the locations of the source peaks vs. time (see Figure 4);
the peak locations were determined by fitting the microwave maps
by an elliptical Gaussian. One can see from the figure that the
source motions were rather complicated and frequency-dependent.
At low frequencies (2.80–4.20 GHz), the source was firstly located
close to the north-eastern edge of the flare ribbons, then shifted to
south-west along the ribbons, and finally returned back to nearly
the initial position. At higher frequencies (4.40–11.80 GHz), the
picture was opposite: the source was firstly located near the south-
western edge of the flare ribbons, then shifted to north-east along
the ribbons, and finally returned back to nearly the initial position.
At high frequencies (∼11.80 GHz), the source displacement with
time was relatively small, while at the middle frequencies (∼5.60
GHz), the displacement was much larger and the source reached
the middle of the flare ribbons. The maximum displacement of
the microwave sources from their initial/final positions towards the
middle of the flare ribbons occurred at around 02:23 UT, i.e., at
the time when an additional hard X-ray brightening appeared at
that location.
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FIGURE 1
Light curves of the 2023-03-06 solar flare in the microwave (A, B) and X-ray (C) spectral ranges. The SRH light curves in the (A) represent the
microwave fluxes from the flaring region; the NoRP and CBS light curves in the (B) are background-subtracted. In the (C), the HXI and KW fluxes are in
counts s−1, while the GOES flux is in W m−2s−1.

Summarizing the presented observations, we conclude that
during the first part of the 2023-03-06 flare, the microwave
and hard X-ray emissions were likely produced in a sheared
arcade of relatively short and low flaring loops connecting the
flare ribbons; this arcade (at least, a part of it) can be seen,
e.g., in the 335 Å EUV image at 02:28:11 UT in Figure 3. The
hard X-ray emission was of non-thermal thin-target origin.
The arcade was located below the erupted filament, and the
magnetic reconnection in it was likely triggered by the eruption.
The energy release and particle acceleration occurred along
the entire arcade, but were not evenly distributed in space and
time: the south-western part of the arcade usually dominated,
but during a certain time interval (∼02:21–02:23 UT) an
intensive particle acceleration occurred near the middle of the
arcade as well; the dynamics of the microwave and hard X-ray
sources reflected the described dynamics of the energy release
process.

3.2 Source structure and evolution, part II

Figure 5 demonstrates the images of the 2023-03-06 flare
(during its second part, the impulsive phase) at several selected
wavelengths, at three different times corresponding to the
microwave emission peaks. Unfortunately, as has been said above,
we have no imaging X-ray data for this time interval. The flare
retained its two-ribbon structure (as seen in the 1,600 ÅUV images),
although the ribbons changed their configuration and expanded
somewhat in the north-eastern direction in comparison with the
first part of the flare. In the 131 Å EUV images, one can identify
a loop-like structure that connected the flare ribbons, with the
footpoints corresponding to the regions of the strongest magnetic
fields of opposite polarities; this structure broadened gradually with
time.

A similar loop-like structure is visible in the microwave images
at high frequencies (∼11.80 GHz): initially (at ∼02:35 UT), the
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FIGURE 2
SDO/AIA 335 Å images of the flaring region at six representative times at the beginning of the flare, demonstrating the filament eruption.

north-eastern footpoint of that loop dominated; at later times (until
∼02:43 UT), the south-western footpoint became gradually more
pronounced, and the source peak shifted towards the loop top. At
lower frequencies (∼5.6 GHz and below), the microwave source
demonstrated no definite structure, since its size was comparable
with the SRH beam size; nevertheless, a gradual shift with time in
the western direction can be noticed as well.

Figure 6 shows the motions of the microwave source peaks
within the considered time interval. At all frequencies, the emission
sources moved gradually along the loop visible in the 131 Å EUV
images, from its north-eastern footpoint towards the loop top.
This gradual motion demonstrated no visible correlation with the
variations of the emission intensity (i.e., with the local peaks in
the light curves, see Figure 1). A small departure of the 11.80 GHz
source peaks in the southern direction during the time interval
marked as 7–8 (02:39:56–02:42:55 UT) likely had an instrumental
origin related to an insufficient spatial resolution, when in the
presence of two nearby actual emission sources (near the loop top
and at the south-western footpoint) the resulting observed source
centroid was shifted towards the footpoint. At the flare decay phase
(after 02:43 UT), the microwave source peaks at all frequencies were
located at the loop top.

Summarizing the presented observations, we conclude that
during the second part of the 2023-03-06 flare, the microwave
emission likely originated from a single large-scale flaring loop
(or a tightly packed bundle of such loops). This flaring loop was
located above the loop arcade formed at the previous stage of the

considered flare. The magnetic reconnection in this large-scale loop,
again, could be triggered by the rising filament, although we cannot
determine reliably the location of the reconnection site. Initially,
the microwave emission was produced mainly in a strong magnetic
field near the north-eastern footpoint; the subsequent evolution of
the microwave emission sources reflected the process of gradual
accumulation of energetic electrons within the loop (mainly near its
top), which resulted in the respective shift of the dominant emission
source towards the loop top (see also Section 4).

3.3 Particle dynamics

We now analyze the parameters and evolution of the energetic
electrons in the considered event. During the first (“thermal”)
part of the flare, we have found no significant delays between the
microwave and hard X-ray emissions (between the peaks in the light
curves, see Figure 1), which indicates that the particle trapping and
accumulation in the flaring loops were negligible. Also, the lack of
reliable high-energy and high-frequency data (the fluxes in the KW
78–123 keV channel, NoRP 35 GHz channel, and CBS 35–40 GHz
channels were too low) does not allow us to infer the parameters
of the energetic electron spectrum during this time interval; we can
only conclude that the spectrum was sufficiently soft.

Figure 7 demonstrates a zoomed-in fragment of the flare light
curves at several selectedmicrowave and hardX-ray channels for the
second (“non-thermal”) part of the 2023-03-06 flare (we consider
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FIGURE 3
Images of the flaring region at three representative times during the first part of the flare. The top row demonstrates the SRH microwave intensity
contours at 5.60 and 11.80 GHz (as solid lines, at 30, 50, 70, and 90% of the respective maximum intensities) overlaid on the SDO/HMI line-of-sight
magnetograms; the dashed lines are the corresponding SRH beam contours at 1/2 level. The bottom row demonstrates the SDO/AIA EUV and UV
contours at 131 and 1,600 Å, and the ASO-S/HXI X-ray contours in the 20–40 keV range (as solid lines, at 10, 50, and 90% of the respective maximum
intensities) overlaid on the SDO/AIA 335 Å images.

FIGURE 4
Motion of the microwave emission sources (at the frequencies of 2.80, 5.60, and 11.80 GHz) during the first part of the flare. The colored dots represent
the locations of the smoothed maxima (centroids) of the microwave sources at different times; the numbers 1–4 mark the times indicated by vertical
dashed lines in Figure 1. The centroid locations are overlaid on the SDO/HMI line-of-sight magnetogram; the solid lines show the SDO/AIA EUV and UV
contours at 131 and 1,600 Å (at 10, 50, and 90% of the respective maximum intensities) at the representative time of 02:24:00 UT.
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FIGURE 5
Images of the flaring region at three representative times during the second part of the flare. The top row demonstrates the SRH microwave intensity
contours at 5.60 and 11.80 GHz (as solid lines, at 30, 50, 70, and 90% of the respective maximum intensities) overlaid on the SDO/HMI line-of-sight
magnetograms; the dashed lines are the corresponding SRH beam contours at 1/2 level. The bottom row demonstrates the SDO/AIA EUV and UV
contours at 131 and 1,600 Å (as solid lines, at 10, 50, and 90% of the respective maximum intensities) overlaid on the SDO/AIA 335 Å images.

FIGURE 6
Motion of the microwave emission sources (at the frequencies of 2.80, 5.60, and 11.80 GHz) during the second part of the flare. The colored dots
represent the locations of the smoothed maxima (centroids) of the microwave sources at different times; the numbers 5–8 mark the times indicated by
vertical dashed lines in Figure 1. The centroid locations are overlaid on the SDO/HMI line-of-sight magnetogram; the solid lines show the SDO/AIA EUV
and UV contours at 131 and 1,600 Å (at 10, 50, and 90% of the respective maximum intensities) at the representative time of 02:34:58 UT.
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FIGURE 7
Zoomed-in light curves of the 2023–03–06 solar flare in the
microwave (A) and hard X-ray (B) spectral ranges. The power-law
spectral indices of the optically thin microwave emission (δMW, derived
from the NoRP fluxes at 17 and 34 GHz) and the hard X-ray emission
(δHXR, derived from the KW fluxes in the two presented energy ranges)
are shown in the (C), with the upward and downward angle brackets
marking the time intervals with the hard-soft-hard and soft-hard-soft
spectral evolution patterns, respectively. The vertical dashed lines
correspond to the X-ray emission peaks at 19–78 keV.

here the impulsive phase only). The figure also shows the optically
thin microwave spectral index δMW, defined as IMW( f) ∝ f−δMW ,
where IMW is the microwave flux and f is the emission frequency,
and the hard X-ray spectral index δHXR, defined as IHXR(E) ∝ E−δHXR ,
where IHXR is the X-ray flux and E is the X-ray photon energy; the
indices were derived respectively from the NoRP data at 17 and
35 GHz, and the KW data in the 19–78 and 78–323 keV channels.
The spectral indices of the observed emissions are related to the
spectral index of the emitting electrons δ as δMW ≃ 0.90δ− 1.22
for the optically thin gyrosynchrotron emission (Dulk and Marsh,
1982), and δHXR = δ− 1 for the thick-target bremsstrahlung X-ray
emission (Brown, 1971).

One can see from the figure that the microwave emission was
delayed with respect to the hard X-ray one, which represents a
signature of the particle transport processes (including trapping).
The delays were frequency-dependent and reached ∼30 s at ∼3−
4 GHz and ∼10 s at ∼10 GHz and higher. The optically thin

FIGURE 8
The model of the flaring region (screenshot from GX Simulator),
corresponding to 02:34:56 UT: the selected coronal flux tube overlaid
on the SDO/HMI magnetogram. The light green lines show the
representative magnetic field lines bounding the flux tube, while the
green-blue cloud shows the distribution of the energetic electrons.

microwave spectral index δMW demonstrated a correlation with the
hard X-ray light curves: the spectral index increased (softened)
during the hard X-ray pulses (i.e., when the energetic particles
injection occurred), and then gradually decreased (hardened) in the
absence of the injection; i.e., around each microwave and hard X-
ray emission peak, the microwave emission and hence the energetic
electrons producing the emission demonstrated the “hard-soft-
hard” pattern (cf. Ning, 2008; Huang and Nakajima, 2009; Yan et al.,
2023; Wu et al., 2024, etc.).

From the hard X-ray light curves, one can notice that most of
the emission peaks at higher energies (78–323 keV) were slightly
delayed with respects to the peaks at lower energies (19–78 keV);
we have estimated the delays as ≲ 5–7s. As a result, the hard X-
ray spectral index δHXR decreased (hardened) slightly during each
emission peak, and then increased (softened) again; i.e., the hard
X-ray emission and hence the electrons producing the emission
demonstrated the “soft-hard-soft” pattern. In addition to those
rapid variations, the hard X-ray emission demonstrated an overall
hardening trend throughout the impulsive phase of the flare. We
also note that the spectral index of the energetic electrons δ derived
from the microwave observations (∼2.1− 2.7) was systematically
lower (i.e., harder) than the same index derived from the hard X-
ray observations (∼3.3− 4.1); this difference is typical of solar flares
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TABLE 2 Parameters of the energetic electron distributions in the GX Simulatormodels used to simulate the microwave emission of the 2023-03-06
solar flare at different times: characteristic spatial scales in the directions across (σr0) and along (σs) the magnetic field, shifts relative to the loop top (s0),
maximum densities (nb0), spectral indices (δ), and total numbers of the energetic electrons within the flaring loop in the 1–10 MeV energy range
(N1–10MeV).

Time, UT σr0, km σs, km s0, km nb0, cm
−3 δ N1–10MeV

02:34:56 1,285 8,145 3,710 3.30× 107 2.90 8.76× 1029

02:37:17 1,800 9,860 2,385 1.55× 106 2.30 1.42× 1030

02:39:56 2,315 10,125 1,060 5.80× 106 2.60 2.33× 1030

02:42:55 2,575 10,700 0 3.40× 106 2.45 3.46× 1030

(e.g., White et al., 2011) and reflects the fact that the microwave
and hard X-ray emissions are produced respectively by the trapped
electrons in the solar corona and by the precipitating electrons in the
chromosphere and/or transition region. Other physical implications
of the above-described features are discussed in Section 5.

4 Modeling

To model the microwave emission of the considered flare,
we used the GX Simulator code (Nita et al., 2015; 2023). This
code allows one to create a 3D magnetic field model of the
flaring region using the nonlinear force-free field extrapolation,
to select a flaring loop (or loops), to fill the flaring loop(s)
with thermal and non-thermal electrons, and to compute the
corresponding gyrosynchrotron and free-free microwave emission
using the “fast gyrosynchrotron codes” by Fleishman and Kuznetsov
(2010); Kuznetsov and Fleishman (2021). For comparison with the
observations, the computed microwave emission maps were then
convolved with the SRH beam.

As has been said above, during the first part of the flare, the
emission was likely produced in an arcade consisting of multiple
flaring loops. A model of such a structure would have too many free
parameters. In addition, the lack of microwave data in the optically
thin frequency range does not allow us to constrain reliably the
spectrum of the emitting electrons; therefore, we do not consider
that time interval here. In contrast, during the second part of
the flare, the observed structure of the emission sources could be
described reasonably well by a single-loop model. Based on the
available images in themicrowave, UV, and EUV ranges, we selected
the flaring loop shown in Figure 8 that provided the best agreement
with the observations. The loop had the length of 53,000 km and
rose up to the height of 17,000 km; the magnetic field strength
(at the loop axis) varied from 170 G at the loop top up to 1,600
and 1,380 G in the north-eastern and south-western footpoints,
respectively. By analogy with a number of previous simulations (e.g.,
Kuznetsov and Kontar, 2015; Kuroda et al., 2018; Fleishman et al.,
2021b; 2023; Wu et al., 2024), in order to reduce the number of free
parameters, the magnetic structure of the loop (determined by the
selected axial magnetic field line) was assumed to be the same at
all times throughout the impulsive phase of the flare, and only the
parameters of the energetic electrons varied.

For the energetic electrons, we adopted a single power-law
energy distribution function in the form of f(E) ∝ E−δ , with the

electron energy E in the range from 0.01 to 10 MeV, and the
electron number density equal to nb; the pitch-angle distribution
was assumed to be isotropic.The spatial distribution of the energetic
electrons within the flaring region was described by the model
function in the form of

nb (r, s) = nb0 exp[− r2

2σ2
r (s)
]exp[−

(s− s0)
2

2σ2
s
],

where s and r are the coordinates along and across the selected
flaring loop, respectively, with the coordinate s measured relative
to the loop top and positive in the direction towards the north-
eastern footpoint, and the coordinate r measured relative to the loop
axis; σs and σr are the characteristic scales of the distribution in the
respective directions, and nb0 is the peak electron number density.
Following the magnetic flux conservation, the transverse scale σr0

varied along the loop as σr(s)/σr0 = √B0/B(s), where B0 and σr0 are
the magnetic field strength and the transverse scale σr at the loop
top, and B(s) is a local magnetic field strength.

We note that the above model is oversimplified and accounts
for only the basic characteristics of the energetic electrons in
the flaring region. Therefore, our aim was to reproduce: a) the
total (spatially integrated) microwave emission spectra of the flare,
primarily in the optically thin frequency range (above ∼10 GHz),
and b) the 2D locations of the microwave source peaks, as well
as the microwave brightness distributions along the flaring loop
at high frequencies (namely, at 11.80 GHz). The model parameters
that provided the best agreement with the observations at four
different times (corresponding to the microwave emission peaks)
are presented in Table 2, while the corresponding synthetic and
observed images and spectra are shown in Figure 9.

From Table 2 and Figure 9, one can notice that the energetic
electrons in the considered event (during the second part of the
flare) were likely concentrated near the top of the flaring loop.
Even at 02:34:56 UT, the estimated displacement of the electron
distribution from the loop top s0 was relatively small, while the
observed emission was concentrated near a footpoint due to a
stronger magnetic field there. With time, the electron distribution
peak approached gradually the loop top (s0 decreased).The energetic
electron distribution along the flaring loop broadened gradually
with time, and the effective thickness of the loop increased as well
(both σs and σr increased). The spectral index of the energetic
electrons δ varied with time, in agreement with the estimations
based on the observed microwave spectral index δMW (see Figure 7)
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FIGURE 9
Comparison of the observed and simulated microwave emission parameters at four different times. (A) Observed and simulated microwave intensity
contours at 11.80 GHz (at 30, 50, 70, and 90% of the respective maximum intensities) overlaid on the SDO/HMI line-of-sight magnetograms. (B)
Observed (by NoRP and RSTN) and simulated total emission spectra; the error bars of the observations are smaller than or comparable to the symbol
size.
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and the empirical formula byDulk andMarsh (1982).Theparameter
nb0 is not representative, because it depends strongly on the low-
energy cutoff of the electron distribution, which was not reliably
known and was chosen arbitrarily. A more reliable characteristic is
the total number of energetic electrons at high energies, say, above
1 MeV. According to Table 2, this number (N1–10MeV) increased
gradually with time during the impulsive phase of the flare, which
reflected the process of accumulation of the energetic electrons in
the flaring loop.

5 Discussion

The presented observations offer some clues into the non-
thermal particle transport processes in the considered flare.
During the first part of the flare, we have found no significant
delays between the microwave and hard X-ray emissions, which
indicates that the energetic electrons injected into the flaring
loops then precipitated into the chromosphere nearly immediately,
without experiencing a noticeable trapping. Such a behaviour is
quite consistent with the above-described scenario suggesting that
during the first part of the flare, the energy release processes
occurred in an arcade of relatively short flaring loops with low
mirror ratios.

On the other hand, during the second part of the flare, the
microwave emission peaks were delayed with respect to the X-ray
ones by up to ∼10− 30 s. These delays were much longer than any
expected time-of-flight delays, and could be naturally attributed to
the particle trapping and accumulation processes, given that the
energy release likely occurred in a relatively long flaring loop with
the mirror ratio of up to ∼10. The evolution of the trapped energetic
particles in coronal magnetic tubes is governed primarily by their
pitch-angle scattering due to Coulomb collisions or/and interaction
with a magnetohydrodynamic turbulence, when the particles
scattered into the loss cone escape from the trap (are precipitated in
the chromosphere). Thus the observed hardening of the microwave
emission spectrum (andhence of the energy spectrumof the trapped
energetic electrons in the flaring loop) with time in the absence
of the particle injection, see Figure 7, indicates that the lower-
energy electrons were scattered more efficiently in the considered
event, which favours the Coulomb collisions as the dominant
scattering factor. In turn, the intermittent acts of energy release
(highlighted by the hard X-ray emission pulses) resulted in injection
of additional portions of electrons with a softer energy spectrum
into the flaring loop, and this interplay between the particle injection
and escape processes formed the observed hard-soft-hard pattern in
the optically thin spectral index of the microwave emission. At the
same time, the total number of the high-energy electrons increased
more-or-less steadily with time until the end of the impulsive phase
of the flare.

The observed delays between the hard X-ray emission peaks
at higher and lower energies (see Figure 7) are consistent with the
above scenario, because the hard X-ray emission is produced by
the precipitating electrons that escaped from the magnetic trap.
As has been said above, in the considered event, the lower-energy
trapped electrons were scattered into the loss cone more efficiently
(due to the Coulomb collisions), and therefore escaped from the
trap and reached the loop footpoints first, then followed by the

higher-energy electrons. This explanation implies that the energetic
electrons were injected somewhere in the coronal part of the flaring
loop, with an isotropic pitch-angle distribution or preferably in
the direction across the local magnetic field, so that a significant
fraction of the particles became trapped immediately after the
injection. The suitable particle acceleration mechanisms include,
e.g., stochastic acceleration or acceleration in a collapsing magnetic
trap (e.g., Zharkova et al., 2011).

The delay between the hardX-ray emission pulses at the energies
of E2 and E1 can be estimated as Δt ≃ τ(E2) − τ(E1), where τ is the
characteristic electron scattering timedue to theCoulomb collisions,
given, e.g., by Eq. 12.5.11 in the monograph of Aschwanden (2005).
For the energies of E1 = 20 keV and E2 = 80 keV, the observed delays
of Δt ≃ 5–7 s would occur due to scattering in a thermal plasma with
the density of about 3× 1010cm−3 and the temperature of a few MK.
The obtained plasma density value seems to be typical of the coronal
flaring loops.

6 Conclusion

We presented the results of observations and simulations
of a M5.8 class solar flare that occurred on 2023-03-06 near
the north-eastern solar limb. The flare was observed by a
number of instruments, including the Siberian Radioheliograph,
Nobeyama Radiopolarimeters, and Radio Solar Telescope Network
in the microwave range, Hard X-ray Imager on board the
Advanced Space-based Solar Observatory and Konus-Wind
on board the Wind spacecraft in the hard X-ray range, and
the Solar Dynamic Observatory in the optical, ultraviolet, and
extreme ultraviolet ranges. The main results can be summarized
as follows:

• The flare consisted of two separate flaring events. The first part
of the flare was mostly “thermal,” with a relatively soft spectrum
of energetic particles andweakmicrowave emission.During the
second part of the flare, the spectrum of energetic particles was
much harder and the microwave emission was much stronger
than during the first part.
• A filament eruption occurred at the location of the future flare
∼6 minutes before the flare onset. This eruption likely triggered
the magnetic reconnection process and thus initiated the flare.
• During the first part of the flare, the microwave and X-ray

emissions were produced in an arcade of relatively short and
low flaring loops. Trapping and accumulation of the energetic
particles in the flaring loops were negligible. The evolution of
the microwave and hard X-ray sources reflected the dynamics
of the energy release processes in the arcade.
• During the second part of the flare, the microwave emission

was produced in a single large-scale flaring loop. The energetic
particles were concentrated near the loop top. The evolution
of the microwave source reflected the process of gradual
accumulation of energetic electrons in the flaring loop. Around
the individual emission pulses, the dynamics of the trapped and
precipitating energetic electrons demonstrated the hard-soft-
hard and soft-hard-soft patterns, respectively. The evolution of
the trapped energetic electrons was mostly determined by the
Coulomb collisions.
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The explosive release of energy in the solar atmosphere is driven magnetically,
but the mechanisms that trigger the onset of the eruption remain controversial.
In the case of flares and coronal mass ejections (CMEs), ideal or non-ideal
instabilities usually occur in the corona, but it is difficult to obtain direct
observations and diagnostics there. To overcome this difficulty, we analyze
observational signatures in the upper chromosphere or transition region,
particularly brightening and dimming at the base of coronal magnetic structures.
In this paper, we examine the time evolution of spatially resolved light curves
in two eruptive flares and identify a variety of tempo-spatial sequences of
brightening and dimming, such as dimming followed by brightening and
dimming preceded by brightening. These brightening–dimming sequences are
indicative of the configuration of energy release in the form of plasma heating or
bulk motion. We demonstrate the potential of using these analyses to diagnose
the properties of magnetic reconnection and plasma expansion in the corona
during the early stages of the eruption.

KEYWORDS

magnetic reconnection, solar flares, coronal mass ejections, solar eruptions, ultraviolet
radiation

1 Introduction

It is well known that explosive energy releases in the formof solar flares and coronalmass
ejections (CMEs) are driven magnetically. In this process, magnetic energy is converted to
the kinetic energy of particles and the heat and bulk motion of plasmas (Thompson et al.,
2021). CMEs open up a portion of the solar corona, along which energetic particles are
released into interplanetary space and can impact the space weather. At present, routine
measurements of the full diskmagnetic field are available only in the lower solar atmosphere,
the photosphere. Therefore, the capability to identify the solar surface signatures of an open
magnetic structure and track magnetic field evolution prior to eruption will help us explore
mechanisms governing the onset of the eruption and predict space weather.

Traditionally, coronal holes (Cranmer, 2009), or regions of persistent lack of emission at
soft X-ray (SXR) and extreme ultraviolet (EUV) wavelengths, are considered tomap the feet
of open field lines on the solar surface. The lifetimes of coronal holes range from many days
to multiple weeks (Lowder et al., 2017, and references therein). The temporary, and often
abrupt, opening up of the magnetic structure associated with a CME produces transient
coronal holes, also called coronal dimmings (Sterling and Hudson, 1997). A comprehensive
review of observational signatures and an interpretation of coronal dimmings has been
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provided by Veronig et al. (2024, in press). Mechanisms causing
the explosive “opening up” of the corona include the onset of
an ideal instability, in which the global force balance is lost
during the quasi-equilibrium evolution of the system (Forbes
and Isenberg, 1991; Török and Kliem, 2005; Kliem and Török,
2006; Isenberg and Forbes, 2007), or the onset of a non-
ideal instability, often referred to as magnetic reconnection,
which abruptly changes the connectivity of the field lines and,
in this way, removes or weakens the constraints that would
maintain the force balance of a coronal structure. The “tether-
cutting” (Moore et al., 2001) and “break-out” (Antiochos et al.,
1999) configurations have been the most well-known reconnection
geometry, which occurs either belowor above the erupting structure,
be it a magnetic flux rope or a sheared arcade (Patsourakos 
et al., 2020).

In the case of major solar eruptive events, the onset of the
eruption, either due to ideal or non-ideal instabilities, takes place
in the corona, but perturbations propagate along magnetic field
lines to reach the lower atmosphere on Alfvénic timescales. In
this paper, we focus on dimming and brightening signatures
observed at the foot or base of magnetic structures that are
undergoing dynamic evolution, such as magnetic reconnection or
plasma expansion/eruption. As a direct consequence of magnetic
reconnection, energy flux, via particle beams (Fisher et al., 1985),
thermal conduction (Longcope, 2014), or Alfvén waves (Fletcher
and Hudson, 2008), is transported along newly reconnected field
lines to be deposited in the denser lower atmosphere, producing
enhanced brightening there. On the other hand, dimming at the
base of the corona is primarily an effect of plasma rarefaction
due to the expansion of the overlying coronal structures such as
a CME, which reduces the pressure of the overlying corona. The
expansion or eruption of a coronal structure may occur before
or after the onset of magnetic reconnection; therefore, dimming
may be observed either before or after brightening in the lower
atmosphere.

A solar eruptive event involves a rather complex magnetic
configuration, and different parts of the system undergo
different dynamics and also interact with each other, such
as through reconnection. The spatially resolved, full-disk
observations, like those provided by the Solar Dynamics
Observatory (SDO; Pesnell et al., 2012), allow us to infer the
evolution of different parts of the coronal structures during or
before the eruption by examining the behavior at their base
in the lower atmosphere. In this paper, we conduct such an
experiment on two eruptive flares, using the tempo-spatial sequence
of brightening and dimming to reconstruct the evolution of
coronal structures in the early phase of their eruption. In the
following section, we describe the strategy to identify dimming
signatures at the base of the corona (S2). We apply the analysis to
observations of an X-class eruptive event SOL20120712, which
shows post-eruption dimming (S3), and of a C-class eruptive
event SOL20110621, which also exhibits pre-eruption dimming
(S4), and use these signatures to infer the properties of the
overlying coronal structure. We summarize what is learned from
this experiment and discuss the potential to reconstruct the
evolution of overlying coronal structures from the brightening and
dimming signatures at their base (S5).

2 Tempo-spatial sequence of
brightening and dimming

In this paper, we analyze the brightening and dimming
signatures in the lower atmosphere of two eruptive events. They
exhibit a variety of dimming–brightening sequences that can be used
to diagnose the dynamic evolution of overlying coronal structures in
the early phase of the eruption.

2.1 Impulsive and prolonged brightening

We identify brightening in the lower atmosphere, as these
locations usually map the feet of reconnecting field lines along
which energy flux is transported and deposited in the denser
lower atmosphere. It has been a well-adopted practice to integrate
magnetic flux in these areas of brightening in the lower atmosphere
as an estimate of the amount of reconnection flux ψrec and its
time derivative, the reconnection rate ψ̇rec (Fletcher and Hudson,
2001; Asai et al., 2004; Qiu et al., 2004; 2010; Kazachenko et al.,
2017). Typically, observations in the optical (such as the Halpha line)
and ultraviolet (such as the UV 1,600 Å passband) wavelengths
are analyzed to identify brightening signatures. In this study, we
analyze either the 1,600 Å or the EUV 304 Å observations from
the Atmospheric Imaging Assembly (AIA; Lemen et al., 2012).
The contribution to the 1,600 Å broadband emission includes the
continuum formed in the temperature minimum region and, in
particular, during the flare, optically thin lines like C IV formed at
a transition-region temperature of 100,000 K (Simões et al., 2019).
The contribution to the EUV 304 Å broadband is more complex,
from the upper chromosphere, transition region, and low corona,
at a temperature of 0.01–1 MK (O’Dwyer et al., 2010). The EUV
304 Å passband is more sensitive to weak brightening in the upper
chromosphere and transition region; on the other hand, structures
in the corona, such as filaments, active region loops, and flare
loops, are often observed in this passband and are sometimes hard
to distinguish from the brightening at the base of the coronal
structures.

When magnetic reconnection occurs in the corona, energy
flux along newly reconnected field lines travels to the lower
atmosphere on Alfvénic timescales and produces a rapid or
impulsive brightening there. If reconnection forms closed field lines
(post-reconnection flare loops), the impulsive energy release in
these loops drives chromospheric evaporation, which significantly
increases the density (and temperature) of the plasmas trapped in
the loops. As a result, prolonged brightening is often observed at the
base of the post-reconnection flare loops for an extended duration
of more than 10 min, before the brightness is attenuated to a pre-
flare level, reflecting the timescales of chromospheric evaporation,
cooling of the heated corona, and often, continuous gradual
heating (Qiu et al., 2013; Qiu and Longcope, 2016). Therefore,
light curves similar to those shown in Figure 1A are indicative
of reconnection forming closed field lines or flare loops. On the
other hand, reconnection leading to open field lines, which do
not trap plasmas, would produce only impulsive brightening at its
base, as shown in Figure 1B. The pixel light curves are, therefore,
indicative of the reconnection geometry.
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FIGURE 1
Light curves of the brightness in the UV 1,600 or EUV 304 Å passbands in several pixels from various flares observed by the AIA, showing (A) impulsive
brightening followed by prolonged brightening, (B) rapid dimming following impulsive brightening, or (C) gradual dimming before brightening.

In this study, we identify brightening pixels in the UV 1,600 Å
passband or EUV 304 Å passband when the pixel brightness I is
enhanced to be more than N times of its base brightness I0 for more
than τmin; I0 is the average of the brightness over 20 min during the
quiescent (pre-flare) period. N and τ are empirically selected to pick
out as many brightening pixels as possible in the lower atmosphere
while minimizing the contribution by brightening coronal loops.

2.2 Rapid and gradual dimming

The majority of coronal dimming is observed in the soft X-ray
and EUVwavelengths (Sterling andHudson, 1997;Thompson et al.,
1998; Mandrini et al., 2007; Qiu et al., 2007; Temmer et al., 2017;
Dissauer et al., 2018; Wang et al., 2019). In this study, we examine
signatures in the upper chromosphere, or transition region, where
coronal structures undergoing dynamic evolution are anchored. We
identify dimming signatures at the base of the corona primarily
using observations in the He II 304 passband on the AIA,
complemented by analysis of more conventional observations in
the EUV passbands, including the EUV 171, 193, and 211 Å
passbands. The other EUV passbands are sensitive to temperatures
≥ 1 MK (O’Dwyer et al., 2010) of plasmas in the corona. As such,
dimming identified in the EUV 304 Å passband tends to occupy
smaller areas than those identified in other bands, which often
include dimming signatures due to the removal or re-orientation
of coronal loops along the line of sight (Harvey and Recely, 2002;
Harra et al., 2007; Qiu et al., 2007; Downs et al., 2015). In other
words, detecting dimming in the transition region lines helps
minimize the projection effect.

We examine the time evolution of the brightness at each pixel,
normalized to its base brightness. The base brightness is the mean
brightness over 20–30 min prior to the eruption. The dimming
pixels are identified if the brightness is reduced to ≤ 80% of the base
brightness continuously for ≥10 min. The choice of the minimum

dimming depth at 80% and the minimum dimming duration of
10 min ismostly empirical, justified by the statistical performance of
the pixel brightness. For example, the fluctuations in the quiescent
brightness of individual pixels are found to be about 10%; therefore,
a persistent decrease in the brightness at 20% below the base
brightness is considered to reflect genuine dimming.

We assume that these dimming pixels map the feet of the
magnetic structures that are expanding or erupting in the corona.
Here, we define “expansion” and “eruption” as the global or average
bulk motion of the plasma in a magnetic structure, the former
referring to motion at subsonic speeds and the latter at super-
sonic speeds. If dimming is preceded by brightening at the same
or adjacent locations, this is likely an indication that reconnection
is opening overlying field lines, and the magnetic flux integrated
into the brightening area provides an estimate of the amount of flux
removed from above. Furthermore, the dynamic properties, such as
themean speed of the expansion of the overlying corona, can be also
estimated from the evolution of the dimming depth.

The pixel light curves given in Figure 1 show various dimming
signatures, such as rapid dimming following impulsive brightening
(b), indicative of reconnection of the opening up of field lines
along which plasmas rapidly expand, or gradual dimming over tens
of minutes, followed by brightening or rapid dimming (panel c),
suggesting the quasi-equilibrium expansion of the overlying coronal
structure before the onset of reconnection or eruption. The tempo-
spatial sequence of dimming and brightening therefore provides
clues to the dynamic evolution of the corona.

3 Reconnection-driven post-eruption
dimming

An X-class eruptive flare occurred on 12 July 2012 in NOAA-
11520. The flare was accompanied by a fast CME with its
early-phase motion best captured by STEREO-A (Cheng et al.,

Frontiers in Astronomy and Space Sciences 03 frontiersin.org84

https://doi.org/10.3389/fspas.2024.1401846
https://www.frontiersin.org/journals/astronomy-and-space-sciences
https://www.frontiersin.org/journals/astronomy-and-space-sciences#articles


Qiu 10.3389/fspas.2024.1401846

FIGURE 2
Overview of the SOL20120712 eruptive flare observed by the AIA. Top: flare ribbons observed in the UV 1,600 Åpassband (A) and flare loops observed in
the EUV 131 Åpassband (B). Bottom: flare ribbons and loops observed in the EUV 171 Åpassband at two times (C,D), showing a pair of post-eruption
dimming ribbons (their locations indicated by the two orange ovals) extending from the ends of the two flare ribbons. All images are co-aligned
to 17:00 UT.

2014; Dudík et al., 2014; Zhu et al., 2020). Figure 2 shows several
snapshots of the event observed by the AIA. The eruption occurred
in the core active region, forming two bright ribbons in magnetic
fields of opposite polarities, outlining the feet of post-reconnection
flare loops or closed field lines produced by reconnection. We refer
to these two ribbons as flare ribbons. Shortly afterward, another set of
two long ribbons extended from the flare ribbons in the core region,
first briefly brightening and then quickly dimming. We call these
two ribbons that became dark dimming ribbons, and they were also
located in magnetic fields of opposite polarities.

Figure 3A shows, in red, the time sequence of the brightening
in the flare ribbons in the core region and also the brightening
adjacent to the dimming ribbons away from the core region.
This reconnection mask is derived using the UV 1,600 Å
observations, with the method described by Qiu et al. (2007,
2010). In the same figure, blue indicates the time sequence of
the dimming as the brightness is reduced to 80% of the base
level (see S2 for identification of the dimming pixels). The
dimming (and the preceding brightening) appears to spread
rapidly along the dimming ribbons at an apparent speed of more
than 100 km s −1, which was noted as a signature of “slipping
reconnection” by Dudík et al. (2014).

The magnetic flux integrated in the brightening pixels and in the
dimming pixels is measured and shown in Figure 3B, showing that,
in this event, the onset of flare reconnection starts at approximately

16 UT, prior to the rapid increase in the dimming. The flare
reconnection rate peaks at 16:20 UT and stops at approximately 17
UT, when a total amount of 7× 1021 Mx has been reconnected. The
dimming flux is also measured, which increases quickly after 16:20
UT, and the dimming rate peaks at approximately 17 UT, with the
total amount of dimming flux reaching 5× 1020 Mx encompassed in
the dimming ribbons. The associated CME is observed by STEREO;
it shows a rapid acceleration starting from 16:10 UT and reaching
a maximum at 16:20 UT (Zhu et al., 2020), when the rate of flare
reconnection peaks.

The dimming ribbons are most prominently observed in
the EUV 304, 171, and 193 Å passbands. Figure 4 shows the
time–distance diagrams of the normalized brightness produced
along five slits across each dimming ribbon; the locations of the
slits are indicated by horizontal or vertical bars in Figure 3A. In
particular, the diagrams of the 304 Å passband clearly demonstrate
dimming after impulsive brightening. Figure 5 shows the epoch plot
of the pixel light curves in the two dimming ribbons, or the evolution
of the brightness (normalized to the base brightness) with respect to
the time of the peak brightness. The figure illustrates the timescales
of impulsive brightening, followed by rapid dimming, both within a
couple ofminutes. Inmost of these places, dimming does not recover
for more than a few hours.

The tempo–spatial sequence of the brightening and dimming in
this event suggests the scenario of magnetic reconnection between
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FIGURE 3
Evolution of brightening and dimming. (A) Mapping of the brightening evolution (from AIA 1,600 Å) on a photospheric magnetogram (grayscale) of the
longitudinal magnetic field component Blos. (B) Mapping of the dimming evolution (from AIA 304 Å) on the photospheric magnetogram. (C) Mapping
of brightening (orange) and dimming (blue) on the photospheric magnetogram. (D) Reconnection flux ψrec and reconnection rate ψ̇rec measured from
the brightening map and the dimming flux ψdim measured from the dimming map. In (A–C), the grayscale of the Blos map is saturated at ±300 (G). In (A)
and (B), the rainbow color indicates the onset time of the brightening or the dimming, respectively. In (C), the orange (blue) color scheme indicates the
onset time of brightening (dimming) at a given location. It should be noted that in the dimming ribbons, the brightening is covered by the subsequent
dimming. The five horizontal bars across the dimming ribbon in the east and the five vertical bars across the dimming ribbon in the west denote the
locations of the time–distance diagrams of the normalized brightness in Figure 4.

FIGURE 4
Time–distance diagrams of the normalized brightness along the five slits from top to bottom across the dimming ribbon in the east (left) and along the
five slits from left to right across the dimming ribbon in the west (right), in the 304 Å (A), 171 Å (B), and 193 Å (C) passbands, respectively, all showing
rapid dimming after impulsive brightening.
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FIGURE 5
Epoch plots of the normalized brightness light curves of approximately 1,000 pixels in the eastern dimming ribbon (left) and of approximately 300
pixels in the western dimming ribbon (right), observed in the EUV 193 Å, 171 Å, and 304 Å passbands, respectively.

an erupting structure from the core region and the overlying
arcades or the strapping field. The two dimming ribbons outline the
photospheric intersection of separatrices in the complexmulti-polar
magnetic field where reconnection tends to occur (Dudík et al.,
2014). In particular, a potential field extrapolation suggests that the
dimming ribbon in the negative magnetic field to the east outlines
the feet of an arcade connecting the dimming ribbon to the outer
edge of the flare ribbon in the positive magnetic field, and the
dimming ribbon in the positive magnetic field to the west maps the
feet of another set of arcades with their conjugate feet in the negative
magnetic field north of the flare ribbon (Cooper Downs, personal
communication). These overlying arcades have to open up for the
underlying structure to escape the solar corona.

In summary, in this eruptive event, the dimming analysis does
not reveal any significant pre-eruption dynamics of the coronal
magnetic structures. Dimming occurs after the onset of flare
reconnection in the core region. The pair of dimming ribbons
extending outward from the flare ribbons most likely map the
feet of several overlying arcades that open up by reconnecting
with the erupting structure. In this course, an overlying flux
of 5× 1020 Mx, which is 10% of the flare reconnection flux, is
removed from the path of the eruption.

4 Pre-eruption dimming indicative of
gradual expansion

A C-class eruptive flare occurred on 21 June 2011. It has
been studied by Zhu et al. (2020) and Vievering et al. (2023). The
associated CME is best observed by STEREO-A from the limb
during its early phase; following the trajectory of the CME, its onset
is determined to be at 2:15 UT (Zhu et al., 2020). Figure 6 shows the
evolution of the event observed in the EUV 304 Å (left) and 211 Å
(right) passbands. A filament is visible prior to the eruption and is
erupted around the time of the CME onset. During the eruption,
two flare ribbons are brightened as depicted in a standardmodel; the
eruption also causes coronal dimming in a large area to the south of
the source region. In this study, we focus on the core region where
the eruption originates, attempting to understand the early-phase
evolution.

This event exhibits a variety of brightening and dimming
signatures different from those of the SOL20120712 event. As shown
in Figure 6, prominent dimming signatures are observed in both
passbands and, in particular, in the EUV 304 Å base ratio images
(middle panels). The dimming primarily occurs in two regions
demarcated by the orange boxes that are located at the two ends
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FIGURE 6
Overview of the SOL20110621 eruptive flare observed by the AIA, in the EUV 304 Å passband (left) and 211 Å passband (right). Also shown are base ratio
images in the 304 Å passband (middle), with the images normalized to the base image, which is the average of the images from 1:00 UT to 1:20 UT. The
two orange boxes denote regions of prominent dimming at the left (LF) and right (RF) feet of a filament visible in the EUV images. The four vertical
dashed bars in the left panel mark the slits, along which the time–distance diagrams are produced in Figure 8.

of the filament. The dimming morphology resembles the twin-
dimming or core-dimming geometry, similar to the events reported
byWebb et al. (2000), Cheng andQiu (2016), andWang et al. (2019),
suggesting that the twin-dimming regionsmaymap the feet of a flux
rope. It is also noted that along the edge of the dimming cores at the

far ends of the two flare ribbons, brightening occurs as early as 1:30
UT, well before the onset of the eruption and flare reconnection that
produced the two ribbons.

In this event, the brightening is relatively weak compared with
theX-class flare studied in S3; therefore, we use EUV304 Åpassband
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FIGURE 7
(A) Magnetic flux, or reconnection flux, measured in brightening pixels. (B–C) Time evolution of the brightening and dimming mapped on a
photospheric magnetogram of the line-of-sight magnetic field component. At each location, the color indicates the time of the onset of the
brightening (B) or dimming (C) as defined in the text. The time of the color scheme is shown in (A).

observations, which are more sensitive to weak brightening than the
1,600 Å passband, to identify brightening signatures at the base of
the corona. Two kinds of brightening signatures are observed: flare
ribbons underlying closed flare loops exhibit impulsive brightening,
followed by a prolonged brightening that gradually decays for
over 10 min; on the other hand, several pixels of weak and brief
brightening are also identified. Figure 7B shows the timing of
brightening1 superimposed on a photospheric magnetogram of Blos.
The magnetic flux integrated into the brightening pixels is shown
in Figure 7A. It should be noted that due to some mixture of
the brightening of coronal features, especially during the filament
eruption between 2:15 and 2:40 UT, the measured flux is an
overestimate of the reconnection flux ψrec (see the measurement
obtained by Zhu et al. (2020) using 1,600 Å passband images, which
likely underestimates the total ψrec). It is noted that, in this event,
the initial brightening occurs adjacent to the twin dimmings at the
far ends of the later formed by two flare ribbons, suggesting that
pre-eruption reconnection might take place between the hypothetic
flux rope and ambient fields. The amount of flux estimated from the
early brightening signatures prior to the eruption (2:15 UT) is about
one-fifth of the total reconnection flux.

We identify dimming using EUV 304 Å imaging observations
following the method outlined in S2. We form the base image as the
average of the images between 1:00 and 1:20UT and define dimming
as persistent attenuation at ≤80% of the base brightness I0 at the
same location for more than 10 min. The onset of dimming, which

1 The onset time of the brightening depends on the empirical threshold

used to identify the brightening, and it is typically within 0–3 min of the

time of peak brightness.

is shown in Figure 7C, is identified as the time when the brightness
starts to decrease below 80% of I0.The analysis reveals two groups of
dimming signatures: one group exhibits gradual dimming over tens
of minutes prior to the eruption, and in the other group, dimming
occurs after the onset of the eruption (at 2:15 UT), often preceded
by impulsive brightening.

Figure 8 shows the time–distance diagrams of the normalized
brightness along a few slits shown in Figure 6 and the light
curves of a few selected pixels along the slits exhibiting various
dimming–brightening sequences similar to those shown in Figure 1.
The epoch plots of the two groups of dimming light curves are
given in Figure 9, showing the evolution of the pixel brightness
with respect to their peak time. The first group exhibits gradual
dimming (Figure 9A), with the observed onset of the dimming
ranging between 10 and 100 min (average at 54± 19 min) before
they brightened. The other group of dimming pixels is characterized
by rapid dimming following impulsive brightening (Figure 9B), and
the peak dimming depth is approximately 42% ± 12%. In most
places, dimming did not recover after more than 3 hours.

The locations of the two groups of dimmings
are shown in Figure 7C. The pre-eruption gradual dimmings are
within the orange circles; they are mostly clustered in the right
region in negative magnetic fields and are bounded by early
brightening that outlines a triangle-shaped hook. In the left region
in positive magnetic fields, only a small area right next to the flare
ribbon exhibits pre-eruption gradual dimming. The post-eruption
dimming occupies a larger area in both the left and right feet
regions. It appears that, at the onset of the eruption, the pre-eruption
dimming spread out into the post-eruption dimming, with a rapid
brightening during the transition.

Frontiers in Astronomy and Space Sciences 08 frontiersin.org89

https://doi.org/10.3389/fspas.2024.1401846
https://www.frontiersin.org/journals/astronomy-and-space-sciences
https://www.frontiersin.org/journals/astronomy-and-space-sciences#articles


Qiu 10.3389/fspas.2024.1401846

FIGURE 8
Top: time–distance diagrams of the normalized brightness along the four slits shown in Figure 6, two in the left foot region (left) and two in the right
foot region (right), superimposed with the reconnection rate ψ̇rec. The color code of ψ̇rec is the same as in Figure 7. Bottom: light curves of the
normalized brightness at a few locations indicated by the red or blue symbols in the top panels.

FIGURE 9
Epoch plots of dimming light curves in two groups showing the pre-eruption gradual dimming (left) and the post-eruption impulsive dimming (right).
Solid black and red curves indicate the average and median light curves, respectively, of all light curves in a group.

The post-eruption dimming light curves in the second group
are similar to those in the SOL20120712 event, suggesting that the
erupting structure reconnects with overlying fields and escapes from
the corona. However, the geometry of the dimming is different; in
this event, the post-eruption dimming appears tomap the feet of the

erupting structure that has shifted outward after the onset of the flare
reconnection, rather than the feet of overlying arcades. This should
be confirmed with future data-driven MHD modeling.

The pre-eruption gradual dimming at the feet of the filament is
likely a signature of the quasi-equilibrium expansion of a coronal
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structure. We can estimate the mean speed of the expansion from
the slope of the dimming depth (Qiu and Cheng, 2017). At the base
of the corona, the optically thin transition-region emission can be
modeled as the “pressure gauge” (Qiu et al., 2013, and references
therein) so that the brightness is proportional to the mean pressure
of the overlying corona. As the overlying corona gradually expands,
the dimming in terms of the ratio of the brightness to the base
brightness, R ≡ I/I0, roughly varies as Ṙ ≈ α(L0/L)

α(⟨v⟩/L), where
α ≥ 1 is a factor close to unity dependent on the gas expansion
model, L is the equivalent height along the line of sight, and L0
is the height before the expansion. For slow (subsonic) expansion,
approximating L ≈ L0 and α ≈ 1, the expansion velocity is roughly
⟨v⟩ ≈ ṘL0. Fitting the dimming light curves by R(t) ≡ I(t)/I0 =
R0 − Ṙt, we derive the dimming slope Ṙ ≈ 0.001− 0.01 min−1, the
average being 0.003 min−1, or about 0.3% decrease in brightness
per minute. For L0 of a few tens of Mm, ⟨v⟩ is approximately
a few kilometers per second. The estimated subsonic expansion
speed is consistent with the expansion speed directly observed
from limb observations of a different event, which also exhibits
persistent gradual dimming, when viewed from the disk, prior to
the eruption (Wang et al., 2019).

In summary, the eruptive event SOL20110621 displays different
brightening–dimming geometries and sequences from those of
the SOL20120712 event. Both pre-eruption and post-eruption
dimming occur at the feet of a filament adjacent to flare ribbons,
and its geometry resembles the core twin dimming. The twin
dimming likely maps the conjugate feet of a coronal structure
that gradually expands and then erupts, and this structure carries
the total (axial) flux of up to a few times 1019 Mx, estimated by
integrating the flux in the dimming area. The early brightening
surrounding the gradually dimming cores may indicate the
coronal structure expanding through (and interacting with) the
ambient field.

5 Summary

In this paper, we present an experiment that analyzes the
brightening and dimming signatures in the lower atmosphere
and uses the tempo-spatial sequence of these signatures to
identify overlying magnetic structures that are undergoing dynamic
evolution in the early phase of their eruption, such as reconnection
or expansion. The experiment is applied to two eruptive events, in
which pixel light curves exhibit a variety of brightening–dimming
sequences.

For the SOL20120712 event, we did not find signatures
indicative of dynamic evolution prior to flare reconnection, which
occurs nearly simultaneously with the eruption. The erupting
structure then reconnects with the overlying arcades, producing
impulsive brightening and rapid dimming at the feet of the arcades
as the overlying field lines are opened up and removed from their
path. We did not find any signatures likely to map the feet of
the erupting structure in this event (e.g., Gou et al., 2023). This
is possibly due to the stringent criteria for selecting dimming
pixels in this study, which require persistent dimming (for more
than 10 min) observed with low-temperature lines characterizing
signatures at the base of the corona, such as in the transition region.
These requirements are reinforced to help minimize projection

effects and noise fluctuations; on the other hand, dimming at these
lines, particularly in the EUV 304 Å passband, is relatively weak.
Therefore, dynamic dimming variations on short timescalesmay not
be detected with the method used in this paper, and the estimated
dimming flux is likely to be the lower limit.

The SOL20110621 event exhibits gradual pre-eruption dimming
at the feet of a filament that erupts later, and the pre-eruption
dimming is accompanied by early brightening that outlines the
boundary of the gradual dimming at the far ends of flare ribbons
formed later. These are likely signatures of the quasi-equilibrium
expansion of a coronal structure through the ambient field, which
persists for tens of minutes before the explosive loss of equilibrium,
leading to eruption. If this structure embodies a pre-existing flux
rope, then its gradual expansion and accompanying reconnection
with the overlying fields (e.g., Longcope and Forbes, 2014) would
bring it to a larger height in favor of the onset of the ideal instabilities,
such as the torus instability (Kliem et al., 2014).

Comprehensive modeling (e.g., Rempel et al., 2023) is needed
to reconstruct the three-dimensional magnetic configuration and
the evolution toward eruption in both events. The identified tempo-
spatial sequence of dimming and brightening provides additional
observational constraints, or the observed boundary conditions, for
the successful modeling of real eruptive events.
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Deep learning models have made great accomplishments in space weather
forecasting. The critical frequency of the ionospheric F2 layer (foF2) is a key
ionospheric parameter, which can be understood and predicted by some
advanced new deep learning technologies. In this paper, we utilized an Informer
architecture model to predict foF2 for several hours up to 48 h and analyzed
its variations during periods of quiet, moderate, and intense geomagnetic
conditions. The Informer method forecasts the temporal variations of foF2 by
processing and training the past and present foF2 data from the Haikou station,
China, during 2006–2014. It is evident that the Informer–foF2 model achieves
better prediction performance than the widely used long short-term memory
model. The Informer–foF2 model captures the correlation features within the
foF2 time series and better predicts the variations ranging for hours up to days
during different geomagnetic activities.

KEYWORDS

Informer, foF2, ionosphere, long short-term memory, long sequence time-series
forecasting

1 Key Points

• An Informer architecture-based model is used to forecast ionospheric foF2 at low
latitudes.

• The Informer–foF2 model has advantages in predicting variations from several
hours up to 48 h.

• The Informer–foF2 model forecast for geomagnetic storms is in good agreement with
the observations.

2 Introduction

The F2 layer of the ionosphere has the highest degree of ionization, which is closely
linked to the Global Positioning System (GPS) and other navigation systems as well as
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long-range, high-frequency (HF) communications. The critical
frequency of F2 layer (foF2), as one of the most important
parameters of radio science, controls the electromagnetic wave
propagation through the ionosphere. Therefore, accurate prediction
of foF2 is important and a difficult problem in space weather
forecasting, especially for long time series at low latitudes
(Cander et al., 1998; Rao et al., 2018; Zhang et al., 2022; Fan et
al., 2019). There are many precedents for researchers to combine
ionospheric phenomena with deep learning (Chen et al., 2019;
Zhou et al., 2021; Wang et al., 2022; Yang et al., 2024; Hu and
Zhang, 2018). Although many models could simulate and predict
the ionospheric F2 layer variations, the complex changes in
solar activities make the spatial and temporal variability of
foF2 difficult to be predicted and even more difficult to achieve
the expected performance at low latitudes. Other ionosphere
models such as the International Reference Ionosphere (IRI)
(empirical model) (Wichaipanich et al., 2017), random forest
(machine learning model), and autoregressive integrated moving
average model (ARIMA, time-series model) cannot predict the
sudden changes in foF2 caused by a geomagnetic storm. These
models do not perform well in long-term forecasting since they
are restricted by long-range dependencies. In order to achieve
improvement in the forecasting accuracy over a longer time span,
deep learning techniques are implemented to forecast foF2 for a
sufficiently long duration. Long sequence time-series forecasting
means the forecast of high-resolution ionospheric parameters
continuously ahead of a few days.

There are several studies on ionospheric modeling using
the basic deep learning approach of artificial neural networks
(ANNs), which began in the mid-1990s (Willscroft and Poole,
1996; Altinay et al., 1997; Sai Gowtam and Tulasi Ram, 2017; Wang
et al., 2013; Kim et al., 2020; Moon et al., 2020; Li et al., 2021;
Zhou et al., 2021). Williscroft and Poole (1996) used 10 years of
foF2 data observed from the Grahamstown ionosonde and the
sunspot number and Ap index to train a simple ANN. Altinay et al.
(1997) developed a 1-h prediction model for foF2 using 10 years of
foF2 data observed from the Poitiers ionosonde in Central Europe
and the Kp index to train a multilayer perceptron model. Since
these ANN-based models do not consider past data for the current
specific period, the predictive performance cannot be applicable to
the phenomena affected by the prior states that are older than the
specified period and are naturally not competent for long time-series
prediction tasks.

To overcome the shortcomings of the above algorithms,
the long short-term memory (LSTM) algorithm, a technique
that remembers past data and reflects it in predictions, was
developed (Ergen and Kozat, 2018). Earlier, foF2 and hmF2
parameters were predicted by Moon et al. (2020) using LSTM
models. Kim et al. (2020) used a physics-based model, which could
predict up to 24 h of mid-latitude ionospheric data by inputting the
parameters predicted by Moon et al. (2020). Although the LSTM-
based model showed reasonably good prediction performance on
geomagnetically quiet days, themodel predictions are not correlated
well during geomagnetically disturbed periods (Kim et al., 2021).
The current LSTM model significantly improves the prediction
accuracy and time span of the long time series, but its response to
abrupt changes was not sufficiently rapid due to the retention of
memory states (Lissa et al., 2020).

The LSTM models incorporating the attention module have
been applied in long-term time-series prediction studies. The
attention mechanism offers the possibility to focus on the response
triggered by a certain factor Xia et al., 2022, such as the foF2
anomalies caused by geomagnetic perturbations (Liu and Guo,
2019; Rao et al., 2021). Tang et al. (2023) combined BiLSTM
with Attention to predict foF2. With the widespread use of the
transformer model (Vasmani et al., 2017), the fully attention-based
model is applied to more and more fields, and its excellent
performance has led to its use for solving long sequence time-series
forecasting (LSTF) problems, but the computational complexity
limitation of the transformer itself has led to unsatisfactory results.
The transformer-like model Informer proposed by Zhou et al.
(2021), which uses the Probsparse self-attention mechanism, has
shown excellent capability in the long-term time-series prediction
problem, and at the same time, the high computational speed,
low complexity, and high accuracy demonstrated by the Informer
are very attractive. The long-term time-series prediction of the
ionospheric foF2 has been implemented in this study based
on the foF2 data from the Haikou station at a low-latitude
region. We achieved better long-term forecasting performance
and avoided self-correction due to geomagnetic activities (Gao
et al., 2020). We present the prediction results of foF2 at low
latitudes using the Informer model and discuss its advantages and
limitations. The Informer-based model shows great potential in
solving LSTF problems and saving computing resources. From an
experimental standpoint, the Informer-based model has excellent
performance in time-series prediction and has great value for
further research and application. In this study, we refer to
the 48-h prediction as a long-term time-series prediction and
attempt to find the most suitable model for long-term time-series
prediction on foF2. The models constructed in this paper are
applicable to the quiet, moderate, and intense geomagnetic periods,
and the comparisons of these models in different periods are
discussed.

3 Informer model architecture

Due to the significant correlation with the foF2 time series,
recurrent neural networks (RNNs) have been extensively used
in foF2 prediction. However, typical RNNs are limited in their
long-term dependence due to gradient issues, which do not
represent abrupt events. The transformer module by using self-
attention can solve those problems to some extent, but the module
is limited by computation complexity and error accumulation
in the decoding process directly in long sequence time-series
forecasting. So the Informer–foF2 model is developed to perform
foF2 forecasting using ProbSparse self-attention to simplify the
calculation and the generative decoder to output the forecast
results directly (Bi et al., 2022).

The Informer model was proposed by Zhou et al., in 2021,
and we fine-tuned the model to make it better at predictive
tasks of foF2. Figure 1 shows the Informer–foF2 architecture. It
has two critical components denoted as encoder and decoder
modules. The encoder converts input information into a
dense vector of fixed dimensionality and extracts features
from elements to generate feature mapping. Inversely, the
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FIGURE 1
Informer–foF2 architecture.

decoder combines the information and feature mapping to the
predicted outputs.

ProbSparse self-attention differs in finding a more active query
to simplify corresponding attention calculation from traditional
multi-head self-attention. The sparsity measurement of ProbSparse
self-attention is shown below Equation 1.

M(qi,K) =maxj
{
{
{

qik
T
j

√d

}
}
}
− 1

LK

LK

∑
j=1

qik
T
j

√d
, (1)

where Lk is 1/q (kj | qi), the i times query of sparsity measurement is
defined as qi; and qi and kj from Q and K, generated in the encoder
training process, represent query and key vectors, respectively.
ProbSparse self-attention calculates the corresponding attention
between the active queries and keys, replacing the other by a uniform
distribution. Attention calculation is defined as follows Equation 2,
where Q is a sparse matrix and it contains the sparsity measurement:

A(Q,K,V) = So ftmax(QKT

√d
)V. (2)

The distilling block is using 1-d max pooling operation
to accomplish feature downsampling in order to make
encoder feature extraction quick and simple. The ProbSparse
self-attention and distilling operations alternately stack.
The encoder output feature mapping is acquired by a
two-channel stack.

For the decoder architecture, the generative decoder generates
all predicted outputs at once to replace the transformer’s decoder,
in which it avoids the time-consuming dynamic decoding process
in the encoder–decoder architecture. A decoder is composed of
two decoder layers, each with a self-attention, a cross-attention, a
three-layer norm, and a dropout. The decoder input is a truncation
of the later part of the encoder input and a matrix with the

same shape as the predicted target. After passing through the
decoder, each placeholder (position to be predicted) has a vector,
which is then input into a fully connected layer to obtain the
predicted results.

A detailed explanation of the Informer architecture is given by
Zhou et al. (2021). The specific model composition of the Informer
for the foF2 prediction is shown in Table 1.

The LSTM-based model and IRI will appear as contrast models
to demonstrate the advantages of the Informer-based model. The
LSTM model is a widely used time-series forecasting model in
various fields. In previous studies, LSTM has been shown to
significantly improve model prediction RMSE (root mean squared
error) over empirical models such as IRI and pure time-series
models such as ARIMA. LSTM is an excellent model for time-
series problems with multivariate effects, especially for time-series
data prediction tasks such as foF2, where the fluctuations are
severe and perturbations are diverse. The principle of the BiLSTM
model is similar to that of the LSTM model, and the improvement
is less significant than that of the Informer. This work mainly
discusses the effect of the self-attention model on the long-
term time-series prediction of foF2, so LSTM is chosen as the
representative model to verify the effect of the Informer. The LSTM
used in this comparison has been tuned for several experiments
and can basically reach the average level of the LSTM prediction
models for low-latitude regions, as found in previously published
results by several researchers. In order to better demonstrate the
model enhancement, we also compare the model outputs with the
commonly used empirical model, IRI-2016. We trained 1-h, 5-h,
12-h, 24-h, and 48-h models based on LSTM and Informer. In
addition, we perform the same procedure for the corresponding
IRI output for foF2 values at the Haikou station (20.0o N and
110.1o E), China, and use these outputs for comparisons with the
actual foF2 measurements from Haikou.
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TABLE 1 Specific model composition of the Informer.

Encoder N

Inputs 1×3Conv1d Embedding (d = 512)

4

ProbSparse
Self-attention

Block

Multi-head ProbSparse attention (h =
8)

Add, LayerNorm, dropout (p = 0.05)

Pos-wise FNN (dinner = 2048), GELU

Add, LayerNorm, Dropout (p = 0.05)

Distilling
1×3Conv1d, ELU

Max pooling (stride = 2)

Decoder N

Inputs 1×3Conv1d Embedding (d = 512)

2

Masked PSB Add mask on attention block

ProbSparse
Self-attention

Block

Multi-head ProbSparse attention (h =
8)

Add, LayerNorm, Dropout (p = 0.05)

Pos-wise FNN (dinner = 2048), GELU

Add, LayerNorm, Dropout (p = 0.05)

Batch-Size 32

Epochs 50

4 Data and model inputs

The ionospheric foF2 measurements are manually scaled from
the ionograms of the Haikou station (20.0o N and 110.1o E) in 1-
h resolution. The solar radio flux F10.7 is available from the Space
Weather website https://www.spaceweather.gc.ca/index-en.php in
1-day resolution. The geomagnetic indices such as Dst and Kp
are available from the Kyoto World Data Center, https://wdc.kugi.
kyoto-u.ac.jp/dstae/index.html, having resolutions of 1 h and 3 h,
respectively.

The foF2 data from 1 January 2006 to 31 May 2014 are the
input and target of the Informer–foF2 model. In order to ensure
the input data continuity of the time-series model, the missing data
of foF2 have been interpolated by the linear interpolation method.
The model output at the time of the geomagnetic disturbances
is generated considering F10.7, Dst, and Kp indices. The data
have been processed at 1-h intervals and are shown in Figure 2.
Due to foF2 exhibiting outstanding time-auto correlation, the 24-
h prediction window was chosen for the study. We use the foF2 of
the past 96 h to predict the foF2 of the future 48 h, which are all
multiples of 24.

In order to make the Informer–foF2 model fit better with
the prepared training datasets, we changed the numbers of
the encoder and decoder layers, multi-head attention, dropout,

minimum batch size, and embedding to optimize the configuration
of the proposed model. The total number of foF2 samples is
split as 70% for training, 10% for validation, and 20% for testing
and prediction.

To quantitatively evaluate the performance of our model,
we calculated the RMSE (root mean square error), MAE (mean
absolute error), MSE (mean square error), MAPE (mean absolute
percentage error), and MSPE (mean squared percentage error)
as evaluating indicators. The calculation methods are as follows:

RMSE = √ 1
n

n
∑
i=1
(ŷi − yi)

2, MSE = 1
n

n
∑
i=1
(ŷi − yi)

2, MAE = 1
n

n
∑
i=1
|ŷi − yi|,

MAPE = 100%
n

n
∑
i=1
| ŷi−yi

yi
|, and MSPE = 100%

n

n
∑
i=1
( ŷi−yi

yi
)

2
. Here, yi is the

ground truth and ŷi is the model prediction. The primary reference
metric is RMSE.

5 Results

Table 2 summarizes the performance of the models used in the
study. The Informer–foF2 model achieves the best performance
among different models. The results have shown that the
Informer–foF2 model shows better predictive performance for
lower RMSE by approximately 17%, 47%, 29%, 35%, and 27%
compared to the LSTM–foF2 model. Moreover, the Informer
model significantly outperforms the best level of LSTM models,
as shown in Table 2. Figure 3 shows the RMSE of LSTM–foF2 and
Informer–foF2 models. Informer has a significant improvement in
prediction accuracy and is more accurate for long-term (5–48 h)
forecasting. It is more suitable for long-term forecasting than
LSTM and is far superior to the IRI-2016 model. Therefore the
IRI-2016 model will not be referenced for comparison in the
latter picture.

Figure 4 shows theRMSEof Informer–foF2 for each hour during
the entire 48-h prediction. The forecast errors corresponding to
the 24th hour and 48th hour are marked in red, with a significant
decrease compared to other points in the forecast. It is obvious
that as time goes on, the errors increase gradually but not linearly;
after approximately 15 h, the increase in RMSE becomes gentle. It
shows that the Informer–foF2 model has enormous advantages in
long-term time-series prediction, andwe believe that the correlation
among foF2 data also plays an important role in this work. The
results have also shown clear 24-h diurnal periodicities at the
Haikou station.

Figure 5 shows that the diurnal variations of foF2 are contained
within 2-day forecasts for the low-latitude region, where the
predictive output of the Informer and LSTMmodels is benchmarked
against actual measurement values. The blue solid line denotes
the forecasts by the Informer model, the black dashed line
indicates LSTM outputs, and the red dotted line is the actual foF2
measurements. During the spring equinox, the prediction curve
of the Informer-48 model aligns more closely with the actual
values. At the summer solstice, the LSTM-48 model prediction
deviates significantly at approximately 10 h, and in the latter
half of the prediction window, both model prediction curves
diverge from the actual values to some extent; however, the
difference curve shows that the Informer-48 model performs
relatively better. Around the autumn equinox, both models perform
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FIGURE 2
Actual values of (A) foF2, (B) Dst, (C) Kp, and (D) F10.7 to the Informer–foF2 model input during January 2006–May 2014.

TABLE 2 Accuracy of foF2 forecasting compared to the IRI-2016 model and other LSTM observations.

Model Predict time MAE MSE RMSE MAPE MSPE

IRI-2016 1 h 1.21 2.62 1.62 0.16 0.045

Informer–foF2

1 h 0.61 0.71 0.84 0.07 0.011

5 h 0.91 1.54 1.24 0.10 0.023

12 h 1.01 1.86 1.36 0.11 0.032

24 h 1.04 1.98 1.41 0.12 0.035

48 h 1.09 2.12 1.45 0.13 0.038

LSTM–foF2

1 h 0.75 1.06 1.03 0.09 0.022

5 h 1.23 2.81 1.67 0.14 0.047

12 h 1.29 3.01 1.73 0.15 0.052

24 h 1.24 2.79 1.67 0.14 0.053

48 h 1.32 3.17 1.78 0.16 0.064

similarly for the initial 36 h, but beyond this point, the LSTM-
48 model prediction curve noticeably deviates from the actual
data, demonstrating the Informer-48 model’s advantage in longer-
term predictions. During the winter solstice, it is observed that
the model performance deteriorates, starting approximately 36 h
toward the end of the prediction window, with the LSTM-48
model exhibiting significantly more fluctuations than the Informer-
48 model. Thus, the Informer-based ionospheric F2 layer critical

frequency prediction model exhibits superior performance in
low-latitude ionospheric foF2 forecasting, showing substantial
advantages over the LSTM model.

In order to show the performance of the Informer–foF2 model
in the storm period, two storm events have been selected, which
occurred on 17 March 2013 and 28 March 2013 (Figures 6, 7).
The storm on 17 March had a Dst minimum of −131 nT (03 LT,
19 March), while the storm on 28 March had −59 nT (20 LT, 28
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FIGURE 3
RMSE score of each model. The white dots represent different time
span prediction models based on Informer, while the black dots
represent LSTM-based models.

FIGURE 4
Informer–foF2 RMSE of each predicts step. 1 to 48 represent each
predicted value for the next 48 h, marked in red at 24 and 48 h.

March) (Shim et al., 2018). The blue line represents the results of
the Informer 48-h prediction model of the event (the labels in the
figures is Informer-48); the (Rao et al., 2021) black line represents the
results of the LSTM 48-h prediction model (the labels in the figures
is LSTM-48); the pink and green lines represent the results of the
Informer and LSTM 1-h prediction models (the labels in the figures
are Informer-1 and LSTM-1), respectively; and the red line is the real
foF2 value (the labels in the figures is REAL). The gray region needs
special attention as it can more clearly distinguish the performance
differences of the models.

As shown in Figure 6, the measured foF2 values at the Haikou
station are presented alongside the predicted foF2 values by both
the Informer–foF2 and LSTM–foF2 models. During the intense
geomagnetic storm, the Dst index plummeted to approximately
−120 nT and persisted for an extended period, inducing fluctuations
in foF2, which in turn affect the performance of predictive models,
particularly those spanning longer durations. It is evident that

prior to the storm, the actual measurements closely align with
the predictions from the Informer–foF2 model. As the storm
commences, both models continue to approximate the actual foF2
values well, and upon examining the differences between the
predicted and measured values, the results from the Informer-48
and LSTM-48 models are remarkably similar, suggesting that both
the LSTM and Informer models provide a good fit for the data
to be forecasted in the initial phase of long sequence time-series
predictions.

Notably, as the Dst index hovers at approximately −100 nT
for approximately 10 h before continuing its descent, a significant
deviation is observed in the LSTM 48-h prediction model from the
actual values during this period, as shown in the gray-shaded area
1, whereas the Informer-48 model maintains a good performance.
A shortcoming of the 48-h models is their inability to accurately
grasp fluctuations that oscillate within smaller time intervals; the
attention-based Informermodel exhibits a pronounced advantage in
unpredictable fluctuation events such as geomagnetic storms. As the
storm gradually abates, a brief resurgence in the predictive accuracy
of both models is observed. However, it is clear that the predictions
from the Informer-48 and LSTM-48 models begin to diverge from
the actual ionospheric foF2 values, particularly toward the end of
the forecasting window, as depicted in gray-shaded area 2, where
both models’ predictions substantially veer off the true foF2 curve,
with the discrepancies significantly increasing. In addition to the
objective influence of time and the cumulative effect of predictive
errors, the persistent impact of the storm’s incomplete recovery
should be considered, with all three factors contributing to the
substantial divergence in the predictivemodels.The aforementioned
temporal objective influence refers to the noticeable decline in
model performance during nighttime (Feng et al., 2021). Both gray
areas 1 and 2 occur during the local time interval of approximately
22:00 to 4:00, where a considerable drop in model performance
is evident. Overall, the Informer-48 ionospheric foF2 prediction
model exhibits a certain superiority over the LSTM-48model, clearly
closer to predicting the true values.

Figure 7 shows that, compared with the characterization of
the strong magnetic storm described in Figure 6, the prediction
accuracy of the model for the moderate magnetic storm is
significantly closer to the measured value. In the 10 h preceding
the forecast, both the Informer-48 and LSTM-48 models exhibit
deviations from the actual foF2measurements, with the Informer-48
predictions more closely mirroring the actual data. At the minimum
of the Dst index within gray-shaded area 1, the Informer-48’s
forecasted values are seen to align almost congruently with the
actual foF2 measurements, whereas the LSTM-48’s forecasts display
a discernible discrepancy, highlighting the LSTMmodel’s difficulties
in capturing the abrupt shifts associated with geomagnetic activity.
In the waning hours of this event, as denoted by gray-shaded area
2, the Informer-48 model’s performance remains superior to that of
the LSTM-48 model. This advantage in the predictive capability at
the end of the forecast window further underscores the Informer-
48model’s proficiency in accurately undertaking long-duration foF2
forecasting tasks.

Figure 8 describes the performance of the low-latitude
forecasting model during a geomagnetic quiet period, providing a
lucid illustration of the model’s capabilities when the perturbations
of magnetic storms are absent. At the inception of the forecast, as

Frontiers in Astronomy and Space Sciences 06 frontiersin.org98

https://doi.org/10.3389/fspas.2024.1418918
https://www.frontiersin.org/journals/astronomy-and-space-sciences
https://www.frontiersin.org


Qiao et al. 10.3389/fspas.2024.1418918

FIGURE 5
Figure shows the comparison between the Informer-48 and LSTM-48 model predictions against the actual values around the spring equinox, summer
solstice, autumnal equinox, and winter solstice. (A) shows the comparison of the Informer model with the actual observations of foF2. (B) shows the
comparison between the predicted values of the LSTM model and the measured values of foF2. (C) shows the difference between the predicted and
measured values of the two models.

highlighted by the gray-shaded area 1 in the diagram, the LSTM-48
model’s predictions manifest a notable deviation from the actual
measurements. Similarly, within gray-shaded area 2, the LSTM-
48 model continues to demonstrate suboptimal performance,
starkly contrasted by the Informer-48 model’s precise mirroring
of the actual foF2 trajectory. These specific intervals correspond
to the periods of gradual decline from the day’s peak foF2 values,
where the LSTM’s retention of historical temporal data may be the
culprit of the observed predictive inaccuracies. This underscores the
advantage of utilizing the one-step generative decoder inherent to
the Informer-48 model.

We calculate the RMSE of models, as shown in Figures 6–8,
to more visually display the performance of the mode during
geomagnetic storm events and quiet period. The results
are shown in Table 3. The calmer the geomagnetic activity, the

smaller the model prediction error will be. This is because the
occurrence of geomagnetic storms is very sudden, and their effects
are difficult to predict, and even introducing many parameters to
assist in prediction will inevitably have a certain lag, affecting the
model prediction results.

Combining various factors, the Informer model demonstrates
great performance in the foF2 prediction task, while showing good
stability and prediction accuracy in the long duration time series,
and it captures general trends of variations during the storm.

6 Conclusion

In this paper, the Informer long-term time-series architecture
is implemented to forecast the ionospheric foF2 variation in the
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FIGURE 6
Comparison between the observed values and predicted foF2 values during the intense geomagnetic storm on 17 March 2013.

FIGURE 7
Comparison between the observed values and predicted foF2 values during the moderate geomagnetic storm on 28 March 2013.

low latitude. The model input is the ionospheric foF2 data at
the Haikou station, China, along with space weather parameters
Kp, F10.7, and Dst from 2006 to 2014. Prediction results are
compared with the output values of traditional LSTM models and
are analyzed in detail during moderate and intense geomagnetic
storm events, separately. The overall performance of the model
for all the events was discussed, and the conclusion was drawn
that the prediction performance of the model is degraded at
night. The analysis of events also demonstrated the superior
advantage of the informer model in long-term (from hours to
within 2 days) sequence prediction tasks. In the measurement
examples used for verification, the Informer–foF2–48 h model

predicts foF2 parameters with the RMSE of 1.245 MHz and shows
that the prediction accuracy maintains stability as the prediction
window expands. The RMSE demonstrates that the proposed
method performed well in long-term time-series prediction
compared with other models and captured some variations in
the ionospheric foF2. The prediction results of the proposed
Informer–foF2 model provide insights into ionospheric foF2
prediction at low latitudes and long-term time-series prediction
from hours up to 2 days. The Informer-based ionospheric foF2
prediction model proved that it can forecast the continuous
change in ionospheric foF2 more accurately and more reliably than
existing methods.
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FIGURE 8
Comparison between the observed values and predicted foF2 values during the geomagnetic quiet period.

TABLE 3 RMSE score of 48-h models in events.

Model RMSE—strong storm RMSE—medium storm RMSE—quiet period

LSTM-48 1.68 2.28 1.08

Informer-48 1.46 1.45 0.96

LSTM-1 0.81 0.63 0.71

Informer-1 0.80 0.58 0.69
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Transport of energetic electrons in the flare loop is important to understanding
nonthermal emissions in solar flares. In this work, we model the propagation of
electrons by numerically solving the particle transport equation which includes
the physics of magnetic mirroring and turbulent pitch-angle diffusion. We find
that both the fractions of electrons trapped in the looptop and precipitating into
the solar surface display a non-monotonic behavior with increasing scattering
rate. In the moderate diffusion regime, the precipitation fraction is highest and
we expect intense nonthermal HXR and microwave emissions at the footpoints.
With no or weak pitch-angle scattering, the velocity space distribution can be
highly anisotropic both in the looptop and loopleg regions. Different patterns
of stripes with positive gradients in the perpendicular direction can drive the
electron cyclotronmaser instability with higher efficiency than the classical loss-
cone distribution, facilitating the excitation of coherent solar radio bursts. Our
simulation results highlight the effects of turbulent pitch-angle scattering on
electron trap/precipitation and anisotropic distribution in solar flares, whichmay
help us understand the precipitation of magnetospheric electrons accounting
for the aurora as well.

KEYWORDS

solar flares, energetic electrons, particle transport, solar X-ray emission, solar radio
emission

1 Introduction

Solar flares are the most powerful energy-release phenomena on the Sun (e.g.,
Fletcher et al., 2011; Benz, 2017). A large number of charged particles are accelerated to high
energies, including electrons, protons, and heavy ions, which can further excite nonthermal
emissions from radio to gamma-rays via different radiation mechanisms. Although the
primary acceleration mechanism remains unclear (Miller et al., 1997; Zharkova et al., 2011;
Kong et al., 2019; Li et al., 2021), it is generally believed that electrons are accelerated in the
coronal region above flare loops. After being injected at the top of flare loops, accelerated
electrons travel to the loop footpoints and deposit energy in the high-density chromosphere,
resulting in chromospheric evaporation. In some strong flares, energetic particles can deliver
energy to the deeper atmosphere and have impact on the photosphere, suggested as the
driver of white-light flares and sunquakes (e.g., Wu et al., 2023). Therefore, the acceleration
and transport of energetic electrons plays a central role in the solar flare dynamics.

Energetic electrons are not free-streaming and subject to various effects during their
transport from the looptop to the footpoints. The transport effects include magnetic
mirroring due to the convergence in magnetic field, pitch-angle scattering by magnetic
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turbulence, energy loss and pitch-angle scattering via Coulomb
collisions, return current, etc (e.g., Fletcher and Martens, 1998;
Minoshima et al., 2011; Jeffrey et al., 2014; Kontar et al., 2014;
Bian et al., 2017; Effenberger and Petrosian, 2018;Musset et al., 2018;
Allred et al., 2020; Tang et al., 2020; Kong et al., 2022). Therefore,
the pitch-angle distribution of energetic electrons is time dependent
and should not be isotropic. Anisotropy in the velocity space is of
critical importance to nonthermal emissions. It plays a fundamental
role in plasma wave excitation in coherent emission mechanisms of
solar radio bursts (Melrose, 2017). For example, electron-cyclotron
maser emission requires a positive gradient of perpendicular
direction, such as loss cone and horseshoe distributions (e.g.,
Melrose andWheatland, 2016; Zhao G. Q. et al., 2016; Ning et al.,
2021a; Ning et al., 2021b; Tang et al., 2024). Anisotropic distribution
can also affect the intensity, spectrum, andpolarization of incoherent
emissions, e.g., in microwave (e.g., Kuznetsov and Fleishman, 2021)
and X-rays (e.g., Kuznetsov and Fleishman, 2021) and X-rays (e.g.,
Charikov et al., 2012; Melnikov et al., 2013).

Magnetic turbulence is an essential element both in particle
acceleration (e.g., stochastic or shock acceleration) and transport
processes in solar flares. Recent observations from nonthermal
broadening of spectral lines by Hinode/EIS (e.g., Stores et al.,
2021) revealed the presence of turbulence throughout the flare loop,
although the strongest is at the looptop. In MHD simulations of
magnetic reconnection in solar flares, the impact of reconnection
outflows on the flare loop can trigger various instabilities and
cause a highly turbulent plasma environment (e.g., Ruan et al.,
2023; Wang et al., 2023; Ye et al., 2023). Recently, Effenberger
and Petrosian (2018) studied the particle escape time for different
initial pitch-angle distributions by solving the Fokker-Planck
transport equation and assuming isotropic pitch-angle scattering
by magnetic turbulence. Melnikov and Filatov (2020) investigated
the conditions for the generation of whistler turbulence in the
flare loop, which can resonate with energetic electrons and
significantly affect their spectral and pitch-angle distributions
(Melnikov and Filatov, 2021).

In this work, we numerically model the propagation of energetic
electrons after being injected into the flare loop, and focus on
the effects of magnetic mirror and turbulent scattering on the
transport and anisotropic distribution of electrons. The paper is
organized as follows. Section 2 describes our numerical model and
Section 3 presents the simulation results. Summary and discussion
are given in Section 4.

2 Numerical model

For the flare loop, we use an analytical two-dimensional
magnetic field model in the x− y plane (Lin et al., 1995;
Minoshima et al., 2010),

Az (x,y) = −
y+ d

x2 + (y+ d)2
−

y
(a+ d)2
,

Bx (x,y) =
∂Az

∂y
= −[

x2 − (y+ d)2

{x2 + (y+ d)2}2
+ 1
(a+ d)2
],

By (x,y) = −
∂Az

∂x
= −

2x (y+ d)

{x2 + (y+ d)2}2
,

where Az is the flux function, Bx and By are two components of the
magnetic field, a is the height of X-type neutral line at the top of
flare loops, and d is the depth of the dipole below the photosphere.
In Figures 1A, 2, the thin curves are contours of Az and illustrate
the magnetic field lines of the flare loop model. Here we assume a =
80 Mm, d = 50 Mm.

Following our previous work Kong et al. (2022), we model the
transport of energetic electrons in the flare loop by numerically
solving the focused transport equation (Roelof, 1969; Skilling, 1971;
van den Berg et al., 2020). The equation includes various transport
effects, such as streaming along the magnetic field, advection with
the solar wind, pitch-angle scattering, magnetic focusing/mirroring,
and adiabatic cooling. Therefore, it has been widely applied to
study the acceleration and transport of solar energetic particles (e.g.,
Qin et al., 2006; Zhang et al., 2009; Dröge et al., 2010; Zuo et al., 2011;
Wang et al., 2012; Zhao L. et al., 2016; Hu et al., 2017; Zhang and
Zhao, 2017; Wei et al., 2019; Wijsen et al., 2019). A similar Fokker-
Planck transport equation has also been used in modeling energetic
electrons in solar flares, in which the effects of magnetic mirroring,
Coulomb collisions, and pitch-angle scattering are often included
(e.g., Hamilton and Petrosian, 1990; Fletcher, 1995; Kontar et al.,
2014; Effenberger and Petrosian, 2018; Melnikov and Filatov, 2021).

In this work, we focus on the effect of pitch-angle scattering
on electron trapping/precipitation and the anisotropic distribution
of energetic electrons. We neglect the advection term and the
energy change due to Coulomb collisions, compression and shear in
plasmaflow (Kong et al., 2022). Test-particle simulations in synthetic
turbulence suggested that the perpendicular diffusion coefficient is
a few percent of the parallel diffusion coefficient (Giacalone and
Jokipii, 1999). Cross-field diffusion may affect both the size and
energy dependence of nonthermal emissions (Kontar et al., 2011),
and the escape of electrons to the open field line. Here it is neglected
for simplicity.The reduced particle transport equation can bewritten
as (Roelof, 1969; Effenberger and Petrosian, 2018),

∂ f
∂t
= −vμb̂ ⋅∇ f −

v(1− μ2)
2LB

∂ f
∂μ
+ ∂

∂μ
Dμμ

∂ f
∂μ
,

where f is the distribution function of charged particles, v is the
particle speed, μ is the pitch-angle cosine, and t is the time. The
terms on the right-hand side describe the electron streaming along
the direction of magnetic field b̂, the magnetic mirroring effect with
the focusing length LB = (b̂ ⋅∇lnB)−1, and the pitch-angle diffusion
with a coefficient Dμμ.

The pitch-angle diffusion coefficient Dμμ describes the resonant
interaction between the particle and the turbulent magnetic field. In
the quasi-linear theory, it is given by (Jokipii, 1971),

Dμμ =
π
4
Ω0 (1− μ

2)
krP(kr)

B2
0
,

where Ω0 = qB0/m is the particle gyrofrequency with the mass m
and the charge q, P(k) is the turbulence power spectrum, and kr =
Ω0/(v|μ|) is the resonant wavenumber. We assume the form of
Kolmogorov turbulence spectrum with the spectral index Γ = 5/3.
In the non-relativistic limit, the pitch-angle diffusion coefficient can
be expressed as (Beeck and Wibberenz, 1986),

Dμμ = Dμμ0(
p
p0
)

Γ−1
(1− μ2)(|μ|Γ−1 + h0) .
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FIGURE 1
Simulation results for three representative electrons. (A): electron trajectories plotted over the magnetic field lines, (B, C): temporal variations of y and
μ. The electron without scattering is plotted in black, while the two electrons with weak scattering are plotted in red and blue. Note that in panel (A) the
red and blue curves are shifted to avoid overlapping.

Dμμ0 is a constant describing the scattering rate and depends on the
level of magnetic field fluctuation. p0 is the particle momentum at
the energy E0 = 10 keV. The parameter h0 is added to describe the
finite scattering through μ = 0 and here we set h0 = 0.05.

Because the transport equation is essentially a Fokker-Planck
equation, it can be recast into a set of stochastic differential equations
(SDEs) (e.g., Zhang, 1999; Strauss and Effenberger, 2017). Here we
use the following time-forward SDEs to trace the particle’s position
and pitch-angle (Kong et al., 2022).

dX = vμb̂dt,

dμ = [−
v(1− μ2)

2LB
+

∂Dμμ

∂μ
]dt+√2DμμdWμ (t) ,

where dWμ is a Wiener process.
In the simulations, we assume that electrons have been

accelerated near the top of the flare loop and only consider the
transport process in the loop. Energetic electrons with a power-
law energy spectrum, f(E) ∼ E−δ, are impulsively injected in the
looptop region, given by x = [-2, 2] Mm and y = [48, 52] Mm.
Here we set the electron energy spectral index δ = 3, and the energy
range is between 0.7 and 153 keV (electron velocity between 0.05 c
and 0.64 c, c is the speed of light). The initial electron pitch-angle
distribution is assumed to be isotropic. In each simulation, a total of
6 million pseudo-particles are injected. We note that the injection
of accelerated electrons is not necessarily at the top of the loop in a
realistic solar flare. For example, when the reconnection takes place
between a closed loop with other loops or an open field line. This
may give rise to asymmetric distribution in space and anisotropy of
energetic electrons.

To study the effect of turbulent scattering on electron transport
and anisotropic distribution, we conduct five simulation runs with
different levels of magnetic fluctuations by changing the value of
Dμμ0.We takeDμμ0 = 0 (RunA), 0.0272 s−1 (RunB), 0.272 s−1 (RunC),
2.72 s−1 (RunD), and 27.2 s−1 (RunE). Then, the time scale of
turbulent scattering is approximately τd = 1/Dμμ0, varying between
36.8 s and 0.0368 s from RunB to RunE. Note that for electrons with

the energy E0 = 10 keV, ve0 = 0.195 c = 5.85× 107 m s−1, and a loop
length of L0 = 100 Mm, the crossing time scale in the loop where
they are injected, τc = L0/ve0 = 1.71 s.

Three regimes of turbulent pitch-angle diffusion was defined
in Bespalov et al. (1987), weak (τd > στc), moderate (τc < τd < στc),
and strong (τd < τc), where σ is the mirror ratio of the flare loop.
For the field lines where electrons are injected, the magnitudes of
magnetic field in the looptop and at the footpoint are 40.8 G and
241 G, respectively. Then, the mirror ratio is σ = BFP/BLT = 5.9,
and the critical pitch angle is θc = arcsin√1/σ = 24.3°. Therefore,
RunB corresponds to the weak diffusion regime, RunC in the
moderate diffusion regime, and RunD and RunE in the strong
diffusion regime. We can also calculate the particle mean free path
for 10 keV electrons, λ‖0 = 3κ‖0/ve0, where κ‖0 is the spatial diffusion
coefficient along the direction of the magnetic field and related to
the pitch-angle diffusion coefficient Dμμ (Kong et al., 2022). Then,
we can get λ‖0 = 4,100 Mm in RunB, much larger than the loop
length; λ‖0 = 410 Mm in RunC, comparable to the loop length;
λ‖0 = 41 Mm and 4.1 Mm in RunD and RunE, smaller than the
loop length.

3 Simulation results

To test the validity of the simulation, particularly the pitch-
angle scattering through μ = 0, we first examine the trajectory of
a single electron. Figure 1 shows the simulation results for three
representative electrons, trajectories plotted over the magnetic field
lines, variations of y position and μ as a function of time. The
three electrons are injected in the same position at the looptop
with the same energy of 10 keV and initial pitch-angle of 45°.
For the electron without turbulent scattering (as in RunA), the
curves are plotted in black. It is reflected at yR = 35.7 Mm, where
the magnetic field strength is BR = 81.7 G. We then can get the
critical pitch-angle at the reflection point is arcsin√BLT/BR = 45°,
consistent with the initial condition. For the two electrons with weak
turbulent scattering (as in RunB), the curves are plotted in red and
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FIGURE 2
Spatial distributions of electrons at three different energies, 5–10 keV, 20–30 keV, > 50 keV, in RunA. Panels (A–C) are at three simulation times, τc (A),
2τc (B), and 3τc (C), respectively. Black arrows denote streams of electrons bouncing back and forth in the right side of the loop.

blue, respectively. Due to the pitch-angle diffusion, electrons can
be scattered into the loss cone. Therefore, the two electrons can go
deeper than the expected reflection position yR. For the electron
plotted in blue, it is not reflected while moving to the left footpoint
and finally precipitates into the solar surface. As seen from the
evolution of μ in panel (c), the electrons can be scattered smoothly
through μ = 0.

Figure 2 displays the spatial distributions of energetic electrons
at three energy ranges, 5–10 keV, 20–30 keV, and > 50 keV, inRunA.
The simulation times in panels (a)-(c) are τc = 1.71 s, 2τc = 3.42 s,

and 3τc = 5.13 s, respectively. Due to the trapping effect of magnetic
mirror, most electrons are concentrated around the top of the flare
loop. Since the initial pitch-angle distribution of injected electrons is
isotropic, electrons with larger pitch-angles take much more time as
theymove from the loop top to lower altitudes.Therefore, we can see
multiple streams of electrons bouncing back and forth in the loop,
as denoted by the black arrows (only the right side is marked). The
number density of streaming electrons is smaller than that trapped at
the looptop and the pattern varies with energy. As shown below, the
streams of electrons are the reason for the presence of stripes in the
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FIGURE 3
Fractions of electrons at various energies trapped in the looptop (A)
and precipitating to the solar surface (B) at time 3τc as a function of
the scattering rates in the five simulation runs. The dashed line in
panel (B) denotes the expected precipitating fraction Fpc = 27% in the
magnetic mirror without turbulent scattering.

velocity space distribution. For different simulation runs, the spatial
distribution is generally similar. With increasing scattering rate, the
distribution gets smoother and streaming electrons are harder to be
distinguished.

We now analyze the effect of different scattering rates (as
described by Dμμ0) on the trapping and precipitation of electrons
in the flare loop. Figure 3 shows the fractions of electrons trapped
in the looptop and precipitating to the solar surface for various
energies, 5 keV, 10 keV, 50 keV, and 100 keV, respectively, at the end
of the simulation (3τc). For each energy, the trapped fraction is
defined as Ft = Ny>45/Ninject, where Ny>45 is the number of electrons
that remain trapped at y > 45 Mm in the simulation domain and
Ninject is the injected population. For the precipitating fraction, it
is defined as Fp = 1−Nloop/Ninject, where Nloop is the number of
electrons that remain bouncing in the loop and have not reached
the bottom boundary. As noted above, for the field line where
electrons are initially injected, the mirror ratio σ = 5.9 and the
critical pitch angle θc = 24.3°. The electrons with pitch angle smaller
than θc fall into the loss cone and can escape. Therefore, it results
in an expected precipitating fraction Fpc = 27%, as denoted by
the dashed line in Figure 3B. In the simulation of RunA without
turbulent scattering, the precipitating fractions at different energies
agree well with the theoretical predication.

As shown in Figure 3, with increasing scattering rate, the
variations of both the trapped fraction (Ft) and precipitation fraction
(Fp) display a non-monotonic pattern. From the non-scattering case
in RunA to the weak and intermediate scattering cases in RunB and
RunC, the trapped fraction decreases and the precipitation fraction
increases. Due to pitch-angle scattering, more and more electrons
with initial pitch-angle larger than the critical value θc = 24.3°
are scattered into the loss cone and escape. However, for the low-
energy electrons of 5 keV, although the trapped fraction decreases,
there is no rise in the precipitation fraction. It suggests that the
electrons have not reached the solar surface while they have left the
looptop, possibly due to their low speed. For the strong scattering
cases in RunD and RunE, the pitch-angle scattering is so frequent
that electrons should stay at the looptop for much longer time
before moving to lower altitudes. Thus, from moderate to strong
scattering, the trapped fraction increases and the precipitation
fraction decreases. This indicates that the precipitation fraction is
highest in the moderate diffusion regime, therefore, in favor of
high intensity of nonthermal HXR and microwave emissions in the
footpoints. In contrast, to reproduce a bright nonthermal source in
the looptop, either weak or strong scattering is required.We also find
that the magnitude of variation is energy dependent. The trapped
fraction decreases at higher energies, while the precipitation fraction
increases with energy.

Due to the effects of magnetic mirror and turbulent scattering,
the particle distribution in the velocity space varies along the flare
loop and with time. Figures 4, 5 show the velocity space distribution
in the looptop and loopleg regions, respectively. v‖ and v⊥ are
velocity components in the parallel and perpendicular directions.
Here the looptop is integrated over x = [-5, 5] Mm and y = [45,
55] Mm, and the loopleg on the right side is integrated over x =
[20, 40] Mm and y = [20, 30] Mm. The simulation results in RunA,
RunB, andRunE are displayed in panels (a), (b), and (c), respectively.
The left and right columns are at two different times, τc and 3τc,
respectively. The dashed line in each panel illustrates the critical
pitch angle θc = 24.3° for the magnetic field lines where electrons
are injected.

In the non-scattering (RunA) and weak scattering (RunB)
runs, the velocity space distributions are obviously anisotropic, but
exhibit different patterns in the looptop and loopleg regions. As
shown in panel (a) in Figure 4, at the looptop, multiple narrow
bands (which resemble branches or fishbone) stretch out from the
vertical axis and present positive gradients in the perpendicular
direction, i.e., ∂ f/∂v⊥ > 0. The number of bands increases with
time and they gather towards the origin of the coordinate system.
If we continue to run the simulation, the gap between stripes
gets smaller and the distribution will evolve into a double-sided
loss cone. Those electrons at the looptop are mainly reflected and
trapped electrons, therefore most electrons are distributed in the
perpendicular direction. Since electrons with larger v‖ can leave the
looptop faster or be reflected faster, multiple streams of electrons can
be observed as shown in Figure 2, leading to fishbone-like multiple
bands as time goes on. As shown in panel (b) in Figure 4, with
weak scattering, similar stripes can be seen at the early time, which
also exhibits ∂ f/∂v⊥ > 0. Due to turbulent scattering, the width
of stripes increases and some electrons fill in the gaps between
stripes. At later time as shown on the right, the gaps between
stripes are nearly smoothed out and the distribution resemble a
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FIGURE 4
Velocity space distribution in the looptop region at two different times, τc (left) and 3τc (right). Panels (A–C) are results in RunA, RunB, and RunE,
respectively. The dashed line in each panel denotes the critical pitch angle θc = 24.3°.

double-sided loss cone. As shown in panel (c), for the simulation
with strong scattering (RunE), the distribution has already become
nearly isotropic at the early time. In addition, compared with
the non-scattering case in panel (a), electrons are scattered into
the loss cone (below the dashed line) at various energies as a
result of pitch-angle scattering, consistent with the results as shown
in Figure 3.

As shown in Figure 5, in the loopleg region, the velocity
space distributions look different from that in the looptop. In
panels (a) and (b), at the early time, the first stripe (close
to the origin of the coordinate system) is circular-shaped and
represents the contribution from the beam-like electrons before
getting reflected. The distribution resembles the so-called horseshoe
distribution as observed in the source of auroral kilometric radiation
(AKR, see, e.g., Ergun et al., 2000; Treumann, 2006). It contains
positive gradients in both parallel and perpendicular directions,
i.e., ∂ f/∂v‖ > 0 and ∂ f/∂v⊥ > 0. At later time, after being reflected,
v‖ evolves from positive to negative values and the distribution

presents mainly ∂ f/∂v⊥ > 0. Similarly, the other stripes appearing
later also have ∂ f/∂v⊥ > 0. As in the looptop, if we continue to
run the simulation, the distribution will eventually evolve into
a double-sided loss cone, but it is asymmetric. For the case
with strong scattering, as shown in panel (c), the distribution is
nearly isotropic.

4 Summary and discussion

In this work, we numerically model the transport of energetic
electrons in the flare loop after being injected around the top of
the loop. We examine the effect of turbulent pitch-angle scattering
on the trap/precipitation fraction and velocity space distribution by
introducing different levels of scattering rates. We find that both
the fractions of electrons trapped in the looptop and precipitating
into the solar surface vary in a non-monotonic way with increasing
scattering rate. From non-/weak to intermediate scattering, the
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FIGURE 5
Same as plotted in Figure 4, but for velocity space distribution in the right loopleg region.

trapped fraction decreases and the precipitation fraction increases,
while from intermediate to strong scattering, the trapped fraction
increases and the precipitation fraction decreases. Therefore, in the
moderate diffusion regime, we expect intense nonthermal HXR
and microwave emissions in the footpoints due to the highest
precipitation fraction. In addition, the trap/precipitation fraction
apparently shows energy dependence, which will affect the electron
energy spectra both in the looptop and loopleg regions. We also
find that the velocity space distribution varies both along the loop
and with time. With non-/weak turbulent scattering, it presents
different patterns of stripes and is highly anisotropic both in the
looptop and loopleg, and gradually evolves into a double-sided
loss-cone as the simulation continues. In the case of enhanced
turbulent scattering, the distribution becomes nearly isotropic
because a large number of electrons can be scattered into the
loss-cone.

In flare regions with strong magnetic fields, the plasma
frequency can be smaller compared to the electron gyro-frequency,
i.e., ωpe/Ωce < 1. Different anisotropic features in the velocity
space can drive the electron cyclotron maser instability (ECMI)

in different manners. In the looptop region, most electrons
are distributed in the perpendicular direction, with horizontal
branches stretching outward. Positive gradients along the loss-cone
boundaries mainly generate fundamental X-mode emissions via
ECMI, propagating along the parallel and oblique directions (see,
e.g., Yoon and Ziebell, 1995; Ning et al., 2021b). According to the
plasma kinetic theory, the linear growth rates of ECMI can be
approximated with the integral of the velocity distribution function
gradient (∂ f/∂v⊥) along the resonance curve in the phase space
(Wu and Lee, 1979; Wu, 1985). We note that in the non-scattering
case, the distribution presents branch features with sharp gradients
where the resonance curve could pass through. This could drive
ECMI with higher efficiency, compared to the classical loss-cone
distribution. In the loopleg region, the distribution resembles the
horseshoe distribution in the source of planetary AKR. Recently,
the horseshoe-driven ECMI has been applied to explain the solar
spikes (e.g.,Melrose andWheatland, 2016;Ning et al., 2021a).Multi-
stripe distribution has been demonstrated in earlier studies (e.g.,
White et al., 1983). Yousefzadeh et al. (2021) carried out kinetic
simulations and found that such electrons mainly generate second
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harmonic X-mode emissions (X2), which could solve the escaping
difficulty of fundamental emission in solar corona. For the strong
scattering case, the distributions in both regions are nearly isotropic,
making it hard to drive the ECMI.

We used the reduced transport equation that includes magnetic
mirroring and turbulent pitch-angle scattering in this study. Other
effects such as Coulomb collisions and cross-filed diffusion have
been neglected and will be discussed in future work. We considered
different regimes of turbulent pitch-angle diffusion as defined in
Bespalov et al. (1987). However, the level of magnetic turbulence in
realistic flares remains unclear. Recently, some studies (Kontar et al.,
2017; Stores et al., 2021) investigated the spatial and temporal
distributions of turbulence in one solar flare from the observations
of nonthermal broadening of spectral lines. They calculated the
turbulent kinetic energy density from the nonthermal broadening
velocity (vnth), which approximates the energy density associated
with the magnetic field fluctuations. Then, one can estimate the
level of turbulent magnetic fluctuation δB/B ∼ vnth/vA (Kontar et al.,
2017). Taking the Alfven speed vA ∼2000 km s−1, while vnth ranging
between ∼10–100 km s−1, we can get δB/B is about 0.05%–5%. This
indicates that the turbulence is relatively weak on average, at least
for this flare event, and may provide the required condition for
anisotropic distribution.

A similar electron trap and precipitation process occurs in
the Earth’s magnetosphere, where the resonant interaction between
energetic electrons and plasma waves such as chorus waves
has been applied to explain the characteristics of aurora (e.g.,
Thorne et al., 2010; Zhang et al., 2022). Our simulation results may
provide helpful insights to the dynamics of energetic particles in the
radiation belts of magnetosphere.
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