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Editorial on the Research Topic

Novel Technological and Methodological Tools for the Understanding of Collective Behaviors

1. INTRODUCTION

The social processes that give rise to coordinated actions of a group of agents and the emergence
of global structures—referred to as collective behaviors—are observed in a range of biological
and artificial systems. Collective behavior research, therefore, focuses upon a range of different
phenomena with the common goal of understanding the dynamics of emergent group level
responses, and has resulted in a burgeoning, diverse, and interdisciplinary research community.

Studying collective behaviors in biological and artificial systems is particularly challenging
because of their intrinsic complexity, requiring novel approaches that can help unraveling
these systems in order to explain how and why certain patterns are produced and maintained.
This Research Topic brings together a collection of studies that focus on technological and
methodological tools that can support the understanding of collective behaviors. The contributions
included within the Research Topic can be broadly categorized as: (i) Review Articles, (ii) Tools
and Technologies, and (iii) Empirical Studies.

Our goal is to facilitate the dissemination of ideas, theories, and methods among scientists that
share an interest on the study of collective behavior in all its diverse manifestations. It is our hope
that, together, this Research Topic and contributions may afford a more complete understanding
of the nature of proximate and ultimate causes of collective behaviors in biological systems, and
provide opportunity to generate a theoretical framework to engineer robust, resilient, and effective
technologies, such as multi-robot systems, smart grids, and sensor networks.

2. REVIEW ARTICLES

Four review articles illustrate the state-of-the-art in the analysis of social dynamics in different
research domains.

In Laan et al., the authors review different methodologies to aggregate individual information
and restore the collective wisdom when simple averages are not sufficient, explaining when each
methodology is applicable to real-world situations. The authors shows that advanced averaging
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procedures of the opinions of the members of a large crowd can
lead to incredibly accurate collective decisions. However, this
accuracy is highly context-dependent and relies on conditions
that are often not realistic in practice.

In Moussaïd et al., the authors provide a thorough review of
the use and potential for virtual reality and multi-user platforms
for new types of experiments in crowd behaviors and describe
how these new technologies can transform the way crowd
research is conducted. Understanding human crowd dynamics
can help urban planners manage crowd safety, ultimately
preventing crowd disasters and saving lives.

In Bredeche et al., the authors review research studies focused
on a methodology, called embodied evolution, used to design
controllers for a group of robots characterized by the use of
evolutionary computation techniques in an online fashion. That
is, the evaluation, selection, and reproduction cycle runs in a
decentralized way on each robot of the group while they are
carrying out their task. The authors review a large body of
relevant literature and point to a number of open issues that,
from their perspective, need to be addressed to further develop
this research field into a mature design methodology.

In Tuci et al., the authors provide a comprehensive summary
of goals and objectives of the literature on cooperative transport
in multi-robot systems. In cooperative transport, a group of
robots is required to cooperate in order to transport objects that,
due to their mass, shape, or size cannot be transported by single
robots. The authors provide an interesting framework to organize
a relatively heterogeneous body of work by using the transport
strategy as a criterium to classify and sort the research works.

3. TOOLS AND TECHNOLOGIES

Five articles illustrate new methodological tools for the study of
collective behaviors.

In Moore et al., the authors illustrate the characteristics
of a new library for efficient information-theoretic analysis of
collective behaviors. The library proves to be computationally
very efficient, inclusive of a larger set of information theoretic
measures, and equipped with a suite of wrappers for higher-
level programming languages that aim to make it accessible to
a wide user-base.

In Boenisch et al., the authors describe a tool to track the
movements of bees called BeesBook. Understanding collective
behavior of natural systems requires powerful tools to determine
the way in which individuals in the collective move and interact
with each other. While several tracking softwares are being
developed that allow to follow movements and interactions
among several animals in a group, few approaches exist for
long-term identity-based tracking of individuals. The BeesBook
system has been deployed to follow every bee in a colony along a
period of several weeks, tracking the movement and interaction
of individual insects throughout their whole lifetime.

In Jones et al., the authors illustrate the Xpuck platform
to analyse the behavior of a swarm of robots. The ability to
synthesize relevant collective behaviors in robot swarms is often
bound by the limited computational abilities of robotic platforms,

which do not allow complex information processing (e.g., image
analysis for machine vision), or advanced reinforcement learning
techniques. The Xpuck platform is therefore an interesting
proposal for experimental studies requiring large computational
power on the swarm robots, coupling the miniature size of the
e-puck platform with the computational power of modern GPUs.

In Nemitz et al., the authors propose a new robotic
platform called HoverBot that offers increased functionality
while maintaining production costs low. Designed around an
innovative locomotion mechanism combining air levitation and
magnets, the HoverBot is composed of a single PCB with no
mechanical parts making it easy to mass produce and extend
with new sensors. This new platform opens up interesting
opportunities to implement collective intelligence algorithms on
large robotics swarms.

In Bottinelli and Silverberg, the authors describe howmethods
developed to study granular materials can be applied to difficult-
to-analyse patterns of collective motion in biological systems
in high density conditions. The authors provide a step-by-
step protocol for researchers to create “eigenmodes.” These
eigenmodes identify hidden long-range motions and localized
rearrangements of particles (or any social unit) based solely on
their trajectories. This novel approach appears to be a promising
new tool for identifying different types of emergent collective
motion in biological systems.

4. EMPIRICAL STUDIES

Six articles illustrate results of new experiments focused on
collective behavior.

In Hamann, the author study opinion dynamics in a group
of mobile robots. A common problem associated with opinion
dynamics models when adapted to physical systems—be they
natural or artificial—is that the spatial distribution of the agents
and their mobility result in spatial correlations that contrast
the well-mixed assumptions at the basis of many macroscopic
models, making them inappropriate to describe the overall
system dynamics. An interesting intuition to grasp the effects of
spatial correlation is to include a number of “contrarians” in the
population, that is, agents that prefer the minority opinion. With
such expedient, the author shows that macroscopic models can
be tuned to match the dynamics shown by systems affected by
spatial correlations.

For collective behavior studies, a very important ability is
the precise identification of leaders in animal groups, as well
as the dynamical aspects related to how leaders influence the
group movements and how leadership changes from time to
time in response to external events. Multiple methods have
been proposed in the past, each with its own advantages and
drawbacks. In Mwaffo et al., the authors show that a model-
free methodology to combine existing methods in a maximum
likelihood sense provides an invaluable tool for collective
behavior research, allowing to robustly identify leaders from raw
positional data.

Object retrieval and gathering has been a hallmark of swarm
robotics since its inception in the 1990’s. In Strömbom and King,
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the authors revive this concept using an algorithm derived from
the behavior of sheepdogs. This algorithm uses a feedback loop
between a video tracking system and a robot to control the
robot movements in relationship to the objects to gather. Results
show that the robot can efficiently collect and transport an
object to a target location and, more importantly, can adapt its
behavior to changing conditions and is robust to noise. This
approach to object gathering offers interesting new perspectives
for automated swarms of robots.

The use of robots in collective behavior research is a
burgeoning area of research. If robots are “accepted” as
conspecifics, they allow for experimental manipulations of social
interactions. In Bierbach et al., the authors use a bio-mimetic
fish in behavioral experiments with surface- and cave-dwelling
fish (Poecilia mexicana). They found that both cave- and surface-
dwelling fish followed and interacted with the robot when tested
in light. However, when tested in darkness, only surface-dwelling
fish were attracted to the robot in darkness suggesting the
robot fish-replica is providing mostly visual cues. Such work is
important because it determines (for this fish system) the mode
of feedback between fish and robot, so that the robot (and thus
fish) can become controllable by the experimenter.

Nonapeptides (NP) are neurohormones that are known to
affect the performance and maintenance of various behaviors in
animals, including partner and group preferences. In Ondrasek
et al., the authors hypothesized that NP systems may be
important mediators to avian collective behaviors, and mapped
the distribution of NP receptors in the brain tissue of three
flocking bird species—house sparrows, European starlings, and
rock doves. The lateral septum, a brain area known to regulate
avian flocking was found to have lots of NP receptors in all three
species, and in sparrows and starlings the dorsal arcopallium was
important too; an area of the brain that we know little about
with respect to social behaviors or flocking. Ondrasek et al.’s
findings provide an important first step toward the undertaking
of neuroecological studies of collective behaviors in birds.

Statistical methodsmediated from collective behavior research
can be applied also to criminology. The distribution of criminal
activities is influenced by the characteristics of the urban
environment, but also by indications that a location is (or
not) associated with past crimes. In Garnier et al., the authors

combine Risk Terrain Modeling, a statistical tool to estimate
the relationship between features of the urban environment
and crime occurrences, and a model of the spatio-temporal
dependence between successive criminal events to predict
robberies in a large urban centre. They demonstrate that this two-
pronged approach significantly improves upon state-of-the-art
methods for predictive policing.

5. CONCLUSIONS

As the reader can clearly notice, the wide range of topics
covered in this collection highlights the variety of the research
in collective behaviors. The field is largely multi-disciplinary
and always crosses the borders of single research domains.
As a consequence, it strongly needs new opportunities for
gathering together the multiple advances that are constantly
proposed—with studies departing from different disciplines—
in order to foster cross-fertilization and progress toward a
shared understanding of collective behaviors. This Research
Topic represents an attempt to provide such a ground: it focused
on tools and methods that sometimes have been intended for a
specific case (e.g., in the study of animal behavior) but that can
be easily generalized to others (e.g., for the design and analysis
of robot swarms). This is a pattern that has been followed many
times in the past, and we hope that the research work presented
here can be of inspiration for further developments in the future.
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Collective motion in animal groups manifests itself in the form of highly coordinated
maneuvers determined by local interactions among individuals. A particularly critical
question in understanding the mechanisms behind such interactions is to detect and
classify leader–follower relationships within the group. In the technical literature of coupled
dynamical systems, several methods have been proposed to reconstruct interaction
networks, including linear correlation analysis, transfer entropy, and event synchroniza-
tion. While these analyses have been helpful in reconstructing network models from
neuroscience to public health, rules on the most appropriate method to use for a specific
dataset are lacking. Here, we demonstrate the possibility of detecting leaders in a group
from raw positional data in a model-free approach that combines multiple methods in a
maximum likelihood sense. We test our framework on synthetic data of groups of self-
propelled Vicsek particles, where a single agent acts as a leader and both the size of the
interaction region and the level of inherent noise are systematically varied. To assess the
feasibility of detecting leaders in real-world applications, we study a synthetic dataset of
fish shoaling, generated by using a recent data-driven model for social behavior, and an
experimental dataset of pharmacologically treated zebrafish. Not only does our approach
offer a robust strategy to detect leaders in synthetic data but it also allows for exploring
the role of psychoactive compounds on leader–follower relationships.

Keywords: classification, event synchronization, network, ROC, self-propelled particles, transfer entropy,
zebrafish

1. INTRODUCTION

It is generally hypothesized that the movement of animal groups is steered by influential individuals
called leaders, which benefit the collective by locating food sources (Giardina, 2008) and protecting
against predatory attacks (Partridge, 1982; Ballerini et al., 2008). Further, it is believed that these
individuals accomplish these tasks by relying on environmental information available to them rather
than social feedback (Dyer et al., 2009; King et al., 2009). Past studies in collective animal behavior
have explained the emergence of leadership through several mechanisms, including the availability
of extra group knowledge (Krause and Ruxton, 2002; Ioannou et al., 2011), hunger (Krause et al.,
1992; Krause, 1993), personality traits (Leblond and Reebs, 2006; Nakayama et al., 2012), and
morphophysiological variations (Reebs, 2001).

We work with the definition of leadership by Krause et al. (2000) “as the initiation of new
directions of locomotion by one or more individuals which are then readily followed by other
group members.” Under the assumption that leadership roles within an animal group are consistent
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through time and space within the duration of an experimen-
tal observation, we seek to identify leaders on the basis of the
strength and direction of pairwise interactions among individ-
uals. A leader will be recognized as an individual that exerts a
strong one-directional interaction on other groupmembers, while
being marginally responsive to their behavior. The interaction
between pairs of individuals can be quantified through correlation
or information-theoretic measures that capture the directional
relationship between the time series of motion data of the indi-
viduals. These include cross-correlation (Engel et al., 1990), event
synchronization (Quiroga et al., 2002), and information-theoretic
measures, such as transfer entropy (Schreiber, 2000), conditional
transfer entropy (Sun et al., 2014), maximum entropy (Cavagna
et al., 2014), causation entropy (Sun and Bollt, 2014), and union
transfer entropy (Anderson et al., 2016).

Each of these measures has its advantages and limita-
tions. Cross-correlation has been successfully used to identify
leader–follower relationships from movement data of fish shoals
(Krause et al., 2000; Ladu et al., 2014), but it assumes a linear
relationship between the time series and is therefore less likely to
dissect complex dependencies that consist of varying time delays
and non-linear relationships (Ianniello, 1982; Peterson et al.,
1998). Event synchronization measures synchronicity between
extreme events in the time series (Quiroga et al., 2002) and has
been used to identify connectivity structures in atmospheric pro-
cesses (Malik et al., 2012) and legal policy data (Grabow et al.,
2016), under the premise of occurrence of so called extreme
events within the time series. Information-theoretic measures,
like transfer entropy, have the advantage of being model-free
(Steuer et al., 2002; Hlaváčková-Schindler et al., 2007; Vicente
et al., 2011), and thereby enable the analysis of time series with
varying delays and non-linear relationships. However, since the
estimation of these measures requires computing probability dis-
tributions, information-theoretic quantities are data hungry (Ito
et al., 2011). The duration of observations required to reliably
identify relationships between time series increases exponentially
with the dimensionality of the dataset (Ito et al., 2011), such
that the treatment of multidimensional time series is considerably
more challenging than scalar ones.

Animals are likely to communicate within a group through
both linear and non-linear dependencies, mediated by unknown
delays,making it difficult to pinpoint the specificmeasure thatwill
perform best for a given dataset of group behavior. Accordingly,
all of the above mentioned measures may be useful in identi-
fying leaders at one time or another, and a combined approach
that integrates these individual measures could offer a viable
approach to study leadership. We detect leader–follower relation-
ships by setting thresholds on average values of pairwise inter-
actions obtained from three different methods: cross-correlation
(Engel et al., 1990), event synchronization (Quiroga et al., 2002),
and transfer entropy (Schreiber, 2000). To further improve the
performance of leader detection beyond any of these methods, we
combine them in a maximum likelihood sense to build a single
classifier for detecting leaders (Barreno et al., 2008).

Validating this approach would be difficult on real behavioral
data, where one may have limited knowledge of, and control on,
leadership. Unlike self-propelled particle computer simulations,

where leadership roles can be assigned artificially, identifying
leaders within animal groups is hampered by the lack of a ground
truth. In this context, we turn to self-propelled particle models
to evaluate methods that can identify leaders in group motion.
Self-propelled particle models can range from the simplest, where
the individuals orient themselves in the general direction of their
neighbors (Vicsek et al., 1995; Vicsek and Zafeiris, 2012), to more
complex models where interactions include collision avoidance,
attraction, and alignment (Aoki, 1982; Couzin et al., 2002, 2005).
Data-driven models that incorporate detailed individual dynam-
ics along with species-specific interactions (Gautrais et al., 2009,
2012; Kolpas et al., 2013; Borzí and Wongkaew, 2015; Mwaffo
et al., 2015a, 2017; Zienkiewicz et al., 2015a,b; Collignon et al.,
2016) provide an evenmore realistic setup to create such roles and
test methods for identifying leaders.

We test our approach on a synthetic dataset comprising sim-
ulations of self-propelled particles interacting according to the
Vicsek model (Vicsek et al., 1995). A single particle that is not
responsive to the rest of the group is assigned the role of a
leader. We compare the performance of each classifier as well
as the combined classifier in terms of their ability to detect
the leader particle. We systematically vary the level of inherent
uncertainty and the size of the region of interaction, thereby
modulating the degree of coordination within the group (Vicsek
et al., 1995). Upon demonstrating the validity of the approach,
we investigate its use in the study of realistic data on gregar-
ious fish shoaling. First, we apply the method to detect lead-
ers in an established data-driven model of fish social behavior
(Gautrais et al., 2012). Then, we consider experimental data
from our group on social behavior of pharmacologically treated
zebrafish, in which one fish is exposed to moderate caffeine
level to elicit a psychostimulant effect (Fisone et al., 2004; Ferré,
2008). Such a psychostimulant effect could be hypothesized to
promote leadership, by potentially reducing social responsiveness
and increasing the level of activity of the treated subject, which
could be then recognized as a leader by untreated fish (Ladu et al.,
2014; Shams and Gerlai, 2016).

The paper is organized as follows. In Section 2, we describe
the three classification methods used for studying pairwise inter-
actions in networks of dynamical systems. In Section 3, we
explain our approach to detect leadership from raw time series
of positional data. We evaluate the performance of all classi-
fiers—individual and combined—on datasets consisting of par-
ticles interacting according to the Vicsek model in Section 4. In
Section 5, we demonstrate the use of our approach on realistic
simulation data and experimental observations on fish collective
behavior. We conclude the manuscript with a discussion of the
results and performance of the approach.

2. QUANTIFYING PAIRWISE
INTERACTIONS IN NETWORKS OF
DYNAMICAL SYSTEMS

The process of detecting leaders in a group begins with the mea-
surement of the time series of the individual motion, from which
we seek to uncover social interactions. These time series can be
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obtained from simulated or experimental data. Specifically, for
each individual i, i= 1, . . . ,N, where N is the group size, we
register a scalar time series {x(i)t }Tt=1, where T is the duration of
the time series and t is the time step. This time series, for example,
would represent a salient observable of swimming activity, such
as, turn rate, orientation, or positional preference with respect to
a target stimulus.

To infer leader–follower relationships between a pair of individ-
uals i and j, we examine three methods, namely, cross-correlation
(CC), transfer entropy (TE), and event synchronization (ES). Dif-
ferent from our previous work (Butail et al., 2016), which focused
on fish pairs and considered each classificationmethod separately,
here we address the more general problem of leader detection
in groups in a maximum likelihood sense that integrates the
three classifiers. For a pair of individuals and a given method, we
construct a one-directional relationship between the individuals,
whose magnitude measures the strength of the interaction and
whose direction is always from the leader to the follower. In case
none of the individuals in the pair is identified as a leader, the
strength is set to zero. In general, each method could reveal a
different leader–follower relationship for a given pair, and even if
methods might agree on who is the leader and who is the follower,
the strength of the interaction may vary. We label the strength of
the interaction between i and j as CL(·)

ij , where the dot specifies
the selected method, CC, TE, ES, and CL abbreviates “classifier.”

An intuitive representation of leader–follower relationships
within the group could be garnered by considering a directed
network, where nodes correspond to individuals and weighted
directed edges identify the role of each node in the pair (leader
versus follower) and the strength of the interaction. As a result,
we define the weighted adjacency matrixW, such thatW(·)

ij = 0 if
themethod detects i as the follower and j as the leader, andW(·)

ij =

CL(·)
ij > 0 if instead i is the leader for the pair ij. The ith row of

W has non-zero elements where the pairwise interactions have i
as a leader, and the entry corresponds to the value of the classifier.
The ith column ofW has non-zero elements for the pairwise inter-
actions where i instead is recognized as a follower, and the corre-
sponding entry is the value of the classifier.While it is not possible
that both Wij and Wji are non-zero simultaneously, they can both
be equal to zero, when themethod does not identify a leader in the
pair. The weighted adjacency matrix contains all the information
that is acquired through the analysis of pairwise interactions, by
bookkeeping the role of each node in every possible pairwise
interaction and the corresponding strength. Figure 1 illustrates a
network of interaction for a group of five individuals, along with
the correspondingweighted adjacencymatrix, concisely depicting
pairwise leader-follower interactions in the group.

2.1. Cross-Correlation
Cross-correlation measures the similarity between the processes
as a function of time delay τ between them (Knapp and Carter,
1976), that is,

rij(τ) =

∑
t

[(
x(i)t − x̄(i)

) (
x( j)t−τ − x̄( j)

)]
√∑

t

(
x(i)t − x̄(i)

)2
√∑

t

(
x( j)t−τ − x̄( j)

)2
, (1)

FIGURE 1 | Illustration of pairwise directed interactions between five agents.
In a pairwise interaction between two nodes, the edges start from the leader
and terminate at the follower, and the weight of the edge, shown as lines of
different thickness, is measured by the value of the classifier. The
corresponding directed adjacency matrix W is also shown. In a pairwise
interaction between two nodes, the edges start from the leader and terminate
at the follower, and the weight of the edge, shown as lines of different
thickness, is measured by the value of the classifier. Based on this, in the
network shown above, node 4 acts as leader for the entire group.

where x̄(i) and x̄( j) denote the time averages of x(i)t and x( j)t ; the
value of t spans the range of overlap between the two time series.
The value of delay, τ , that maximizes the cross-correlation rij(τ )
in equation (1), over a range of values between −(T − 1) and
T − 1, is called the time lag between the two time series, that is,
τ⋆ = argmaxτ rij(τ).

When τ⋆
ij < 0, we say that x(i)t anticipates x( j)t , and we identify

i as the leader and j as the follower. The numerical value of
the corresponding cross-correlation quantifies the strength of the
inferred leader–follower interaction, such that, CLCC

ij = rij
(
τ⋆
ij
)
.

2.2. Transfer Entropy
The computation of transfer entropy requires a probabilistic treat-
ment of the time series. Specifically, we represent each time series
{x(i)t }Tt=1 as a stochastic stationary process X(i)

t taking values in
a finite set X . The cardinality of X is related to the length of
the time series, such that longer time series will allow for a high
resolution description of the stochastic process, and therefore, a
large cardinality. Transfer entropy (Schreiber, 2000) measures the
reduction in the uncertainty in predicting one process given the
knowledge of another. Transfer entropy from individual j to i is
defined as

TEj→i =
∑
X 3

p
(
X(i)
t+1,X

(i)
t ,X( j)

t

)
log

p
(
X(i)
t+1|X

(i)
t ,X( j)

t

)
p
(
X(i)
t+1|X

(i)
t

) (2)

Here, p
(
X(i)
t+1,X

(i)
t ,X( j)

t

)
denotes the joint probability of the

future and current state of individual i and the current state of
individual j; p

(
X(i)
t+1|X

(i)
t ,X( j)

t

)
denotes the conditional proba-

bility of the future state of individual i given the current states
of both individuals i and j; and p

(
X(i)
t+1|X

(i)
t

)
denotes the prob-

ability of the future state of individual i conditioned on its cur-
rent state. The probability distributions can be estimated using
histograms (Vejmelka and Palus, 2008) or kernel density esti-
mators (Schreiber, 2000). Transfer entropy is a non-negative
quantity, which is equal to zero if individual j has no influence
on individual i. In this case, p

(
X(i)
t+1|X

(i)
t

)
= p

(
X(i)
t+1|X

(i)
t ,X( j)

t

)
.
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We say that i is the leader and j the follower if TEi→j >TEj→i.
The value of the, positive, net transfer entropy from the leader
to the follower measures the strength of the interaction, that is,
CLTE

ij = TEi→j − TEj→i.

2.3. Extreme-Event Synchronization
Extreme-event synchronization was proposed in Quiroga et al.
(2002) to measure synchronicity between signals by comparing
the occurrence of extreme events. Briefly, the times when extreme
events occur in the two time series for individuals i and j are
indexed by {tik}

mi
k=1 and {t jk}

mj
k=1, wheremi andmj are the number

of extreme events in the times series of i and j, respectively. These
sequences identify the time steps at which the processes exceed a
predefined threshold inmagnitude; we call such instances extreme
events. The number of extreme events for i that occur within a
window of duration ξ from those for j are

cξ(i|j) =
mi∑
k=1

mj∑
l=1

Jξkl, (3)

where

Jξkl =


1 if 0 < t jl − tik ≤ ξ,

1/2 if tik = t jl ,
0 otherwise.

(4)

From the quantity above, we compute event synchronicity and
event delay (Quiroga et al., 2002) as follows:

Qξ
ij =

cξ(j|i) + cξ(i|j)
√mimj

, (5)

qξ
ij =

cξ(j|i) − cξ(i|j)
√mimj

. (6)

Event synchronicity is symmetric and measures the coupling
between individuals i and j; event delay is asymmetric and mea-
sures the time lag between extremes events for i and j. By construc-
tion, −1 ≤ qξ

ij ≤ 1, such that when qξ
ij > 0, the occurrence of

extreme events for i systematically precede those for j. We use the
sign of event delay to determine leadership, whereby i is the leader
if qξ

ij > 0. The strength of the interaction is determined by event
synchronicity, that is, CLES

ij = Qξ
ij . By construction, 0 ≤ Qξ

ij ≤ 1,
with Qξ

ij = 1 identifying completely synchronous events.

3. DETECTING LEADERS IN GROUPS

We define group leaders as individuals that on average lead within
pairwise interactions with other group members. Using the net-
work representation in Figure 1, we identify a group leader as the
node with the largest weighted degree, measured as the difference
between the weighted out-degree and the weighted in-degree. For
node i, the weighted out-degree is the sum of all the pairwise
interactions in which the individuals acts as a leader, that is,∑N

j=1 W(·)
ij . The weighted in-degree is the sum of all the pairwise

interactions in which the individual acts as a follower, that is,∑N
j=1 W(·)

ji .

As a result, a group leader may not be a leader in every single
pairwise interaction, but will have the strongest average effect
on the overall group. Specifically, we define the average pairwise
interaction for an individual i as

CL(·)
i =

1
N − 1

N∑
j=1

(
W(·)

ij − W(·)
ji

)
(7)

and we seek to identify which individual maximizes this quantity.
Leaders are classified by setting a threshold T(·) on the value
obtained from equation (7). This combination of average pair-
wise interaction and the associated threshold constitutes a single
classifier.

3.1. Classifier Performance
The performance of a classifier is evaluated in terms of the number
of true and false positives and is dependent on the value of the
threshold. A visual aid used in comparing different thresholds
is the receiver operating characteristic (ROC) curve which plots
the number of true positives against false positives for a range of
thresholds (Fukunaga, 2013), see, for example, Figure 2.

In this respect, a good classifier has few false positives and a
large number of true positives for a range of thresholds. Classifier
performance can be quantified from the ROC curve by calculating
the area under the curve (AUC). A perfect classifier will have
100% true positive rate (TPR) for all values of false positive rate
(FPR), and therefore the AUC will be 1. In contrast, a classifier
that performs at chance level will have the same number of true
and false positives at all combinations and its ROC curve will lie
on the diagonal line resulting in an AUC of 0.5.

The optimal threshold value that gives the best performance for
a classifier can be estimated from the ROC curve based on several
differentmeasures, including distance from the top left corner and
the Youden index which maximizes the difference between TPR

FIGURE 2 | Pictorial illustration of ROC analysis for assessing classifier
performance. ROC curves for three hypothetical classifiers are plotted with
their respective cutoff points in green, blue, and red. A combined ROC in
black is plotted by selecting only three points over the 29 produced by the
maximum likelihood method. For each curve, the solid marker identifies the
operating point, and the empty markers label other cutoff points.
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and FPR (Youden, 1950). The corresponding operating point on
the ROC curve, which selects the optimal threshold, lies at the
maximum vertical distance from the 45° line.

3.2. Combining Classifiers Using
Likelihood Ratio
Multiple classifiers can be combined to yield an optimal perfor-
mance, as illustrated in Figure 2, where the black curve is closer
to an ideal classifier at the top left corner. Specifically, we combine
classifiers in the Neyman–Pearson sense in that the resulting
optimal classifier maximizes TPR for a given FPR (Barreno et al.,
2008).

The output of a classifier, CL(·)
i , and the associated threshold

T(·) corresponding to the operating point, can be mapped into
the binary choice set {0, 1} such that the detection of an indi-
vidual as a leader corresponds to CL(·)

i ≥ T(·) ≡ 1 and as
a follower to CL(·)

i < T(·) ≡ 0. For clarity, we suppress the
implicit dependence on the threshold, and denote a classifier sim-
ply as C̄L(·)

i . The likelihood ratio for a combination of classifiers
C =

(
CLCC

,CLTE
,CLES

)
is defined as ℓ(C)= P(C|H1)/P(C|H0),

whereH1 andH0 correspond to the hypotheses that the individual
being evaluated is a leader or a follower, respectively. In this
sense, PD(·) = P

(
CL(·)

i = 1|H1

)
corresponds to TPR, and PF(·) =

P
(
CL(·)

i = 1|H0

)
to FPR. The Neyman–Pearson lemma states

that for some value of κ ∈ (0, ∞) and γ ∈ [0, 1], the likelihood
ratio test

D(C) =


1 if ℓ(C) > κ,

γ if ℓ(C) = κ,

0 if ℓ(C) < κ

(8)

has the highest detection rate, P(D(C)= 1|H1), for a bound on
FPR.

The optimal values κ* and γ* in the likelihood ratio test are
obtained by interpolating between select points on the ROC curve
including the operating point, and the (1,1) and (0,0) points on
the extreme. These two extreme points identify the cases in which
we always classify an individual as a leader, (1,1), or as a follower,
(0,0). By interpolating and moving along this new curve, we can
tune the false alarm rate. The new ROC curve constructed in
this way is called the likelihood-ratio ROC (LR-ROC) (Barreno
et al., 2008). Each region of the LR-ROC corresponds to a different
decision rule, such that the analyst could locate and use different
combinations of classifiers that provide the best performance.

Assuming that the classifiers are conditionally independent,
that is P

(
CLCC

i ,CLTE
i ,CLES

i |Hc

)
= P

(
CLCC

i |Hc

)
P

(
CLTE

i |Hc

)
P

(
CLES

i |Hc

)
, c∈ {0, 1}, we use the true and false positive rates

of each to construct the LR-ROC. Specifically, each classifier has
two possible outcomes for an individual, that is, an individual can
be classified as a follower, when outcome is 0, or leader, when
outcome is 1. This results in a total of 23 = 8 possible outcomes
for three classifiers. Using the notation ℓ

(
1(·)

)
= PD(·)/P

F
(·) to

denote the likelihood of classifying an individual as a leader, and
ℓ
(
0(·)

)
=

(
1 − PD(·)

)
/

(
1 − PF(·)

)
to denote the likelihood of

classifying an individual as a follower, we arrange the likelihood
ratios in increasing order for eight possible outcomes for three
classifiers. From this ordering, for a given value of the false positive
rate, we determine the combined true positive rate as the probabil-
ity maximizing the likelihood ratio, and as such, we construct the
combined ROC. The outcomes can be represented with Boolean
operators (AND, OR, NOT) to make a combined classifier, where
the space of Boolean combinations has cardinality 223

= 256.
In practice, we combine the three classification methods by

using three points on their respective ROC. The selection of a
small subset of points on the ROC curves is primarily to contain
the intensive computational cost associated with searching for
the optimal classifier among all possible Boolean combinations
(Barreno et al., 2008). Accordingly, we select three points per
classifier, close to 25% quartile, 50% quartile and at the operating
point of the ROC. Further, in the event that the combined classifier
performance measured by the AUC is less than the one of any
individual classifier, due to the selection of only three points for
the combination, we force the combined method to match the
convex hull of the tree classifiers.

Evenwith three points on each ROC curve, finding the Boolean
rule that corresponds to a location on the combined ROC, built
using three points per individual classifier,1 involves searching
through a space of 229

≈ 1.3 × 10154 Boolean combinations
of outcomes, which is practically difficult. This does not mean
that the combined ROC has no value, since it provides an upper
reference bound on which we could test simple Boolean rules that
can be easily implemented on a dataset. Such a comparison could
be performed by computing the distance between the operating
point on the combined ROC and the point that corresponds to a
candidate Boolean rule (Khreich et al., 2010).

Themaximum likelihood combination of classifiers is a general
approach that can accommodate more classifiers, beyond the
three considered in this work. However, as the space of Boolean
combinations of classifier outcomes rises exponentially (Barreno
et al., 2008), the capability of finding the optimal combination
becomes practically unfeasible. The combined ROC curve pro-
vides an upper bound on which to evaluate candidate Boolean
combinations for use in real datasets.

4. CLASSIFYING LEADERS IN VICSEK
SELF-PROPELLED PARTICLES

4.1. Modeling Leadership
We adapt the self-propelled particle model proposed by Vicsek
(VM) to include leaders, as individuals that do not adjust their
heading in response to the rest of the group. Leaders will only
change their heading as a function of inherent uncertainty; this
behavior could be associated with some prior knowledge of the
environment that would manifest into a preference for a given
direction. Followers, instead, update their heading based on the
response of the group, under the effect of inherent uncertainty. In
particular, the model consists ofN particles moving in a square of
side length L with periodic boundary conditions.

1Selecting three points per ROC results in 9 binary classifiers to combine, for a total
of 29 points on the combined ROC.
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In the complex plane, the position xi ∈ C and orientation θi of
the ith particle changes in time as

xi(t + 1) = xi(t) + veIθi(t+1), (9a)

θi(t + 1) = Arg [Ui(t)] + ηζ, (9b)

where Arg[·] is the phase of a vector; I is the imaginary unit; v is
the constant, common speed; η ≥ 0 is the noise intensity; and ζ
is uniform random noise in [−π, π). The vector Ui(t) defines the
desired heading of the ith particle, such that

Ui(t) =

{
1

|Ni(t)|
∑

j∈Ni(t) e
Iθj(t), if i is a follower,

eIθ0 , if i is a leader,
(10)

where θ0 is the preferred heading of the leader. Here, Ni(t) =
{j = 1, . . . ,N : |xi(t) − xj(t)| ≤ r} is the set of |Ni(t)| individ-
uals within a circle of radius r> 0 from the ith particle. From r and
L, one may estimate the average number of neighbors with which
a given particle interacts at any time step as 1 + π r2

L2 (N − 1) (see,
for example, Aldana et al., 2007).

Using the VM, we simulate 30 realizations of a group of N = 5
self-propelled particles. The simulations are initialized by drawing
the particle positions uniformly in a square of length L= 1 with
their orientations uniformly sampled from [−π, π). Simulations
are performed for 20,000 time steps. Particle turn rate is computed
from its heading angle, as θi(t+ 1)− θi(t) for the ith particle, and
utilized to evaluate pairwise interaction using cross-correlation,
transfer entropy, and event synchronization. Turn rate is selected

as the key variable for measuring pairwise interactions based
on the structure of the VM, in which the only interaction rule
is alignment and each particle consistently utilizes its previous
heading in the computation of the current heading. As a result,
pairwise interactions are likely to manifest in changes of the turn
rates.

4.2. Classification
Cross-correlation is computed over the entire length of the time
series using the Matlab function xcorr. Transfer entropy is com-
puted using PROCESS_NETWORK_v.1.4 software (Ruddell and
Kumar, 2009) by estimating the joint probability densities in
equation (2) through histograms. The software is run with a total
of 18 bins to differentiate the net transfer entropy between group
leaders and followers in the VM (see Figure S1 in Supplementary
Material). Event synchronization is computed using the MAT-
LAB function Event_sync developed by Quiroga et al. (2002). To
evaluate extreme-event synchronization, similar to Quiroga et al.
(2002), the time series of extreme events are extracted from the
absolute turn rate, by finding a local maximum over a window of
30 data points. Events between the two time series are considered
synchronous if the time lag between them is smaller than half
the minimum time lag between successive extreme events in each
series (Quiroga et al., 2002). The ROC curves are plotted using the
function perfcurve available in MATLAB.

Figure 3 illustrates the numerical values of the classification
indices in equation (7) for a group of N = 5 particles without a
leader, with one leader, and with two leaders. For this example,
cross-correlation is affected by large standard deviations that may

A B C

D E F

G H I

FIGURE 3 | Classification index CLi, for particles i= 1, . . . ,N computed for cross-correlation (A,D,G), transfer entropy (B,E,F), event synchronization (C,F,I), without
leader (A–C), with one leader (D–F), and with two leaders (G–I). Each simulated group includes five identical particles (i= 1, . . . ,5), and the Vicsek model parameters
are set to v=0.01, r= 0.23, and η =0.21. Each bar refers to the mean value of the classifier across 30 simulations, and the error bar is one standard deviation. The
numbering of particles that are not leaders is arbitrary, such that in panels (D–F) particle 1 is the leader and in panels (G–I) particles 1 and 2 are leaders.
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mask the success of the detection. Transfer entropy and event syn-
chronization, instead, consistently identify leaders in the group
based on the direction and strength of pairwise interactions. To
offer some statistical ground for comparing the methods and help
assessing the role of model parameters, we next analyze AUC
values, focusing on the case of a single leader in the group.

Using ROC, we analyze the performance of the three classifica-
tion methods in identifying leadership by varying the interaction
radius r and the noise intensity η, while keeping the rest of model
parameters constant. Figures 4A–C present the AUC of the three
classifiers as the noise intensity and the radius of interaction are
varied. In agreement with our expectations based on the repre-
sentative case considered in Figure 3A cross-correlation is seldom
able to correctly identify the leader in the group. For reference, the
case displayed in Figure 3A has anAUCof 0.51. A likely reason for
the limited performance of cross-correlation in detecting leaders
in the VM is due to the presence of high-frequency noise in the
turn rate, associated with the numerical differentiation of the
noise which mediates the orientation update in the model. This
noise is likely to suppress linear leader–follower relationships that
might be successfully detected using cross-correlation.

Transfer entropy shows excellent performance for every selec-
tion of the radius of interaction and a noise intensity between 0.1
and 0.8; for reference the case displayed in Figure 3B has an AUC
of 1.00. Excessively low noise results into all the particles aligning
with the leader’s direction in a crystallized formation that does not
promote information transfer. In this case, all the particles travel
along the constant leader’s direction, such that the entropy of each
group member is zero. For intensities above 0.8, the particles are
nearly independent, such that their orientation update is entirely
controlled by noise. In this case, although each particle has a
large entropy, the interactions between the particles are masked
by individual noise and transfer entropy between any pair of
particles vanishes. Increasing the length of the time series could
increase the range of noise intensities for which themethod can be
successful, although dealing with large time series is only realistic
for synthetic data. Even if transfer entropy is based on the premise
of pairwise interactions, the classification method is successful in
isolating the leader for large values of the radius of interaction,
which lead to the occurrence of higher-order interactions. This
success could be attributed to the use of the average value net
transfer entropy across all pairs to construct the classifier, which
mitigates the possibility of biases associated with follower-to-
follower interactions. Systems composed of a very large number

of particles or the presence of strong heterogeneities could limit
the success of the classifier.

Event synchronization demonstrates very good performance
for every selection of the radius of interaction and a noise intensity
less than 0.4; for reference the case displayed in Figure 3C has
an AUC of 0.97. For low intensities, noise could manifest in the
form of local extreme events in the turn rate which are readily
captured by event synchronization. The superior performance of
event synchronization with respect to cross-correlation should be
attributed to its ability to pick up pairwise leader–follower rela-
tionships through varying time delays between extreme events. As
noise increases, the frequency of such extreme events becomes too
high for establishing faithful relationships between the time series.

The different noise intensity levels at which transfer entropy
and event synchronization perform best motivate the need for
combining the methods toward a better and more consistent
approach to detect leaders in the Vicsek model over more wide
range of noise intensities. Figure 5 demonstrates the performance
of the combined method, which yields exact classification for any
noise intensity below 0.9.

5. APPLICATIONS TO FISH COLLECTIVE
BEHAVIOR

To investigate the applicability of the leader detection approach on
fish collective behavior we select two datasets. First, we generate
fish-like trajectories from a random walker type model (Gautrais

FIGURE 5 | AUC obtained by combining the three classification methods
shown in Figure 4 to detect the single leader, as a function of the radius of
interaction r and the noise intensity η, with N= 5 and v= 0.01.

A B C

FIGURE 4 | Performance of the three classification methods in detecting the single leader measured by their AUC as a function of the radius of interaction r and the
noise intensity η for cross-correlation (A), transfer entropy (B), and event synchronization (C), with N= 5 and v= 0.01.
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et al., 2012) that is able to successfully predict group alignment
and average distance in barred flagtails (Kuhlia mugil). The data-
driven model has five parameters to encapsulate individual swim-
ming, social interactions, and wall interaction. Model parameters
are based on selected based on simulations by Gautrais et al.
(2012). A single fish is treated as a leader, such that it would not
respond to the rest of the group. Second, we utilize trajectories
from a group of zebrafish in an experiment where a single fish has
been treated with caffeine. In contrast to the trajectories generated
using the data-driven model where leadership is systematically
controlled, there we explore whether caffeine treatment induces
leadership in zebrafish.

5.1. Data-Driven Simulations
The model proposed by Gautrais et al. (2012) offers an authentic
data-driven framework to describe the motion of a group of fish.
In this model, the turn rate dynamics of a fish is described as
a stochastic process modulated by interactions with the envi-
ronment, which includes members of the group and the tank
walls. From the knowledge of the turn rate ω

(i)
t (rad s−1) of fish

i= 1, . . . ,N, one determines the position r(i) and orientation ϕ
(i)
t

with respect to a Cartesian coordinate system in R2 as follows:

dr(i)t
dt = v

[
cos ϕ

(i)
t

sin ϕ
(i)
t

]
, (11a)

dϕ(i)
t

dt = ω
(i)
t , (11b)

where v is the common, constant speed.
The instantaneous turn rate at time t is modeled by the mean

reverting stochastic differential process (Gautrais et al., 2012;
Calovi et al., 2014)

dω(i)
t = v

[
−α(i)

(
ω

(i)
t − ∗ω

(i)
t

)
dt + σ(i)dW(i)

t

]
, (12)

whereα(i) (s−1) is the rate atwhich the process returns to its steady
state and defines the time scale of the response of a fish to any
perturbation; dW(i)

t is the infinitesimal increment of a standard
Wiener process resulting in white noise; and σ(i)

(
rad s−3/2

)
is

a scaling factor of the Wiener process that measures the level
of uncertainty in the motion of a fish. The interaction with the
environment is captured by the response function ∗ω

(i)
t

(
rad s−1)

∗ω
(i)
t = k(i)W

sign
(
ϕ

(i)
W

)
τ
(i)
W

+
1
N

N∑
j=1

[
k(i)v v(i) sin

(
ϕ

(i,j)
t

)
+k(i)p d(i,j)

t sin
(
θ
(i,j)
t

)]
. (13)

In equation (13), the first term is used to model wall avoidance,
and consists of the parameter k(i)W , controlling the intensity of the
wall avoidance, τ

(i)
W , the time to collision, and ϕ

(i)
W , the angle of

incidence with the wall. Both the time to collision and the angle
of incidence depend on the instantaneous position and orienta-
tion of the fish. The second term in equation (13) measures the

interaction with the rest of the group. Therein, k(i)p is a parameter
controlling the strength of fish attraction toward the group; dijt and
θ
ij
t are the fish interindividual distance and relative angle within

the group, respectively; k(i)v is a parameter controlling the strength
of fish alignment with the rest of the group; and φ

ij
t = φ

j
t − φi

t.
We simulate 100 realizations of a group of N = 5 fish

with a leader. The model is simulated for 120 s using an
Euler–Maruyama discretization with time step duration 0.01 s
in a circular tank of diameter of 4m. Orientation is initialized
randomly between [−π,π) and positions are initialized uniformly
in the circular domain. The model parameters of the individual
turn rate dynamics are taken from Gautrais et al. (2012), that
is, α(i) = 1/0.024 s−1, σ(i) = 28.9m−1 s−1/2, and v= 0.564m s−1.
These values are based on experimental observations on a group of
five subjects.We set the first fish as a leader and assign its coupling
parameters to zero, that is, k(1)p = k(1)v = 0, similar to Butail et al.
(2016). For the followers, we use k(i)p = 0.41m−1 s−1, k(i)v =
27m−1, for i ̸= j= 2, . . . , 5, to favor coordinated motion, based
on results in Zienkiewicz et al. (2015b) and Butail et al. (2016).
For all fish, the wall avoidance parameters is set to k(i)W = 4.7,
which is larger than the value reported in Gautrais et al. (2012) to
reflect the coupling values fromButail et al. (2016).Figure 6 shows
a segment of the trajectories of the simulated group along with
the time evolution of their turn rate, which is used for the leader
detection process. The computation of the classifiers is analogous
to the analysis of the VM, including the number of bins for the
computation of transfer entropy that is chosen as 18 (see Figure
S2 in Supplementary Material).

In Figure 7A, we illustrate the performance of the three clas-
sifiers in detecting leadership in the dataset generated using the
data-driven model. All the classifiers are successful in detecting
a leader beyond chance level, but, as expected from the analysis
of the VM, their performance varies. Net transfer entropy and
event synchronization, with AUC values at 0.90 and 0.85, respec-
tively, perform better than cross-correlation, with an AUC value
of 0.67. Figure 7B demonstrates the performance of the combined
classifier, generated by selecting three points, indicated in the
figure caption, on their respective ROC curve as operating points.
Each point on the combined ROC corresponds to a potential
combination which can be utilized as a classifier for leadership
detection. The combined classifier has an AUC value of 0.99,
which is superior than any of the individual classifiers.

In Table 1, we show the performance of the best twenty simple
Boolean rules with at most three classifiers, ranked based on the
distance from the operating point of the combined ROC. For
completeness, we display their FPR and TPR. The first five simple
Boolean rules have an equivalent performance on this synthetic
dataset with an FPR of only 0.08 and a TPR of 0.76.

5.2. Experiments on Pharmacologically
Treated Zebrafish
Todemonstrate the use of our approach in the study of experimen-
tal data on animal behavior, we investigate the possibility that the
administration of a psychostimulant compound could elicit lead-
ership in a group of fish. Specifically, we consider experimental
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A

B

FIGURE 6 | Two seconds of trajectory traces (A) and turn rate evolution (B) of a group of simulated fish with a leader in red and four followers in green. In the graph,
time equal to zero does not correspond to the beginning of the simulation, when fish are uniformly distributed in the circular domain.

A B

FIGURE 7 | ROC curve for the data-driven model of fish behavior with a single leader generated using each of the three classification methods (A) and a combined
approach (B), which integrates the ROCs from the three methods plotted using only 20 sampled points over a total of 512. The combined ROC is obtained by
sampling three points on the ROC for each method. In panel (A), the AUC for CC, TE, and ES is estimated at 0.67, 0.85, and 0.90, respectively. In panel (B), the
selected cutoff points are chosen such that the first point is just above the 25% quartile, the second is just above the 50% quartile, and the third one is the operating
point. The operating point for each individual method is identified as a solid marker, and the other two as open markers. The operating point of the combination of
the three classifiers is shown as a solid marker and has ROC coordinates (0.04, 0.95). The AUC from the combined method is 0.99.

data by our group (submitted work—data available upon request)
on the collective behavior of caffeine-treated zebrafish swimming
in a shallow water circular tank. The experimental procedure
was carried out under protocol number 13-1424, approved by
the University Animal Welfare Committee (UAWC) of New York
University. In the literature, a number of studies have explored the
effects of this psychoactive compound on the individual behavior
of this popular animalmodel, but the effect of caffeine on zebrafish
social behavior has yet to be fully understood (García-Pardo et al.,
2015).

In our experiment, we test 10 groups of five fish, in which only
one of the subjects is treatedwith caffeine at 25mg/l concentration
level. Fish motion is recorded from an overhead view at 40 frames

per second for 5min of experiments. ADaubechieswavelet filter is
first applied to the fish centroid positions, and the turn rate of each
fish, ωi

t with i= 1, . . . , 5, is consequently estimated from the cur-
vature of the trajectory (Mwaffo et al., 2015b). Following (Butail
et al., 2016), data are down-sampled to a sampling period of 0.2 s
to minimize the effect of measurement noise on the interactions.
The number of bin is set at 18 to ensure consistency with respect
to the simulation results presented earlier.

To implement our method on experimental data of fish treated
with caffeine, we select the Boolean rule ¬ CC ∧ TE ∨ ES in
Table 1. This selection is based on the following reasons: (i) this
Boolean rule shows the best performance on the synthetic data
generated by the data-driven model of fish social behavior, as

Frontiers in Robotics and AI | www.frontiersin.org July 2017 | Volume 4 | Article 35916

http://www.frontiersin.org/Robotics_and_AI
http://www.frontiersin.org
http://www.frontiersin.org/Robotics_and_AI/archive


Mwaffo et al. Identifying Leaders in a Group

TABLE 1 | Performance of 20 select Boolean rules on the synthetic dataset of
data-driven model of fish social behavior.

Rank Boolean rule FPR TPR Distance

1 ES 0.08 0.76 0.19
2 CC ∧ ES 0.08 0.76 0.19
3 ¬ CC ∨ ES 0.08 0.76 0.19
4 ¬ CC ∧ TE ∨ ES 0.08 0.76 0.19
5 ¬ CC ∧ ¬ TE ∨ ES 0.08 0.76 0.19
6 TE 0.23 0.81 0.23
7 TE ∧ CC 0.23 0.81 0.23
8 TE ∨ ¬ CC 0.23 0.81 0.23
9 TE ∨ ES 0.28 0.96 0.23
10 ¬ CC ∨ TE ∨ ES 0.28 0.96 0.23
11 CC ∧ TE ∨ ES 0.28 0.96 0.23
12 TE ∧ ES 0.03 0.61 0.33
13 CC ∧ TE ∧ ES 0.03 0.61 0.33
14 ¬ CC ∨ TE ∧ ES 0.03 0.61 0.33
15 CC 0.44 0.75 0.44
16 TE ∧ ¬ ES 0.20 0.20 0.76
17 CC ∧ TE ∧ ¬ ES 0.20 0.20 0.76
18 ¬ CC ∨ TE ∧ ¬ ES 0.20 0.20 0.76
19 ¬ TE ∨ ES 0.81 0.80 0.78
20 ¬ CC ∨ ¬ TE ∨ ES 0.81 0.80 0.78

The Boolean rules consist of logical combinations of individual classifiers corresponding
to their operating points. Performance of each Boolean rule is ranked with respect to its
distance from the operating point of the combined ROC, such that, larger distance means
a worse classifier.

shown in Table 1 and (ii) it combines TE and ES, which are
found to complement each other in the classification of leaders
and followers in the VM for the entire parameter space, as shown
in Figure 4. Although the other four best rules in Table 1 have
the same performance on the simulated dataset, they do not use
TE, which is important for detecting leaders in instances of the
VM characterized by limited coordination between the particles.
The thresholds of CC, TE, and ES used to implement the Boolean
rule on experimental data are obtained from the ROCs for the
synthetic data generated by the data-driven model of fish social
behavior. Specifically, we scale the operating points on those
ROCs by themaximumvalues of CC, TE, and ES in the simulation
and apply these thresholds to experimental data, which is also
scaled by their corresponding maximum values.

In Table S1 in Supplementary Material, we summarize the
results of the combined detection rule. For 10 out of the 10
experiments, we find that the Boolean rule ¬ CC ∧ TE ∨ ES
identifies the caffeine-treated fish as a leader for the group. By
comparing the fraction of experiments in which the treated fish
is identified as a leader (10/10) with chance (1/5) using a t-
test, we cannot dismiss the hypothesis that caffeine treatment
is a determinant of leadership (t(9)= 1, p< 0.01). This result
could be explained by the psychostimulant effects of caffeine,
which, similar to other psychoactive compounds, like lysergic acid
diethylamide and 3,4-methylenedioxymethamphetamine, might
modulate social responsiveness (Shams and Gerlai, 2016). Also,
we may propose that caffeine could enhance fish activity and
produce an increase in the frequency of fast and sudden turning
maneuvers (Wong et al., 2010; Gupta et al., 2014). It is possible
that the hyperactivity of the treated fish could be perceived by
untreated fish as an indicator of fitness, boldness, or high social
status, thereby favoring its appraisal as a group leader (Ladu et al.,
2014).

6. CONCLUSION

Here, we investigate the possibility of detecting leaders in animal
groups from raw position data of each individual. Our approach
to leadership detection builds on the measurement of pairwise
interactions between each pair of individuals to isolate individuals
that exert maximum net influence over the rest of the group
based on a receiving operating curve. Pairwise interactions are
quantified using three independent methods—cross-correlation,
transfer entropy, and event synchronization—that are cogently
integrated to maximize our success to identify leaders from raw
data. In the technical literature, each of these methods has been
found to have differential success in the study of connectivity
patterns: we hypothesize that their combination in a maximum
likelihood sensewould help bring to light their specific advantages
and mitigate their limitations.

We demonstrate our approach through the systematic study of
self-propelled particles described using the classical Vicsek model
(Vicsek et al., 1995), in which particles update their orientation
as a function of their neighbors and additive noise. The leader
is modeled as a particle that has additional knowledge about a
specific direction to take, thereby maintaining its orientation,
irrespective of the rest of the group. We systematically elucidate
the role of the radius of interaction and the noise intensity on the
success of each of the three methods to detect the leader. While
cross-correlation typically fails to accurately identify the leader,
the combination of transfer entropy and event synchronization
demonstrates excellent performance for any parameter selection.
From raw time series, we show the possibility of exactly detect-
ing a leader from small to large noise intensities, encapsulating
disordered and ordered patterns, and form small to large radii
of interactions, describing sparse to fully connected networks of
followers. The possibility of successfully detecting a single leader
is not masked by introducing mild heterogeneities in the groups.2

Based on the success of our combined approach, we tackle two
realistic datasets of fish social behavior. First, we demonstrate the
ability to detect a leader in a synthetic dataset generated using a
data-driven model (Gautrais et al., 2012; Calovi et al., 2014), in
which the turn rate of each fish is described as a mean reverting
diffusion process. Through our combined approach, we are suc-
cessful in precisely isolating the leader from the rest of the group.
Next, we study an experimental dataset on pharmacologically
treated fish, in which one of the subjects is administered caffeine
to elicit a psychostimulant effect that could enhance activity and
trigger leadership. In agreement with the premise of the experi-
ment, through the application of our combined approach, we find
that caffeine-treated subjects are more likely to emerge as leaders
of the group.

Our approach of identifying leaders via the strength of interac-
tions over experimental time assumes that the leaders are consis-
tent throughout the entire observation, in time and in space,which
may not be always the case (Nakayama et al., 2012). When these

2We tested our approach with a group of 5 simulated fish whose parameters were
chosen within ±10% of their nominal values used to generate Figure 7. Our
results show similar performance for each classifier as well as the improvement
in performance from the combined classifier—see Figure S3 in Supplementary
Material.
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conditions lose validity, one may seek to partition the observa-
tion into contiguous measurements and implement the approach
separately, on each measurement. If data are available at high
resolution, the analysis should reveal how leadership varies in the
group during the observation.

Another important assumption of our approach is that a group
member can either be a leader or a follower, whichmay not always
be the case (Rosenthal et al., 2015). Although it is possible tomark
an interaction as leaderless based on the value of the interaction
strength, computing the baseline for such values may require
experiments that tie leadership with other personality based traits.
Understanding the number of leaders that the method can detect
is also an area that requires further research. While our method
is able to identify single leaders in small and large groups,3 its
applicability to the study of groups withmultiple leaders may pose
some technical challenges due to the possibility of large correlation
lengths and groups splits (DeLellis et al., 2013).

Further, leaders in our simulated datasets assume a singular
role in the group, whereby they are not influenced by the rest
of the individuals. A scenario may exist where leaders could act
on information provided by a subset of neighbors, designated
as informed followers, in the absence of consensus (Cucker and
Huepe, 2008). It is likely that in such scenarios, the interaction
strength will be lowered as compared to the directed relationships
simulated here, thereby challenging the process of inference based
on ROC curves.

This study significantly strengthens our methodological tool-
box to study leadership in animal groups, by empowering analysts
with a model-free framework to investigate the basis and deter-
minants of leadership. This effort significantly expands on our
previous work (Butail et al., 2016), which is limited to pairs and

3 We evaluated our approach with a group of 20 simulated fish, which shows similar
performance for each classifier as well as the improvement in performance from the
combined classifier—see Figure S4 in Supplementary Material.

does not offer a methodology to inform the selection of a classi-
fier. Here, we address both these issues through a novel method
to aggregate pairwise interactions underlying social behavior in
groups and combine different classifiers toward an improved suc-
cess of discovering leaders. Although our definition of leadership
is based on turn rate, it could, in principle, be extended to other
observables such as linear acceleration, which is a salient control
variable for other fish species (Fish et al., 1991) that exhibit burst
and coast motion.
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hoverBots: Precise locomotion 
Using robots That are Designed for 
Manufacturability
Markus P. Nemitz1,2*, Mohammed E. Sayed 1, John Mamish 2, Gonzalo Ferrer 2, Lijun Teng1, 
Ross M. McKenzie1, Alfred O. Hero2, Edwin Olson2 and Adam A. Stokes1*

1 School of Engineering, Institute for Integrated Micro and Nano Systems, The University of Edinburgh, Edinburgh, United 
Kingdom, 2 Department of Electrical Engineering and Computer Science, University of Michigan, Ann Arbor, MI, United States

Scaling up robot swarms to collectives of hundreds or even thousands without sacrific-
ing sensing, processing, and locomotion capabilities is a challenging problem. Low-cost 
robots are potentially scalable, but the majority of existing systems have limited capa-
bilities, and these limitations substantially constrain the type of experiments that could 
be performed by robotics researchers. As an alternative to increasing the quantity of 
robots by reducing their functionality, we have developed a new technology that delivers 
increased functionality at low-cost. In this study, we present a comprehensive literature 
review on the most commonly used locomotion strategies of swarm robotic systems.  
We introduce a new type of low-friction locomotion—active low-friction locomotion—and 
we show its first implementation in the HoverBot system. The HoverBot system consists 
of an air levitation and magnet table, and a HoverBot agent. HoverBot agents are levitat-
ing circuit boards that we have equipped with an array of planar coils and a Hall-effect 
sensor. The HoverBot agent uses its coils to pull itself toward magnetic anchors that 
are embedded into a levitation table. These robots use active low-friction locomotion; 
consist of only surface-mount components; circumvent actuator calibration; are capable 
of odometry by using a single Hall-effect sensor; and perform precise movement. We 
conducted three hours of experimental evaluation of the HoverBot system in which 
we observed the system performing more than 10,000 steps. We also demonstrate 
formation movement, random collision, and straight collisions with two robots. This 
study demonstrates that active low-friction locomotion is an alternative to wheeled and 
slip-stick locomotion in the field of swarm robotics.

Keywords: hoverBot, swarm robots, design for manufacturability, low-friction locomotion, precise locomotion, 
robot testbed, physical simulation

inTrODUcTiOn

Swarm robotics is the study of developing and controlling scalable groups of simple robots. Individual 
robots within a swarm only possess limited capabilities. They move in two- or three-dimensional 
space, sense their local environment, and communicate with only their nearest neighbors. These local 
interactions between hundreds or thousands of robots can potentially give rise to complex behaviors 
(Brambilla et al., 2013). Much swarm robotics research is inspired by the observation of emergent 
behaviors in nature (Bonabeau et al., 1999). Colonies of termites work together to build complex 
structures that are of great importance for survival of the colony as a whole. Schools of fish cluster 
together making it difficult for a visually orientated predator to pick and grab an individual before 
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it disappears into the school. Flocks of birds fly in formation to 
utilize the flapping of the front bird’s wing, which creates uplift 
and eases locomotion for the remaining flock. Control in these 
three natural systems is entirely distributed among the individu-
als, without having a leader coordinating activities. These natural 
systems accomplish complex global tasks through simple local 
interactions of large groups of autonomous individuals and are 
commonly referred to as examples of swarm intelligence.

Much research in swarm robotics has been conducted via 
computer simulations. Brambilla et  al. analyzed more than 60 
publications that dealt with swarm robotic collective behaviors 
in 2013. They found that more than half of these publications 
presented results which were obtained through simulations or 
models (Brambilla et al., 2013). Although simulators are a valu-
able tool for systematically exploring the algorithmic-behavior of 
a swarm, they frequently involve simplifications and reductionist 
axioms to enable computational tractability. Such simulated 
systems can fail to faithfully reproduce the intricate physical 
interactions and variability that exist in real systems, and their 
fidelity to the real world is difficult to verify or improve without 
feedback from physical experiments (Rubenstein et al., 2014).

Building physical systems, however, is a challenging task. 
Swarm robotics researchers frequently face a cost-functionality 
optimization problem when it comes to building a scalable robot 
swarm. For example, every additional sensor on a robot increases 
the power consumption of the system, requires an additional 
sensor specific input on the microcontroller, requires additional 
space, and increases the overall cost. As a result, research in large-
scale swarms (>1,000) often sacrifices sensing, processing and 
locomotion capabilities for the size and quantity of robots, and 
these design decisions substantially limit the type of experiments 
that researchers can perform. Instead of increasing the quantity 
of robots in a swarm by reducing the functionality of each robot, 
the robotics community requires new technologies that deliver 
increased functionality at low cost.

Motivation
Our work on technologies for swarm robotics is motivated by 
three primary objectives, we want to: decrease the cost of fabrica-
tion, ease the process of fabrication, and increase the precision 
of locomotion. We believe that these three factors, among many 
others, play a crucial role in the development of the next genera-
tion of swarm robotic systems. In addition to the obvious focus 
on decreasing cost, we observed that there is a considerable 
manufacturing-assembly overhead for existing swarm systems 
that use either wheeled or slip-stick locomotion. Every compo-
nent on a robotic system that has to be manually assembled by 
the researcher invokes a labor cost. This requirement for manual 
labor by skilled-engineers limits the practicality of fabricating 
and experimenting with robot collectives at scale.

Improving movement precision enhances localization, whereas 
precise localization is a useful technology to achieve coordination 
and control of swarm robots (Wu et al., 2014). It is not an easy task 
for simple robots to maneuver precisely and to reach a common 
goal. Generally, the difficulties are due to hardware constraints 
such as small sensor ranges, very limited computational power, 
little memory, and imprecise locomotion (Moeslinger et al., 2011). 

For example, low-cost locomotion strategies such as slip-stick 
locomotion suffer from imprecise movement. Vibration motors 
provide noisy locomotion without positional feedback, thus 
preventing a single robot from traveling long distances with any 
known precision (Rubenstein et al., 2014).

We have developed a locomotion strategy—active low-friction 
locomotion—that allows agents to maneuver precisely on a dis-
crete two-dimensional grid. Its first embodiment—the HoverBot 
system—is easy to fabricate and to further-customize. The entire 
robot consists of a single printed circuit board (PCB), surface-
mount components, and a battery. HoverBots can be ordered in 
large-number from a circuit-board manufacturer in panel-format 
and arrive fully populated with components—ready to use—
thereby lowering the barrier to entry for researchers wishing to 
study complex systems using swarm robots.

locomotion strategies of swarm robotic 
systems
This study briefly reviews locomotion strategies used by previous 
swarm robotic systems, it introduces our new locomotion strat-
egy, and puts it into perspective against the literature. Specifically:

(1) We analyze the locomotion methods of 16 swarm robotic 
systems found in the literature and provide a summary in 
Table 1. The content of Table 1 is based on the cited work 
shown in the first column of each row.

(2) We associate each locomotion strategy (wheeled and slip-
stick locomotion) with a representative system from Table 1. 
We compare, in detail, the advantages and disadvantages of 
locomotion strategies in Table 2.

(3) We explain and demonstrate our active low-friction locomo-
tion strategy, and we present its first implementation, the 
HoverBot system.

Tables  1 and 2 contain specific terminology. While most 
terminology for these features is self-evident, we provide here a 
summary for those that may be unclear. “Hardware odometry” 
is defined as the use of sensors to estimate change in position 
over time. This term indicates systems which do not possess a real 
form of odometry or which address the lack of hardware odom-
etry by performing collective algorithms such as in Rubenstein 
et al. (2012). In this column, N/A refers to the fact that the cited 
publication does not explicitly state information about odometry. 
“Type of motion” clarifies whether a motion is continuous or 
discrete and if discrete with what step size. “Dependencies” refer 
to specific environments which the robots require to function 
properly. “Surface-mount-technology (SMD)” components are 
components which can be soldered directly onto a PCB. “Non-
SMD” components are usually incompatible with pick-and-place 
machines and often require manual assembly which generally 
increases the labor effort and cost for mass manufacture.

Previous Swarm Robotic Systems
The swarm robotic systems listed in Table 1 use either wheeled 
or slip-stick locomotion. Slip-stick locomotion refers to the 
alternation between slipping and sticking of an agent to a sub-
strate that results into directed locomotion (Vartholomeos and 
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TaBle 2 | Comparison of wheeled, slip-stick, and low-friction locomotion.

Feature Wheeled (Pickem et al., 2015) slip-stick (rubenstein et al., 2012) active low-friction

Robot velocity (cm/s) 25 1 0.64
Type of motion Continuous Continuous Discrete—equidistant ~20 mm stepsa

Battery lifetime 30 min–5 h at 150 mAh 3–24 h at 160 mAh 25 min–600 h at 300 mAh
Dependencies No Flat surface Levitation table with embedded magnets
Hardware odometry Stepper motors No Hall-effect sensor
Actuator calibration Not required Required Not required
Number of non-surface-mount componentsb ≥4 ≥5 0
Difficulty of mechanical assemblyc (1)(2)(3)(4)(5)(6) (1)(3)(6) (6)
Costd at 1,000 units ($) 13.34 3.12 1.96

aRobust (error tolerant) movement on a discrete grid is equivalent to precise movement.
bWheeled: two wheels, two motors, and motor control board. Slip-stick: three legs, two vibration motors, and electronics. Active low-friction: electronics.
c(1) Soldering non-surface-mount components, (2) cutting components, (3) gluing components, (4) screwing components, (5) stacking components, and (6) connecting battery.
dCost for components that are solely associated with locomotion, in order quantities of 1,000.

TaBle 1 | Comparison of 16 swarm robotic systems found in the literature.

reference robot name locomotion strategy Propulsion system hardware odometry

Mondada et al. (1994) Khepera Wheeled DC motors Wheel encoders
Siegwart and Caprari (2003) Alice Wheeled Bidirect. motors Wheel encoders
Mondada et al. (2003) S-bot Treeled DC motors Wheel encoders
Kornienko et al. (2005) Jasmine Treeled DC motors N/A
Seyfried et al. (2005) I-swarm Slip-stick Piezoelectric Polymer No
Mondada et al. (2006) e-puck Wheeled Stepper motors Wheel encoders
Turgut et al. (2007) Kobot Wheeled DC motors N/A
Bonani et al. (2010) MarXbot Treeled Rotational motors Accelerometer, gyroscope

rubenstein et al. (2012) Kilobot slip-stick Vibration motors no

McLurkin et al. (2012) R-one Wheeled DC motors Wheel encoders
Riedo et al. (2013) Thymio II Wheeled DC motors N/A
Farrow et al. (2014) Droplet Slip-stick Vibration motors No
GCtronic (2017) Elisa-3 Wheeled DC motors Wheel encoders

Pickem et al. (2015) griTsBot Wheeled stepper motor stepper motor

Wilson et al. (2016) Pheeno Wheeled DC motors Wheel encoders

nemitz et al. (2017) (this paper) hoverBot low-friction Planar coils hall-effect sensor

The three highlighted rows depict the swarm robotic systems whose locomotion strategy is further analyzed in Table 2.
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Papadopoulos, 2006). The vast majority of swarm robotic systems 
use wheeled locomotion with DC motors and wheel encoders. 
There are a few exceptions which use tracks and wheels (treels) 
and accelerometers, gyroscopes, or stepper motors for odometry. 
Treels are considered as wheeled locomotion. Three systems use 
slip-stick locomotion, whereas two of those three systems use 
vibration motors and the remaining system uses piezoelectric 
polymers as actuators. The HoverBot System is the first imple-
mentation of our active low-friction locomotion.

Comparison of Locomotion Strategies
Table 2 compares wheeled, slip-stick, and low-friction locomo-
tion by using the GRITSBot, the Kilobot, and the HoverBot as 
representative systems. We selected Kilobot as a representative 
for slip-stick locomotion because it is the first and only large-scale 
robot swarm exceeding a collective size of 1,000 units. We chose 
GRITSBot as a representative for wheeled locomotion. Pickem 
et al. (2015) have presented a recent system that explores both 
cost and functionality.

While wheeled locomotion has advantages in robot veloc-
ity, platform independence, hardware odometry, and actuator 

calibration, it has disadvantages in battery lifetime, number of 
non-SMD components (minimum two wheels and two motors), 
difficulty of mechanical assembly, and cost (including motor 
control board). In Pickem et al.’s work, non-surface-mount com-
ponents had to be soldered, receiver coil wires needed to be cut 
and glued, wheels had to be screwed onto motors, circuit boards 
needed to be stacked, and the battery had to be connected.

In comparison, slip-stick locomotion has advantages in battery 
lifetime and cost, but disadvantages in robot velocity, the depend-
ency on flat surfaces, hardware odometry, actuator calibration, 
and number of non-SMD components (the minimum number 
being three legs and two vibration motors). In Rubenstein et al.’s 
work, their mechanical assembly consisted of soldering non-
surface-mount components, gluing vibration motors to the robot, 
and connecting a battery.

Our active low-friction locomotion has advantages in that it 
provides hardware odometry, requires no actuator calibration, 
has no non-SMD components, simple mechanical assembly, and 
is low cost; but it has disadvantages in robot velocity, dependency 
on a levitation-magnet table, and battery lifetime. To mechani-
cally assemble our robot, one must only connect a battery.
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Overall, each of the three strategies possesses specific advan-
tages over the others.

The contribution of this study is the introduction of an active 
low-friction locomotion mechanism and its first embodiment, 
the HoverBot system. In addition to using active low-friction 
locomotion, the HoverBots have the following characteristics, 
they:

• possess odometry by using a single Hall-effect sensor;
• only require electronic components that are surface mountable;
• only require connecting a battery to a robot as an assembly 

step;
• use low-cost actuators and associated circuitry;
• do not require actuator calibration;
• move precisely on a discrete grid.

lOW-FricTiOn lOcOMOTiOn

To move—on land, in water, or in the air—always requires an 
expenditure of energy. Reducing the resistance to motion, 
namely, friction, allows a greater range of travel for a given input 
of energy (Radhakrishnan, 1998). However, instead of enhanc-
ing locomotion, we enable locomotion by reducing friction.  
A good example of our proposed locomotion mechanism can be 
observed in nature. Nannosquilla decemspinosa is a small stoma-
topod found in sand substrates on the Pacific coast of Central and 
South America. These stomatopods are capable of maneuvering if 
supported by a 1-mm layer of water and lose this capability once 
their surrounding dries up (Caldwell, 1979).

The HoverBot is conceptually similar to N. decemspinosa and 
is only capable of maneuvering if it is supplied with a constant 
air flow beneath its contact surface. The airflow reduces the fric-
tion between robot and table allowing relatively weak forces to 
be used for locomotion. Specifically, we embedded permanent 
magnets into a levitation table. The HoverBot possesses planar 
coils which interact with these permanent magnets, resulting in 
two-dimensional locomotion. Such forces would be insufficient 
if friction had not been reduced. This concept relaxes actuator 
boundaries allowing a significant simplification of the robot’s 
actuation and control system.

We define active low-friction locomotion as a locomotion type 
that enables robots to maneuver autonomously, and we define 
passive low-friction locomotion as locomotion type that allows 
robots to maneuver heteronomously.

Not included in Table  1, but relevant to our technical 
approach, is work from Groß et al. (2011), Napp et al. (2011), 
Cappelleri et  al. (2014), and Pelrine et  al. (2017). Groß et  al. 
reported on an experimental setup in which they investigated 
aided assembly with floating building blocks using an air table. 
Their system used passive low-friction locomotion in which 
their building blocks did not possess locomotion capabilities, 
but modules would flow passively in the agitated medium. Napp 
et al. investigated stochastic interactions between active and pas-
sive robots using passive low-friction locomotion. Passive robots 
were foam blocks with complementary shape and embedded 
magnets that assembled over time on an air bed. Active robots, 
while not capable of autonomous movement, could expend 

energy to disassemble the passive robots. Cappelleri et  al. 
introduced a novel approach to achieving independent control 
of multiple robot magnets. In their work, they designed a grid 
of planar microcoils. The coils were used to generate magnetic 
potentials to control the trajectories of magnets. Pelrine et al.’s 
work is similar to Cappelleri’s, but differs in that they add onto 
their PCBs a thin graphite layer that makes their magnet robots 
levitate. Both their work feed into additive micromanufacturing 
with swarms. Similarly to Groß’s and Napp’s work, agents did 
not possess locomotive autonomy but were moved by external 
stimuli; all four approaches are relevant but distinctly different 
to the work we present here.

The levitation–Magnet Table
Figure 1 illustrates the concept, and our implementation, of the 
levitation–magnet table. The table supplies an airflow beneath the 
HoverBots’ contact surface creating an air cushion that reduces 
friction between the robot and the locomotion substrate. The 
differential pressure required to lift a HoverBot can be estimated 
according to Leal (2007) by the following equation:

 
∆P P P M g

R
= − ( ) ≥( ) .2 2min amb

∗
∗π  

(1)

Equation  1 implies that an increase in the robot’s weight 
or a reduction of the robot’s surface area can be encountered 
by an increase in differential pressure. In our experiments, we 
required approximately 22.5  mm H2O differential pressure to 
levitate HoverBots. We measured the differential air pressure 
between air chamber and ambient environment by using a 
u-tube manometer. We controlled the air blower’s supply 
voltage with an adjustable transformer (Variac) which varied 
the air blower’s output air-flow-rate, and which in-turn varied 
the differential pressure between the inside and outside of the 
levitation table.

The levitation–magnet table measures 200 mm × 300 mm and 
has an array of permanent magnets embedded into its surface. 
The permanent magnets serve a double purpose, they: (1) act 
as magnetic anchors that a HoverBot utilizes to maneuver and 
(2) give rise to a magnetic field with a discrete regular pattern of 
features which a HoverBot with a Hall-effect sensor can utilize 
for odometry. All magnets were assembled mono-directionally: 
north-pole facing up.

The hoverBot
A HoverBot consists of a single four-layer PCB, shown in Figure 2, 
and a detachable 300 mAh lithium polymer battery. The bottom 
layer comprises five planar actuation coils. Each HoverBot has a 
diameter of 39 mm and weighs 19.4 g with, and 7.4 g without, a 
battery. HoverBot possesses a low-power microcontroller, pro-
gramming and debug ports, an infrared transceiver, a Hall-effect 
sensor, and a transistor circuit.

Actuation
We embedded the planar coils in a cross-formation into the 
bottom layer of the PCB. Each actuation coil has 17 turns and 
a trace width of 150 µm. A trace width of 150 µm and one oz

ft 2  
trace thickness allows maximum currents of approximately 
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FigUre 2 | A HoverBot. The bottom layer of the HoverBot consists of an 
array of five planar actuation coils. Its top layer is populated with Hall-effect 
and infrared sensors and a low-power (SAMD21E) microcontroller. The 
battery of a HoverBot is detached in this figure.

FigUre 1 | (a) Levitation–magnet table with a HoverBot on top. There are four AprilTags for each of the table corners (one visible in the figure) and one AprilTag 
attached to the HoverBot. The AprilTags are used for tracking (Olson, 2011). (B) A photograph showing an air gap between a HoverBot and the table. (c) 
Conceptual overview: an air blower increases pressure P2 within the air chamber. The pressure difference between Pamb and P2 causes a HoverBot to levitate, 
hence the friction between robot and table decreases.
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300  mA based on the Generic Standard on the Printed Board 
Design (IPC-2221) charts. We set the maximum current per 
coil to 500 mA, which induces a magnetic field of 1.1 mT. Our 
design uses a maximum current that is greater than the suggested 
standard, because we decided to evaluate the circuitry to its upper 
limits. We measured the magnetic field by using an InvenSense 
MPU-9250 magnetometer. We placed the magnetometer onto the 
core of the center coil.

Each coil is connected in series with a current limiting resistor 
and a transistor. If the transistor switches on, a constant voltage 
is applied across the coil and resistor. The transistor’s switching 
behavior is controlled by a pulse-width-modulated (PWM) signal 
from the microcontroller. We control the amount of current 
through the coil by changing the duty cycle of the PWM. The 
magnetic field of a solenoid can be approximated by Ampere’s 
law:

 B n I= µ∗ ∗ , (2)

 
n N

L
= ,

 
(3)

where B is magnetic flux density, μ is permeability; n is turn 
density; I is current; N is the number of turns; and L is unit 
length.

Fundamentally similar to Eqs 2–3, the magnetic field of a planar 
coil is dependent on the coil’s turn density and the current flow. 
The number of turns is identical for every HoverBot. However, the 
coil, trace, and current limiting resistor resistance could vary due 
to manufacturing tolerances and cause a change of current flow 
for a given duty cycle. We measured the average series resistance 
of 15 actuation circuits of a total of 3 HoverBots with a Fluke 115 
multimeter. The SD was 0.1 Ohm, which causes a current change 
of 7 mA. Hence, the potential current fluctuations are less than 
1.5% and can be neglected. HoverBots do not require any kind of 
actuator calibration.

Sensing and Communication
A HoverBot possesses infrared and Hall-effect sensors. The Hall-
effect sensor can be used for odometry and the detection of local 
magnetic fields. The infrared transceiver can be used for robot-to-
computer communication. Our current HoverBot version does 
not allow robot-to-robot communication due to limitations in its 
hardware configuration. It only possesses a single IR transceiver 
pointing upwards.

Programming and Debugging
A HoverBot has programming and debug ports (IR transceiver, 
JTAG and UART). We programmed the HoverBot via JTAG 
using an Atmel SAM-ICE programmer. Therefore, this HoverBot 
version requires a wired connection to be programmed. We 
debugged HoverBot via infrared using an infrared handheld 
device.

Power System
A HoverBot has 3.7  V 300  mAh lithium polymer batteries 
attached to it. We calculated the minimum battery life by 
accumulating the currents that occur during locomotion.  
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FigUre 3 | The illustrated actuation scheme describes a movement to the right. The other directions can be derived from this actuation profile. A HoverBot moves 
from one magnetic anchor to another by performing three steps. Starting in idle state (step 1), a HoverBot always actuates two coils at the time for any given step 
since we require two points in space to maintain the orientation of a plain. Therefore, this actuation sequence prevents rotation during movement.
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The current locomotion strategy requires a constant current 
of approximately 720  mA, which allows a minimum battery 
life of around 25  min. However, lithium polymer batteries 
should never be completely discharged due to their chemistry.  
We wrote a battery-watch program to monitor the battery dur-
ing runtime, and this program shuts down all circuitry when 
the battery reaches 90% depletion. The maximum battery life 
is calculated by considering HoverBot when in sleep mode, in 
which it approximately consumes 500  µA. In this low-power 
mode, the HoverBot’s battery life time rises to around 600 h or 
25 days. In this HoverBot version, the lithium polymer batteries 
have to be detached for charging. We charged the batteries by 
using a Turnigy Micro-6 LiPoly battery charger.

locomotion strategy
The HoverBot levitates on air cushions and maneuvers by sequen-
tially energizing its planar coils to pull itself toward magnetic 
anchors. Figure 3 indicates a HoverBot’s open-loop locomotion 
strategy. A single step, a movement from one magnetic anchor to 
another, is decomposed into three part steps. In step 1, HoverBot 
starts from its idle state in which its center coil is aligned with 
a magnet, and the other four coils are each overlapping with 
adjacent magnets. The HoverBot simultaneously actuates one 
side coil with maximum current and the opposite side coil with 
medium current. This actuation results in an overall movement 
to the right while preventing HoverBot from rotating. Subsequent 
steps are conceptually the same, but each step requires a differing 
pair of coils to be actuated. Three of these steps are required for 
a HoverBot to move from one magnet to another. This actuation 
scheme only enables complete magnet-to-magnet movements.  
A change of direction during a part step has not been investigated. 
The relative positions of the HoverBot coils and the magnets are 
crucial for this actuation scheme. We chose magnet-to-magnet 
and coil-to-coil pitches based on Eq. 4 to ensure a 50% overlap 
between actuator coil and an adjacent magnet at any given step 
assuming that coil and magnet diameters match. Therefore, 

HoverBot’s minimum step size is the pitch between adjacent 
magnets (2 cm pitch).
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where dm is magnet to magnet pitch; dc is coil to coil pitch; dmc is 
magnet to coil pitch; and rmc,c is ratio of dmc to dc.

A HoverBot moves in a two-dimensional discrete environ-
ment. The programmer cannot deliberately rotate a HoverBot or 
move it in any other trajectories than the Manhattan Geometry.

Odometry
Figure  4 is based on the Hall-effect sensor readings from a 
HoverBot during movement which were paired with spatial 
information from the AprilTags. While a HoverBot moves from 
one magnetic anchor to another (2 cm pitch), its Hall-effect sen-
sor measures a continuously changing magnetic flux density as 
indicated in Figure 4. The Hall-effect sensor is centered above 
the center coil and is capable of measuring magnetic flux densi-
ties from −73 to +73 mT. The maximum readings occur when 
the HoverBot’s center coil is aligned with a magnetic anchor. 
Although our current actuation scheme operates as an open-loop 
control, the magnetic flux density changes over distance depict 
distinct features in the two-dimensional space which could be 
utilized as feedback for closed-loop control. We have not experi-
enced distorted sensor (Hall-effect, IR) readings due to magnetic 
interference.

Manufacture and cost
The circuitry of a HoverBot only consists of surface-mount com-
ponents as indicated in Table 2. HoverBot is designed explicitly 
for manufacturability; it consists of a single PCB and therefore 
mass manufacture is a simple case of placing a batch order with 
a PCB foundry. HoverBots can be autonomously populated with 
pick-and-place machines at the point of manufacture. Assembly 
of one robot takes seconds since it only consists of plugging in a 
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TaBle 3 | Cost summary for HoverBots in order quantities of 15 units, and for 
one levitation–magnet table.

levitation–magnet table hoverBots at 15 U

category cost ($) category cost ($)

Wood 20 Locomotion 4.10
Air Blower 55 Computation 2.05
Variac 135 Power 4.96
Magnets (140) 25 Sensing 1.09

Communication 4.28
Miscellaneous 3.23
Printed circuit board manufacture 2.66

Total 235 Total 22.37

FigUre 4 | Experimental results showing that the magnetic flux density peaks correspond to the centers of the permanent magnets. The magnets are 2 cm 
displaced from one another. A HoverBot in idle state aligns with its Hall-effect sensor above a magnet. A step from one magnet to another causes the Hall-effect 
sensor to measure a peak-to-peak magnetic field curve. Specifically, a movement is decomposed into three individual steps in which the Hall-effect sensor 
measures a distinct magnetic flux density after each step, as indicated by a black dot.
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battery to a HoverBot, also indicated in Table 2. The fabrication 
of the levitation–magnet table is described in detail in Section 
“Fabrication.”

Table 3 summarizes the costs of the current levitation–magnet 
table and HoverBots in order quantities of 15. The levitation–
magnet table costs $235 whereas each HoverBot costs $22.37 
in quantities of 15 and $11.88 in quantities of 1,000 s. The most 
expensive part of the levitation–magnet table is the variable 
transformer at $135. The costs for components that are solely 
associated with HoverBot’s actuation system (transistors, shunt 
resistors, diodes, and capacitors) are $1.96 in order quantities of 
1,000 as indicated in Table 2.

The bill of materials, HoverBot system design files, and code 
are available on request.

eValUaTiOn

To evaluate the HoverBot system we designed a controllable 
experimental setup. We used artificial features (fiducials)—
AprilTags (Olson, 2011)—which we placed on top of the HoverBot 
and at each corner of the table. AprilTags are robust to occlusions 
and lens distortion while being very efficient in achieving detec-
tion rates of 20  Hz in our setting. To measure the accuracy of 
the HoverBot, we tracked the centroid and the orientation of the 
robot by detecting the corresponding AprilTag. Figure 5 depicts 
the main features of the tracking system. This system can run 
for hundreds of minutes without human intervention, thereby 
automating the data acquisition pipeline. We used a Chameleon 
1.3 MP Color (Sony IXC445) camera and a Tamron 13FM28IR 
2.8 mm f/1.2 day/night lens.

We tested the HoverBot system and its low-friction locomo-
tion by conducting eleven experiments that lasted a total of 3 h 
and more than 10,000 steps. In these experiments, the HoverBot 
circled on an arbitrary trajectory until it was nearly discharged. 
We used a set of AprilTags to track the HoverBot over time and 
subsequently evaluated its distance traveled, velocity, and num-
ber of missteps (errors). With our current actuation sequence, 
the HoverBot moves an average of 0.64  cm/s with an SD of 
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FigUre 6 | Recovery in locked position. (a) A HoverBot is locked in a 45°-angled position. Four of its five coils are aligned with permanent magnets. (B) The 
HoverBot rapidly pulsed (only) its center coil and regained center coil alignment with a permanent magnet. (c) The HoverBot additionally actuated a side coil and 
regained a slightly shifted idle position. At this stage, the HoverBot is reenabled to move.

FigUre 5 | Experimental setup to evaluate a HoverBot’s locomotion 
performance. We placed one AprilTag in each corner of the levitation–magnet 
table. These tags serve as reference points and allow determination of a 
HoverBot’s relative position over time. Each AprilTag corresponds to an ID 
number. During experiments, we read out each AprilTag’s ID, x-position, 
y-position, and rotation. The red line indicates a HoverBot’s trajectory, which 
reinforces with each lap.
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including unintentional shaking, with effective distance, which 
is the actual distance between waypoints. We define ε by the fol-
lowing term:

 
∈=

moved distance
effective distance

.
 

(5)

We found that ε is 2.29 (on average) with an SD of 0.27. An ε 
of 2.29 explicitly states that the HoverBot moves more than two 
times the distance it travels. ε is directly related to the actuation 
scheme. We chose an actuation scheme that is relatively slow, 
but very robust by performing zero missteps over three hours of 
experiments. ε can be further reduced by changing the actuation 
scheme and specifically the timing and amount of current that 
flows through up to five coils simultaneously.

recovery from a locked rotational 
Position
Although we have not experienced any accidental rotation inci-
dents during three hours of testing, we developed an actuation 
strategy that allows a HoverBot to recover from a locked position. 
As shown by Figure  4, the Hall-effect sensor measures a local 
magnetic minimum if a HoverBot is locked due to accidental 
rotation. When a HoverBot recognizes this state, it can execute 
a recovery actuation scheme. It first actuates only its center coil 
to change from the position in Figure  6A to the position in 
Figure 6B. Then it actuates, in addition, a side coil to regain the 
correct orientation as indicated in Figure 6C. We recorded this 
sequence, a video–recording of this experiment is provided by the 
Supplemental Video—SV2.2

DeMOnsTraTiOn

In addition to our quantitative evaluation of HoverBot’s loco-
motion capabilities, we performed four additional demonstra-
tions to give more insights into the nature of the HoverBot 

2 http://edin.ac/2wcISwJ.

0.015 cm/s. We did not observe any missteps or accidental rota-
tions during these three hours. A “misstep” is defined as an unsuc-
cessful series of energized coils that results in the robot staying 
on its previous position. An “accidental rotation” is defined as an 
inadvertent robot rotation by 45° due to local table imperfections 
(e.g., air flow fluctuations) or collisions with other robots or static 
objects. A video recording of this experiment is provided by the 
Supplemental Video—SV1.1

Although the HoverBot moves robustly, we observed uninten-
tional shaking in all four directions during movement. Therefore, 
we compared moved distance, which includes the total distance 

1 http://edin.ac/2wxEE5w.
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FigUre 7 | Demonstrations of the locomotion capabilities of multiple 
HoverBots. (a) Two HoverBots circle in formation until they are 
unsynchronized—video SV1. (B) Two HoverBots move randomly, collide, and 
recover—video SV2. (c) Two HoverBots collide frontally with one another—
video SV3. (D) One HoverBot collides with a passive HoverBot—video SV4. 
Red and blue trajectories depict the HoverBot’s movements over time.
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system. Figure 7 indicates two HoverBots moving in formation  
(A), moving randomly, colliding, and recovering from rotation 
(B), colliding (C), and colliding while one robot is in sleep mode, 
acting as a passive agent (D).

We observed that two HoverBots that move independently in 
formation become unsynchronized over time due to oscillator 
imperfections. Physical inter-robot interactions can either result 
in robots maintaining their position after collision, which likely 
happens in a frontal collision event, or robots loose orientation 
and have to recover. The random collision demonstration also 
indicates possible orientation loss due to rapid and constant 
change in direction. Those incidents, however, are scarce, they 
were detected, and were recovered from. In most cases, mov-
ing HoverBots are capable of pushing passive agents, sliding 
them to one side, or pushing them in front, in the direction of 
travel. However, we recorded one incident in which a moving 
agent could not pass a passive agent due to a specific physical 
orientation. Video recordings of the experiments which cor-
respond to Figures  7A–D are provided by the Supplemental 
Videos—SV3–SV6.3

DiscUssiOn

Battery life and robot Velocity
HoverBot possesses a relatively short battery lifetime (~25 min) 
due to high coil actuation currents that are required to achieve 
magnetic fields of approximately 1.1 mT. According to Eqs 2 and 

3 SV3: Formation: http://edin.ac/2wxt0aN, SV4: Random Collision: http://edin.
ac/2wdsDzt, SV5: Collision (active): http://edin.ac/2wwTTeJ, SV6: Collision  
(passive): http://edin.ac/2wd3h4Y.

3, the magnetic field is linearly dependent on the actuation cur-
rent, but also on the number of coil windings. An increase of coil 
windings as well as the stacking of planar coils (multilayer PCBs) 
could significantly decrease the power consumption.

The existing robot velocity can be improved without an increase 
of power consumption. The product of current and time for slow 
coil actuation does not change for rapid coil actuation. HoverBot’s 
velocity is currently slow because we wanted to start off with a 
robust actuation scheme. Future work will have to investigate 
faster actuation schemes. It is very likely that actuator calibration 
will become necessary once we reach HoverBot’s physical speed 
limits. The actuation schemes will become more delicate and have 
to energize the actuation coils extremely precisely, both in terms 
of the amount, duration, and direction of current flows. One solu-
tion to this control problem could be to use machine learning 
algorithms. An external camera system could send feedback to 
the HoverBot agent and inform the controller whether movement 
was successful or not.

ease of robot Fabrication
Although HoverBots only consist of surface-mount components, 
we believe the importance of this advantage will decrease over 
time. The current state of swarm robotics research requires low-
cost, easy-to-fabricate, and easy-to-use swarm robotic systems. 
However, once we obtain a better understanding of complex 
systems and how emergence occurs, cost and ease of fabrication 
will become secondary because the risk-factors involved in 
deploying swarms (system failure, loss of control, and safe and 
reliable operation) will have decreased. Furthermore, there are 
many great examples in industry in which very sophisticated 
products have been mass manufactured (computers, cars, air-
planes, etc.). Investing into an expensive swarm of robots will 
become worthwhile once we know how to safely operate and 
control it.

The Table
The existing ratio of magnet-to-magnet and coil-to-coil distances 
was chosen to simplify HoverBot’s actuation circuitry by only 
requiring coils to be energized in one direction. In future work, 
we can investigate the use of H-bridge drivers to improve locomo-
tion by allowing bidirectional currents to energize the actuator 
coils. There may also be a benefit of designing different magnet 
patterns, such as those which that vary between polarities as well 
as exploit different geometric constellations (e.g., concentric 
patterns).

scaling the system
The current table measures 200  mm  ×  300  mm, and this size 
limits the maximum number of robots on the table to 35, assum-
ing a lattice robot formation without extra space for movement 
and a robot diameter of 40 mm. There is no reason why the table 
or robot could not be scaled in either direction. The table size 
could be significantly increased, to the size of an air hockey table 
for example. The differential pressure that causes the robots to 
levitate can be easily increased by using a more powerful blower, 
or even several at once. An increase in differential pressure would 
allow greater payloads to be carried by the robots. The robot size 
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could be significantly increased or decreased. There are microma-
chining systems that are capable of fabricating 50 μm wide copper 
traces (e.g., LPKF Protolaser U3) allowing much smaller actuator 
coil sizes. The 300  mAh battery could be substituted with less 
powerful batteries or even replaced with solar panels.

Future Directions
HoverBot version-2 should possess four directional communica-
tions to increase further its utility as swarm algorithmic testbed.

The collision of an active with a passive robot in video SV6 
indicate an opportunity for new swarm robotic algorithms in 
which passive and active robots are being utilized to achieve 
a task. A passive robot might become active if it has not been 
pushed around by another robot for a defined period of time.  
A passive robot might also specialize in sensing and inform active 
robots about its observations. This heterogeneity might lead to 
strategies that optimize the power budget of the swarm while 
solving the task at hand.

The formation demonstration in video SV3 indicates that the 
HoverBot system can be used for even larger collective movements. 
This behavior is difficult to achieve with wheeled or slip-stick 
actuated swarm systems since such systems move in continuous 
space and must rotate to change directions. HoverBots locomo-
tion can be compared with that of quadrotors in formation flight 
(Kushleyev et al., 2013), maintaining orientation of the local and 
global directions.

Almost all of HoverBot’s advantages originate from its mini-
malist design. HoverBots levitate, move precisely on a discrete 
grid, and are capable of verifying a step by measuring continu-
ously magnetic flux densities. We will utilize this combination of 
discrete motion with continuous local perception to study search 
and tracking as well as mapping algorithms. An excellent starting 
point is Senanayake review on search and tracking algorithms for 
swarm robots (Senanayake et al., 2014).

cOnclUsiOn

In this study, we introduced a new locomotion strategy, active 
low-friction locomotion, and showed its first embodiment: the 
HoverBot system. We demonstrated HoverBot’s capabilities by 
performing six different experiments ranging from moving in a 
predetermined trajectory, to random movement and inter-robot 
collisions. Active low-friction locomotion is an alternative to 
wheeled- and slip-stick locomotion in the field of swarm robot-
ics. The HoverBot system possesses odometry by using a single 
Hall-effect sensor, it only requires components that are surface 
mountable, it only requires connecting a battery as assembly 
step, it uses low-cost actuators and associated circuitry, does not 
require actuator calibration, and moves precisely on a discrete 
grid. The HoverBot systems offer a unique combination of dis-
crete precise motion with continuous local perception. Its hard-
ware can be easily extended with additional sensors. Potential 
research directions using this embodied-simulation system will 
include search and tracking, or mapping with robot swarms. 

The HoverBot system serves as a testbed for new hardware and 
algorithms.

FaBricaTiOn

Fabrication of levitation–Magnet Table
We purchased 10  mm wide and 3  mm thick cylindrical N42 
magnets from Amazon. We bought 12.7  mm thick medium-
density fiberboard from a local hardware store. We used a 
ShopBot Buddy to mill and drill holes. We used a 0.063″ drill 
bit for the air-holes and a 0.394″ end-mill for the magnet 
pockets. We placed the top-plate of the air table on an optics 
(metal) table and embedded the magnets mono-directionally 
(polarity) into the pockets. We used an Arrow TR400 glue 
gun to fix the magnets in the pockets. We used a Mcculloch 
MCB2205 leaf blower as the air source in combination with a 
Circuit Specialists 16VA520T20 Variac for airflow control. The 
air blower listed in Table 3 is the Black & Decker BV5600 High 
Performance Blower (for price reference) and is equivalent to 
the MCB2205. We leveled the levitation–magnet table using a 
water scale.

Fabrication of a hoverBot
We purchased all electronics components from Digikey. 
The circuit boards were designed with CadSoft Eagle and 
manufactured by 4PCB.com. We soldered the components by 
using a hot air pencil and an airbath preheating system from 
Zephyrtronics.
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The total knowledge contained within a collective supersedes the knowledge of even
its most intelligent member. Yet the collective knowledge will remain inaccessible to us
unless we are able to find efficient knowledge aggregation methods that produce reliable
decisions based on the behavior or opinions of the collective’s members. It is often stated
that simple averaging of a pool of opinions is a good and in many cases the optimal
way to extract knowledge from a crowd. The method of averaging has been applied to
analysis of decision-making in very different fields, such as forecasting, collective animal
behavior, individual psychology, and machine learning. Two mathematical theorems,
Condorcet’s theorem and Jensen’s inequality, provide a general theoretical justification for
the averaging procedure. Yet the necessary conditions which guarantee the applicability
of these theorems are often not met in practice. Under such circumstances, averaging can
lead to suboptimal and sometimes very poor performance. Practitioners in many different
fields have independently developed procedures to counteract the failures of averaging.
We review such knowledge aggregation procedures and interpret the methods in the light
of a statistical decision theory framework to explain when their application is justified.
Our analysis indicates that in the ideal case, there should be a matching between the
aggregation procedure and the nature of the knowledge distribution, correlations, and
associated error costs. This leads us to explore how machine learning techniques can
be used to extract near-optimal decision rules in a data-driven manner. We end with
a discussion of open frontiers in the domain of knowledge aggregation and collective
intelligence in general.

Keywords: collective intelligence, collective behavior, majority voting rule, machine learning, decision-making,
statistical decision theory

1. INTRODUCTION

Decisions must be grounded on a good understanding of the state of the world (Green and Swets,
1988). Decision-makers build up an estimation of their current circumstances by combining cur-
rently available informationwith past knowledge (Kording andWolpert, 2004; Körding andWolpert,
2006). One source of information is the behavior or opinions of other agents (Dall et al., 2005;
Marshall, 2011). Decision-makers are, thus, often faced with the question of how to best integrate
information available from the crowd. Over the past 100 years, many studies have found that the
average group opinion often provides a remarkably good way to aggregate collective knowledge.

Collective knowledge is particularly beneficial under uncertainty. We look to the many rather
than the few when individual judgments turn out to be highly variable. Pooling opinions can
then improve the reliability of estimates by cancelation of independent errors (Surowiecki, 2004;
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Hong and Page, 2008; Sumpter, 2010;Watts, 2011). A seminal case
study of the field concerns the ox-weighting competition reported
by Galton (1907). In a county fair, visitors had the opportunity to
give their guesses regarding the weight of a certain ox. After the ox
had been slaughtered and weighed, Galton found that the average
opinion (1198lb) almost perfectly matched the true weight of the
ox (1197lb) despite the fact that individual opinions varied widely
(from below 900 to above 1,500). Numerous other studies have
reported similar effects for other types of sensory estimation tasks
as well as other types of problems like making economic forecasts
(Lorge et al., 1958; Treynor, 1987; Clemen, 1989; Krause et al.,
2011).

Sometimes, rather than estimating the numeric value of a quan-
tity, the group needs to choose the best option among a set of
alternatives. In such cases, the majority vote can be seen as the
analog of averaging. Themajority vote can produce gooddecisions
even when individual judgment is fallible (Hastie and Kameda,
2005). This case was mathematically analyzed in the 18th century
by Marquis de Condorcet (Condorcet, 1785; Boland, 1989). Con-
dorcet imagined a group of people voting on whether or not a
particular proposition is true. Condorcet thought individuals were
fallible—each individual had only a probability p of getting the
answer right. Condorcet found that if p is greater than 0.5 and
all individuals vote independently, then the probability that the
majority in a group of N people get the answer correct is higher
than p. In fact, asN grows larger, the probability of a correct group
decision rapidly approaches certainty. In other words, the group
outperforms the individual.

If the assumptions of Condorcet’s theorem are not satisfied,
then relying on the majority vote can be dramatically worse
than using the opinion of a single randomly selected individual
(Kuncheva et al., 2003). A similar argument can be made for
relying on the crowd average in the case of making quantitative
estimates. On the one hand, there are known sets of scenarios
where opinion averaging clearly helps (Galton, 1907; Surowiecki,
2004; Hong and Page, 2008). While we cannot guarantee the
convergence of the group average to the truth for the continuous
case, we can guarantee that the distance between the truth and
the average group opinion (the error) is always equal to or smaller
than the average error of an individual opinion (Larrick and Soll,
2006). In this sense, the group average is guaranteed to outperform
the individual.

More generally, we can measure the penalties induced by our
answers in more complex ways than by simply calculating the
distance between our answer and the truth. A mathematical tool
known as a cost function specifies the penalties we incur for
every possible combination of the truth and our answer which
may occur. As previous authors have emphasized, if we measure
our cost using convex mathematical functions, then, according
to Jensen’s inequality (Larrick et al., 2003; Kuczma and Gilányi,
2009), the crowd mean is expected to outperform a randomly
selected individual. In section 5 of our review, we will provide
the reader with an introduction to cost functions and Jensen’s
inequality and argue, as others have done (Taleb, 2013; LeCun
et al., 2015), that real-world cost functions are not restricted
to be convex. For non-convex cost functions, the guarantee of
Jensen’s inequality no longer holds, and the average group opinion

can perform worse in expectation than a randomly chosen indi-
vidual. Averaging methodologies, thus, sometimes lead to what
might be called negative collective intelligence, where individuals
outperform the collective.

When the majority vote and the average opinion fail or prove
suboptimal, we can resort to other means of opinion aggrega-
tion. We will review many alternatives including the full vote
procedure, opinion unbiasing, wisdom of the resistant, choosing
rather than averaging, and wisdom of select crowds (Soll and
Larrick, 2009; Ward et al., 2011; Mannes et al., 2014; Madiro-
las and de Polavieja, 2015; Whalen and Yeung, 2015), which
have all been successfully used to rescue collective wisdom when
more traditional methods proved unsuccessful. While the appli-
cability of these methods is more domain dependent than the
applicability of averaging strategies, practice has shown them to
yield sufficiently large improvements to make their application
a worthwhile endeavor. Throughout the article, we will review
the more recent methodologies in the light of signal detection
theory (Green and Swets, 1988) to explain when and why the
newer generation of methodologies are likely to work. We will
also provide new mathematical perspectives on old results such
as Condorcet theorem and explain how our mathematical treat-
ment facilitates the analysis of some simple extensions of classical
results.

Recent technological advances have also opened up the pos-
sibility of gathering very large datasets from which collective
wisdom can be extracted (Sun et al., 2017). Large datasets allow
researchers to consider and reliably test increasingly complex
methodologies of opinion aggregation. These models are often
represented as machine learning rules of opinion aggregation
(Dietterich, 2000; Rokach, 2010; Polikar, 2012). In the final part of
our article, we review how machine learning methods can expand
on more traditional heuristics to either verify the optimality of
existing heuristics or propose new heuristics in a data-driven
manner.

Before we proceed, it is important to note a few caveats. First,
there may be reasons to use (or not use) averaging procedures
which are unrelated to the problems of reducing uncertainty or
the search for an objective truth. For example, Conradt and Roper
(2003) have presented a theoretical treatment where the majority
vote emerges as a good solution to the problem of resolving
conflicts of interest within a group (such applications may in
turn suffer from other problems such as the absence of collective
rationality (List, 2011)). These issues remain outside the scope of
the present review.

Second, many natural and artificial systems from amoebas
(Reid et al., 2016) to humans (Moussaïd et al., 2010) need to
implement their decision rules through local interaction rules,
especially when the collectives have a decentralized structure.
We will occasionally make reference to how some algorithms
are implemented in distributed systems. But we are primarily
interested in what can in principle be achieved by optimal infor-
mation aggregators that have access to all the relevant information
in the collective. Hence, considerations relating to decentralized
implementations with local interactions are not our focus and also
remain mostly outside of the scope of the present review. We refer
the interested reader to dedicated review articles on this topic
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(Bonabeau et al., 1999; Couzin and Krause, 2003; Garnier et al.,
2007; Vicsek and Zafeiris, 2012; Valentini et al., 2017).

2. A BRIEF PRIMER ON STATISTICAL
DECISION THEORY

Webegin our review of collective intelligencewith a brief survey of
statistical decision theory (Green and Swets, 1988; Bishop, 2006;
Trimmer et al., 2011). Statistical decision theory studies how to
find good solutions to a diverse array of problems which span
the gamut from everyday sensory decision-making (e.g., using
both your eyes and your ears to localize the source of an external
event (Stein and Stanford, 2008)) all the way to rare technocratic
decision-making (e.g., using multiple risk metrics to evaluate the
disaster premiums on a public building). In all these cases, one
is faced with multiple useful but imperfect information sources
which one has to combine in order to arrive at the final decision. It
is easy to see how the aforementioned concepts relate to collective
decision-making. After all, an opinion is just another information
source, often useful, but sometimes fallible, and a group of opin-
ions is merely a term used to represent the multiplicity of such
information sources (Dall et al., 2005).

Statistical decision theory examines the factors that influence
how to arrive at a decision in a way that makes optimal use of all
the available information. In particular, it has highlighted three
critical factors which need to be examined for the purposes of
specifying an optimal decision rule. These relevant factors are:

1. the relation between an information source and the truth,
2. the relations that multiple information sources have between

each other,
3. the cost induced by errors (deviations from truth).

We will first give an informal explanation of each factor sepa-
rately and then cover applications to collective decision-making in
more detail.

The relation between an information source and the truth
speaks to how much information one variable carries about
another variable. The mathematical characterization is usually
done in terms of probability distributions and is perhapsmost eas-
ily understood in the context of categorical questions. We might
consider a scenario where a doctor is asked to judge 100 medical
images regarding whether or not they depict a cancerous mole.
Provided we have determined which images contain cancerous
moles through an independent means (perhaps by using histo-
logical techniques), we can calculate the accuracy of the doctor
by computing the percentage of cases where the doctor gave an
opinion coincidingwith the truth. This number acts as an estimate
of how likely it is for the doctor to give the correct diagnosis when
she is asked to evaluate a new case.

We can gain even further insight into the doctor’s performance
by examining the idea of confusion matrices (Green and Swets,
1988; Davis and Goadrich, 2006). In binary decisions, confusion
matrices measure two independent quantities. The first quantity
of interest is the probability of a false alarm. In our example, false
alarm probability characterizes how likely it is that a doctor will
regard a benign growth as a cancerous mole. The second quantity
of interest, known as the true positive rate, will specify the fraction

of all cancerous moles that our doctor was able to correctly
detect. True positives and false alarms are often examined from
the point of view of individual decision-makers. Knowledge of
these quantities allows agents to trade off different kinds of errors
(Green and Swets, 1988). The notions of false alarms and true
positives also turn out to facilitate the development ofmethods for
group decision-making as we will show below in our discussion of
collective threat detection (Wolf et al., 2013).

The methodology is applicable to continuous variables as well.
As an illustration, we might during some point in the day ask
random people on the street to estimate the time of day without
looking at the watch and then graph the distribution of opinions
to characterize the reliability of their time estimates under our
experimental conditions. It is typically useful to have some idea of
the reliability of our information sources because the knowledge
enables us to estimate the average quality of our final decision,
calculate the probability of a serious error or potentially rank
different sources in terms of reliability so as to prioritize more
reliable sources over less reliable ones (Green and Swets, 1988;
Tawn, 1988; Silver, 2012; Marshall et al., 2017). Even more inter-
estingly, it allows us to correct for systematic statistical biases
(Geman et al., 2008; Trimmer et al., 2011; Whalen and Yeung,
2015) and, thus, improve overall performance. Systematic biases,
if they are measurable, are often easily eliminated by a small
change in the decision rule, perhaps similar to how a man who
is consistently wrong is easily transformed to a useful assistant if
one always acts opposite to his advice.We invite the reader to look
at Figures 1A–C for a graphical illustration of these issues.

Just like opinions carry information regarding the truth, they
may also carry information about each other. As an everyday
example, let us look at a group of school children who have been
taught to eat or avoid certain types ofmushrooms from a common
textbook. Our scenario creates an interesting situation, where one
need not poll the entire class to know what all kids think. Asking
only a few students for their opinion on any particular mushroom
will tell us what the others likely think. Their opinions are now
generated through a shared underlyingmechanism (Barkow et al.,
1995) and may be said to have a mutual dependence.

Mutual dependencies between variables influence the opti-
mal decision rule in many ways. Pairs of variables that show a
mutual relation to each other are frequently studied using their
correlations (though there are other forms of dependencies not
captured by correlations). Correlations can impede the emergence
of collective intelligence (Bang and Frith, 2017). Thus, in the
social sciences, much effort has been devoted to methodologies
aimed at eliminating correlations and encouraging independence
(Janis, 1972; Myers and Lamm, 1976; Kahneman, 2011), but we
will review situationswhere correlations boost group performance
as well. Interestingly, while it is true that if we are using an
optimal decision rule, then on average, more information can
only improve our performance or leave it at the same level, this
conclusion does not hold for suboptimal decision rules. In such
cases, extra information can actually decrease the performance
(see section 4). Therefore, correlations and dependencies within
opinion pools are well worth studying. Figures 1D–F illustrates
the diverse forms which inter-individual opinion dependencies
may take.
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FIGURE 1 | The three factors that influence aggregation rules. (A–C): the relationship between individual opinions and the truth. Blue curves show group opinion
distributions, red lines mark the location of the truth, and green lines mark the average group opinion. (A) A low bias but high variance distribution. (B) A high bias,
low variance distribution. (C) A biased distribution with fat tails marked by the slower decay of the probability distribution away from the mean. (D–F) The relationship
between the opinions of two individuals. (D) Uncorrelated opinions. (E) Negatively correlated opinions. (F) A complex dependence between two individual’s opinions.
(G–I) Various cost functions. (G) A convex cost function (see Section 5 and Appendix A1.1–1.2 for more extended discussions). (H,I) Two non-convex cost functions.
In order to illustrate the property of convexity, we have also intersected each cost function with a red line. See section 5 for a further explanation.

After we have determined the relationship between the truth
and our information sources as well as the information that the
opinions provide about each other, we have all the necessary
knowledge to calculate the probability distribution of the truth.
Yet knowing the likely values of the truth alone will not be suffi-
cient. Before we are able to produce a final estimate, we need to
consider the cost of errors (Green and Swets, 1988). We need a
mathematical rule specifying how much cost is incurred by all the
various different deviations from the truth whichmay occur when
we make an error. A more extended definition and discussion of
cost functions will follow in section 5. At this point, the reader
might gain a quick intuition into the topic by examining graphical
illustrations of various cost functions in Figures 1G,H.

Cost functions are typically application dependent, but in aca-
demic papers, the most commonly used cost functions seem to

be the mean squared error and the mean absolute deviation. The
cost function has an important influence on the final decision rule.
For example, if errors are penalized according to their absolute
value, then an optimal expected outcome is achieved if we give
as our answer the median of our probability distribution, whereas
in the case of the squared error cost function, we should produce
the mean of our probability distribution as final answer (Bishop,
2006). As the cost function changes, so changes our decision rule
as well. It will turn out that certain cost functions will lead us away
from averaging methodologies toward very different decision
rules.

Throughout the review, we will make references to the afore-
mentioned three concepts of statistical decision theory and how
they have informed the design of new methods for knowledge
aggregation. To help structure our review, we have grouped
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together methods into subsections according to which factor is
most relevant for understanding the aggregation methods, but
since ideally an aggregation procedure will make use of all three
concepts, a strict separation has not been maintained and all con-
cepts will be relevant to some degree in all subsequent chapters.

3. THE RELATIONSHIP BETWEEN
INDIVIDUAL OPINIONS AND THE TRUTH

In decentralized systems, individual agents may possess valuable
information about many different aspects of the environment.
Ants or bees know the locations of most promising food sources,
humans know facts of history, and robots know how to solve
certain tasks. But the knowledge of individual agents is usually
imperfect to some degree. For the purposes of decision-making
and data aggregation, it is useful to have some kind of quantitative
characterization of the knowledge of individual agents. Probability
distributions and empirical histograms (Rudemo, 1982) are a con-
venient means to characterize the expected knowledge possessed
by a randomly selected individual.

If the truth is known and we have a way to systematically
elicit the opinions of random members in a population, then
constructing opinion histograms is technically straightforward.
Three key characteristics of the empirical histogram are known
to be very important for data aggregation: the bias, the variance,
and the shape of the distribution (Geman et al., 2008; Hong and
Page, 2008). The bias measures the difference between the average
group opinion and the truth. The smaller the bias, the more
accurate is the group. The variance characterizes the spread of
values within the group. If group member opinions have large
variance, then we need to poll many people before we gain a good
measure of the average group opinion (see Appendix A1.3 for
formalmathematical definitions of above terms andFigures 1A–C
for a pictorial explanation).

The shape of the distribution is a more complicated concept.
Many empirical distributions do not have a shape that is eas-
ily characterized in words or compact algebraic expressions. If
one is lucky enough to find a compact characterization of the
distribution it can greatly improve the practical performance of
wisdom of the crowd methods (Lorenz et al., 2011; Madirolas
and de Polavieja, 2015). In the absence of an explicit description
of the distribution, it is helpful to look at qualitative features
such as the presence or absence of fat tails. Distributions with fat
tails show strong deviations from the Gaussian distribution and
are distinguished by unusually frequent observation of very large
outliers (Taleb, 2013).

3.1. Leveraging Information about Biases
and Shapes
Each of the abovementioned features of the empirical distribution
can be leveraged to improve group intelligence. We begin with
biases. Biases on individual questions are not very helpful per se.
When those same biases reliably recur across questions, they
become useful. The minds of humans and animals make system-
atic errors of estimation and decision-making which ultimately
stem from our sensory and cognitive architecture (Tversky and
Kahneman, 1974; Barkow et al., 1995). These biases can also affect

crowd estimates (Simmons et al., 2011). Whalen made use of
the concept of biases for improving crowd estimates of expected
movie gross revenues (Whalen and Yeung, 2015). Whalen began
by asking people to forecast the gross revenues of various movies.
When he graphed crowd averages against the truth an orderly
pattern became apparent. Crowds systematically underestimated
the revenues of all movies. The bias even appeared greater for
higher grossing movies. The remedy to the problem was straight-
forward—crowd estimates needed to be adjusted to higher values.
The up-weighting procedure considerably increased crowd accu-
racy on a set of hold-out questionswhichwere not used to estimate
the bias.

Another important practical use case of biases concerns crowd
forecasting of probability distributions. Humans systemically
underestimate the probability of high probability events as well
as overestimating the probability of low probability events (Kah-
neman and Tversky, 1979). Human crowd predictions show sim-
ilar biases and a debiasing transformation can then be used to
improve the accuracy of crowd probability predictions (Ungar
et al., 2012). A related method uses opinion trimming to improve
the calibration of probability forecasts (Jose et al., 2014).

Similar to the way knowledge about biases helps design better
aggregation methods, knowledge about the shape of the distribu-
tion is critical for designing the best knowledge integration tech-
niques. In many real datasets, varying expertise levels deform the
distribution of opinions from a normal distribution to a fat-tailed
distribution (Galton, 1907; Yaniv and Milyavsky, 2007; Lorenz
et al., 2011). Fat-tailed distributions generate more frequent out-
liers that have large effects on estimating the mean when using
classical statistical procedures. When data are generated from a
fat-tailed process, it is better to use robust statistical estimation
methods. A useful technique for estimating the mean involves
leaving out a certain percentage of the most extreme observations
(Rothenberg et al., 1964). Pruning away the outliers may improve
wisdom of the crowd estimates (Yaniv and Milyavsky, 2007; Jose
and Winkler, 2008). One particular type of distribution called the
log-normal distribution even has a convenient estimator known as
the geometric mean which can be very effective as an estimation
procedure for datasets conforming to the distribution.

3.2. Individuality and Expertise
Previously, we treated all members of the crowd as identical
information carriers. This is generally not the case. Sources of
information may be distinguished from one another by their type,
historical accuracy, or some other characteristic. When informa-
tion is available regarding the reliability of sources, a weighted
arithmetic mean typically works better than simple averaging
(Silver, 2012; Budescu and Chen, 2015; Marshall et al., 2017). For
example, sites aggregating independent polls produce their final
predictions by weighting the independent polls proportionally to
the number of participants in each poll, because, all other things
being equal, larger polls are more reliable (Silver, 2012).

In the field of multi-agent intelligence, individuals are typically
broadly similar, but may nevertheless have some individual char-
acteristics. One particularly frequently explored topic concerns
analysis of historical accuracy in order to improve future predic-
tive power. Historical track records are, for example, used to form
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smaller but better informed subgroups. Having a subgroup rather
than a single expert allows the averaging property to stabilize
group estimates whilst avoiding the systematic biases which often
plague amateur opinions. Mannes et al. (2014) have studied the
performance of select crowds of experts on an extensive collection
of 50 datasets. Experts were first ranked relative to past perfor-
mance and subsequently, the future predictions of either thewhole
crowd, the best member of the crowd or a collection of the best
5 members of the crowd (the select crowd) were compared with
each other. The select crowdmethod systematically outperformed
other methods of knowledge aggregation.

In another study (Goldstein et al., 2014), nearly 100,000 thou-
sand online fantasy football players were ranked in order of
past performance. The investigators then formed virtual random
subgroups which varied in size and the amount of experts they
contained. The behavior of the subgroups was used to predict
which players will perform best in English Premier League games.
Analysis indicated that small groups of 10–100 top performers
clearly out-competed larger crowds where expert influence was
diluted, thus showing the benefits of taking expertise into account.
In general, following the experts is expected to be beneficial if we
have both good track records and there is a wide dispersion in
individual competence levels, while for relatively uniform crowds
averaging methods perform as well or better (Katsikopoulos and
King, 2010).

When extensive historical records are missing, experimental
manipulations have been invented to tease out the presence of
expertise. One such strategy is known as the wisdom of the resis-
tant (Madirolas and de Polavieja, 2015). Wisdom of the resistant
exploits humans’ tendency to shift their opinion in response to
social information if there is private uncertainty. The natural
expectation is for people with more accurate information to have
less private uncertainty and to be more resistant to social influ-
ence. Wisdom of the resistant methodology consists of a two-
part procedure which takes advantage of this hypothesis about
human microbehavior. In the protocol, people’s private opinions
are elicited first and they are subsequently provided with social
information in the form of a list of guesses or their mean from
other participants to observe how subjects shift their opinion in
response to new information. Subjects are ranked in order of
increasing social responsiveness and a subgroup with the least
flexible opinions is used to calculate a new estimate for the
quantity of interest (the exact size of the subgroup is calculated
using a p-value based statistical technique so as to still make as
much use of the power of averaging as possible). In line with
theoretical expectations, the new estimate often improves relative
to the wisdom of the crowd (Madirolas and de Polavieja, 2015).

Interestingly, several popularmodels of decentralized collective
movement and decision-making use rules which spontaneously
allow the more socially intransigent individuals to have a dispro-
portionately large effect on aggregate group decisions (Couzin
et al., 2005; Becker et al., 2017). Natural collectives might, thus,
implicitly make use of similar methodologies, although the com-
putation implemented by local rules oriented algorithms is more
context dependent (Couzin et al., 2011).

A methodology similar to wisdom of the resistant was recently
proposed (Prelec et al., 2017), which asked subjects to predict both

the correct answer and the answer given by the majority. The final
group decisionwas produced by selecting an answerwhich proved
surprisingly popular (more people chose this answer thanwas pre-
dicted by the crowd). Bothmethodologies leverage the presence of
an informed subgroup in the collective and they provide means of
identifying informed subgroups without historical track records.

Many of the problems where crowd wisdom is most needed
concern areas where there are no known benchmarks or measures
of ground truth against which expertise could be evaluated. Under
such conditions, we can still determine individual expertise levels
by as light reformulation of the problem. Instead of finding the
answer to a single question, we again seek to answers to an
ensemble of questions. For question ensembles, recent advances in
machine learning can be brought to bear on the problem of jointly
estimating which answers are correct and who among the crowd
are likely to be the experts (Raykar et al., 2010).

As an example, consider the case of a crowd IQ test (Bachrach
et al., 2012), where many people fill out the same IQ test in
parallel. Here, a machine learning method known as a graphical
model is applied to the problem of collective decision-making.
The IQ test was an ensemble of 50 questions and IQ was linearly
related to the number of correct answers given by the decision-
maker (the IQ ranges measured on the test were from 60 to
140). Since individual IQ varies, we can characterize each person
with the probability of correctly answering a randomly chosen
question on the test, p. We cannot measure p directly, but since
the average probability of a correct decision is 75% and the crowd
majority will answer most questions correctly most of the time,
then we can get an estimate of p by looking at how well each
persons answers correlate with the majority vote. These estimated
p values can subsequently be used to refine our estimates of which
answers are correct, which in turn can be used to refine our
estimated p values further. Stepping through this iteration mul-
tiple times allows the algorithm to improve on the results of the
majority vote.

In the case of crowd IQ, a majority vote among 15 partici-
pants produces an average crowd IQ of approximately 115 points,
while the machine learning algorithm can be used to boost this
performance by a further 2–3 points. It is also interesting to see
that unlike what would be expected from Condorcet, crowd IQ
effectively plateaus after a group size of 30 is reached. A crowd
of 100 individuals has a joint IQ score of merely 120. Given that a
group of 100 individuals is very likely to contain a few people with
near-genius level (>135) IQ, the study also illustrates why it could
sometimes be well worth the effort to find an actual expert rather
than relying on the crowd.

Is it possible to utilize expertise if we poll the crowd on a
single question rather than on an ensemble? Empirical studies thus
far seem to be lacking. We have built a scenario that shows the
possibility of improving on the majority vote under some special
conditions.

Consider again a crowd of people choosing among some
options, where a fraction 1− kwill choose their answer randomly,
while a fraction of k experts know the correct answer. During
actual voting, we sample randomly N individuals from our very
large crowd and let them vote. If our crowdmembers face a choice
between two alternatives, then a random member of the crowd
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will be correct with probability p = k+ 1
2 (1 − k), and Condorcet

theorem will exactly describe how the crowd performance varies
as a function of N and p. Suppose we now expand the two-way
choice between the correct and incorrect alternative into an K-
way choice between the two original choices and K − 2 irrelevant
distractions. The final opinion is now chosen via a majority vote
between the two relevant alternatives while ignoring all opinions
landing on the distractions. In the appendix, we prove why the
performance of ourmethod forK > 2 is always strictly better than
the performance of traditional majority voting where the crowd
chooses only between 2 alternatives. As is apparent in Figure 2,
the improvements in performance are quite dramatic, particularly
for larger values of K and N. For very large values of K, the
performance of the method tends to the same formula as the
many-eyes model discussed in the next section (see Appendix A3
for proof).

The efficacy of this hypothetical procedure depends on how
closely our assumptions of human micro behavior match with our
model. This example merely illustrates that scenarios might be
constructed and empirically tested for specific problems which
allow investigators to significantly improve performance relative
to the Condorcet procedure. Perhaps the closest practical analog
to this idea is the use of trap questions in crowd sourcing to filter
out people who are insufficiently attentive to their task (Eickhoff
and De Vries, 2011).

4. THE ROLE OF DEPENDENCIES

Before we dive into themost catastrophic failures of averaging, it is
instructive to oncemore considerwhy averaging sometimesworks
very well. As described above, the majority vote was first analyzed

FIGURE 2 | Using irrelevant alternatives to improve group performance- a
simulation study. Group performance curves (calculated from a computer
simulation) as a function of the number of total alternatives K using our new
voting procedure. The percentage of experts in the crowd is fixed at 10% for
this plot. The different colors of curves illustrate how varying the group size N
influences group performance for a fixed K. The green curve gives a
comparison with Condorcet theorem (which is technically equivalent to the
case N= 2). See Appendix A3 for proof of why performance always exceeds
the Condorcet scenario.

in 18th century France, where Marquis de Condorcet proved his
famous theorem demonstrating the efficiency of majority voting
for groups composed of independent members (see Appendix
A1.4 for a mathematical description of Condorcet voting). A
crucial tenet underlying his theorem concerns the assumption of
independence (Condorcet, 1785; Boland, 1989; Sumpter, 2010).
Condorcet theorem requires more than just a group of individuals
who do not interact or influence each other in a social way. It
requires the jury members to be statistically independent. In a
group with statistically independent members, the vote of any
member on a particular issue does not carry any information
about how other members of the group voted. For the particular
case of Condorcet, if an individual has an expected probability p
of producing the correct answer, then we do not need to modify
our estimate of the value of p after we learn whether his partner
voted correctly or incorrectly.

In all the examples covered in the current section, the afore-
mentioned statistical independence property no longer holds and
learning any individual’s opinion now also requires us to modify
our estimate of his partners’ opinions. The lack of statistical inde-
pendence is not just a feature of our examples. Statistical indepen-
dence is difficult to guarantee in a species where most individuals
have a partially shared cultural background and all members
have a shared evolutionary background which constrains how our
senses and minds function (Barkow et al., 1995). Because of that
shared background, the opinions of non-interacting people are
also likely to be correlated in complex ways.

It is easy to notice some ways in which correlations retard col-
lective intelligence. Using the abovementioned example of school
children who all learned about mushrooms from a common text-
book, we can conclude that in such a scenario, the group essen-
tially behaves as a single person and no independent cancelation
of errors takes place (Bang and Frith, 2017). But the influence of
opinion dependencies is sometimes even more destructive. We
can imagine a group composed of a very large number ofmembers
who need to answer a series of questions. On any random ques-
tion, the probability of receiving a correct answer from a randomly
chosen group member is p. Similar to Kuncheva et al. (2003),
we can ask what is the worst possible performance of a group
with such properties. In the worst-case scenario, questions come
in two varieties: easy questions, where all group members know
the correct answer, and hard questions, where infinitesimally less
than 50% of the people know the correct answer. On the easy
questions, the majority vote will lead to a correct answer, while
on the hard questions, the majority vote will lead to incorrect
decisions. Intuitively, the 50–50 split on the hard questions will
ensure that the greatest possible number of correct votes will go
to waste since for those questions the correct individual votes do
not actually help the group’s performance. With such a split of
votes, the group will perform as poorly as possible for a given
individual level performance (see Kuncheva et al. (2003) for more
details). In order for the average person to have an accuracy of p,
the proportion of hard questions (t) must satisfy p = 1

2 (1− t) + t
which means that the group as a whole will be correct in only
2p− 1 fraction of cases. The result is quite surprising—a group
where the average individual is correct 75% of the times may as a
whole be correct in only 50% of the questions.
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Dependencies, however, are not necessarily detrimental to per-
formance. Aswe explain in the following two subsections, whether
or not correlations and dependencies help or hurt performance
depends on the problem at hand (Averbeck et al., 2006; Davis-
Stober et al., 2014) and, crucially, on the decision rule used to
process the available data. These general conclusions extend to the
domain of collective decision-making as well.

4.1. Correlations Can Improve
Performance in Voting Models
We begin our discussion of alternative voting procedures with
the important example of collective threat detection. Here, the
majority vote is eschewed in favor of a different decision rule. A
single escape response in a school of fish (Rosenthal et al., 2015) or
some-one yelling fire in a crowded room can transition the whole
collective into an escape response. A collective escape response
begins even though the senses of a vast majority detect nothing
wrong with their surroundings. The ability of an individual to
trigger a panic is treated very seriously. In the US legal system, one
of the few instructions which restricts freedom of speech concerns
the prohibition against falsely yelling fire in a crowded room.

Despite the slightly negative connotation of the word, panics
are a useful and adaptive phenomenon. For example, panics help
herding animals avoid predators after collective detection of a
predator (Boland, 2003). Improved collective predator detection
and evasion is known as the many-eyes hypothesis and it is
thought to be one of the main drivers behind the evolution of
cooperative group behavior (Roberts, 1996).

Why is it rational to ignore the many in favor of the few? Con-
sider a very simple probabilistic model to explain this behavior.
Let us think of a single agent as a probabilistic detector. Let us
also assume that the probability of the agent detecting a predator
where none is present is zero, in other words, there are no false
alarms. The probability of an animal detecting a predator when
one is in fact present is t. The value of t might be much less than
one, because detecting an approaching predator is hard unless
you happen to catch it in motion or look directly at it. Under the
conditions of our scenario, it is clear that other animals will begin
an escape only if a predator is in fact present. It follows that if
others are escaping, you should begin an escape as well.

For the sake of giving a concrete example (a formal mathemati-
cal treatment and derivation of all the formulas related to the panic
models which follow are found in the Appendix), let us analyze
the case where the probability of a predator attacking is 50 h case
makes up 50% of the total incidents. For t= 0.4, it gives a value of
p= 0.7 (Figure 3, value at group size= 1). For group sizes larger
than 1, themajority vote performs worse than this value because if
a predator is indeed attacking, only a minority of the animals will
detect the predator and themajority votes that there is no predator
present (Figure 3, black line). Themajority of a large group is then
only correct in the 50% of the cases in which there is no attack
(Figure 3, black curve for large groups).

In real collectives, the majority vote is rejected as a decision
rule, and even a single detection by a single member is enough
to alert the whole group to the danger. Under such a strategy, the
probability of a group correctly detecting a predator increases very
rapidly as the group size N increases as 1− 0.5(1− t)N (Figure 3,

FIGURE 3 | Following the informed minority vs. majority voting. The red curve
plots the percent of correct threat assessment as a function of group size for
the optimal detection (many eyes) model, where even detection by a single
individual can trigger a collective response. The black curve illustrates how
performance would change with group size if animals used the majority vote.
The green curve plots the performance of a crowd of independent individuals
with same individual competence as for the many-eyes model. See main text
for details and Appendix A2 for the mathematical derivation of the three lines.

red curve; see Ward et al. (2011) for use of the same expression,
known as many-eyes model). The group then detects a predator
much more efficiently than if it was relying on the majority.

What would the performance of the group be like if the animals
were all statistically independent from each other while retaining
the same average individual performance as in the many-eyes
model. Now, instead of analyzing the majority decision for the no
attack and attack cases separately, we simply plug the probability
p= 0.7 into the Condorcet majority formula (Figure 3, green
curve). The plot clearly shows the superiority of the many-eyes
model over the independent group. Inter-animal dependencies
have increased group intelligence.

The idea of harnessing correlations to increase group perfor-
mance appears rarely discussed in the voting literature. For exam-
ple, a recent comprehensive review of group decision-making
and cognitive biases in humans had an extensive discussion of
how inter-individual correlations canhurt groupperformance and
the ways in which encouraging diversity helps overcome some
of the problems (Bang and Frith, 2017). Yet the positive side of
correlations and how theymay help performance was not covered.
Likewise, in another paper on fish decision-making, quorumdeci-
sion rules were compared against Condorcet’s rule as if it was the
optimal possible decision rule (Sumpter et al., 2008), even though
other rules which account for potential correlations are capable of
producing better group performance.

It is also important to note that in the case of applying the
majority vote to estimate the presence of a threat, none of the rea-
sons usually provided to explain away the failures of the majority
vote apply (Surowiecki, 2004; Kahneman, 2011; Bang and Frith,
2017). The initial votes could be cast completely independently
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(without social interaction) and each new vote could add diverse
and valuable new information to the pool of knowledge and yet
the majority vote would still fail. The insight here is that the
majority vote is inappropriate because it does not match with the
distribution of knowledge across the collective: a minority has
the relevant information about the presence of a predator.

If we examine Figure 3 more carefully, we see a region corre-
sponding to large group sizes (N > 45), where themajority vote for
the independent group and the panicmodel both give near-perfect
performance (though the panicmodel always strictly outperforms
the independencemodel for allN > 1, seeAppendixA3 for proof).
It is, therefore, natural to wonder whether encouraging indepen-
dence might be a useful practical rule of thumb if one is sure to be
dealing with very large groups.

The independence-focused line of reasoning runs into diffi-
culty when one considers the costs necessary to make animals
in the group perfectly independent. To guarantee statistical inde-
pendence, it is not sufficient to merely make the animals in our
group weakly interacting. The correlations originate because all
animals experience threat or safety simultaneously. Correlations
only disappear when the probability of any individual making a
mistake is equal in both the threat and the no threat scenario.
Any time, the above condition fails to hold, correlations appear,
which makes it clear why establishing perfect independence is a
precarious task likely to fail in the complexity of the real world. By
contrast, the panic model is a robust decision rule, stable against
variations in probabilities and guaranteed to give a better than
independent performance for small group sizes. It, thus, becomes
more apparent why natural systems have preferred to adapt to
and even encourage correlations rather than fight to establish
independence.

We note that even for the many-eyes model, in practice there is
usually a small probability of a false alarm, and field evidence from
ornithology demonstrates how animals can compensate against
rising false alarm rates by raising the threshold for the minimum
number of responding individuals necessary to trigger a panic
(Lima, 1995). We point the interested reader to Appendix A2 for
a mathematical treatment of the false alarm scenario.

The decision rule adopted by vigilant prey could be called a
“full vote.” In order to declare a situation safe, all individuals must
agree with the proposition. A similar rule has been rediscovered
in medical diagnostics. In medical diagnostics, some symptoms
such as chest pain are inherently ambiguous. Sudden chest pain
could signal quite a few possible conditions such as a heart attack,
acid reflux, a panic attack, or indigestion. In order to declare a
patient healthy, she must pass under the care of a cardiologist, a
gastro-enterologist, and a mental health professional. All experts
must declare a patient healthy before he can be released from
an examination. In the case of a panel of experts, their non-
overlapping domains of expertise help insure the effectiveness of
the full vote.

A similar idea has been implemented in the context of using
artificial neural networks (amachine learningmethod, see Section
6 for more details) to detect lung cancer in images of histological
sections (Zhou et al., 2002). An ensemble of detectors is trained
using a modified cost function which heavily penalizes individual
neural networks when they declare a section falsely malignant.

The training procedure makes false alarms rare, so the full vote
procedure can be used to detect cancer more efficiently than if the
networks had been stimulated to be maximally independent.

4.2. Correlations and Continuous Variables
In the case of averaging opinions about a continuous quantity,
correlations also have a profound effect on group performance.
The average error on a continuous averaging task is given by the
sum of the bias and the variance (Hong and Page, 2008). Variance
declines as we average the opinions of progressively larger pools
of opinions (Mannes, 2009). Correlations control how rapidly the
variance diminishes with group size. The speed of decrease is
slowest when correlations are positive. Finding conditions where
errors are independent helps speed up the decrease of variance.
The most rapid decrease occurs when correlations are negative
(Davis-Stober et al., 2014). For large negative correlations, the
errors in pairs of individuals almost exactly cancel and even a very
small group can function as well as a large crowd of independent
individuals. The benefits of negative correlations are exploited in a
machine learning technique termed negative correlation learning
(Liu and Yao, 1999).

Correlations can be leveraged most efficiently when we have
individual historical data. Personalized historical records enable
the researcher to estimate separate correlation coefficients for
every pair and compute the optimal weighting for every indi-
vidual opinion. The benefits of correlation-based weighting are
routinely applied in neural decoding procedures, where the crowd
is composed of groups neurons and opinions are replaced bymea-
surements of neural activity. Averbeck et al. (2006), for example,
study the errors induced in decoding if neural activity correla-
tions are ignored, and find that ignoring correlations generally
decreases the performance of decoders when compared to the
optimal decoder which takes the information present in correla-
tions into account. Similar to Davis-Stober et al. (2014) who study
correlated opinions, they find a range of situations where correla-
tions improve decoding accuracy as compared to independently
activating neurons.

5. THE ROLE OF COST FUNCTIONS

5.1. Measures of Intelligence
Collective intelligence is of course a partly empirical subject. After
the theoretical work of Condorcet, the next seminal work in the
academic history of wisdom of crowds comes from Galton, whose
work we briefly described in the introduction. The conclusion
of his study was that simple averaging of individual estimates is,
as an empirical matter, a more useful way to estimate quantities
than relying on faulty individual opinions. In addition to Galton’s
work, another classic study of crowd intelligence involved subjects
estimating the number of jelly beans or marbles contained in a
jar (Treynor, 1987; Krause et al., 2011; King et al., 2012). The
true number of beans is typically between 500 and 1,000, so exact
counting is not feasible for the subjects. If the crowd is larger than
50 individuals, the crowd median and/or mean opinion typically
comes within a few percent of the true value. The effect is even
somewhat independent of the sensory modality involved. In a
study of somatosensory perception, 56 children estimated the
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temperature of their class room. The average of their 56 guesses
deviated from the true value by just 0.4°(Lorge et al., 1958).

Galton and many others who followed gave empirical
demonstrations regarding the remarkable effectiveness of simple
averaging without any mathematical arguments as to why the
phenomenon occurs. Perhaps because the performance of
the crowd in these early studies was spectacularly good, there
was also a lack of explicit comparison to other ways of making
decisions. In more recent years, there has been more focus on the
failure of crowds. Many examples are known where crowds fail to
come close to the truth (Lorenz et al., 2011; Simmons et al., 2011;
Whalen and Yeung, 2015). Lorenz et al. (2011) report an average
crowd error of nearly 60% (relative to the truth) in a set of tasks
consisting of estimating various geographical and demographic
facts. In psychology, there is a rich literature on the heuristics
and biases utilized in human decision-making (Tversky and
Kahneman, 1974), which can also bias crowd estimates (Simmons
et al., 2011).

Examining collective performance in cases where the crowd
makes practically significant mistakes led to a need to perform
more explicit comparisons between different methodologies. It
is common to compare wisdom of crowd estimates with the
choosing strategy.

In the choosing strategy, we pick one opinion from the crowd
at random and use that opinion as our final estimate. To quantita-
tively compare averaging and choosing, we first measure the error
of a guess as error= |our guess− true value|, where |x| stands
for absolute value of any number x. To assess the impact of an
error, we also have to specify a cost function. A cost function is
a mathematical measure which specifies how damaging an error
is to overall performance. The smaller the overall cost, the better
the performance. Common cost functions found in the literature
are the absolute error (also called the mean absolute deviation)
and the squared error cost functions. If we are using the choosing
strategy, then the error will typically be highly variable from
person to person, because individual guesses are variable. In order
to compare the performance of the choosing strategy with the
performance of the crowd average opinion, we average the costs
of individual guesses and then compare the average cost with the
cost of the mean crowd opinion.

We illustrate the role of a cost function with a numerical
example. In an imaginary poll, we query four people about the
height of a person whose true height is 180 cm. The group
provides four estimates: 178, 180, 182, and 192 cm. The cor-
responding error values are |178− 180|= 2, |180− 180|= 0,
|182− 180|= 2, and |192− 180|= 12. The mean absolute devia-
tion cost is (2+ 0+ 2+ 12)/4= 4. Since the crowd mean is 183,
the crowd opinion induces a cost of 3 only. In this example,
averaging outperformed choosing. Similarly, for the squared error
cost function, the choosing strategy has an expected error of
(22 + 02 + 22 + 122)/4= 37, while the crowdmean causes an error
of (183− 180)2 = 9. The crowd mean again outperforms random
choice.

It has become common practice to emphasize the superiority
of wisdom of crowd estimates over the choosing strategy with per-
formancemeasured through use of themean absolute deviation or
the mean squared error cost function (Hong and Page, 2008; Soll

and Larrick, 2009; Manski, 2016). An unconscious reason behind
the popularity of the comparison might be that it will always
yield a result that casts collective wisdom in a favorable light. A
mathematical theorem known as Jensen’s inequality guarantees
the superiority of the average over the choosing strategy for all
convex cost functions. The mean squared error and the mean
absolute deviation are both examples of convex cost functions.

The exact definition of a convex function is rather technical
(see Appendix A1.1–1.2 for a formal definition of both convexity
and Jensen’s inequality), but we may gain some intuition into the
concept if we examine what happens if we intersect various cost
functions in Figures 1G–I with randomly drawn lines. For each
panel, if we focus on the relationship between the red line and
the blue curve in between the green dots, we see that for panel
G the red line is always above the blue curve, whereas for H and I,
the red line may be either above or below the blue line depending
on which region between the green dots we focus on. In fact, for
function G, the blue curve is always below the red line for any
possible red line we may think of as long as we focus on the region
that is between the two points where the particular line and the
curve intersect. It is this property that makes G a convex function
and allows us to guarantee that the group average error is always
smaller than the average individual error.

Some authors have elevated Jensen’s inequality and similar
mathematical theorems to the status of a principle which justi-
fies the effectiveness of collective intelligence (Surowiecki, 2004;
Larrick and Soll, 2006; Hong and Page, 2008). We hold our-
selves closer to the position of authors who have questioned these
and similar conclusions (Manski, 2016). Fundamentally, Jensen’s
inequality is merely a property of functions and numbers. We
might sample 100 random numbers from a computer and use
them to estimate the yearWinston Churchill died. If I measure my
performance using convex cost functions, then the average of my
sample will induce a lower cost than a choosing strategy. Should
I say that the collection of random numbers possesses collective
intelligence?

Furthermore, reporting collective performance on a single
question using a single numerical measure exposes the investiga-
tors to an unconscious threat of cherry-picking. Perhaps the good
performance of the crowd was simply an accidental coinciding of
the crowd opinion with the true value of one of the many possible
questions that many investigators have proposed to crowds over
the years.

Instead, we advocate the study of correlations on ensembles
of questions as was recently also done by Whalen and Yeung
(2015). We illustrate the procedure by reanalysis of a dataset from
the study by Yaniv and Milyavsky (2007), where students were
asked to estimate various historical dates. On Figure 4, we have
plotted the true values versus the wisdom of crowd estimates for
24 questions. Such an analysis gives a good visual overview of
the data. For example, it is immediately clear from the plot that
wisdom of crowd estimates are strongly correlated with the truth
across the ensemble and there is clearly knowledge present in the
collective.We find that on an average question, the crowd wisdom
missed the truth by nearly 30 years. On certain questions, the
crowd error was undetectable, while on others the crowd was off
by nearly 100 years.Overall, the collective performance is ofmixed
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FIGURE 4 | Wisdom of the crowd for historical dates. Mean of 50
independent opinions versus true values for 24 questions concerning
historical dates. The red line marks the ideal performance curve; real
performance frequently strongly deviates from that line. Data from Yaniv and
Milyavsky (2007).

quality, with excellent performance on some questions, mediocre
performance on others, and no clear systematic biases.

5.2. Beyond Convexity
Aside from the fact that Jensen’s inequality may be applied to any
collection of numbers, there is another problem with analysis of
collective performance as they are currently commonly carried
out. There is an exclusive focus on convex cost functions. Yet
many real-world cost functions are non-convex. In a history test,
problems will typically have only a single acceptable answer. A
person who believes the US became independent in 1770 will
receive zero points for his reply, just like a person who believes the
event took place in 1764, even though the first person was twice as
close to the truth. Similarly, an egg which was cooked for 40min
too long is not substantially better than an egg over-cooked for
120min as both are inedible and should induce similar costs for
the cook.

What happens to the performances of the averaging and the
choosing strategies when we change our cost from a convex to a
non-convex function? We will once again make use of our afore-
mentioned example of guessing heights. As our new cost function,
we will use a rule which gives a penalty one to all examples that
deviate from the truth by more than 1 cm and assigns a cost of 0
to answers which are less than 1 cm away from the truth. Our set
of opinions was 178, 180, 182, and 192 cmwith the true value lying
at 180 cm. In this case, the crowd mean has a penalty of 1, because
the crowd mean of 183 misses the true value of 180 by more than
1. Three out of four individual guesses also miss the truth by more
than a year, but one guess hits the truth exactly, so the average cost
of the choosing strategy is (1+ 0+ 1+ 1)/4= 0.75. In this case,
the crowd mean underperforms relative to the choosing strategy.
A similar effect results from using a cost function which penal-
izes guesses according to the square-root of their absolute error.
The square-root cost function penalizes larger errors more than
smaller errors, but the penalty grows progressively more slowly as

FIGURE 5 | Comparison of averaging and choosing strategies for different
cost functions. Cost incurred by the averaging strategy (red curve) and the
choosing strategy (blue curve) as a function of the location of the true value
for four different cost functions. The five opinion values on which the
performance is calculated: −1, −0.5, 0, 0.5, and 1. Quadratic cost is strictly
convex, and mean (red) is then always below choosing (blue). Absolute error
cost function is weakly convex, and mean (red) is then always below or equal
to choosing (blue). Square the third and fourth curves are neither convex nor
concave. The threshold cost function gives a cost of 0 if an opinion is closer
than 0.45 to the truth and a cost of 1 for all other values.

errors increase. The crowd mean has a cost of
√

183 − 180 = 1.7.
The choosing strategy has an expected cost of (

√
2+

√
0+

√
2+√

12)/4 = 1.6. The crowd mean incurred a higher expected cost
than a randomly chosen opinion. Our examples illustrate that the
best strategy for opinion aggregation is highly dependent on the
cost function.

A different way to visualize the same result would be to consider
the cost incurred by the same pool of opinions as the location of
the truth varies. In Figure 5, we consider the cost performance of
a fixed pool of 5 opinions (with values −1, −0.5, 0, 0.5, and 1) as
a function of the location of the true value. As can be seen from
the graph, convex cost functions such as the mean square error
and the mean absolute deviation produce a lower error when the
mean opinion is used independently of where the true value is
located. Non-convex functions such as themean square root of the
absolute deviation reveal a more complex picture. Sometimes it is
better to choose and sometimes it is better to average. No simple
optimal prescription is possible.

If the cost function is not convex, then Jensen’s inequality no
longer applies and averaging is not guaranteed to outperform
choosing. As our last two examples showed, the opposite might
be the case. In that light, it is intriguing to note that when humans
take advice from other people, they often opt for a choosing
strategy rather than an averaging strategy (Soll and Larrick, 2009).
This behavior has been seen as suboptimal (Yaniv, 2004; Mannes,
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2009; Soll and Larrick, 2009), but it may in fact be a rather rational
behavior. The human crowd often contains a substantial fraction
of experts who know the answers to certain questions while other
members of the crowd have less information about the question
at hand. If we assume that advice becomes beneficial only if it
reaches relatively close to the truth, then it becomes rational to
pick a randomopinion in the hopes of hitting expert advice, rather
than relying on the crowdmean, whichmight lie far from the truth
because of distortions by non-expert advice.

To analyze the problem more systematically, we have re-
examined an experiment fromYaniv andMilyavsky (2007), where
150 students were individually presented with questions about
when 24 prominent historical events took place. They were sub-
sequently provided with advice from two, four, or eight other
students. The students had the option of combining their initial
private opinion with further advice (the advice was anonymous
and was not presented in person) from other subjects. They had
financial incentives to provide maximally accurate answers in
both the individual and the advice-taking part of the experiment.
We found that after receiving anonymous advice, in approximately
70% of cases, subjects stayed with their initial private opinion or
chose the opinion of one particular adviser as their final answer.
In Figure 6, we plot the cumulative distribution of errors of the
students initial private estimates (red) and their revised opinions
after hearing advice (blue) from 2 (left), 4 (middle), or 8 advisers
(right). These may be compared against a strategy of averag-
ing the student opinion and all the advisory opinions received
(Figure 6, black). The distribution of errors indicates that students
adopt a strategy that produces a more frequent occurrence of
low error answers than the averaging strategy (though, of course,
as guaranteed by Jensen’s inequality, the mean absolute error of
the averaging strategy is lower than the choosing strategy and
the strategy adopted by the student population as a whole. The
aggregate gains of averaging with respect to squared errors mainly
originate from the reduced occurrence of extreme errors in the
averaging strategy).

It has been argued that durable real-world systems should
evolve to a point where costs must be concave in the region of
large errors as a robust design against large outliers (Taleb, 2013).
It is interesting to speculate that human advice-taking diverges
from the averaging strategy precisely because it takes advantage
of non-convexity. So far, advice taking on everyday tasks has been
understudied, possibly due to methodological difficulties. In the
future, it will be illuminating to compare performance of choosing
and averaging strategies on more naturalistic problems.

6. EMBRACING COMPLEXITY: A MACHINE
LEARNING APPROACH

Previous research has primarily emphasized how simple rules
of opinion aggregation can often produce remarkable gains in
accuracy on collective estimation tasks. Yet we have also shown
that such simple rules may fail in unexpected ways. We have
outlined many possible sources of failure, which tend to occur if
any of the following conditions are true:

1. The cost function is not convex.
2. The distribution of knowledge within the collective is inhomo-

geneous.
3. The pool of crowd opinions is not composed of statistically

independent estimates.
4. The distribution of opinions has fat tails.
5. The crowd has significant and systematic biases.

One way to deal with these pitfalls is to use domain knowl-
edge to design new estimation heuristics to compensate for the
deficiencies in simpler methods. This approach has been suc-
cessful and we have given several examples of their utility in
practical applications. But these new heuristics often lack the
mechanical simplicity of the averaging prescription and risk lack-
ing robustness against unaccounted factors of variation in crowd
characteristics.

FIGURE 6 | Errors in human advice-taking strategy compared to the averaging strategy. The cumulative distribution of errors of three advice-taking strategies for 2,
4, and 8 advisers. Red curve: initial subject opinion. Blue curve: subject opinions after hearing advice from 2 (left), 4 (middle), or 8 (right) randomly chosen fellows.
Black curve: averaging strategy, which calculates a final estimate mechanically by averaging a subjects initial opinion together with all advisers opinions. Data from
Yaniv and Milyavsky (2007).

Frontiers in Robotics and AI | www.frontiersin.org November 2017 | Volume 4 | Article 561243

http://www.frontiersin.org/Robotics_and_AI
http://www.frontiersin.org
http://www.frontiersin.org/Robotics_and_AI/archive


Laan et al. Collective Wisdom when Group Mean Is Wrong

It is the issue of unaccounted characteristics which should be
most troubling to the theoreticians. It is easy to perform mathe-
matical analysis of simple models such as Condorcet voting, but
as we have previously shown, the confidence derived from such
theoretical guarantees has a false allure. Usually, we do not have
complete knowledge of all the complex statistical dependencies
that occur in the real world and, therefore, the behavior of simple
decision rules is liable to unpredictable in practice. The issue of
practical unpredictability motivates us to examine ways to create
collective intelligence in away thatmakesmore direct contact with
the idea of optimizing real-world performance.

An appealing way to deal with greater complexity is to rely
more on methodologies that incorporate complexity into their
foundations. Machine learning is capable of learning decision
aggregation rules directly from data and can be used to design
computational heuristics in a data-driven manner. It can be used
to either verify the optimality or near-optimality of known heuris-
tics on a given task or to design new aggregation methods from
scratch. While machine learning methods may on occasion be
less intuitive for the user, they come with performance guarantees
because they are inherently developed by optimizing performance
on real-world data. The black box nature is a necessary price
which one must pay for the ability to deal with arbitrarily complex
dependencies.

Neural networks are one class of machine learning methods
that allow the aforementioned procedure to be carried out auto-
matically (LeCun et al., 2015). A neural network is composed of
artificial neuron-like elements that transform input opinions into
an output estimate. If the researcher has access to a dataset where
the true value of the estimated quantity as well as the pool of crowd
opinions are known for many groups, then it is possible to find a
very close approximation of the optimal decision rule that brings
the input opinions into desired outputs.

We will next illustrate the application of neural network-based
methods for a simulated dataset, where we find the optimal deci-
sion rule in a data-driven manner, and we also apply the method
to a cancer dataset where we show that a network has a better
performance than the majority vote and previously proposed
heuristics.

In our hypothetical example, we consider a group of 30 people
that have repeatedly answered questions about historical dates. In
our simulated crowd, 50% of individuals will know the answer
approximately (their opinion will have a SD of ±0.1 around the
true value). The other 50% are less informed and present a bias
to lower values (mean bias −1± 0.2). Under this scenario, it
is intuitively clear that an optimal decision rule would look for
clusters within the pool of opinions and the network must also
learn to ignore the opinions coming from the lower cluster. We
examined whether a neural network would be able to learn a
similar decision rule entirely from data. For our scenario, the
crowdmean strategy had an average error of 0.50 whereas a neural
network trained on opinion groups was able to reduce the average
error to 0.04 (see Appendix A4 for details on training and network
architecture), thus demonstrating that neural networks can learn
useful approximations to reduce the average error.

Wehave also examinedwhether neural networks could improve
upon the performance of previously proposed heuristics on a skin

cancer classification dataset (Kurvers et al., 2016). In the dataset,
forty doctors had given their estimations and subjective confi-
dence scores (four point scale) on whether particular patients had
malignant melanoma by examining images of their skin lesions.
As in Kurvers et al. (2016), we used Youden’s index as a mea-
sure of accuracy, given by J= sensitivity+ specificity− 1, with
sensitivity defined as the proportion of positive cases correctly
evaluated and specificity defined as the proportion of negative
cases correctly evaluated. This measure weights equally sensitiv-
ity and specificity and it is, thus, insensitive to the unbalances
of a dataset (in this case, more cases without cancer than with
cancer). We then generated virtual groups of doctors and exam-
ined the accuracy of their aggregated judgments. If all doctors in
the group agreed on a diagnosis, their joint shared opinion was
used as the diagnosis. If there was disagreement, we compared
the performance of the following three heuristics for conflict
resolution:

1. Use the opinion of the more accurate doctor in the group
(“best”).

2. Use the opinion of the more confident doctor (“confident”).
3. Use the opinion held by the majority (“majority”).

In the “best” and “confident” heuristics, if the higher accuracy
or confidence was shared by more than one doctor, the majority
opinion within that subgroup was selected. If in spite of all the
selection rules, there still was a tie, 0.5 was added to the count of
correct answers and 0.5 to the mistakes.

We also fitted a neural network that was given as input the
historical accuracies of the doctors, their diagnosis on each case,
and their declared confidence scores. For any input, the output of
the network gave the probability of the given input being consis-
tent with a cancer diagnosis. If the probability exceeded 50%, then
the network output was counted as giving a cancer diagnosis. We
asked whether a network can find an aggregation decision rule
better than the heuristics. The network (a multilayer perceptron)
trained with backpropagation on 50% of the data. Another 25% of
the data were used as validation dataset. To minimize overfitting,
we used the early stopping procedure, where the weights of our
network are saved during every epoch of training and in our
final testing, we use the version of the weights which gave highest
performance on the validation dataset. Testing of the network was
done in the remaining 25% of the dataset. Figure 7A gives the
learning curve of one network on the test dataset depending on
the number of training epochs. As an example, for groups of five
doctors, we foundmeannetwork performance of J = 0.804 and SD
of 0.060. The different heuristics had the following performance
for the same data: 0.757± 0.060 (“best”), 0.767± 0.067 (“confi-
dent”), and 0.801± 0.061 (“majority”); see Figure 7B for mean
improvement of network over heuristics.

For groups of 2, 3, 5, and 7 doctors, we trained 50 networks
using different 50− 25− 25% partitions of the data into training,
validation, and test. We found that both the network and the
three heuristics proposed improved their performance over the
test cases for increasing group sizes (Figure 7C). The networks
not only were more accurate than the rest of the heuristics for
every group size (except against the majority voting for groups
of 3 doctors) but also consistently better in every single partition
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FIGURE 7 | Network learning how to combine the opinions and confidence scores of three doctors into a cancer/no cancer classification rule. (A) Example of the
training of one network for a particular partition of the data into 50% for training and 25% each for validation and test, for groups of 5 doctors. Shown is the evolution
of the performance for the test data (Youden’s index, J= sensitivity+ specificity−1) of the network (blue line), and the performance of the best doctor heuristic
(yellow line), the more confident heuristic (green line), and the majority heuristic (red line). (B) Mean improvement in Youden’s index of the network over the heuristics
for groups of 5 doctors. Error bars are SEM. (C) Average performance of network and heuristics over all the validation sets, for groups of 2, 3, 5, and 7 doctors.
Colors as in panel (A).

of the cases into training, validation, and test (“best” and “confi-
dent”: p< 10−5 for all group sizes; “majority”: p= 0.0098, 0.027
for n= 5, 7. Wilcoxon signed-rank test). Overall, the difference
between the optimal decision rule found by the network and the
majority rule is small in this dataset and another way to view the
results would be to say that the analysis through use of neural
networks gives the user confidence that the majority rule is near-
optimal for the present dataset. Note that wewere unable to extend
our analysis above the case of n= 7, because the permutation
procedure we used to create pseudo-groups contains progressively
greater overlaps for higher n since we are sampling from a limited
pool of 40 doctors, and the statistical independence of our pseudo-
groups is no longer guaranteed for larger n, which prevents reliable
calculation of p-values.

7. DISCUSSION

The collection ofmethodologies grouped under the umbrella term
wisdom of crowds (WOC) has found widespread application and
continues to generate new research at a considerable pace. As the
number of real-world domains where WOC methods have been
applied increases, researchers are beginning to appreciate that
each new domain requires considerable tuning of older methods
in order to reach optimal performance. Early focus on universal
simple strategies (Condorcet, 1785; Surowiecki, 2004; Hastie and
Kameda, 2005) has been replaced with a plethora of methods that
have sought to find a better match between the problem and the
solution and by doing so have shown increases in performance
relative to the averaging baseline (Goldstein et al., 2014; Budescu
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and Chen, 2015; Madirolas and de Polavieja, 2015; Whalen and
Yeung, 2015).

Many new avenues of research remain to be explored. Machine
learning tools and improved ability to gather data provides the
opportunity to learn more sophisticated WOC methods in a data-
driven fashion (Rokach, 2010; Bachrach et al., 2012; Polikar, 2012;
Sun et al., 2017). We are likely to learn much more about effec-
tive strategies of opinion aggregation through their widespread
adoption. It will also be important to explore whether machine
learning rules can be made intelligible to the end user. Tech-
niques such as grammatical evolution (O’Neil and Ryan, 2003),
symbolic regression (Schmidt and Lipson, 2009), and the use of
neural networks withmore constrained architecturesmay provide
a potential approach to the problem.

Hopefully, a synergistic interaction will also continue to take
place between the study of collective wisdom and the field of
swarm robotics, which seeks to find better ways to coordinate
the activities of small independent robots who work together
to achieve joint tasks (Bonabeau et al., 1999). One particular
area where synergy might be achieved concerns finding a better
integration between the methods of task allocation and consensus
achievement (Brambilla et al., 2013). It will be interesting to see
whether within-swarm task allocation methods could be com-
bined with methods of consensus achievement to simultaneously
encourage both diversity of expertise and cooperative action,
similar to how crowd intelligence methods benefit from context-
dependent reliance on experts (Zhou et al., 2002;Ward et al., 2011;
Goldstein et al., 2014). Similar ideas have already borne fruit in
the training of expert ensembles of neural networks (Zhou et al.,
2002).

Looking toward other unexplored directions, perhaps the least
explored avenue in the field of collective wisdom concerns the
formulation of the question itself. When human beings describe
their choices, they leave a lot of assumptions unstated (Kahneman,
2011). For example, both Alice and Mark may say that they enjoy
vacations in France, but once we specify that Mark spent his
time in museums while Alice spent her time in the mountains,
it becomes obvious that the phrase “liking France” means very
different things for the two people. This problemposes a challenge
for collective decision-making. Let us suppose that on a scale of
1–10, Mark and Alice give the following rating to his personal
experiences: hiking in France is 1(M), 7(A), museums in France
7(M), 1(A) and diving in Egypt: 5(M), 5(A). If Alice and Mark are
now planning a joint trip and decide just between going to France
or Egypt without beingmore specific, then theymight decide to go
to France. After all, if each spent all their time in France engaged in
their privately preferred activity, then the expected value of their
experience would be 7. But when they actually go to France, they
suddenly discover that their preferences conflict and whatever
activity they attempt as a group, their average enjoyment of France
only has a rating of 4, which would be lower than the joint rating
for Egypt.

Note that despite superficial similarity of our example to the
problems studied in the literature on social choice (Sumpter, 2010;
List, 2011), the dilemma here is in fact caused by an entirely
different phenomenon which is more psychological than mathe-
matical in nature. Humans make temporally local decisions based

on expected future plans. Sometimes those plans may be implicit
rather than explicit, which will lead to hidden conflict even if
the two parties appear in agreement at present moment. If the
formulation of the alternatives does not take this complexity into
account, thenwemay find ourselvesmaking suboptimal collective
decisions. One promising approach, known as the wiki-surveys
(Salganik and Levy, 2015), has opened up the formulation of
alternatives to the crowd as well. In wiki-surveys, responders are
allowed to not just rate alternatives but to provide new alternatives
as well, which presumably allows alternatives to be formulated in
a more naturalistic manner. On the theoretical side, an integra-
tion between the fields of reinforcement learning (which studies
temporally extended decision-making) and collective intelligence
may provide a fruitful theoretical framework in which to further
explore these problems (Biro et al., 2016).

Another potentially exciting and under-explored question con-
cerns research into howandwhy the distribution of humanknowl-
edge comes to have a variety of different classes of distributions in
different domains. Related to this, it is crucial to study the shaping
of collective knowledge as well. Social and educational policies
can presumably direct the distribution and development of human
expertise. It could be useful to examine what kind of policies
will be most cost-effective in facilitating group intelligence. For
some domains, the answer will probably rely on encouraging
wide and diverse participation (Page, 2008), whereas for other
domains, selective filtering and resource investment into a small
group of experts (Goldstein et al., 2014; Budescu and Chen, 2015)
might provide a more cost-effective way to increase collective
knowledge. As an example, we point the reader to the recent article
about reward schemes that encourage holding a correct minority
and how such schemes improve collective performance (Mann
and Helbing, 2017).

We attempted to demonstrate that far from being a mostly
solved problemwithwell-established standardmethodologies, the
field of collective intelligence is rather in a state of rapid innova-
tion, with new context-specific heuristics being rapidly developed
and many exciting questions remaining under explored. We hope
to have shown how to integrate currentmethodologies into a com-
mon framework, which can potentially further stimulate research
into the open problems on both the empirical and theoretical sides
as well.
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APPENDIX

1. Formal Definition of Key Mathematical
Terms
1.1. Convexity
A convex function of a variable x which we denote as f (x) with
derivative f (x)′ is convex if

f(x) ≥ f(y)′(x − y) + f(y), (A1)

for all closed intervals [x, y] (Kuczma and Gilányi, 2009).

1.2. Jensen’s Inequality
Let f (x) be a convex function of x and let p(x) be a probability dis-
tribution of the values of x. Jensen’s inequality states that (Kuczma
and Gilányi, 2009)

f(E(x)) ≤ E(f(x)). (A2)

Here, E is the expected value operator and the expectation is
with respect to probability distribution p(x).

1.3. Bias and Variance
Let p(x) be the probability distribution of some continuous vari-
able x. Samples from the distribution p(x) are used to estimate the
value of some quantity with the true value y. Let us first deal with
the case of simple averaging. If the mean of the distribution p(x)
is given as µ =

∫
xp(x)dx = E(x), then bias in given by b=µ − y

and the variance is given byσ2 =
∫

(x − µ)2p(x)dx (Geman et al.,
2008).

More generally, if we use an estimator g(x) to estimate the
value of y, then bias is given by the combination of equations
µ =

∫
g(x)p(x)dx and b=µ − y. The variance is given by σ2 =∫

(g(x) − µ)2p(x)dx. For quadratic cost function, the expected
squared error ϵ2 =E((g(x)− y)2) is given by the equation

ϵ2 = b2 + σ2. (A3)

The above equation makes it clear that low errors occur only
when both bias and variance are low.

1.4. Condorcet Voting
We consider a group of N individuals (N an odd number to
avoid ties), where each individual votes independently and has
probability p of producing the correct answer. The probability that
the majority vote produces a correct answer is given as:

p(correct) =
N∑

m=(N+1)/2

N!
m!(N − m)!

pm(1 − p)N−m. (A4)

The formula can be understood as a weighted sum of binomial
coefficients, where N!

m!(N−m)! counts the total number of distinct
ways to achieve m correct answers out N opinions and the term
pm(1− p)N−m calculates the probability of any individual occur-
rence with m correct answers. Condorcet theorem proves that if
p> 0.5, then p(correct) tends to 1 as N tends to infinity. Modern
proofs of the claim usually rely on the central limit theorem
(Sumpter, 2010), but with electronic computers it is also easy
to just calculate the numerical value of each term in the sum

and analyses are no longer restricted to focusing on asymptotic
behavior.

2. Derivation of the Many-Eyes Model
In the many-eyes model, a crowd of N individuals can only be
wrong if all N people fail to detect an approaching predator. The
probability of a single individual missing the predator (condi-
tioned on the predator being present) is given by (1− t). The
probability of all N individuals being wrong is (1− t)N. Since the
predator attacks in only 50% of the cases, then the rate of errors
is given by 0.5(1− t)N. Therefore, the rate of correct decisions for
the group is given by 1− 0.5(1− t)N.

Under the majority vote decision rule, the majority correctly
detects a predator only if the number of people detecting a
predator exceeds (N + 1)/2 (assuming odd N). The probability
of a correct detection if predator is present is given by y =

N∑
i=(N+1)/2

N!
(N−i)!i! t

i(1− t)N−i. In the 50% of cases where no preda-

tor attacks, the crowd is always correct. Therefore, the overall rate
of correct decisions in the case of applying majority vote to the
panic scenario is pcorrect = 0.5+ 0.5y (black curve in Figure 3). If
t< 0.5 then y tends to zero asN increases, whichmeans that pcorrect
tends to 0.5 at high N.

When we compare the many-eyes model with independent
Condorcet voting, we need to ensure that it is the group decision
mechanisms and correlation which cause the differences and that
expected individual performance is the same for bothmodels. The
probability of an individual being correct in the panic model is
p= p(attack)p(correct|attack)+ p(no attack)p(correct|no attack)
= 1

2 t + 1
21 = 1+t

2 , where the convention p(correct|x) stands for
the probability of making a correct decision under condition x.
To calculate the green curve in Figure 3, we ensured that p had
the same value for the red and the green curve and then applied
Condorcet theorem to that p value.

Let us now relax the assumption of no false alarms. We define
two probabilities, p1 and p2, which specify the probability of any
given individual thinking that it detected a predator for the case
of no predator present and for the case of a predator present,
respectively. In the left panel of Figure A1, we illustrate how
performance decays as we raise the value of p1 given that the group
continues to use the full vote procedure. As we can see, rising
values of p1 clearly diminish group accuracy, especially at large
group size values. The rate at which performance deteriorates may
be reduced if we adapt our decision threshold together with the
value of p1 and N. For any given scenario, the group now only
declares a predator present if the number of animals detecting the
predator is greater than some value T (the full vote corresponds to
the case T= 0), with T a function of N and p1.

If the threshold value was T, then the probability of a correct
decision was given as p(correct) = 1

2 sumP(T,N, p1) + 1
2 (1 −

sumP(T,N, p2)), where sumP(T,N, p) =
∑T

m=0
N!

m!(N−m)!p
m(1−

p)N−m. For the adaptive threshold method, the value of T was

calculated as T =
⌊(

N
ln 1−p1

1−p2

ln (1−p1)p2
(1−p2)p1

)⌋
, where N is again the group

size and ⌊x⌋ indicates the floor value of x. This expression for
T was derived from the condition that sumP(T, N, p1)> sumP
(T, N, p2).
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FIGURE A1 | The effect of false alarms. Left panel: The effect of varying false alarm probability p1 on performance of the full vote method (p2 was fixed at 0.3 for all
curves on the panel). Right panel: performance can be restored if we allow the decision threshold T to vary as group size N changes. Black curve demonstrates how
even with false alarm probability p1 = 0.05, we can rescue performance if we choose the optimal T for each N. The yellow curve gives the performance of the group if
all members were statistically independent (Condorcet) so as to show that small false alarm probabilities do not disrupt the ability to make gains as compared to the
independent agent scenario.

3. Modeling the Influence of Distracting
Alternatives
In this section, wemap both our distractermethod andCondorcet
voting onto a diffusion process. We then show that the distracter
scenario is a generalization of Condorcet theorem which also
guarantees higher performance for all values of N > 1 and K > 2.

Let us first restate our assumptions. Our decision-makers are
randomly sampled from an infinite crowd, where a fraction k
of individuals are experts who always vote correctly no matter
how many alternatives they face. The remaining fraction 1− k
of uninformed individuals each choose one option among the
K alternatives at random. The uninformed individuals choose
independently from each other. Out of the K alternatives, two
are credible candidates for the correct option while K − 2 are
distracting alternatives. Only the central decision-maker knows
which alternatives are the irrelevant distracters, the voters remain
ignorant of their existence.

During each round, we sample N individuals and have them
vote. After the vote, we discard all the opinions that landed on the
K − 2 distracting alternatives. Our final decision will be chosen
according to which of the two alternatives that we considered
realistic candidates for an answer received more votes. If both
alternatives receive equal support, then we toss a fair coin to
determine our final opinion.

First, it is clear that for the case of K = 2, the probability that
a randomly chosen individual gives the correct answer is p =
k + 1

2 (1 − k). The voting under this scenario is equivalent to
regular Condorcet voting since we have no irrelevant alternatives.
This scenario will act as our baseline. We now show that as we
increaseK to values larger than 2, we outperform this baseline (for
any value of N > 1).

We can view our voting procedure as a diffusion process.We are
interested in the value δx, which measures the difference between
the number of votes casted for the correct alternative relative to

the number of votes casted for the incorrect alternative. After N
votes have been cast, if δx> 0 then we have made the right choice.
If δx= 0, we choose correctly with probability 1

2 . Otherwise we
make a mistake.

During a single round of voting, δx acts as a random variable.
With probability k, we sample an expert and δx increases by 1. In
the 1− k cases, where we miss the expert, we have two mutually
exclusive alternatives. With probability 2

K (1 − k), we add to δx
a random variable s which has value 1 with probability 1

2 and
value −1 also with probability 1

2 . This corresponds to a case where
one of the uninformed individuals lands a vote among one of the
two credible alternatives. With probability K−2

K (1 − k), the value
of δx remains the same as the vote of an uninformed individual
lands on one of the distracters.

We can see that δx evolves as the sum of three mutually exclu-
sive variables: the signal variable, the noise variable and the neutral
variable. The probability of sampling the signal variable remains
the same for all values of K. But the probability of sampling the
noise variable decreases as a function ofK. This gives the intuition
why Condorcet scenario of K = 2 gives the worst performance. It
happens because the signal-to-noise ratio is at its lowest value. We
next give a more formal proof of our statements.

As can be seen from previous discussions, the probability of
sampling an expert’s opinions remains unchanged as K varies. In
what follows next, the values of k and N will be fixed. Therefore,
for all values of K, we can write

pw(K) =
N∑

qe=0
p(w|qe,K)p(qe), (A5)

where pw(K) is the overall probability of the group making an
incorrect decision for a fixed value of K, p(qe) is the probability
that a sample of N opinions will contain qe expert opinions, and
p(w|qe, K) gives the probability of making an incorrect decision
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given that the sample of N opinions contained qe experts. Note
that the quantity p(w|qe, K) depends on K.

The next step in our proof is to show that p(w|qe,
K= 2)≥ p(w|qe, K> 2) for all values of qe. Essentially, we
will show that no matter how many experts a particular sample
contained, adding more irrelevant alternatives always reduces
or leaves the probability of error the same. The conclusion then
follows immediately from considering equation (A2).

For K = 2 and qe, we know that the number of noise opinions
is fixed at qn =N − qe. Therefore, p(w|qe, K= 2)= p(w|qe,
qn =N − qe). For values of K larger than 2, the number of noise
variables for any given sample containing qe experts is not fixed,
but varies between 0 and N − qe depending on how many of
the variables were neutral variables because the opinions landed
among the irrelevant distracters. Therefore, for K > 2, we may
write

p(w|qe,K) =
N−qe∑
qn=0

p(qn|qe,K)p(w|qn, qe). (A6)

From equation (A3), we can see that the inequality p(w|qe,
K= 2)≥ p(w|qe, K> 2) holds as long as p(w|qn, qe) is a non-

decreasing function of qn since
N−qe∑
qn=0

p(qn|qe,K) = 1.

The last step of our proof is to show that p(w|qn, qe) is indeed a
non-decreasing function of qn. Let us compare the value of p(w|qn,
qe) with p(w|qn + 1, qe). We can write p(w|qn, qe) as

p(w|qn, qe) =
1
2
p(sn = −qe|qn) +

−qe−1∑
sn=−qn

p(sn|qn), (A7)

where sn is a random variable that is calculated as the sum of qn
randomly and independently sampled noise variables which each
take the values 1,−1with probability 0.5. This equation is a simple
application of the idea that in order to overturn the correct signal
induced by the qe experts, the qn noise variables must have a sum
equal to or lower than the value −qe. The term p(sn =− qe|qn)
contributes half its value because ties are broken by a coin toss.

We can relate p(w|qn, qe) to p(w|qn + 1, qe) by noting that in
any random sample, when moving from qn to qn + 1, we are
simply adding a number −1 or a number +1 to the value of sn
already present in the sum. If the value of sn was already lower
than −qe − 2, then the addition of even a +1 is not enough to
overwhelm the destructive influence of the noise. Also, if sn was
already higher than −qe + 2 then even sampling a −1 is not
enough to overturn the signal. Therefore, the only terms that
may have any effect concern the boundary cases of sn =− qe + 1,
sn =− qe, and sn =− qe − 1. Putting all this together,

p(w|qn + 1, qe) =
1
4
p(sn = −qe + 1|qn) +

1
2
p(sn = −qe|qn)

+
3
4
p(sn = −qe − 1|qn)

+
−qe−2∑
sn=−qn

p(sn|qn) = p(w|qn, qe)

+
1
4
p(sn = −qe + 1|qn)

− 1
4
p(sn = −qe − 1|qn). (A8)

We are left to examine the term 1
4p(sn = −qe+1|qn)− 1

4p(sn =
−qe − 1|qn), which turn out to be non-negative for all values
of qe, qn. If qe = 0, then the term is obviously zero because the
distribution of sn is symmetric and p(w|qn, qe)= p(w|qn + 1, qe).
A similar conclusion holds if qe > qn because then both proba-
bilities of the difference term are zero. The more interesting case
concerns 0< qe < qn + 1. In that case 1

4p(sn = −qe + 1|qn) >
1
4p(sn = −qe − 1|qn), because the distribution of sn peaks at
zero and decreasesmonotonically as sn decreases away from0. The
combination of the three cases gives us the proof that p(w|qn, qe)
is non-decreasing in qn which concludes our proof.

For the limit of K tends to infinity, we can give a surprising and
compact expression for how performance varies with group size.
For large K, nearly all uninformed opinions land on the distracter
alternatives. Therefore, the only way a mistake will occur is if no
experts happen to be selected into the group and the coin flip
favors the wrong alternative. The probability of such an event is
1
2 (1 − k)N and, therefore, the probability of getting the correct
answer is 1 − 1

2 (1 − k)N which is the same equation as we had
for the many-eyes model but with k replaced by t.

4. Training Neural Networks
The neural networks were trained in Tensorflow (Abadi et al.,
2016). For the first task, we used an input layer of size 30 and
two hidden layers of size 75 with rectified linear activation. The
cost function optimized was the mean square error. We created
a simulated dataset as described in main text with 5,000 training
examples. The network was trained with ADAM using learning
rate of 0.01.

For the case of doctor’s estimations of presence of skin cancer,
we used a dataset comprised of evaluations of 40 doctors on 108
different cases of potential melanomas from Kurvers et al. (2016).
We split these cases into 54 training, 27 validation, and 27 test
cases. For each groups size, we trained 50 different networks using
50 different randompartitions of the data into 54, 27, and 27 cases.

Accuracy of each doctor was determined computing her
Youden’s index (J= sensitivity+ specificity− 1) over the training
cases. We then produced all 780 combinations of 2 doctors, and
1,000 random combinations of 3, 5, and 7 doctors, and computed
the accuracy of each group using the different heuristics proposed
over the test cases. The performance of the heuristics for each
group size was then determined by averaging its value across all
groups.

To train each network, we generated 54 training instances
combining judgments, accuracies, and confidence ratings of each
random group on each particular case. For example, for groups
of 2 doctors each input was then composed of accuracy of first
doctor, confidence of first doctor, accuracy of second doctor, and
confidence of second doctor. Accuracies were multiplied by −1 if
the doctor had judged the case as negative. We used the training
cases to train the network and the validation cases to select the
state of the network that produced the best performance. Then
this particular state was applied to make predictions over the test
cases and to compare its performance with the heuristics applied
to the pairs.

The network architecture was different for each group size. For
groups of 2 and 3 doctors, two hidden layers were used; and for
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groups of 5 and 7, only one hidden layer was used. The size of each
layer was 250 for groups of 2, 5, and 7 doctors, and 100 for groups
of 3 doctors. All hidden layers had rectified linear activation. The
network was trained with ADAM using learning rate of 0.0001 for
groups of 2 doctors and 0.00001 for groups of 3, 5, and 7.

The cost function was selected to match the accuracy
measured by the Youden index. This index is of the form
J =TP/(TP+ FN)+TN/(TN+ FP)− 1, with TP standing for
true positives, FN for false negatives, TN for true negatives, and

FP for false positives. As the output of the network was the prob-
abilities p and 1− p that the case fed was a positive or a negative,
the expected value of the Youden’s index would be of the form

E[J] =
np∑
i=1

pi
np +

np+nn∑
i=np+1

1−pi
nn − 1, where np (nn) is the number of

positives (negatives) and the first (second) sum is over the positive
(negative) cases. The cost function optimizedwas then of the form
0.5(1−E[J]), which is 0 at themaximum expected Youden’s index
(E[J]= 1) and 1 at the minimum Youden’s index (E[J]=− 1).

Frontiers in Robotics and AI | www.frontiersin.org November 2017 | Volume 4 | Article 562152

http://www.frontiersin.org/Robotics_and_AI
http://www.frontiersin.org
http://www.frontiersin.org/Robotics_and_AI/archive


METHODS
published: 21 December 2017
doi: 10.3389/fams.2017.00026

Frontiers in Applied Mathematics and Statistics | www.frontiersin.org 1 December 2017 | Volume 3 | Article 26

Edited by:

Andrew King,

Swansea University, United Kingdom

Reviewed by:

Matthew Lutz,

Max Planck Institute for Ornithology

(MPG), Germany

Matt Grobis,

Princeton University, United States

Albert Brian Kao,

Harvard University, United States

*Correspondence:

Arianna Bottinelli

arianna.bottinelli@su.se

Jesse L. Silverberg

jesse.silverberg@wyss.harvard.edu

Specialty section:

This article was submitted to

Dynamical Systems,

a section of the journal

Frontiers in Applied Mathematics and

Statistics

Received: 31 October 2017

Accepted: 12 December 2017

Published: 21 December 2017

Citation:

Bottinelli A and Silverberg JL (2017)

How to: Using Mode Analysis to

Quantify, Analyze, and Interpret the

Mechanisms of High-Density

Collective Motion.

Front. Appl. Math. Stat. 3:26.

doi: 10.3389/fams.2017.00026

How to: Using Mode Analysis to
Quantify, Analyze, and Interpret the
Mechanisms of High-Density
Collective Motion

Arianna Bottinelli 1* and Jesse L. Silverberg 2, 3*

1NORDITA, Stockholm University, Stockholm, Sweden, 2Wyss Institute for Biologically Inspired Engineering, Harvard

University, Boston, MA, United States, 3Department of Systems Biology, Harvard Medical School, Boston, MA, United States

While methods from statistical mechanics were some of the earliest analytical tools used

to understand collective motion, the field has substantially expanded in scope beyond

phase transitions and fluctuating order parameters. In part, this expansion is driven

by the increasing variety of systems being studied, which in turn, has increased the

need for innovative approaches to quantify, analyze, and interpret a growing zoology of

collective behaviors. For example, concepts from material science become particularly

relevant when considering the collective motion that emerges at high densities. Here,

we describe methods originally developed to study inert jammed granular materials that

have been borrowed and adapted to study dense aggregates of active particles. This

analysis is particularly useful because it projects difficult-to-analyze patterns of collective

motion onto an easier-to-interpret set of eigenmodes. Carefully viewed in the context

of non-equilibrium systems, mode analysis identifies hidden long-range motions and

localized particle rearrangements based solely on the knowledge of particle trajectories.

In this work, we take a “how to” approach and outline essential steps, diagnostics, and

know-how used to apply this analysis to study densely-packed active systems.

Keywords: mode analysis, active matter, jammed active matter, collective motion, human crowds, soft spots,

rattler, topological defects

1. INTRODUCTION

The vast complexity of human neurobiology gives rise to a rich interior life filled with thoughts,
moods, motivations, ideas, discourse, and imagination. Given this lived experience, it’s remarkable
that the challenges for explaining an individual’s specific actions recede when we instead consider
emergent group-scale human collective behavior [1]. This observation has fueled a surge of
interest at the intersection of social psychology, behavioral economics, and data science, resulting
in highly-effective and systematic strategies for broad-based social engineering [2–4]. These
behavioral interventions, often called “nudges,” are a modern staple for organizations ranging from
governments to Fortune 500 companies seeking to broadly reshape the individual decisions that
give rise to emergent collective behavior [5, 6]. While nudges are straight-forward to implement
when the collective behavior occurs frequently, low-probability high-impact “black swan” events [7,
8], such as disasters at mass gatherings, call for alternative strategies. For example, music concerts,
religious pilgrimages, sporting competitions, political protests, and consumer shopping holidays
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occasionally lead to spontaneous and shockingly injurious large-
scale human collective motion [9–11]. In these situations,
high crowd densities and limited communication can result in
fatalities through stampedes, crowd crush, or escape panic. These
negative outcomes offer substantial impetus for the development
of preventative safety strategies and life-saving interventions that
can be deployed at mass gatherings. With this goal in mind, we
describe a physical and mathematical approach to understand,
predict, and ultimately prevent tragic human collective motion.
By unraveling the basic physical mechanisms of emergent
collective motion in this complex system, we aim to ground and
inspire future intervention strategies.

The methods for analyzing high-density human crowds
described here stem from an uncanny resemblance between
mass gatherings and disordered granular packings (Figure 1)
[12–15]. In both cases, we observe dense, irregular structure
that persists over extended periods of time, punctuated
with large sudden collective motion or spatially localized
rearrangements. The existing research on these complex
materials provides a systematic framework for characterization
of collective motion along with theoretical tools that connect
local structure to dynamical response [16–22]. The method
derives from an analysis of disordered linear systems at
equilibrium wherein eigenvalues and eigenmodes of the
local displacement correlation matrix convey information
about structural stability [19]. In this framework, eigenmodes
relate to the magnitude and directions of collective motion,
while the eigenvalues correspond to the excitation energies.
Displacements can then be expressed as a linear combination
of these modes with time-dependent coefficients. To the extent
that such approximations effectively describe non-equilibrium
jammed active matter [20], we use this framework to study
aggregated crowds and their penchant for collective motion.
In the context of human gatherings, our results enable an
understanding of specific mechanisms for dangerous collective
motion and the physical mechanisms underlying crowd
disasters [23].

In the sections that follow, we describe how to implement the
basic steps of eigenmode analysis and effectively interpret the
results for high-density human crowds.While themethod itself is
quite general, we demonstrate the protocol through the example
of an asocial model for high-density human collective behavior.
In step-by-step fashion, we specifically emphasize practical tips
for working with data, whether it be numerically simulated or
empirically collected.

2. METHODS

We divide the methods section into two subsections. The
first subsection describes a physical model for asocial human
collective behavior in high-density crowds. This model is
motivated by previous work and provides a specific means for
simulating individual human trajectories [23, 24]. The second
subsection details an analysis protocol that takes trajectory data
as input, and converts this information into a quantitative
description of emergent collective behavior. This protocol may

FIGURE 1 | Common examples of non-human granular media including (A)

quinoa, (B) muesli, (C) mixed candy, and (D) rice, compared to high-density

human crowds at (E) a Black Friday sales event and (F) an outdoor concert.

Similarities with the former inspires an analysis of the latter. This collection of

images represents a cross-section of the various geometries, heterogeneities,

and interactions that fall within the purview of granular media methods.

be broadly applied to trajectory data from sources other than the
asocial model.

2.1. A Physical Model to Study

High-Density Human Collective Behavior
To quantitatively model human collective behavior, we take a
Newtonian force-based approach to generate complex emergent
phenomena [25–29]. While systems studied within this “active
matter” framework are generally non-equilibrium, the resulting
phenomenology is often reminiscent of behaviors analyzed in
the fields of statistical mechanics, granular materials, and fluid
dynamics. As such, there is a rich tradition of concepts from these
fields intermixing [13–15].

2.1.1. Equations of Asocial Model
We specifically investigate human collective motion in high-
density crowds. We therefore simplify the richness of human
life to four forces, numerically simulate the resulting equations
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of motion, and investigate the emergent collective behavior.
Referring to these simplified humans as Self-Propelled Particles
(SPPs), we assume they are all interested in going toward a single
point of interest, P . This point could be the front of a concert
stage, the police line at a protest, or the exit of a stadium. While
these activities have clear social differences, their commonality is
in the accumulation of a large densely-packed crowd drawn by a
common attraction. Each SPP indexed by i can now be described
as a disk with radius r0 positioned at a point Eri(t) and subject to:
a pairwise soft-body repulsive collision force

EFrepulsioni = ǫ

N
∑

j 6=i

(

1− ri,j/2r0
)3/2

r̂i,j, (1)

which is non-zero only when the distance between two particles
|Eri − Erj| = |dijr̂i,j| = dij < 2r0 [23, 24]; a self-propulsion force

EFpropulsioni = µ(v0p̂i − Evi), (2)

where v0 is a constant preferred speed, Evi is the current velocity
of the ith SPP, and p̂i is a unit vector pointing from each particle’s
center to the common point of interest P ; a randomly fluctuating
force with components

EFnoisei = Eηi, (3)

drawn from a zero-mean Gaussian distribution and standard
deviation σ defined by the correlation function 〈ηi,λ(t)ηi,κ (t′)〉 =
2µ−1σ 2δλκδ(t − t′), ensuring noise is spatially and temporally
decorrelated; and finally, a wall collision force used to construct a
confining simulation environment

EFwalli = ǫ
∑

walls

(

1− ri,w/r0
)3/2

ŵ, (4)

which is pointed along each wall’s outward normal direction ŵ
and non-zero when the distance of the SPP from the wall ri,w <

r0. While other repulsion forces have been used in similar models
of human collective behavior [30–32], the functional form of
EFrepulsioni and EFwalli used here comes from treating SPP collisions
as a Hertzian contact mechanics problem involving frictionless
elastic spherical bodies [24, 33, 34]. Summing the forces from
Equations (1) to (4), we find the evolution of each SPPs dynamics
is driven by

Ëri(t) = EFrepulsioni + EFpropulsioni + EFnoisei + EFwalli = EFtotali , (5)

where the relative magnitudes of individual force terms can
be tuned through the scalar coefficients ǫ and µ. Because
Equation (5) lacks any terms that reflect social interaction, we
refer to it as an asocial model for high-density human collective
behavior [23].

2.1.2. Numerical Implementation
Simulations take place in a rectangular room with wall length
L ≫ r0 centered at the origin (0, 0). The attraction point P is

placed at the center of the right wall at (L/2, 0) and N SPPs are
seeded at random initial positions with zero initial speed and
acceleration. At every integration time-step we compute the total
force acting on individual SPPs at their current positions Eri(t)
and evolve their trajectories according to Equation (5) (Figure 2).
This calculation is performed numerically with the Newton-
Stomer-Verlet algorithm, which finds the next position using the
current velocity Ėri(t) = Evi(t) and current acceleration Ëri(t) =
EFtotali (t) according to:

Eri(t + 1T) = Eri(t)+ Evi(t)1T + 1

2
EFtotali (t)(1T)2. (6)

The next acceleration Ëri(t + 1T) = EFtotali (t + 1T) is then
calculated at this new position, so that the next velocity can be
determined by an average of the current and next accelerations:

Evi(t + 1T) = Evi(t)+
EFtotali (t)+ EFtotali (t + 1T)

2
1T. (7)

Looping this sequence of calculations produces trajectories for
each of the N SPPs (Figure 2). In Equations (6) and (7) the
parameter 1t defines the integration step, which should be small
enough to ensure smooth trajectories, but large enough to achieve
reasonable computation times. Here, we run our simulations for
t = 3,000τ units of time with 1T = τ/10 = 0.10, yielding a total
of 30,000 integration steps. Every 10 time steps we record each
SPPs position Eri(t) as well as the pressure due to radial contact
forces

Pi(t) =
1

2πr0

[

EFrepulsioni + EFwalli

]

· r̂i, (8)

where the dot product is with the unit normal vector centered on
the ith SPP. We consistently find transient motion dominates the
first ≈ 50τ of the simulation resulting in far-from-equilibrium
effects (Figures 2, 3, linear path segments). By 300τ the SPPs
have aggregated near P and formed a stable, dense, disordered

aggregate with EFpropulsioni acting similar to an external field
confining the SPPs. Within the aggregate, collision and noise
forces are responsible for position fluctuations, causing each
particle to move randomly around its average position (Figure 3
inset, densely accumulated trajectory data near the point of
interest P denoted by ⋆).

2.1.3. Model Parameters and Time Scales
Settingmodel parameters in terms of the fundamental simulation
unit length ℓ and unit time τ allows us to maintain careful
control over the relative force and time scales while not explicitly
committing to dimensionful units such as meters or seconds.
As such, we simulate N = 200 SPPs of radius r0 = ℓ/2 in
a region of size L = 50ℓ. These choices ensure the simulation
box size L is larger than the typical aggregated SPP group size
∼ ℓ

√
N. We also set the SPP preferred speed v0 = ℓ/τ , the

random force standard deviation σ = ℓ/τ 2, and the force scale
coefficients ǫ = 25ℓ/τ 2, µ = τ−1 [24]. For our analysis, we
run 10 independent simulations of the dynamics with this set of
parameters and random initial conditions.
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FIGURE 2 | Four screenshots of a typical simulation run for our asocial model

of high-density human crowds. Here, we see N = 200 SPPs aggregating near

a point of interest P denoted by ⋆, which is located at the right-most edge of a

simulation box. SPPs self-organize into a dense and disordered aggregate,

where shading is assigned according to the radial pressure at time t. The

rectangular outline for t = 15 gives an impressionistic sense of the simulation

box; the true border is taller and somewhat wider.

FIGURE 3 | Trajectories ri (t) for N = 200 SPPs in a typical simulation run of the

asocial model for high-density human crowds. After a transient period (radial

lines toward ⋆), the SPPs reach a stable state where they randomly oscillate

about their average position (inset, dense squiggles). Each SPP is given a

different color to more easily distinguish it from its neighbors.

Setting r0 = ℓ/2 means that in the absence of any other
interactions a SPP would move a distance equal to its diameter in
the time τ . This choice approximates relaxed pedestrian motion
if we were to have τ equal to one second [30].

The coefficient µ relates to an exponential relaxation time for
the self-propulsion force, which can be seen by solving for free
acceleration of a SPP. Specifically, dv/dt = µ(v0 − v) has a
solution v(t) = v0[1 − exp(−µt)] when v(t = 0) = 0. This
expression shows that an unobstructed SPP will exponentially
approach its preferred speed v0 with a timescale µ−1.

Both SPP-SPP and SPP-wall collisions are subject to aHertzian
repulsion force directed normally to the surface of contact with a
magnitude set by the coefficient ǫ. These forces are non-singular,
making them numerically stable and easy to simulate, which is
particularly useful for studies of jammed soft granular matter
[34]. In the context of human crowds, Equations (1) and (4)
greatly simplify collisional interactions, while still capturing the
fact that people can be partially compressed with a rising non-
linearity as the stresses increase. Here, ǫ is a constant for all
SPPs equal to 25ℓ/τ 2, which guarantees the collision force scale
is substantially larger than the self-propulsion force scale µv0 =
ℓ/τ 2.

To ensure collisions and random force fluctuations contribute
roughly equally to the SPPs dynamics, the collision time scale
τcoll and the random force time scale τnoise must be comparable.
In our asocial model, the random collision time scale τcoll =
1/(2r0v0n) ≈ (π/4)τ is given by the mean-free path (2r0n)

−1 ≈
(π/2)r0 divided by the preferred speed v0. The average crowd
density n ≈ N/π(

√
Nr0)

2 is estimated by noting the steady-
state configuration of SPPs is roughly a half-circle with radius
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√
Nr0 surrounding P . The noise time scale τnoise can be found by

calculating the amount of time required for random fluctuations
to change the correlation function 〈[vi(τnoise) − vi(0)]

2〉 =
2µ−1σ 2τnoise by an amount equal to v20. Hence, τnoise =
µv20/2σ

2. Because the unit speed v0 is fixed by the fundamental
simulation units, and µ is set by the self-propulsion relaxation
time, we simply let σ = ℓ/τ 2 to satisfy τnoise = τ/2 ≈ τcoll at
steady-state.

2.2. Analysis Protocol of Trajectory Data
In section 2.1, we outlined a physical model for generating
trajectory data of simulated human crowds using SPPs. In
this section, we provide a step-by-step protocol for analyzing
trajectory data using mode analysis as a means for predicting
emergent collective motion. While we demonstrate the protocol
with simulated data from the asocial model, our analysis can be
applied equally well to other active jammed systems. As such,
we cast our discussion in terms of “agents,” which could be
either SPPs, actual humans being studied with cameras, or other
examples of high-density active matter under consideration.

2.2.1. Step 1: Calculate the Displacement Covariance

Matrix Components Cij to Estimate the Ground-Truth

Correlation Matrix Cp

Each of the trajectories Eri(t) = 〈xi(t), yi(t)〉 provide spatially
resolved position data on the i = 1, . . . ,N agents at discrete
time points t. From these trajectories, we want to determine the
displacement correlation matrix Cp, which contains information
about pair-wise correlated motion arising from the local
interactions and the resulting collective motion. Ideally, this
matrix is a statistical quantity averaged over all realizations
of the underlying system. In practice, there are a limited
number of computational runs or experimental measurements
available. Thus, we calculate the covariance matrix [Cij], whose
components Cij converge to the ground-truth correlation matrix
Cp in the t → ∞ limit. These components are

Cij =
〈

[

Eri(t)− 〈Eri〉
]

·
[

Erj(t)− 〈Erj〉
]

〉

, (9)

where time averages 〈· · · 〉 are calculated for each realization of
the underlying random process over a statistically-independent
sub-sampling of the time series data. Conventionally, this is
the equivalence between time and ensemble averaging. Critical
Note 1:While Equation (9) is standard notation in the literature,
it obscures the fact that there are actually two sets of covariance
matrix components to calculate: one each for the x and y
directions. A more transparent representation would be

Cx
ij =

〈

[

xi(t)− 〈xi〉
]

·
[

xj(t)− 〈xj〉
]

〉

and

C
y
ij =

〈

[

yi(t)− 〈yi〉
]

·
[

yj(t)− 〈yj〉
]

〉

. (10)

However, the cumbersome nature of these expressions tends
to favor the aesthetics and compactness of Equation (9).
Critical Note 2: Time-averaging calls for a judicial eye that
balances two competing demands: sub-sampling in time should
be spaced out to reduce effects from auto-correlated motion,

while simultaneously leaving a sufficient number of statistically-
independent “snap-shots” of the system for the components of
the covariance matrix [Cij] to converge to the correlation matrix
Cp. A straight-forward convergence criteria is to ensure the
ratio 2N/Nt < 1.5, where Nt is the number of independent
snap-shots [16]. Critical Note 3: Because mode analysis depends
on the eigenvalues and eigenmodes of [Cij], the quality of
time averaging can be tested by examining how the eigenvalue
spectrum converges as a function of the temporal sampling
rate [16]. Specifically, the spectrum should be insensitive to
the sampling rate; comparing spectra generated at different
sampling rates will indicate whether a specific value is in
this regime. Critical Note 4: Many physical models can be
treated with scaling analysis to determine a minimal estimate
for the time scale of auto-correlated motion. In the asocial
model described in section 2.1, noise and repulsive collision
forces dissipate auto-correlation. Thus, the trajectory data should
be sub-sampled at temporal intervals spaced out longer than
τnoise and τcoll. Critical Note 5: In some circumstances such
as an external perturbation or sudden motion, the agents
being studied can undergo rearrangements in position that
change the internal structure of which agents are in contact
with each other. When this occurs, the covariance matrix
components Cij must be recalculated from post-rearrangement
trajectory data and convergence of [Cij] → Cp must be
rechecked.

Example: Determining appropriate temporal sub-sampling
of asocial model. For the parameter values described above,
we find the simulation reaches steady state after ≈ 50τ .
We generously discard the first 300τ to eliminate far-from-
equilibrium transients leaving 2, 700τ of trajectory data for each
SPP. Because τnoise = τ/2 ≈ τcoll, then τ/2 is the minimal
estimate for temporal sub-sampling. From this baseline, we check
convergence of the eigenvalue spectrum for intervals longer than
τ/2, and find a temporal sub-sampling of 10τ is adequate. We
are then left with Nt = (2, 700τ )/(10τ ) = 270 statistically-
independent snap-shots of the system to use when calculating
temporal averages in Equation (9), which is consistient with the
2N/Nt = 1.48 < 1.5 criteria.

2.2.2. Step 2: Calculate the Eigenmodes and

Eigenvalue Spectrum
Having calculated a displacement covariance matrix [Cij] that
approximates the ground-truth correlation matrix Cp, we
can now use standard numerical techniques to compute the
eigenvalues λm and their corresponding eigenmodes Eem. The
index m = 1, . . . ,N runs over all agents under consideration.
Often, the terminology “eigenmode” is simply shortened to
“mode,” which is a callback to the field’s roots in analyzing
harmonic vibrational motion. Critical Note 1: Sorting the
eigenvalues in decreasing order and plotting as a function of
index m gives the spectrum of the covariance matrix, which in
the t → ∞ limit converges to the spectrum of the correlation
matrix. Critical Note 2: As in the previous step, notational
conventions obscure the fact that there are two sets of eigenvalues
and eigenmodes. Specifically, both x and y directions have their
own eigenvalues λxm and λ

y
m for a total of 2N eigenvalues
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with two distinct spectra. Likewise, each eigenmode is a two-
dimensional displacement vector field. For example, the m = 1
eigenmode is more transparently expressed as 〈Eex1, Ee

y
1〉, with Eex1 =

{ex1,1, ex1,2, . . . , ex1,N} = {ex1,j} and Eey1 = {ey1,1, e
y
1,2, . . . , e

y
1,N} =

{ey1,j}. These 2N components indexed by j = 1, . . . ,N are the

m = 1 eigenmode values in the x and y directions for each
of the j agents. Critical Note 3: The eigenmodes are typically
normalized such that

∑N
j=1 e

x
m,j = 1,

∑N
j=1 e

y
m,j = 1, and

the norm
∑N

j=1 |Eem,j|2 = 2. Critical Note 4: Within a linear

approximation, the eigenmodes express relative magnitude and
directions for harmonic oscillation of the agents about their
mean positions. The eigenvalues relate to the corresponding
excitation energies of these modes. Trajectory data Er(t) can then
be decomposed into a linear combination of these modes with
a collection of 2N time-dependent coefficients. As the non-
linearity and non-equilibrium nature of the system asserts itself,
these approximations breakdown.

2.2.3. Step 3: Find and Remove Rattlers
Plotting low-m eigenmodes as two-dimensional displacement
fields frequently reveals a small number of agents Nr ≪ N
that represent a disproportionately large amount of the overall
motion. This phenomenon is well-known to arise in both
experimental and simulated jammed systems, where such agents
are called “rattlers.” While most often studied in colloidal
suspensions and vibrated/sheared granular packings, rattlers get
their name because they are surrounded by highly-constrained
neighbors that create a rigid cage enclosing enough space for
the rattler to freely move about [22, 35]. This under-constrained
motion is therefore a consequence of local structure. Because
(i) rattlers tend not to participate in global collective motion
and (ii) the location of rattlers is impossible to predict a priori,
we must identify them a posteriori, remove the Nr rattlers from
consideration, and recompute Equation (9) with the subset of
N − Nr agents. A threshold identification criteria is useful for
systematically finding rattlers. In particular, for each mode m we
check for agents with index j whose individual displacement

|Eem,j| =
[

(exm,j)
2 + (e

y
m,j)

2
]1/2

(11)

is greater than the mode’s average displacement

〈

|Eem|
〉

= 1

N

N
∑

j=1

[

(exm,j)
2 + (e

y
m,j)

2
]1/2

(12)

plus ξr times the mode’s standard deviation

σm =
[

(σ x
m)

2 + (σ
y
m)

2
]1/2

=





N
∑

j=1

[exm,j − 〈|exm|〉]2 + [e
y
m,j − 〈|eym|〉]2

N − 1





1/2

. (13)

More succinctly, rattlers are defined as agents with index j
with |Eem,j| ≥ 〈|Eem|〉 + ξrσm, for a given threshold value ξr .

Once identified, these Nr agents can be removed from further
consideration. Critical Note 1: The removal of rattlers ensures
low-m modes reflect genuine collective motion of the system
instead of the free vibrations of under-constrained agents.Critical
Note 2: Selection of an appropriate threshold should be done
by testing multiple values of ξr and examining how the fraction
Nr/N varies. If the threshold is too high, then the eigenmodes will
continue to be dominated by the uncorrelated motion of rattlers.
If the value is too low, then the analysis risks under-sampling
the calculation of Cij and no collective motion will be detected.
As a general heuristic, the value of Nr arising from ξr should
be the minimum value that removes anomalous uncorrelated
motion from the low-m modes. No single value of Nr/N will be
appropriate for all circumstances, and the selection of ξr should
be given due consideration. In the next step we provide further
useful information to aid in the choice of ξr and illustrate the
procedure in the case of our simulation data.

2.2.4. Step 4: Re-calculate the Eigenmodes and

Eigenvalue Spectrum without Rattlers
Having provisionally identified theNr rattlers in step 3, we repeat
steps 1 and 2 to re-calculate the eigenmodes and eigenvalue
spectrum from [Cij] with the remaining N − Nr agents. When
examining the new modes and spectra produced by step 2, we
generally find the first attempt at removing rattlers is insufficient
and steps 1 through 3 should be performed as an iterative
process to optimally determine ξr . Critical Note 1: Concretely,
this strategy starts with an initial guess for the threshold ξr ,
and determines a final value by qualitatively and quantitatively
checking how ξr affects the eigenmodes and eigenvalue spectrum.
The goal is to find a value of ξr that filters rattlers from the overall
collective motion in low-m eigenmodes. Critical Note 2: While
iterating, it’s useful to: (i) visually confirmwhether the eigenmode
plots are being affected by under-constrained motions, and (ii)
confirm the eigenvalue spectra retain their basic shape. This
information is essential for making an informed decision on the
next threshold value to test. Critical Note 3: A reasonable initial
guess for the rattler threshold is to set ξr = 1 with the expectation
that the final value will be larger.

Example: Iteratively selecting ξr . Working with trajectory
data generated by the asocial model, we perform steps 1
through 4 of the analysis protocol and test various values
for the rattler threshold ξr (Figure 4). In this instance, we
seek to find and remove rattlers from the first 10 modes by
examining values of ξr ranging from 1 to 6. As prescribed in the
protocol, we calculate and re-calculate the eigenvalue spectrum
eliminating provisionally identified rattlers from consideration.
These comparisons show the general form of the eigenvalue
spectra remain largely unchanged for a range of ξr , and the
number of rattlers decreases substantially for ξr > 1 (Figure 4D).
In addition to examining the spectra and Nr/N ratio, we
also examine plots of the modes before (Figure 5, red) and
after (Figure 5, blue) rattlers are removed with ξr = 4.
With this choice for ξr , rattlers are less than 1% of the total
number of agents, and we find in two separate simulation
runs that large irregular vector arrows in low-m modes are
no longer present. In this case, we have successfully filtered
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FIGURE 4 | The eigenvalue spectrum of the displacement correlation matrix before removing the rattlers (dashed black line, threshold for removal is infinitely large)

and after removing the rattlers using different values of the threshold ξr (solid colored lines, threshold for removal is finite) for the (A) x and (B) y components. (C) The

basic shape of the DOS is conserved for different values of the threshold ξr . (D) The fraction of rattlers monotonically decreases as the threshold value ξr increases.

rattler motion out from the overall collective behavior, leaving
a set of N − Nr eigenmodes and eigenvalues for downstream
analysis.

2.2.5. (Optional) Step 5: Alternative Heuristic Method

for Finding Rattlers
We briefly mention an alternative method for finding rattlers.
This heuristic involves the computation of each agent’s positional
auto-correlation time 1t∗ from the trajectory data Eri(t) =
〈xi(t), yi(t)〉 and the auto-correlation functions

χx
i (1t) = 1

T

T−1t
∑

t=1

[

xi(t)− 〈xi〉
]

×
[

xi(t + 1t)− 〈xi〉
]

, and

χ
y
i (1t) = 1

T

T−1t
∑

t=1

[

yi(t)− 〈yi〉
]

×
[

yi(t + 1t)− 〈yi〉
]

. (14)

Here, the normalizations are over all T time steps, and the
averaging 〈· · · 〉 is calculated for individual agents. We seek
minimal time delays 1tx and 1ty such that χx

i (1tx) =
χ
y
i (1ty) = 0, which average to the auto-correlation time

1t∗ = (1tx + 1ty)/2. Because rattlers are free to move within
their local region, they are generally not influenced by their
neighbors and we expect these agents to have the highest auto-
correlation times. Critical Note 1: The auto-correlation times are
independently calculated for each of the i agents even though
1t∗ does not have an explicit index i. Critical Note 2: Auto-
correlation measurements can have non-trivial behavior that

requires individualized assessment. Some cases of note include:
when multiple time delays where χi = 0 are found, we simply
take the smallest value of 1t; when there are no time delays
with χi = 0, it may be appropriate to fit a smooth function
and extrapolate the delay time that χi intersects zero; when the
auto-correlation functions are noisy and it appears that 1t as-
defined is erroneous, it may be appropriate to smooth the data
and infer a revised value of1t.Critical Note 3:While the heuristic
approach for finding rattlers has the advantage of being rapidly
calculated directly from raw trajectory data, it does not have the
same degree of accuracy as the threshold identification method.
This cost-benefit assessment suggests the heuristic approach may
find its most effective applications in real-time inference of crowd
diagnostics.

Example: Testing heuristic identification of rattlers. Step 3
of the mode analysis protocol identifies rattlers based on each
agent’s positional fluctuations within a given mode. Here, we
consider a side-by-side comparison for three simulation runs
showing how a threshold of ξr = 4 compares with the
distribution of auto-correlation times. Evidently, the agreement is
considerable (Figure 6, overlapping red circles and dark squares,
especially in runs 1 and 3), though certainly not perfect (Figure 6,
non-overlapping red circles and dark squares, especially run
2). When an abundance of data and analysis time is available,
the threshold approach is clearly preferable for its accuracy.
However, in circumstances that limit the availability of data or
when analysis is needed in near-real-time, the heuristic may be
preferable.
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FIGURE 5 | Visualization of five eigenmodes for two independent simulation

runs before (red) and after (blue) removing the rattlers with a threshold choice

of ξr = 4. Removing rattlers affects the first few eigenmodes by filtering out

large irregularly-oriented vectors, but has little effect at higher m.

FIGURE 6 | Heuristic identification of rattlers through their auto-correlation

time 1t*. Each SPP is shown as a square and shaded according to 1t*. In

runs 1 and 3 the SPPs with the highest auto-correlation time are also identified

as rattlers by the threshold method (red circles, ξr = 4). In run 2 this heuristic is

less successful at identifying rattlers near the center of the aggregate.

2.2.6. (Optional) Step 6: Calculate the Density of

States (DOS)
In mode analysis, the Density of States (DOS) D(ω2) is used to
quantify the probability of having a certain number of excitable
oscillations at frequency ω within a given energy range ∼ ω2.

This concept is well-defined at equilibrium, but more tenuous in
non-equilibrium systems such as the asocial model considered
here. The value of using a DOS analysis is that it sheds light
on how a perturbation will transfer energy into various modes,
as long as the perturbation itself does not substantially disrupt
the organization of agents that defines the modal structure.
To calculate D(ω2), we note the eigenvalues are related to
harmonic frequencies by λm = ω−2

m . Since oscillation energy
is proportional to the frequency squared, D(ω2) is essentially
a histogram of the inverse-eigenvalues. Critical Note 1: The
DOS conveys information about the rigidity of a solid; when
there are many low-energy modes, the system is “soft” and
will appear unstable to excitations. Here again, we mention
the caveat that “low-energy modes” in the asocial model are a
linearized approximation of the true response. Critical Note 2: A
useful conceptual touchstone is the Debye law for regular lattices
wherein the DOS is often expressed as the density of frequencies
ω as opposed to energies ω2. In d dimensions, the Debye law is
D(ω) ∼ ωd−1.

Example: Interpreting eigenvalue spectra through a DOS lens.
We previously analyzed the eigenvalue spectra to examine
their dependence on the rattler threshold ξr . To provide
additional context for these plots, we can explicitly plot the
DOS (Figure 4D) to reveal the distribution of low-frequency
excitations. These measurements provide a potential target of
opportunity for theoretical predictions.

2.2.7. (Optional) Step 7: Find Soft Spots
When studying jammed granular materials, certain regions are
often found to be partially under-constrained resulting in the
presence of “soft spots” that are more likely to undergo large
structural rearrangements when the system is perturbed [19].
In the context of analyzing dense human crowds, soft spots
localize the people undergoing the largest displacements. The
agents in these soft spots are known as “bucklers” [22], and
they can be identified with a thresholding process similar to
the one used to find rattlers. In this case, we seek the Ns

non-rattler agents indexed by j from the collection of low-m
modes with |Eem,j| ≥ 〈|Eem|〉 + ξSσm, where each term is defined
as in Equations (11)–(13), and ξS is a yet-to-be-determined
threshold for finding agents in soft spots. We also seek the
ND non-rattler agents indexed by i whose dynamics in 〈x, y〉
obey

〈|Eri(t)− 〈Eri〉|〉 ≥
N−Nr
∑

i=1

〈|Eri(t)− 〈Eri〉|〉
(N − Nr)

+ ξDσD, (15)

which identifies the agents whose displacement fluctuations are
greater than the average by an amount equal to ξDσD. Here,
σD is the standard deviation of displacements in 〈x, y〉 averaged
over the non-rattler population, and ξD is another yet-to-be-
determined threshold. Bucklers can now be defined as the set of
agents identified by both thresholds when ξS and ξD are chosen
to maximize the overlap between the two sets. This condition is
quantified by the normalized agreement function (NAF)
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NAF =
[

1− NS

N − Nr

]

·
[

1− ND

N − Nr

] |S ∩ D|
|S ∪ D| , (16)

where S and D are the set of agents identified by ξS and
ξD, respectively. Critical Note 1: The bracketed prefactors in
Equation (16) are weighting functions that dampen the measure
of overlap if either set oversamples the total population. Critical
Note 2: Bucklers tend to cluster in well-defined areas. In the
asocial model, one of these areas is the perimeter of the SPP
aggregate where the edge agents are trivially under-constrained
and can be ignored as an artifact. Critical Note 3: An analogous
thresholding can be performed with the SPP confinement
pressure defined in Equation (8) and used in place of the
average displacement fluctuations from Equation 15. This is
useful if pressure fluctuations are hypothesized to correlate with
“softness” in a specific study.

Example: Calculating thresholds and visualizing soft spots. For
each of the simulation runs, we identified which agents had
significant displacement fluctuations, pressure fluctuations, and
mode fluctuations when the prescribed thresholds ranged from
ξD, ξP = 1 to 7 and ξS = 1 to 5. Examining the simple
overlap between these sets without normalization prefactors
(Figure 7, top row), indicates a range of threshold values with
substantial overlap within the sets, particularly for low threshold
values. This agreement is spurious due to an oversampling
of the total population at low thresholds. Using appropriate
weighting functions from Equation (16) (Figure 7, middle row)
to normalize the agreement function reveals a more well-defined
range of thresholds for ξD and ξS wherein ≈ 10% of the agents
are in soft spots (Figure 7, bottom row). The agreement is
maximized for ξS = 2.5 and ξD = 4.5, and we take these
values to definitively identify soft spots for this example system.
Other thresholds may be more appropriate for different sources
of trajectory data. We also find essentially no correlation between
the confinement pressure fluctuations and softness, indicating
these quantities are essentially independent in the asocial model.
To visualize soft spots, we plot the dense aggregate of agents
and highlight individuals that were identified as having mode
fluctuations above the ξS = 2.5 level in at least one of the
first 10 modes (Figure 8). Color coding the first 10 modes for
three simulation runs and recalling that agents on the perimeter
are trivially under-constrained, we see soft spots are consistently
localized near the core of the aggregate. This implies a high-
probability of structural rearrangements will occur in this area
when the system is excited.

2.2.8. (Optional) Step 8: Find Soft Modes
In the harmonic theory of crystals, eigenmodes of the
displacement correlation matrix [Cij] fully characterize a linear
response of the system to perturbations [36]. When excited,
each of these “normal modes” requires an energy whose cost is
inversely proportional to their corresponding eigenvalue. While
useful for studying jammed granular systems, this linearized
theoretical framework can break down if harmonicity or
energy equipartition are violated. In such circumstances, an
equivalence between the dynamical matrix Cp and displacement
correlation matrix [Cij] becomes tenuous and deserving of

further consideration. However, information about the system’s
structural stability, coherent collective motion, and localized
kinematics may nevertheless be conveyed through “soft modes.”
These modes are the eigenmodes corresponding to the highest
eigenvalues of [Cij], which in turn, are the lowest excitation
energies of the linearized theory [17–19].

To determine which modes of [Cij] calculated in steps 1–4 are
soft, we compare the agent’s eigenvalue spectrum to a spectrum
arising from uncorrelated motion. Specifically, we generate a
set of N − Nr random displacements with zero mean and
standard deviation σRM . This standard deviation of the random
displacements is chosen to be equal to the standard deviation of
the agent’s displacements around their equilibrium positions. We
then calculate the covariance matrix and eigenvalue spectrum
for this Random Matrix Model (RMσ ). Comparing spectra, we
now have a threshold condition: when the eigenvalues from
steps 1 to 4 are greater than the eigenvalues from RMσ , we
identify the associated modes as soft modes because they relate
to correlated motion; when the eigenvalues from steps 1 to 4
are less than or equal to the eigenvalues from RMσ , we identify
the associated modes as essentially random uncorrelated motion.
Critical Note 1: When comparing spectra, all data should be
averaged over all independent simulation runs. Critical Note 2:
This approach has roots in principal component analysis and
studies of jammed granular systems, where soft modes indicate
preferential directions of relaxation in the system [16]. In terms
of human crowds, we interpret soft modes as the preferential
directions of collective motion because these modes feature low
excitation energies, suggesting their emergence is likely to occur
when a dense crowd is slightly perturbed.

Example: Using soft modes to concretely define “low-m” modes.
By calculating the RMσ spectrum and superimposing eigenvalues
from simulated human crowds, we see there are up to m = 6
soft modes in both the x and y directions (Figure 9A, modes
above dashed line). For practical purposes, we can now use the
RMσ threshold to quantitatively define these low-mmodes as the
system’s soft modes. Recalling that eigenvalues and oscillation
frequencies are related by λm = ω−2

m , we see in the DOS that
correlated motions of soft modes correspond to a low-frequency
Bosonic peak typically associated with long-range collective
motion near the jamming transition (Figure 9B) [37–39]. This
observation suggests the system is not mechanically stable, and
that small perturbations could excite soft modes resulting in
major structural rearrangements. In terms of human crowds,
this would explain from a physical point of view why sudden
collective motion can spontaneously emerge at high density.
To visualize these collective motions, we plot the displacement
vector fields for the first six soft modes from a single run
(Figure 9C). We see they indeed carry a high degree of spatial
correlation at low-m that rapidly diminishes with increasing
mode number. In this example the spectra are averaged over 10
independent runs and rattlers have been removed.

3. RESULTS

The previous section described an asocial model for simulating
high-density human crowds and provided a step-by-step
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FIGURE 7 | The agreement functions for the correlation between being in a soft spot (S), undergoing large pressure (P), and large displacement (D) before (top) and

after (bottom) the normalization by the weighting functions (center) that measure the size of the sets S,P,D. Arrows indicate the logical procedure followed to obtain

the normalized agreement functions.

protocol for identifying several different types of emergent
collective motion. Here, we draw inspiration from a variety of
physical concepts to further interpret the information conveyed
by mode analysis and its specific meaning for human collective
behavior.

3.1. The m = 1 mode Is a

Pseudo-Goldstone Mode
Symmetry plays a critical role for nearly all fields of modern
physics. In condensed matter, the spontaneous breaking of

continuous symmetries is often associated with the emergence

of long-range low-energy excitations known as Goldstone modes

[40–42]. For example, studies of flocking in active systems

have found the interaction of self-propulsion and directional

alignment breaks global rotation invariance, leading to rapid
collective directional changes known as the “Goldstone mode
of the flock” [43–46]. In other examples, where continuous
symmetries are instead explicitly broken by exogenous factors,
we find pseudo-Goldstone modes, which require a small but
finite energy for excitation. With these considerations in mind,
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we note the asocial model involves a propulsion force aligned
to a specific point of interest P that explicitly breaks 〈x, y〉
translational symmetry (Equation 2). We therefore predict a low-
energy long-range pseudo-Goldstone mode to be a fundamental
collective excitation of the asocial model.

One way to check if one or more of our system’s modes is a
pseudo-Goldstone mode is to examine whether the polarization
correlation length is system-spanning [46]. Practically, this
is accomplished by calculating the mean polarization vector
E8(m) = N−1

∑N
i=1 Ee im/|Ee im| and measuring the correlation

function of eachmode’s fluctuationsCm(d) = 〈[Ee im−E8(m)]·[Ee jm−
E8(m)]〉dij=d about this average value [46]. In this last expression,
the average is over all particles i and j whose pairwise distance
dij is equal to the distance d. We then define the correlation

FIGURE 8 | Identification of soft spots for three independent simulation runs.

Each SPP is shown as a disk and the star (⋆) represents the point of interest

P . Superimposing data for the first 10 modes shows that soft spots appear in

multiple modes in the same general area near the core of the aggregate.

Apparent soft spots along the periphery are artifacts due to under-constrained

edge effects.

length lc(m) as the minimum distance at which Cm(lc) = 0.
Plotting Cm(d) for a few modes shows that most have a relatively
short correlation length, while the m = 1 mode extends across
the entire system (Figure 10). This system-wide excitation is at
the lowest possible mode number, which in linear mode theory
corresponds to the lowest possible excitation energy. Thus, these
two pieces of evidence combine to strongly implicate the m =
1 mode as a pseudo-Goldstone mode. Because its origins can
be traced to a broken continuous symmetry, this long-range
highly correlated collective motion is an intrinsic effect of densely
aggregated agents.

In our asocial model, the m = 1 mode is a collective
motion that slides up-and-down along the right-most edge of
the simulation box (Figure 9C). In real-world circumstances this
means the most easily-excitable mode would result in a large
number of people being suddenly displaced together, possibly
toward a wall, concert stage, or some other barrier. Such a
situation has been widely observed in conjunction with the
emergence of shock waves and density waves during “crowd
turbulence” [12, 47]. Since its origins can be traced to the general
principle of symmetry breaking, this type of long-range collective
motion can be expected as a latent excitation arising in a wide
range of circumstances with the potential for causing crowd crush
casualties [48].

3.2. Topological Defect Density Drives

Disorder in the Modes
If broken symmetries and pseudo-Goldstone modes can explain
the m = 1 long-range collective motion, then what is the
most useful way to understand the remaining m > 1 modes?

FIGURE 9 | Eigenmode analysis of asocial model for high-density human crowds. (A) Eigenvalue spectrum λm of the displacement correlation matrix exhibits scaling

properties between λm ∼ m−1 and ∼ m−2 (black solid lines). Eigenmodes up to m = 6 in both x (blue) and y (orange) directions are larger than the random matrix

model (RMσ , dashed line), thus they are named “soft modes” and describe correlated motion. (B) The DOS exhibits a Bosonic peak in both the x and y components,

indicating mechanical instability. (C) Soft mode vector fields for run 1 (m = 1 to 6) are more spatially correlated than a mode below RMσ (m = 15).
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FIGURE 10 | The polarization correlation length identifies the m = 1 mode as a pseudo-Goldstone mode. (A) The correlation function Cm(d) for the mode polarization

fluctuations plotted against distance between particles d decays rapidly for modes m > 1, which can be seen in a heat map (B) for all modes. (C) The correlation

length for all modes defined as the distance ℓc where Cm(ℓc) = 0. (D) Examining the first 12 modes as a heat map and superimposing the correlation length number

illustrates where Cm(d) = 0.

Remarkably, and somewhat surprisingly, topological principles
provide useful insights. Two modes are considered topologically
equivalent if their vector fields can be continuously deformed
to match one another, and as such, the difference in excitation
energy will become arbitrarily small as their alignment converges
[42]. However, the introduction of a topological defect, such as
vortices in superfluids, magnetic flux tubes in superconductors
and edge-dislocations in liquid crystals, prevent convergence
and drive a persistent non-zero energetic difference. To check
whether topological defects play a meaningful role in explaining
the structure of eigenmode m, we calculate the winding number

charge qi = (2π)−1
∮

ℓ
E∇θ · Edℓi for each non-edge agent i

using a path ℓi that loops around i’s nearest-neighbors. Here,
E∇θ measures the change in orientation between each agent’s
eigenmode vector along the loop. This measure is 0 when there
are no topological defects, +1 if there is a vortex centered on
the agent, or −1 if there is an anti-vortex centered on the
agent. We can therefore identify each agent as coinciding with
a topological defect depending on whether the local vector field
makes a vortex with positive or negative charge qi. Qualitatively
examining qi for a handful of different modes, it is clear that
there are a number of topological defects, especially for m > 1
(Figure 11A). Recognizing that the rotation of the mode’s vector
field around these defects will reduce the correlation length, we
sum the total absolute defect chargeQabs(m) = ∑N

i=1 |qi| for each

mode (Figure 11B) and estimate the expected correlation length.
Assuming n defects are randomly distributed among N agents in
a half disk of radius R and area πR2/2, the spatial distribution of
defects can be expressed by a Poisson process of intensity ρq:

P(n,R) =
[

ρqπR
2
]n

2n!
e−ρqπR

2/2, (17)

where ρq = Qabs/N is the defect density. The probability to find
the first defect closest to the disk’s origin at a distance greater than
R is equal to F(> R) = P(no point within R) = exp[−ρqπR

2/2].
Differentiating with respect to R and being careful with the sign
of F(> R), we find the probability f (R) for the first neighbor at a

distance R is f (R) = πρqRe
−ρqπR

2/2. Thus, the average nearest-
neighbor distance 〈R〉 between any two points in the semi-disc
is:

〈R〉 =
∫ ∞

0
Rf (R)dR,

=
∫ ∞

0
πρqR

2e−ρqπR
2/2dR,

= −
[

Re−ρqπR
2/2

]∞

0
+

∫ ∞

0
e−ρqπR

2/2dR,
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FIGURE 11 | Topological defects drive disorder in m > 1 modes. (A) Winding

number charge qi for the soft modes of two independent simulation runs.

Each SPP is colored according to its winding number and topological defects

are centered on SPPs with qi 6= 0. In both simulation runs the number of

topological defects increases with mode number. (B) The total absolute

charge Qabs plotted against mode number m for 10 independent simulation

runs shows the number of defects increases with increasing mode number.

(C) Scatterplot of the total absolute charge Qabs vs. correlation length lc for

each mode of the 10 independent runs (circles) compared to the

parameter-free predicted estimate from our geometric argument (line).

=
√

2

πρq

∫ ∞

0
e−t2dt,

= 1
√

2ρq
, (18)

which is the average distance between two topological defects
at density ρq. To connect 〈R〉 with the polarization fluctuation
correlation length, we notice that if two neighboring defects are
both positive or both negative, the mode’s vector field cannot
change direction in the space separating them, therefore lc = 〈R〉.
However, if two neighboring defects have opposite signs, the
vector field must change sign and lc ≈ 〈R〉/2. Therefore, on
average we have

〈lc(m)〉 = 1

2
〈R〉 + 1

2

〈R〉
2

= 3

4

√

N

2Qabs(m)
. (19)

This last expression is a parameter-free theoretical prediction that
readily agrees with our numerical computations (Figure 11C),

suggesting that disordered features of modes m > 1 arise from
topological defects distributed throughout the system. For m <

50 (Figure 11B), we interpret this result as indicating that modes
cannot be continuously deformed into lower energy collective
excitations, while for m > 50 a maximum disorder is reached
due to a saturation in defect density.

3.3. Collective Motion has Microscopic

Structural Origins
Understanding collective motion in high-density crowds is
motivated by an impetus to predict and prevent human disaster.
Thus far, we have successfully linked individual trajectories to
emergent collective motion through mode analysis. While the
analysis provides insights such as the existence of soft spots
and psuedo-Goldstone excitations, the specific locations and
orientations of these phenomena depend on trajectory data.
Consequently, these details can only be unlocked through an
after the fact analysis, as opposed to the more-desirable goal of
assessing risk in real-time. Nevertheless, it should still be possible
to perform real-time risk assessment given that these collective
motions ultimately depend on the microscopic self-organized
structure of the crowd. The question remains: how do we make
such an inference?

When we examine the structure of high-density crowds, it
clearly deviates from the well-known hexagonal packing of 2D
hard disks under uniform conditions. In the asocial model, these
irregularities arise from a pressure gradient, which is calculated
by averaging Equation (8) as a function of distance from the
point of interest P (Figure 12A). The structural irregularities
created by this pressure gradient can be quantified by similarly
computing the average number of interacting neighbors, also
as a function of distance from P . Within the bulk of the
crowd, this value is typically equal to six (Figure 12B, black
line), which would be expected for homogeneous packing,
while increasing to seven near P due to the higher pressure
(Figure 12B, dashed black line). If we now filter our averaging
to examine just the bucklers within soft spots, we see the average
number of interacting neighbors is measurably higher, suggesting
that the local coordination number contains a signature of
these potentially high-risk locations (Figure 12B, solid red line).
Examining specific runs and comparing the local coordination
number (Figure 12C) to the location of bucklers in soft spots
(Figure 12D), we find a broad consistency between these two
measures. The critical point here is that the coordination number
can be extracted from a single “snap-shot” of the crowd,
whereas soft spots are identified through the full machinery
of mode analysis. Even if the mapping is not perfectly one-
to-one, coordination number may provide a valuable correlate
for predicting the location of high-risk areas before collective
motions become excited.

If soft spots are indeed a consequence of local structure, the
mechanistic connection remains to be identified and understood.
Therefore, we measure the two particle radial structure factor

g(d) = [(N − Nr)(N − Nr − 1)]−1
∑N−Nr

i=1

∑N−Nr
j 6=i δ(d − dij),

which quantifies the radial distribution of distances between
neighboring agents. Unlike globally averaged properties, g(d)
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FIGURE 12 | Local coordination number correlates with soft spots. (A) The

average radial pressure normalized by P0 = µv0(2π r0)
−1 reveals a gradient

within the aggregate. This pressure drives deviations (B) from homogenous

hexagonal packing as measured by the average number of interacting

neighbors at a distance r from the point of interest P . Hexagonal close

packings of hard disks have six interacting neighbors, which is added as a

dashed line for reference. (C) The local coordination number, shown here for 4

runs, can be computed from a snap shot of the system. Comparison with (D)

shows the coordination number strongly correlates with the location of soft

spots, which are found through more lengthy computations involving the

identification of aggregated bucklers (red).

provides information about the local structure [38]. For the
asocial model, it reveals that the overall structure has clear short
range order (Figure 13, peaks for d < 3) but no periodic long
range order (Figure 13, generally smooth distribution for d >

3). We see the position of the first peak centered at d = 0.8
suggests that, on average, the agents slightly overlap due to the
self-propulsion forces. When we filter our measurement and
reexamine g(d) strictly for the bucklers in soft spots, the data
shows a new sub-peak around 0.5 . d . 0.8, while a second
more prominent peak shifts to d ≈ 0.9. This seems to suggest
the structure within a soft spot is asymmetrically squeezed with
nearest-neighbors somewhat closer than average in one direction,
presumably in the direction of P , while also somewhat further
away than average from other neighbors. As a result, this irregular
structure provides a microscopic mechanism for bucklers to
easily displace when perturbed.

In terms of high-density human crowds, motion can be
thought of as the superposition of the most easily excited

FIGURE 13 | The structure factor g(d) helps explain why local coordination

predicts location of soft spots. (A) The structure factor g(d) shows short range

order (peaks for d . 3), but generally no long-range order. (B) Zooming in on

the blue boxed region from (A), we see differences in local structure between

bucklers in soft spots (red solid line) and the averaged aggregate (black dashed

line). All data is generating by averaging over 10 independent simulation runs.

modes. When motion occurs, our analysis predicts that people
in soft spots would be the ones displacing the most. We
therefore interpret soft spots as posing the highest risk for
tripping and subsequent trampling, especially if activated by
a sudden and unexpected external perturbation. Qualitatively,
this phenomenon has been observed in a number of crowd
disasters, when sudden unexpected movements of the crowd
cause individuals to trip and fall, resulting in injury or death due
to trampling or compressive asphyxia [12, 48, 49]. Furthermore,
the observation that these areas can be heuristically detected
through heterogeneity in the local coordination number provides
a potential target for real-time prediction and prevention.

3.4. The “Participation Ratio” and

“Effective Coordination Number” Do Not

Measure Collectiveness in the Asocial

Model
While we were able to successfully co-localize soft spots with
the local coordination number, there are two additional metrics
we tested that were found to provide insufficiently detailed
information. Nevertheless, because these metrics are more widely
used to study densely-packed jammed systems, we provide an
overview of our findings so that others may have our null
results as a reference. Our main finding with these metrics is
that they seem to detect a difference between high- and low-
m modes with a transition around m ≈ 50, similar to the
transition found when measuring the density of topological
defects (Figure 11B). However, this says little about soft modes,
the eigenvalue spectrum, the DOS, or auto-correlation length.
Any deeper significance for active matter systems apparently
requires further analysis.

A standardmeasure for the collectiveness of amode is given by
the participation ratio PR(m), which quantifies how many agents
in the systemmove when a givenmode is excited. In the literature
there are several definitions of this metric [16, 21], and while we
tested them all, we present results when PR(m) is calculated as

PR(m) =

(

∑N
i=1 |Eeim|2

)2

N
∑N

i=1 |Eeim|4
, (20)
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FIGURE 14 | While consistent with our general findings, not all measures of

structure explain collective motion. (A) The participation ratio PR(m) initially

decreases as a function of mode number, but after m ∼ 6 increases toward

the random case (dotted line). (B) The effective coordination number zeff (m)

shows the lowest modes are under-constrained.

which, respectively, takes values between 0 and 1 for fully
localized and fully extended collective motion [21]. Plotting the
participation ratio against mode number m provides a signature
of the system and gives an overview of the collective nature
of modes. In our case, we find the participation ratio for soft
modes is lower than the random matrix RMσ , and increases
toward 1/2 with mode number m (Figure 14A). This occurs
because the typical length of the displacements on the high-
m modes are highly similar while their direction is random.
Conversely, soft mode displacements are more variable in length
but more correlated in direction. This seems to suggest that in
the framework considered here, the participation ratio is not an
appropriate measure for detecting collective behavior.

Another commonly used metric to characterize modes is the
effective coordination number [21]:

zeff(m) =

(

∑N
i=1 zi|Eemi |2

)

∑N
i=1 |Eemi |2

− 3, (21)

where zi is the number of neighbors interacting with the ith agent
defined as dij < 2r0, and −3 is to remove degrees of freedom
associated with global 2D rotational/translational symmetries.
This expression calculates the average number of constraints
per agent in each mode, weighted by their displacement on
that mode. In jammed solids, its value depends on the amount
of compression and affects the frequency ω of modes [21].
Here, we cannot precisely relate the eigenvalues to the energy
of the system, therefore zeff(m) simply helps identify over- or
under-constrained modes. In particular, rigid stability requires
zeff(m) ≥ 3; in light of our results (Figure 14B), the system
appears generally non-rigid.

4. DISCUSSION

With an eye toward understanding, predicting, and preventing
tragedies at mass gatherings, we view our main results
as revealing mechanisms for the emergence of potentially
dangerous collective motion. By first identifying these principles
and outlining a quantitative framework for measuring their
existence, we are now in position to test their real-world
applicability using video data of concerts, pilgrimages, and
sporting events. This next step is a straight-forward empirical
data collection process, given the current availability of low-
cost high-definition digital cameras and inexpensive cloud-
computing resources for rapid image analysis. The only
remaining obstacle, therefore, is to develop computer vision
algorithms that robustly and automatically track individual
trajectories in footage of high-density crowds. While this image
analysis challenge is open-ended, it may be sufficient for our
purposes to simply study coarse-grained fields of view that
average motion over regional domains encompassing several
people.

If the methods outlined here prove to be broadly predictive
in describing high-density human collective motion when no
disasters occur, then they will become a valuable starting point
for developing conceptually new strategies that enhance safety
at mass gatherings. In the long term, we hope our results will
lead to practical tools for real-time monitoring and predictive
diagnostics at mass events.We also note that while the techniques
described here are motivated by human crowds, they provide
an analytical framework for extracting key insights from other
real-world problems such as the characterization of biological
tissues, the dynamics of migrating cancer cells, animal collective
motion, real-time material characterization, and self-monitoring
industrial assembly-lines.
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Biomimetic robots (BRs) are becoming more common in behavioral research and, if 
they are accepted as conspecifics, allow for new forms of experimental manipulations of 
social interactions. Nevertheless, it is often not clear which cues emanating from a BR are 
actually used as communicative signals and how species or populations with different 
sensory makeups react to specific types of BRs. We herein present results from experi-
ments using two populations of livebearing fishes that differ in their sensory capabilities. 
In the South of Mexico, surface-dwelling mollies (Poecilia mexicana) successfully invaded 
caves and adapted to dark conditions. While almost without pigment, these cave mollies 
possess smaller but still functional eyes. Although previous studies found cave mollies 
to show reduced shoaling preferences with conspecifics in light compared to surface 
mollies, it is assumed that they possess specialized adaptations to maintain some kind 
of sociality also in their dark habitats. By testing surface- and cave-dwelling mollies with 
RoboFish, a BR made for use in laboratory experiments with guppies and sticklebacks, 
we asked to what extent visual and non-visual cues play a role in their social behavior. 
Both cave- and surface-dwelling mollies followed the BR as well as a live companion 
when tested in light. However, when tested in darkness, only surface-dwelling fish were 
attracted by a live conspecific, whereas cave-dwelling fish were not. Neither cave- nor 
surface-dwelling mollies were attracted to RoboFish in darkness. This is the first study 
to use BRs for the investigation of social behavior in mollies and to compare responses 
to BRs both in light and darkness. As our RoboFish is accepted as conspecific by both 
used populations of the Atlantic molly only under light conditions but not in darkness, we 
argue that our replica is providing mostly visual cues.

Keywords: roboFish, Poecilia mexicana, cave molly, atlantic molly, biomimetic robot
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inTrODUcTiOn

Biomimetic robots (BRs) are becoming more common in behav-
ioral research (Webb, 2000; Krause et al., 2011; Butail et al., 2015). 
One of the major advantages of BRs is that social interactions 
that are often characterized by mutual influences (Herbert-Read 
et  al., 2012; Jolles et  al., 2017) and feedbacks between multiple 
individuals (Harcourt et al., 2009) become in part controllable by 
the experimenter (Krause et al., 2011). Thus, standardized testing 
and new forms of experimental manipulations of social interac-
tions can be achieved using BRs as interaction partners. However, 
investigations of social behavior become only meaningful when 
live animals accept BRs as conspecifics [(Landgraf et al., 2016), 
see similar views for computer animations in behavioral ecology 
(Chouinard-Thuly et al., 2017)]. At the moment, the number of 
animal species that respond to BRs as conspecifics is quite small. 
Thus, it is urgently needed to explore which cues emanating from 
BRs are crucial for the acceptance as a conspecific [reviewed in 
Landgraf et al. (2016)]. Tinbergen (1948) proposed that only a 
small subset of perceivable cues are actual signals (“social releas-
ers”). They can be species specific, and animals often use sets of 
multiple cues to assess their (social) environment (Candolin, 
2003). The identification of relevant cues and their realistic imita-
tion is one of the most challenging parts in developing BRs (Krause 
et  al., 2011). Since different species possess different sensory 
capabilities (Burnett, 2011), comparing the response of species 
with known differences in sensory ecologies toward BRs might 
help developers to understand the cues that are most important 
to establish social acceptance of their respective BRs. As an obvi-
ous by-product, BRs can help researchers to gain a much better 
understanding of social interactions in species, population, or 
ecotypes with different ecological and evolutionary backgrounds. 
In summary, both developers and biologists using BRs will benefit 
from a broader list of species investigated with BRs.

Here, we explored whether two populations of the Atlantic 
molly (Poecilia mexicana, a cave-dwelling and a surface-dwelling 
ecotype) accept a BR as a conspecific that was initially developed 
to meet the requirements of the closely related guppy (Poecilia 
reticulata), a “model organism” in many different biological 
fields (Magurran, 2005). Both populations of cave- and surface-
dwelling mollies differ in their evolutionary background and 
consequently also in their assumed sensory capabilities and social 
tendencies. Although cave mollies still possess functional albeit 
smaller eyes than their surface-dwelling counterparts (Körner 
et al., 2006; Eifert et al., 2014), their non-visual systems seem to be 
much better developed (Parzefall, 1969, 1970, 2001; Peters et al., 
1973; Parzefall et  al., 2007) with recent investigations pointing 
out that both chemical and mechanosensory communication is 
more pronounced in cave mollies compared to surface dwell-
ers (Rüschenbaum and Schlupp, 2013; Jourdan et  al., 2016). 
Furthermore, cave mollies were previously found to be less 
attracted to conspecifics in dichotomous choice tests under nor-
mal light conditions and hence are assumed to be less social than 
the closely related surface ecotypes (Plath and Schlupp, 2008).

We tested the social behavior of surface- and cave-dwelling 
Atlantic mollies with both a live conspecific and a BR under both 
light and dark conditions. We hypothesized that cave mollies 

should be generally less social toward (e.g., do not follow closely) 
live conspecifics and BRs compared to surface-dwelling mollies 
in light but should be better able to maintain some sociality in 
darkness with both a live conspecific and a BR compared to 
surface-dwelling fish. Our study not only tests for differences in 
social behavior of surface and cave-dwelling fish but also tests 
whether BRs constructed as mobile replicas are accepted as con-
specifics when visual cues are omitted (as in darkness).

MaTerials anD MeThODs

Test Fish and Their Maintenance
In this study, we used second-generation lab-reared descendants 
of wild-caught fish from two populations of the Atlantic molly 
(P. mexicana) that were caught during field trips to the Tacotalpa 
river system in Tabasco, Mexico (Tobler et al., 2011; Plath et al., 
2013). Our surface population originated from the Río Oxolotán, 
a tributary to the Río Grijalva, while our cave population stemmed 
from chamber 7 of the cave Cueva del Azufres (Figure 1). Fish were 
reared in randomly outbred mixed-sex stocks at the Laboratory 
of Genetics and Ecophysiology from the Academic Division for 
Biological Sciences-UJAT. Some of them were transported to the 
Department of Biology and Ecology of Fishes at the Thaer-Institute 
for Life Sciences at Humboldt University of Berlin for the present 
experiment. For the rearing prior to any experiment, we used a 
light regime of 12 h light:12 h darkness that resembles the natural 
surface habitats and maintained water temperature at 26°C. Prior 
to experiments, test fish were taken from their stock tanks (80-L) 
and transferred into 54-L tanks in groups of 20 individuals with 
equal sex ratio. Those 54-L tanks were covered with black plastic 
foil and could be run either with a 12:12 L:D light regime (6,000 
vs. 0 lux) or in total darkness (0 lux; in case fish were later tested 
in darkness, see below). Fish were fed twice daily ad libitum with 
TetraMin flake food and live Chironomid larvae. Please note that 
all our test subjects have been raised under normal 12 h light:12 h 
dark conditions in the lab, and cave mollies thus might not show 
exactly the same behaviors compared to their wild counterparts 
that spend their whole lives in darkness. This was necessary to 
facilitate maintenance work and to ensure that all fish tested in 
darkness experienced the same treatment since it is impossible 
to raise surface mollies in darkness without high mortality rates 
(Riesch et  al., 2011). Nevertheless, we acclimated those fish 
tested in darkness (surface and cave mollies) to complete dark 
conditions for 1 week prior to our tests. Such an approach follows 
previous protocols for that species (Plath et al., 2003, 2004).

The Br: roboFish
Our RoboFish system consists of a glass tank (88 cm × 88 cm) 
that is filled to a level of 15  cm with aged tap water. The tank 
is placed on an aluminum rack at about 1.40 m above ground 
(Figure  2A). The two-wheeled differential drive robot moves 
below the tank on a transparent platform (Figure 2B). It carries 
a neodymium magnet directed to the bottom side of the tank. 
A three-dimensional (3D)-printed fish replica (Figure  2C) is 
attached to a magnetic base, which aligns with the robot. Hence, 
the replica can be moved directly by the robot (Figure  2B). 
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FigUre 1 | Map of our study system. Both tested molly populations originate from the South of Mexico near the city of Tapijulapa, federal state of Tabasco. Here, 
ancestral forms of Poecilia mexicana colonized both surface (b, surface-dwelling molly) as well as cave (a, cave molly) habitats.
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On the ground, a camera is facing upward to track the robot.  
A second camera (IR-sensitive Bosch Dinion 1080p) is fixed 
above the tank to track both live fish and replica. The entire 
system is enclosed in a black, opaque canvas to minimize expo-
sure to external disturbances. For trials in light, the tank was 
illuminated from above with artificial LED lights reproducing 
the daylight spectrum (2,000 lux). For trials in darkness, we used 
four IR spots to light the tank, which cannot be perceived by the 
fish (Körner et  al., 2006) but allows our above-tank camera to 
record. Two personal computers are used for system operation: 
one PC tracks (bottom camera) and steers the robot via Wi-Fi, 
whereas a second PC records the video feed of the top camera. 
The RoboFish moves on a predefined trajectory through the test 
tank (also called “open-loop” steering). The trajectory used in all 
described experiments is given in Figure 3; RoboFish swims on 
a continuous zigzag path through the tank. For more detailed 
information on RoboFish operation modes and construction, see 
the study by Landgraf et al. (2016).

experimental setup: social interactions 
under Two Different light conditions
To investigate how surface- and cave-dwelling populations of 
the Atlantic molly differ in their social behavior in both light 

and dark conditions, we observed the interactions of live fish 
with either RoboFish (n =  3 live fish tested for each popula-
tion and light regime) or with another live conspecific (n = 3 
pairs of live fish for each population and light regime). The 
3D-printed fish replica was modified to match the appearance 
of P. mexicana (Figure 2C). The size of the replica (SL: 35 mm) 
was derived from the mean standard length of all test fish (rang-
ing between 28.77 and 49.03  mm). The replica was situated 
0.5 cm below the water surface in accordance with the close-
to-surface swimming behavior observed for both populations 
in the wild (Jourdan et al., 2014). We programmed RoboFish 
to an average speed of 10 cm/s (maximum speed of 27 cm/s). 
This is comparable to average speeds obtained for live fish in 
pilot experiments. The RoboFish swimming sequence was initi-
ated immediately upon transferring the fish into the arena. We 
started to score social interactions for 3 min after both subjects 
were first within a range of four body lengths, a distance often 
assumed to indicate social interactions in poeciliid and other 
fishes (Croft et al., 2008). Similarly, during trials with conspe-
cifics, two fish were transferred into the arena simultaneously 
and scoring for 3 min started when fish were moving and after 
being within a range of 12 cm (ca. 4 body lengths). The fish’s 
movements were tracked using EthoVision™ XT10.1 software 
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A

B C

FigUre 2 | The RoboFish system. (a) Experimental setup showing the test tank and bottom as well as top view cameras. The robot is running on a transparent 
second level below the test tank and is connected via Wi-Fi to the controlling computers. (B) Robot close-up below the test tank. (c) A molly like replica equipped 
with glass eyes.
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(Noldus Information Technology), and the obtained XY 
position data were analyzed using customized Python scripts 
(Python Software Foundation).

statistical analysis
Our first aim is to establish whether our focal live fish were socially 
attracted to their respective companions (either another live fish 
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FigUre 3 | Example tracks of a surface-dwelling molly with RoboFish (top) and a live companion (bottom). The swam trajectories (left), the interindividual distance 
during the 180-s observation period (center) as well as its distribution (right) are shown.

A B

FigUre 4 | Social behavior of surface and cave-dwelling mollies tested with live conspecifics and RoboFish in light (a) and darkness (B). Shown are median 
interindividual distances along with the results of U-tests (P values above bars) comparing cave- and surface-dwelling mollies in each treatment. Gray bars represent 
median and range of simulated interindividual distances for each treatment, and asterisks indicate a significant difference between simulated and real data in 
Wilcoxon’s rank tests (P < 0.05).
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or RoboFish) in light and darkness. To do so, we compared aver-
age median distances between both subjects (“interindividual 
distance”; see Figure 3) in our trials to average median distances 
obtained for simulated random tracks (“null models”). To obtain 
“null models”, we randomly shuffled focal fish’s XY positions at 
each sampled time step (e.g., by randomly changing order of time 
steps) and afterward calculated distance between focal fish’s XY 
position to that of the companion’s XY position for all time steps. 
Doing so kept all focal fish’s positions but links them randomly 
with those of the companion. Average medians of interindividual 
distances of real and simulated tracks were then compared via 
Wilcoxon’s rank test (one-tailed, null models are assumed to have 
greater median interindividual distances), separated by species, 
companion, and light treatment.

Our second aim is to establish whether surface- and cave-
dwelling Atlantic mollies differ in their social behavior (e.g., their 
shoaling tendency in pairs of live fish or their following tendencies 
toward RoboFish) and whether light conditions differentially affect 
social behavior of surface- and cave-dwelling fish. Therefore, we 
compared average medians of interindividual distances between 
surface- and cave-dwellers using Mann–Whitney U-tests, sepa-
rated by light treatment (in light or darkness) and social partner 
treatment (live companion or RoboFish). Please note that our 
sample sizes are quite small (N = 3 per treatment), which is due 
to the intense tracking efforts under dark conditions and limited 
numbers of fish available. Thus, non-significant differences can 
be a result of low statistical power (in our case beta errors of non-
significant tests ranged between 0.05 and 0.40). However, in case 
of non-significant differences, values were always overlapping.

resUlTs

In light, both cave- and surface-dwelling mollies were similarly 
strongly attracted to live companions and RoboFish. This was 
evidenced by significantly smaller interindividual distances 
among subjects in real interactions compared to simulated tracks 
(e.g., rank tests comparing median interindividual distances in 
real interactions and simulated “null models” were significant; see 
Figure 4A). Also, there was no significant difference detectable 
between the interindividual distances obtained from cave- or 
surface-dwelling fish when tested with a live companion or 
RoboFish (U-tests non-significant; see Figure 4A). We provide 
example tracks and interindividual distance plots for RoboFish 
and live–live interactions of a surface molly in light in Figure 3.

In darkness, cave mollies were not attracted to either live 
companions or RoboFish. Consequently, we found no significant 
difference between real and simulated tracks (rank tests not 
significant; Figure 4B). Interestingly, surface mollies still showed 
a strong social attraction toward live companions in darkness 
with significantly smaller interindividual distances compared to 
simulated random tracks (Figure 4B). However, as seen in cave 
mollies, surface mollies were not attracted to RoboFish (rank 
test not significant; Figure  4B). Thus, despite our low overall 
sample size, we found significant differences between cave- and 
surface-dwelling fish in regard to their social behavior with a live 
companion in darkness (significance U-test; Figure 4B) but not 
Robofish (non-significance U-test; Figure 4B).

DiscUssiOn

In light, we found both surface- and cave-dwelling mollies to be 
similarly strongly attracted by a live conspecific, which contradicts 
the previously proposed reduced sociality of cave mollies (Plath 
and Schlupp, 2008). As found in tests with live conspecifics, both 
ecotypes were following closely a moving BR—RoboFish. This 
shows the utility of BRs for the study of collective behavior espe-
cially in poeciliid fishes (Polverino et al., 2013; Landgraf et al., 
2016). However, when tested in darkness, both ecotypes did not 
follow RoboFish, suggesting that our BR was providing sufficient 
social cues only when visual inspection was possible. Hence, 
robotically driven replicas as used in our experiments seem to 
exploit exclusively visual communication channels. Interestingly, 
cave fish were also no longer attracted by a live conspecific when 
tested in darkness, whereas surface-dwellers still showed a signifi-
cant attraction toward live conspecifics. This contrasts our initial 
prediction that predominately cave fish with their increased non-
visual sensing (Parzefall, 2001) should be able to maintain some 
degree of sociality also in the dark.

Plath and Schlupp (2008) found that cave mollies from two 
independently colonized caves (including the population from the 
Cueva del Azufre also used in our experiments) showed reduced 
shoaling tendencies when either only visual (stimulus group was 
presented behind a glass barrier) or both visual and non-visual 
communications (group presented behind a mesh-wired barrier) 
was allowed. Thus, the authors concluded that “observed reduction 
in shoaling in the two cave populations represents a parallel evolu-
tionary process” (Plath and Schlupp, 2008). So, why are cave mol-
lies similarly attracted by live conspecifics and RoboFish compared 
to surface-dwelling mollies when tested in light in our full-contact 
experiments? The assumed low sociality of cave mollies was based 
on dichotomous choice tests in light in which cave- and surface-
dwellers had to choose among a group of conspecifics or an empty 
compartment in the test aquarium (Plath and Schlupp, 2008). 
While this is a classic and commonly used method to establish 
shoaling tendencies in small fish (Wright and Krause, 2006), we 
argue that full contact designs as in our study might lead to differ-
ent results (Ziege et al., 2012). In addition, technological advances 
make it easier for the experimenter and thus more common to track 
animals’ movements while they interact unconstrained (Herbert-
Read et al., 2011, 2012; Katz et al., 2011; Jolles et al., 2017). Future 
studies should then focus on comparative approaches evaluating 
strengths and short comings of either method.

While our tests in light provided cave and surface fish with 
both visual and non-visual cues and each ecotype might have 
predominately used one or the other to associate with a live 
or artificial companion, our tests in darkness omitted visual 
communication. In experiments using mesh-wired barriers in 
dichotomous choice tests under dark conditions, Plath et  al. 
(2004, 2005) found only cave mollies to be able to exercise mate 
choice, an ability that was also confirmed in the wild (Bierbach 
et  al., 2013a). This was attributed to cave mollies exhibiting 
evolutionary acquired enhanced lateral line (Parzefall, 2001; 
Parzefall et al., 2007) as well as chemical sensing of conspecifics 
(Rüschenbaum and Schlupp, 2013; Jourdan et  al., 2016). Thus, 
we initially hypothesized that cave mollies, although assumed to 
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have an inherent weaker social tendency, should show stronger 
social attraction in darkness compared to surface fish. We found 
the opposite with cave mollies showing no social attraction 
but surface-dwellers were still significantly attracted to a live 
companion. Shoaling is a behavioral adaptation to predation risk 
(Krause and Ruxton, 2002), which is strongly reduced in the cave 
habitat. The Cueva del Azufre is free of piscivorous fish as well 
as birds, and the only predators preying upon cave mollies are 
giant water bugs of the genera Belostoma (Tobler et al., 2007) as 
well as pisaurid and theraphosid spiders (Horstkotte et al., 2010) 
and freshwater crabs (Klaus and Plath, 2011). All these species 
are sit-and-wait predators that prey from the pool edges and 
thus have only very limited attack ranges. Thus, it is likely that 
shoaling does not provide mollies with antipredator benefits 
in the cave, and there is no evolutionary pressure to maintain 
shoaling behavior by cave mollies in darkness. This view is sup-
ported by experiments showing that cave mollies exhibit reduced 
avoidance when confronted with fish predators (Bierbach et al., 
2013b). It is also possible that cave mollies context dependently 
adjust their shoaling tendencies in darkness but not in light. This 
seems to be a unique feature of cave fish as surface-dwelling fish, 
also habituated to darkness for 1 week, still showed significant 
shoaling tendencies, probably by using non-visual communica-
tion channels like lateral line sensing and conspecific chemical 
cues (see above). As surface fish might experience predation 
also in darkness (e.g., during night), maintaining shoaling under 
dark conditions can be still beneficial. As our sample size was 
small (see methods) and thus statistical evaluation limited, we 
recommend future studies to focus on shoaling differences of 
surface- and cave-dwelling mollies using up-to-date full contact 
designs and position tracking approaches.

As both cave- and surface-dwelling mollies did not show 
any social attraction toward RoboFish in darkness, we conclude 
that our replica is providing only sufficient visual cues but lack 
other non-visual ones that are important to be recognized as a 
conspecific in darkness. It is known that tail beating of fish rep-
licas can enhance acceptance probably by stimulating the lateral 
line system (Marras and Porfiri, 2012), and it seems that a pure 
swimming (even with direction changes as in our zig-zagged 
trajectories) does not provide enough similar stimulation. In 
non-visually communicating animals like weak-electric fishes or 
insects, researchers tried to mimic species-specific cues by either 
rebuilding electric discharges at the replica (Donati et al., 2016) 
or by applying conspecific odors to the replica (Halloy et al., 2007; 
Landgraf et al., 2011). Furthermore, some researchers now focus 
on the development of replicas that provide multiple cues (Shi 

et al., 2013; Phamduy et al., 2014; Donati et al., 2016; Romano 
et  al., 2017). Future research might focus on exploring which 
non-visual cues are important for poecillid fishes by step-wise 
equipping replicas with different artificial cues and comparing the 
response of live fish in light and darkness. In addition, a compari-
son with other cave fish will be fruitful as well since several cave 
ecotypes are blind and thus exclusively rely on non-visual cues 
(Jeffery et al., 2003). Overall, RoboFish (and similar biomimetic 
systems) can be a strong tool to investigate social behavior of fish 
in a standardized way.
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We introduce the Xpuck swarm, a research platform with an aggregate raw processing
power in excess of two teraflops. The swarm uses 16 e-puck robots augmented with
custom hardware that uses the substantial CPU and GPU processing power available
from modern mobile system-on-chip devices. The augmented robots, called Xpucks,
have at least an order of magnitude greater performance than previous swarm robotics
platforms. The platform enables new experiments that require high individual robot
computation and multiple robots. Uses include online evolution or learning of swarm
controllers, simulation for answeringwhat-if questions about possible actions, distributed
super-computing for mobile platforms, and real-world applications of swarm robotics that
requires image processing, or SLAM. The teraflop swarm could also be used to explore
swarming in nature by providing platforms with similar computational power as simple
insects. We demonstrate the computational capability of the swarm by implementing
a fast physics-based robot simulator and using this within a distributed island model
evolutionary system, all hosted on the Xpucks.

Keywords: swarm robotics, robot hardware, simulation, evolutionary robotics, behavior trees, distributed evolu-
tionary algorithm, GPGPU, embodied reality modelling

1. INTRODUCTION

The Xpuck swarm is a new research platform with an aggregate raw processing power in excess of
two teraflops, which enables new experiments that require high-individual robot computation and
large numbers of robots. There are several research areas that particularly motivate the design.

Swarm robotics (Sahin, 2005) originally takes inspiration from collective phenomena in nature,
including social insects, flocks of birds, and schools of fish to create collective behaviors that emerge
from local interactions between robots and their environment. These swarms have the potential
to be inherently robust, decentralized, and scalable. A fundamental problem of the field is the
automatic design of controllers for robot swarms such that a desired collective behavior emerges
(Francesca and Birattari, 2016). One common and successful approach is the use of evolutionary
techniques to discover suitable controller solutions in simulated environments and the transfer of
these controllers to real robots. However, this often results in lower performance due to the reality
gap (Jakobi et al., 1995). Embodied evolutionary swarm robotics moves evolution into the swarm
and directly tests controllers, avoiding the reality gap and making the swarm scalable and adaptive
to the environment (Watson et al., 2002). Usually, the low-processing power of the individual robots
precludes using simulation within the robots as a means of accelerating the evolutionary process.
Moving computational power into the swarmwould allow us to combine these approaches, the speed
of evolution within simulated environments together with the adaptability of continuous reality
testing.

Giving a robot the ability to answer what-if questions could allow a robot to evaluate courses of
action or strategies in the safety of simulation, rather than in the real world where they may have
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TABLE 1 | Current and potential swarm platforms.

Product SoC GFLOPS (fp32) RAM (bytes) Price ( )

Robot platforms
Kilobot Atmel atmega328p 0.0008a 2K 15
e-puck dsPIC 0.0015a 8K 650
r-one TI Stellaris LM3S8962 0.005 64K 165
Linux Extension Board Atmel AT91SAM9260 0.02a 64M 80i

Swarmbots Intel Xscale 0.04a 64M Not known
GCTronic Gumstick TI AM3703 1.2 512M 600i

Khepera IV TI OMAP3730 1.2 512M 2,000
Pi-puck Broadcom BCM2835 1.4b 512M 110i

Pheeno Broadcom BCM2836 7.2c 1G 205
Xpuck Samsung Exynos 5 Octa (5422) 36+ 122d 2G 135
Compute modules
Hardkernel XU4 Samsung Exynos 5 Octa (5422) 36+ 122d 2G 70
Samsung Artik 1020 Exynos 5 Octae 36+ 122d 2G 98
Wandboard IMX6Q NXP i.MX6 Quad 25f 2G 120
Intrinsyc Open-Q820SOM Qualcomm Snapdragon 820 250g 3G 250
Nvidia Jetson TX1 Nvidia Tegra 210 512h 2G 290

a Integer only, assumes 10 integer instructions per floating point operation.
bVMLA× 0.7GHz. VideoCore IV GPU has no OpenCL support.
cVMLA×4× 0.9GHz. VideoCore IV GPU has no OpenCL support.
dCPUs A7 1.4GHz, A15 0.8GHz+ARM Mali-T628MP6 GPU, 4 vector multiplies, 4 vector adds, 1 scalar multiply, 1 scalar add, 1 dot product per cycle, 6 cores, each with 2 arithmetic
pipelines at 600MHz. OpenCL 1.2 full profile.
eAssumption. The product literature does not state the SoC but Samsung only used the Mali-T628MP6 in the Exynos 5 Octa family.
fVivante GC2000 GPU only, 4 vector multiplies, 4 vector adds, 4 cores at 794MHz, OpenCL 1.1 embedded profile.
gVery little open information, https://en.wikipedia.org/wiki/Adreno states 498.5 at 624MHz but assumed to be fp16 rather than fp32. OpenCL 2.0.
hAccording to AnandTech, Ho and Smith (2015).
i In addition to e-puck cost.

potentially catastrophic consequences. The utility of this ability
depends on the speed of simulation; clearly the higher the speed,
the more possibilities can be tested. One use of internal what-if
modeling is the “ethical” robot of Winfield et al. (2014), which
uses simulation to allow a robot to predict the consequences of
its actions or inactions on other agents and choose an ethical
course of action. Another use of internal reality modeling is to
detect faulty or corrupted members of a swarm by noticing devi-
ations from predicted behavior. For safety critical applications, or
where the potential consequences of actions are serious, using an
unreliable communications link to remote systems would not be
possible and the embodiment of the simulation within the robot
is essential.

A third intriguing area where increased computational ability
could be applied is in much more complex neural net controllers.
Although swarm robotics as a field is inspired by social insects
and other animals, the robot agents are far simpler than the
organisms which inspire their creation. As a crude example, the
number of neurons in an ANN controller for a swarm system
rarely exceeds a dozen. Neurons in animal brains are considerably
more complex and numerous; the nematode worm C. elegans has
302, the parasitic wasp Megaphragma mymaripenne has 7,400, an
ant has 2.5× 105, and a honey bee has amillion (White et al., 1986;
Menzel and Giurfa, 2001; Polilov, 2012). The system we describe
could simulate several thousand biologically plausible neurons per
Xpuck.

These three areas would benefit from greatly increased process-
ing powerwithin the robots of a swarm, enabling either simulation
of physical systems or execution of complex controllers. Many
other applications of robotics such as SLAM or image processing
also require high-processing power. Consumer electronics has

been improving in performance for many years. Moore’s Law
(Mack, 2011) observes that the number of transistors for a given
cost is doubling every 18months and their power consumption
is decreasing in proportion. Over 10 years, we should expect to
see a given processing performance become available with one
hundredth the power consumption.1 Thismakes it nowpossible to
build a high-computing performance swarm running on limited
battery power.

In this paper, we describe the design of new swarm robotics
platform that makes use of this recently available and cheap high-
performance computing capability to augment the widely used
e-puck robot, which many labs will already have available. We
have designed it to have higher computational capability than any
other swarm platforms, see Table 1, and to have a battery life at
least as good as other solutions, while minimizing costs to allow
the building of large swarms. We demonstrate the computational
capability of the platform in two ways. First, we evaluate a fiducial
tracking image processing application using the e-puck camera
that would not be computationally possible on the standard e-
puck. Second, and to lay the groundwork for future experiments,
we implement a fast parallel physics-based robot simulator run-
ning on the GPU of the Xpuck, and use this within a distributed
island-model evolutionary system to discover swarm controllers.

2. MATERIALS AND METHODS

In this section, we set out our system requirements. We
outline potential computing modules. We characterize the

12004 Nvidia 6800 Ultra 40GFLOPS 110W, 0.35GFLOPS/W. 2014 Samsung
Exynos 5422 120GFLOPS 5W, 24GFLOPS/W.
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power/performance tradeoffs of our chosen compute module
and then discuss the design and implementation of the Xpuck
hardware and associated system infrastructure to enable run-
ning experiments. We then detail the design and implementation
of a fast physics-based robot simulator specifically tailored to
the Xpuck to enable onboard evolutionary algorithms. We also
describe two demonstrations of the Xpuck computational capa-
bilities, a fiducial tracking application that could not be run on
a standard e-puck, and an island model evolutionary algorithm
running on multiple Xpucks.

To run experiments building on the literature, we decided that,
in addition to much higher processing power, the Xpuck must
meet or exceed the capabilities provided by the existing e-puck
robots with additional processing boards. The e-puck is a two-
wheel stepper motor-driven robot. Its sensors comprise a ring of
IR proximity sensors around its periphery, a three-axis accelerom-
eter, three microphones, and a VGA video camera. As with the
Linux Extension Board (LEB), introduced by Liu and Winfield
(2011), we require a battery life of at least 1.5 h and full access to
the e-puck’s IR proximity and accelerometer sensors, and control
of the stepper motors and LEDs. In addition, we require that the
VGA camera can stream full frame at >10 fps. The Xpuck must
run a full standard Linux, able to support ROS (Quigley et al.,
2009). It must have WiFi connectivity. GPGPU capabilities must
be made available through a standard API such as OpenCL or
CUDA (Nvidia, 2007; Khronos OpenCL Working Group, 2010).
We also want multicolor LED signaling capability for future visual
communication experiments (Floreano et al., 2007; Mitri et al.,
2009). Since many labs already have multiple e-puck robots, we
wished to minimize the additional cost of the Xpuck to facilitate
the construction of relatively large swarms of robots. With this in
mind, we chose a target budget per Xpuck of 150.

Given the requirements, Table 1 sets out some of the current
swarm platforms and potential modules that could be used to
enhance the e-puck. There are a number of interesting devices, but
unfortunately there are very few that are commercially available at
a budget suitable to satisfy the cost requirement of 150. Within
these cost constraints, of the two Samsung Exynos 5 Octa-based
devices, the Hardkernel XU4 and the Samsung Artik 1020, only
the XU4 was more widely available at the time of design. The
Artik module became generally available in early 2017 and would
be interesting for future work because of its small form-factor.
There are other small form-factor low-cost modules such as the
Raspberry Pi Zero, as used in the Pi-puck (Millard et al., 2017),
but none that provide standard API access to GPGPU capability.
For these reasons, we chose to base the Xpuck on the Hardkernel
Odroid XU4 single board computer.

2.1. High-Performance Computing
The Hardkernel Odroid XU4 is a small single board computer
based around the Samsung Exynos 5422 SoC. It has 2GB of RAM,
mass storage on microSD card, ethernet and USB interfaces, and
connectors exposing many GPIO pins with multiple functions.

The SoC contains eight ARM CPU cores in a big.LITTLE2

formation, i.e., two clusters, one of four small low power A7 cores,
and one of four high-performance A15 cores. The system concept

2https://developer.arm.com/technologies/big-little.

TABLE 2 | Hardkernel Odroid XU4 specifications.

Spec Details

SoC Samsung Exynos 5 Octa (5422)
CPU organization big.LITTLE 4+4
CPU big 4× ARM Cortex A15 2GHz 4×32K L1I,

4×32K L1D, shared 2M L2 25.6GFLOPSa

CPU little 4× ARM Cortex A7 1.4GHz 4×32K L1I,
4×32K L1D, shared 512K L2 11.2GFLOPSb

GPU ARM Mali T628MP6 600MHz 122GFLOPSc

Memory 2GB LPDDR3 933MHz PoP
Memory bandwidth 14.9GB/s
Idle power 2W
Maximum power 21W

a4-wide SP NEONv2 FMA× 4×800MHz.
bVMLA×4× 1.4GHz.
c4 vector multiply, 4 vector add, 1 scalar multiply, 1 scalar add, 1 dot product per cycle× 2
pipelines×6 cores×600MHz.

envisages the small A7 cores being used for regular but unde-
manding housekeeping tasks, and the higher performing A15
cores being used when the computational requirements exceed
that of the A7 cores, at the expense of greater power consumption.
It also contains an ARM Mali T628-MP6 GPU, which supports
OpenCL 1.2 Main Profile, allowing the relatively easy use of the
GPU for GPGPU computation. Some important specifications are
detailed in Table 2.

The Linux kernel supplied by Hardkernel supports full Hetero-
geneous MultiProcessor (HMP) scheduling across all eight cores,
with the frequencies of the two clusters being varied according
to the current process mix and load, the specified minimum and
maximum frequencies for each cluster, and the kernel governor
policy.3 It was evident from manually changing the CPU fre-
quencies during initial investigation that there was little subjective
performance boost from using the highest frequencies, but a large
increase in power consumption.

2.1.1. Operating Point Tuning
Computational efficiency is an importantmetric, directly affecting
the battery life. Initial tests showed that setting the maximum
frequencies to the highest allowed by the hardware (A15—2GHz,
A7—1.4GHz) and running a computationally heavy load caused
the power consumption to exceed 15W. To characterize the sys-
tem and find an efficient operating point, we chose to perform
benchmarking with a large single precision matrix multiplication
using the standard BLAS API function SGEMM. This computes
C=αAB+βC, which performs 2N2(N+ 1) operations for an
N ×N matrix. Good performance requires both high real floating
point performance and goodmemory bandwidth. TheOpenBLAS
libraries (Xianyi et al., 2012) provide optimized routines capable
of running on multiprocessor systems and can utilize all avail-
able processor cores. ARM provides useful application notes on
implementing an efficient single precision GEMM on the GPU
(Gronqvist and Lokhmotov, 2014).

Power consumption was measured for the XU4 board as a
whole, using an INA231 with a 20-mΩ shunt resistor in series
with the 5-V supply. A cooling fan attached to the SoC was run
continuously from a separate power supply to prevent the fan

3Essentially, how fast clock frequency will be varied to meet changing CPU load.
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control thermal regulation from affecting the power readings.
Clock frequency for the A7 and A15 clusters of the Exynos 5422
were varied in 200MHz steps from 200MHz to 1.4GHz for the
A7, and from 200MHz to 2GHz for the A15 clusters, respectively.
At each step, a 1,024 by 1,024 SGEMM was performed contin-
uously and timed for at least 5 s while the power values were
measured to give Floating Point Operations per second (FLOPS)
and FLOPS/W. All points in the array were successfully measured
except for the highest frequency in both clusters; 1.4 GHz for A7
and 2GHz for A15, which caused the SoC temperature to exceed
95°C during the 5-s window, even with the cooling fan running,
resulting in the automatic clock throttling of the system to prevent
physical damage.

The results confirm that increasingCPU clock frequencies, par-
ticularly of the A15 cluster, produced little performance gain but
much higher power consumption. Figure 1 shows that the most
efficient operating point of 1.95 GFLOPS/W and 9.1 GFLOPS
occurs at the maximum A7 cluster frequency of 1.4GHz, and
the relatively low A15 cluster frequency of 800MHz. Increasing
the A15 frequency to the maximum achievable of 1.8GHz results
in a 6% increase in performance to 9.7 GFLOPS but at the cost
of 40% drop in efficiency to 1.21 GFLOPS/W. Because of this
dramatic drop in efficiency, we fix the maximum A15 frequency
to 800MHz.

As with the CPU measurement, GPU power consumption was
measured for the system as a whole, in the same way. The clock
frequency of the GPU was set to each of the allowed frequencies
of 177, 266, 350, 420, 480, 543, and 600MHz and an OpenCL
kernel implementing a cache efficient SGEMM was repeatedly
run on both the OpenCL devices. Figure 1 shows that efficiency
only declines slightly from the peak at around 480MHz to 2.24
GFLOPS/W and 17.7 GFLOPS at the maximum 600MHz. For
this reason, we left the maximum allowed frequency of the GPU
unchanged.

Note that theGFLOPS figures in these tests aremuch lower than
the theoretical peak values in Table 2 because the SGEMM task is
mostly memory bound.

2.2. Interface Board
An interface boardwas created to provide power to the XU4 single
board computer, interface between the XU4 and the e-puck, and
provide new multicolor LED signaling. The overall structure is
shown in Figure 2.

There are three interfaces to the e-puck, all exposed through the
expansion connectors; a slow I2C bus that is used for controlling
the VGA camera, a fast SPI bus that is used for exchanging data
packets between the XU4 and the e-puck, over which sense and
control information flow, and a parallel digital interface to the
VGA camera. In each case, the interfaces have 3.3v logic levels.

The XU4 board has a 30 pin expansion connector that exposes
a reasonable number of the GPIO pins of the Exynos 5422 SoC,
some of which can be configured to be I2C and SPI interfaces.
The XU4 interface logic levels are 1.8V. A camera interface was
not available, and initial investigation showed that it would not be
possible to use pure GPIO pins as a parallel data input from the
camera due to the high required data rate. We decided to use a
USB interface to acquire camera data.

We intend to use visual signaling as a means of communication
within swarms. For this purpose, we included a ring of fifteen
Neopixels around the edge of the interface board. Neopixels are
relatively recently available digital multicolor RGB LEDs which
are controlled with a serial bitstream. They can be daisy chained
in very large numbers and each primary color is controllable to
256 levels.

2.2.1. Power Supply
TheXU4 requires a 5-V power supply. To design the power supply,
the following constraints are assumed:

• TheXU4 and supporting electronics will be powered from their
own battery, separate from the e-puck battery.

• The average power consumption will be 5W.
• The peak power consumption will be 10W.

It is immediately clear that the e-puck battery, a single-cell Li-
ion type with a capacity of about 1,600mAh, would not be able
to power the XU4 as well. At a cell voltage of 3.7 V, converter
efficiency of 85% and a nominal power consumption of 5W,
battery life would be at best 3.7×1.6×0.85

5 = 1 hour, not counting
the requirements of the e-puck itself. These estimates are based
on battery characteristics in ideal conditions and real world values
will be lower. Hence, they need for a second battery. To get a 1.5-
h endurance, we assume a conservative 50% margin to account
for real-world behavior, giving the requirement of 1.5×1.5×5

3.7×0.85 =
3.6Ah.

Mobile devices are generally designed to work within a power
envelope of around 5W or the case becomes too hot to hold
comfortably, see, for example, Gurrum et al. (2012). We assume
that with attention to power usage, it will be possible to keep the
average power at this level.

The third constraint was motivated by a survey of the readily
available switch-mode power supply solutions for stepping up
from 3.7V single-cell lithium to the required 5V. Devices tended
to fall into two types—boost converters that were capable of high
currents (>2A) butwith low efficiencies and large-sized inductors
due to low-operating frequencies, or devices designed for mobile
devices which include battery protection and have small sized
inductors due to their high efficiency and operating frequency.
Of the latter class, the highest output current was 2A, with future
higher current devices planned but not yet available. Measure-
ments of the XU4 showed an idle current of 400mA but very high
current spikes, exceeding 3A during booting. To meet the third
constraint and enable the use of a high efficiency converter, the
kernel wasmodified to boot using a low clock frequency, reducing
boot current to below 1.5A.

The power supply regulator chosen was the Texas Instruments
TPS61232. It is designed for single-cell Li-ion batteries, has a very
high efficiency of over 90%, a high switching frequency of 2MHz
resulting in a physically small inductor, and has battery protection
with undervoltage lockout.

One aspect of the power supply design that is not immediately
obvious is that the battery current is quite high, reaching 4A
as the cutoff discharge limit of 2.5 V is reached. This seriously
constrains switching the input power. In fact, physically small
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FIGURE 1 | Performance, power consumption, and efficiency of the CPUs and GPU while continuously running a 1,024×1,024 single precision matrix
multiplication. Highest efficiency for the CPU clusters is with the maximum A7 frequency of 1.4GHz but a relatively low A15 frequency of 800MHz. The GPU
efficiency stays relatively flat above 480MHz.

switches capable of handling this amount of current are not read-
ily available. For this reason, and to integrate with the e-puck,
two Diodes Incorporated AP2401 high side switches were used
in parallel to give electronic switching, allowing the use of the
e-puck power signal to turn on the XU4 supply. The high current
also necessitates careful attention to the resistance budget and
undervoltage lockout settings.

To monitor battery state and energy, we use two Texas Instru-
ments INA231 power monitoring chips, sensing across 20-mΩ
resistors on the battery and XU4 side of the switching regulator.
These devices perform automatic current and voltage sensing,
averaging and power calculation, and are accessible over an I2C
bus. The Hardkernel modified Linux kernel also targets the older
Odroid XU3 board, which included the same power monitor
chips, so the driver infrastructure is already present to access
them.

We used branded Panasonic NCR18650B batteries, rated at
3,400mAh, and achieved a battery life of close to 3 h while run-
ning a ROS graph with nodes retrieving camera data at 640× 480
pixels 15Hz, performing simple blob detection, exchanging con-
trol packets at 200Hz with the e-puck dsPIC and conditioning
the returned sensor data, and running a simple swarm robot con-
troller. All the LEDs were lit at 50% brightness and varying color,
and telemetry was streamed over WiFi at an average bandwidth of
10 kB/s. Figure 3 shows the discharge curve. Power is relatively
constant throughout at about 3.3W except at the end, where it

drops slightly. This is due to the Neopixel LEDs being supplied
directly from the battery. As the voltage drops below about 3.1 V,
the blue LEDs stop working, reducing the power consumption.

2.2.2. Camera Interface
The e-puck VGA camera is a Pixelplus PO3030K or PO6030K,
depending on the e-puck serial number. Both types have the same
electrical interface, although the register interface is slightly differ-
ent. It is a 640× 480, 30 fps CMOS sensor, controlled by I2C, and
supplies video on an eight bit parallel bus with some additional
lines for H and V sync. By default, the camera provides 640× 480
data within an 800× 500 window in CrYCbY format. Each pixel
is 16 bits and takes two clocks. The maximum clock frequency of
27MHz gives 30 fps, with a peak bandwidth of 27MB/s, sustained
18.4MB/s. At ourminimum desired frame rate of 10Hz, the clock
would be 9MHz.

We considered a number of possible solutions to the problem
of getting the VGA camera data into the XU4, initially focusing
on implementing a USB Video Class device, which would then
be simply available under the standard Linux webcam driver but
available devices were relatively expensive (e.g., XMOS XS1-U8A-
64 18, Cypress Semiconductor CYUSB3014 35, UVC app notes
available for both). In the end, we settled on a more flexible
approach, using the widely available and cheap FTDI FT2232USB
interface chip, together with a low power and small FPGA from
Lattice.
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FIGURE 2 | Block diagram showing the functionality of the interface board. The yellow box at the top is the XU4 single board computer, communicating over I2C,
SPI, and USB interfaces with the interface board in green. This performs voltage level shifting, provides a USB interface to the e-puck camera, and supplies 5v power
to the XU4. The e-puck in blue acts as a slave device to the XU4, running low-level proximity sensing and stepper motor control.

FIGURE 3 | Battery life of close to 3 h while running a ROS graph with nodes
retrieving camera data at 640×480 pixels 15Hz, performing simple blob
detection, exchanging control packets at 200Hz with the e-puck dsPIC, and
running a basic behavior tree interpreter. All the Neopixel LEDs were lit at 50%
brightness and varying color, and telemetry was streamed over WiFi at an
average bandwidth of 10 kB/s. The fall-off in power consumption at the 2.5-h
point is due to the battery voltage falling below the threshold voltage of the
blue LEDs within the Neopixels.

We wanted a low-cost solution; the FT2232H is around 5, and
provides a USB2.0 High Speed interface to various other protocols
such as synchronous parallel, high speed serial, JTAG, etc. It is not
programmable though, and cannot enumerate as a standard UVC
device. The FT2232H provides a bulk transfer mode endpoint.

This is not ideal for video, since it provides no latency guarantees,
unlike isosynchronous mode, but since we control the whole
system, we can ensure that there will be no other devices on the
USB bus that could use transfer slots.

Although the FT2232H provides a synchronous parallel inter-
face, it is not directly compatible with the camera. The FT2232H
has a small amount of buffering, and uses handshaking to provide
backpressure to the incoming data stream if it cannot accept new
data, whereas the camera has no storage and simply streams data at
the clock rate during the active 640 pixels of each line. To provide
buffering and handle interfacing, we chose to use the Lattice Semi-
conductor iCE40HX1K FPGA. This low-cost device, less than 4
in a TQ144 package, has 96 programmable IO pins in four banks
each of which that can run with 1.8, 2.5, or 3.3 V IO standards.
It has 64 kB of RAM, sufficient to buffer 6.4 lines of video, or
1.3ms at our minimum desired frame rate. We assume that the
Linux USB driver at the XU4 end can handle all incoming USB
data provided there is an available buffer for the data, meaning
that the combined maximum latency of the user application and
kernel driver must not exceed 1.3ms to avoid underruns. Given
reported sustained data rates of 25MB/s for the FT2232H, this
seems plausible, although should this not prove possible, we had
the fallback position of being able to lower the camera clock
frequency to a sustainable level.

The decision to use an FPGA with the large number of IOs
capable of different voltage standards gave greater design freedom.
There is no need for any other glue logic, and it is possible to
design defensively, with a number of alternative solutions to each
interface problem. It also makes possible the later addition of
other peripherals. For this reason, sixteen uncommitted FPGA
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FIGURE 4 | Left: 16 assembled Xpucks. Right: major components, left to right, top to bottom. Outer 3D printed shell showing Vicon tracking reflectors in unique
pattern on top. Support chassis, which holds the XU4 single board computer and the LiION battery. Spacer ring, locating the chassis above the PCB and reflecting
the upward facing LEDs outwards. XU4 computer, with leads for power and data. Interface PCB. Base e-puck, with red 3D printed skirt.

pins were brought out to an auxiliary connector. Lattice semicon-
ductor provides an evaluation kit, the iCEstick, broadly similar to
the proposed subsystem, allowing early development before the
completion of the final PCBs.

The final system proved capable of reliably streaming camera
data at 15 fps, or 9.2MB/s, with a camera clock of 12MHz.

2.2.3. I2C and SPI Communications, Neopixel LEDs
All the e-puck sense and control data, except for the camera, flow
over the SPI interface. It is used to control the e-puck motors and
LEDs, the Neopixel LEDs on the interface board, and to read from
the accelerometers and IR proximity sensors on the e-puck. The
I2C bus is only used to set the parameters of the VGA camera.

As with the LEB, the XU4 board acts as the SPI master, provid-
ing the clock and enable signals, and the dsPIC of the e-puck the
slave. SPI communication is formed of 16-bit packets. Both the
master and slave have a 16-bit shift register and communication
is full duplex. The master loads data into its register and signals
the start of communications, followed by 16 clocks, each shifting
one bit of the shift register out from the master and into the slave.
Simultaneously, the slave data are shifted into themaster. Between
each 16 bit packet, communication pauses for long enough for the
master and slave to process the received packet and prepare the
next outgoing packet. This is handled in hardware with DMA at
the XU4 end, but the dsPIC has no DMA and uses an interrupt
routine to perform this. We used a value of 6.4 μs to ensure
sufficient processing time.

The SPI signals were routed to the FPGA and the board design
allows for them to be routed through it. This enables two things:
first, the FPGA can watch the data from the XU4 and use fields
within that to control its own peripherals, currently the Neopixel
LEDs, second, it allows the insertion of data into, or the modifica-
tion of the return messages from the e-puck.

The FPGA contains additional logic to interpret fields within
the SPI packet for controlling the Neopixel LEDs. These data are
stored in a buffer within the FPGA and used to generate the
appropriately formatted serial stream to the LEDs.

2.3. Physical Design
The interface board is 70mm in diameter, the same as an e-puck.
It sits on top of the base e-puck. Above this, the XU4 board is held

vertically within a 75-mm diameter cylindrical 3D printed shell,
which also holds the battery. Flying leads from the XU4 for the
GPIO parallel and the USB interfaces, and for the power supply,
connect to the interface board. Figure 4 shows 16 completed
Xpucks, and the major components of the assembly. Figure 5
shows details of a populated interface board.

2.4. Software and Infrastructure
The swarm operates within an infrastructure that provides track-
ing, virtual sensing, and message services. To facilitate this, the
Xpucks run a full featured distribution of Linux and ROS, the
Robot Operating System (Quigley et al., 2009). This gives access
to much existing work: standard libraries, toolchains, and already
existing robot software. Given the close dependence of ROS on
Ubuntuwe chose to useUbuntu 14.04.4 LTS, runningROS Indigo.

2.4.1. Real-time Kernel
The standard Linux kernel is not hard real-time, i.e., it does not
offer bounded guarantees of maximum latency in response to
events. One of the tasks that are running on the XU4 that requires
real-time performance is the low-level control loop comprising
the SPI data message exchange with the e-puck. The maximum
speed of the e-puck is about 130mm/s. A distance of 5-mm corre-
sponds to about 40ms. It would be desirable to have a control loop
with a period several times faster than that, one commonly used
in e-puck experiments is 100Hz, or tcontrol = 10ms. Theminimum
time for the control loop to respond to a proximity sensor is two
SPI message lengths, so to achieve a 10-ms control period, we
need an SPI message period tperiod < 5ms. Assuming a 5-MHz
SPI clock with a message comprising 32 16-bit packets and a 6.4-
μs interpacket gap, the total time per message is tmessage = 307 μs.
This gives a budget of tperiod − tmessage = 4.7ms for processing and
latency. Measurements using cyclictest4 over 500,000 loops of
1ms, or about 8min, with the Server preemption policy kernel
while running SPI message exchange at 200Hz showed figures
of 13.9ms, and even when running the Low-Latency Desktop
preemption policy this was above 3.5ms. This leaves little margin
for processing.

We used the PREEMPT-RT patch (Rostedt and Hart, 2007),
which modifies the kernel to turn it into a real-time operating

4https://wiki.linuxfoundation.org/realtime/documentation/howto/tools/cyclictest.
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system (RTOS), able to provide bounded maximum latencies to
high priority real-time user tasks. With the RTOS kernel, the
measured latencies while running SPI message exchange never
exceeded 457 μs over several hours running at 200Hz.

2.4.2. Resilient Filesystem
One of the important issues when making reliable Linux embed-
ded systems is how to deal with unexpected power removal. Linux
filesystems, in general, are likely to be corrupted if the power
is removed while they are performing a write. Even journaling
filesystems like ext4 are prone to this. This iswhyLinuxneeds to be
properly shut down before power is removed, but this is simply not
practical for an experimental battery-powered system. Disorderly
shutdowns will happen, so this needs to be planned for.

We implement a fully redundant filesystemwith error checking
using BTRFS (Rodeh et al., 2013) as described in a StackExchange
answer.5 BTRFS is modern journaling filesystem that supports
on-the-fly compression and RAID and is capable of self-healing,
provided there are redundant copies of the data. The idea is
that we create two partitions on the same SD card and mount
them as a completely redundant RAID1 array. Any filesystem
corruption will be seen as a mismatch between checksum and file,
and the redundant copy on the other partition used to replace the
corrupt version. This has proven to be very reliable so far, with no
corrupted SD cards.

2.4.3. Arena Integration
The Xpucks work within an arena which provides the infras-
tructure for experiment control, implementing virtual senses if
needed, and for logging, see Figure 6. It is area 2m by 1.5m
equipped with a Vicon tracking system and an overhead network
webcam. Each Xpuck has a USB WiFi dongle, and the arena has
a dedicated WiFi access point. For robustness, each Xpuck has a
fixed IP address, and the standard scripts are replacedwith a script
that continually checks for connectivity to the access point and
attempts reconnection if necessary.

Software called the switchboard runs on the Hub server and
is responsible for the distribution of experiments to the Xpucks,
their initiation, and the logging of all experiment data. EachXpuck
automatically starts a ROS node at boot which connects to the
Hub over ZeroMQ sockets (Hintjens, 2013) supplying a stream
of telemetry about the physical state of the Xpuck, including bat-
tery levels and power consumption, temperature, sensor values,
and actuator settings. The switchboard sends timestamps, virtual
sense data, and can command the ROS node to download and
execute arbitrary experiment scripts, which would typically set
up a more complex ROS graph for the robot controller, which in
turn will run the experiment upon a trigger from the switchboard.
Controllers are always run locally on the Xpucks. This is all
controlled either from the command line on the Hub or with a
GUI giving visibility to important telemetry from the swarm.

EachXpuck ismarkedwith a unique pattern of reflectors recog-
nized by the Vicon system. There are four reflectors arranged on a
4× 4 grid with spacing of 10mm. We used a brute force search to

5Corruption-proof SD card filesystem for embedded Linux? http://unix.
stackexchange.com/questions/136269/corruption-proof-sd-card-filesystem-for-
embedded-linux.

FPGA

Power
supply

USB

NeoPixel

FIGURE 5 | Interface board PCB, showing the boost converter PSU for the
XU4 5v supply, the FPGA and USB interface, the VGA camera and SPI level
shifting, and the 15 Neopixels.

find unique patterns for each of the 16 Xpucks. Because of the size
of the marker pattern and of the Xpucks themselves, there should
be no ambiguous conditions when Xpucks are close to each other.
This has proved effective with unambiguous detection even when
all 16 Xpucks were placed packed together in the arena.

The switchboard software connects to the Vicon system and
receives pose messages at the update rate of 50Hz. This is used to
log the absolute positions of the Xpucks during experiments and
also to synthesize virtual senses included in the outgoing streams
of data from the switchboard to the Xpucks. Range and bearing is
an important sense in swarm robotics experiments, which we can
construct directly using the e-pucks IR proximity sensors or with
additional hardware (Gutiérrez et al., 2009a,b). We can also syn-
thesize range and bearing information from the Vicon data with
behavior defined by a message distribution model, which allows
us to specify parameters such as range, noise, and directionality.
There is the capability for Xpucks to send broadcast messages
consisting of their ID, this is disseminated by the switchboard
according to the message distribution model. Messages received
have no content, but are an indication that the sender and the
receiver can communicate, actual data transfer can take place
point-to-point. In this, we take inspiration from O’Dowd et al.
(2014), who use IR communication between e-pucks to establish
if contact is possible, data transfer then taking place over WiFi.

2.5. GPGPU Robot Simulator
In this section, we describe the design and realization of a fast
parallel physics-based 2D multi robot simulator running on the
Xpuck SoC GPU.

To perform onboard evolution of controllers or to evaluate
multiple what-if scenarios, we need to be able to runmany simula-
tionsmuch faster than real-time. A typical evolutionary algorithm
might have a population of p potential solutions. Each of these
needs to be evaluated for fitness by running r simulations with
different starting conditions. Many generations g of evaluation,
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FIGURE 6 | The Xpuck arena. Experiments take place within a 2m×1.5m area surrounded by walls slightly higher than the height of the Xpucks. Each Xpuck has a
unique pattern of spherical reflectors on their top surface to enable the Vicon motion tracking system to identify each individuals pose. The Vicon PC is dedicated to
managing the Vicon system and makes available a stream of pose data. The Hub PC is responsible for all experiment management, data logging, and virtual sense
synthesis.

selection, combination, and mutation take place to produce fitter
individuals. Typically, p, r, g might be (50, 10, 100). One scenario
we envisage is evolving a controller for the next fixed interval ∆t
of real time. During the current time interval, we need to complete
nsims = prg simulations of that time ∆t, or:

nsims · treal
tsim

< 1 (1)

where tsim is the simulated time and treal is the wall clock time for
that simulated time. It is generally the case (Vaughan, 2008; Jones
et al., 2015) that multi robot simulation time is proportional to the
number of agents being simulated. We define a simulator speed
using the robot acceleration factor:

racc =
nrobots · tsim

treal
(2)

where nrobots is the number of robots, tsim and treal as above. With
equation (1) we get a required racc of:

racc > nsims · nrobots. (3)

We can see that if we are using a single simulator, the required
racc increases with the number of robots being simulated. But if
we run a distributed evolutionary algorithm and have a simulator
embodied in each robot, the required racc simply becomes:

racc > nsims. (4)

For the example above, we therefore require a simulator with
racc > 50,000.

There is a basic trade-off between simulator fidelity and speed.
Typical values of racc when running on a PC are 25 for a full
3D physics simulation like Gazebo, 1,000–2,000 for 2D6 arbi-
trary shape simulators with relatively detailed sensory modeling
like Stage (Vaughan, 2008), and ARGoS (Pinciroli et al., 2011),
and 50,000–100,0007 for constrained geometry 2D physics game
engines like Box2D (Catto, 2009). There is also a cost to generality;
the critical path in stage is the ray-tracing operation for modeling
of distance sensors, necessary to handle arbitrary object shapes
in the simulated world. We show in Jones et al. (2016) that a
constrained geometry 2D physics engine simulator is capable of
being used to evolve swarm controllers which transfer effectively
to the real world, so this motivates our simulator design.

To get good performance on an application running on a GPU,
it is necessary that there is a large number of work items that
can be performed in parallel. The Mali Midgard GPU architec-
ture present in the Exynos 5422 SoC of the XU4 has six shader
cores, each of which can run 256 threads simultaneously. To
keep the cores busy, it is recommended that a kernel be executed
over hundreds or thousands of work items, depending on its
resource usage. We therefore need to design our simulator to
have parallelism at least in the hundreds to take advantage of the
GPU and be sufficiently constrained in scope that we avoid the
costs of generality; by using only straight lines and circles in our
simulation, collisions and sensor intersections can be calculated
cheaply by geometry, rather than expensive ray-tracing.

6or “two-and-a-half D” with sensors having some awareness of Z but kinematics
and dynamics modelled purely in 2D.
7We achieved 80,000 with our Box2D-based kilobot simulator (Jones et al., 2016).
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2.5.1. Simulation Model
The simulation models up to 16 Xpuck robots within a
2m× 1.5m rectangular arena centered about the origin, with the
edges of the arena surrounded with immovable walls. As well as
the Xpuck robots, there can be other inert round objects that can
be pushed by the Xpucks. The reference model for the robots is
given in Table 3, this describes the sensors and actuators that are
exposed to the robot controller.

We can divide the simulation into three sections; physics, sens-
ing, and control. Physics handles the actual physical behavior of
the robots within the arena, modeling the dynamics of motion,
and collisions in a realistic way. Sensing constructs the input vari-
ables described in the robot reference model from the locations
and attributes of the objects within the simulated world. Control
runs a robot controller for each simulated robot, responding to
the reference model inputs, and producing new output variables,
resulting in the robot acting within the world.

There are three types of object within the world: the arena
walls, the Xpucks, and inert objects. Thewalls are immoveable and
are positioned horizontally and vertically symmetrically about the
origin. Xpucks, which are round and colored, can sense each other
with their camera, proximity sensors and range and bearing, and
can move with two-wheel kinematics. Inert objects, which are
round and colored, can be sensed by Xpuck cameras but not by
the proximity sensors because they are low in height. They move
only due to collisions.

2.5.1.1. Physics
The physics core of the simulation is based on work by Gaul
(2012). There are only circular bodies, which are rigid and have

TABLE 3 | Robot reference model.

Input variables Values Description

Pi∈{1,2,. . .,8} [0,1] Proximity sensor i,
0= nothing in range,

1= object adjacent to sensor
θ [−π, π) Compass, giving pose angle

in world frame
n ∈ N {0, . . ., 16} Number of neighboring Xpucks
(r, ∠b)i∈{1, . . ., n},n ̸=0 ([rmin, rmax], [−π, π)) Range and bearing of

neighbor m
Ri∈{ left,center,right } {0, 1} Red blob detection
Gi∈{ left,center,right} {0, 1} Green blob detection
Bi∈ { left,center,right } {0, 1} Blue blob detection

Output variables

v i∈{ left,center,right} [−vmax, vmax] Left and right wheel velocities

Constants

tupdate 100ms Controller update period
rmin 0.075m Minimum range and bearing

range (center to center)
rmax 0.5m Maximum range and bearing

range (center to center)
vmax 0.13ms−1 Maximum wheel velocity
∠qi∈{1,2,. . .,8} 0.297, 0.855,

1.571, 2.618, Angle of proximity sensor i
−2.618, −1.571,
−0.855, −0.297

pmax 0.04m Proximity sensor maximum range

finite mass, and the walls, which have infinite mass. Interactions
between bodies are governed by global attributes of coefficients of
static and dynamic friction, and restitution. Interactions between
the bodies and the arena floor are governed by individual
attributes of mass and coefficient of friction. The physical state
of each body i is described by the tuple Si(x, v, θ, ω) representing
position, velocity, angle, and angular velocity.

The equations of motion governing the system are v̇ =
1
mF, ω̇ = 1

I τ, ẋ = v, θ̇ = ω. They are integrated using the
symplectic Euler method (Niiranen, 1999) which has the same
computational cost as explicit Euler but better stability and energy
preserving properties.

Collisions between bodies are resolved using impulses. For each
pair of intersecting bodies, a contact normal and relative velocity
are calculated, producing an impulse vector which is used to
instantaneously change the linear and angular velocities of the two
bodies. This is iteratively applied multiple times to ensure that
momentum is transferred in a physically realistic way between
multiple contacting bodies.

Collision detection between pairs of bodies with a naive algo-
rithm isO(n2) somost physics simulators handling a large number
of bodies (100 s upwards) use a two stage process with a broad-
phase step that eliminates a high proportion of pairs that cannot
possibly be in collision, before the narrowphase step that detects
and handles those bodies that are actually colliding. But we have
only a maximum of 21 bodies (4 walls, 16 robots, 1 object) which
means that any broadphase step must be very cheap to actually
gain performance overall. We tried several approaches before
settling on a simple binning algorithm: each object is binned
according to its x coordinate, with bins just larger than the size
of the objects. A bin contains a bitmap of all the objects within it.
Objects can only be in collision if they are in the same or adjacent
bins so the or-combined bitmap of each two adjacent bins is then
used to form pairs for detailed collision detection.

The two-wheel kinematics of the robots aremodeled by consid-
ering the friction forces on eachwheel due to its relative velocity to
the arena surface caused by thewheel velocity and the object veloc-
ity. Friction force is calculated as Coulomb but with µ reduced
when the velocity is close to zero using the formulation inWilliams
et al. (2002): µ = µmax

2·arctan(k∗v)
π . With the same justification

as Williams et al. (2002), we chose k= 20 empirically to ensure
numerical stability. The forces on each body are resolved to a
single force vector F and torque τ . Non-robot objects simply have
zero wheel velocities.

The noise model is a simplified version of that described
by Thrun et al. (2005). Three coefficients, α1, α2, α3, control,
respectively, velocity-dependent position noise, angular velocity-
dependent angle noise, and velocity-dependent angle noise. So
position and angle are modified: x′ = x + v · s(α1), θ′ =
θ + ω · s(α2) + |v| · s(α3) where s(σ) is a sample from a Gaussian
distribution with SD σ andmean of zero. Because the noise model
is on the critical path of position update and the calculation of even
approximate Gaussian noise is expensive, we use a pre-calculated
table of random values with the correct distribution.

The physics integration timestep is set at 25ms for an update
rate of 40Hz. This value was chosen as a trade-off performance
and physical accuracy, giving 4 physics steps per controller update
cycle.

Frontiers in Robotics and AI | www.frontiersin.org February 2018 | Volume 5 | Article 111087

http://www.frontiersin.org/Robotics_and_AI
http://www.frontiersin.org
http://www.frontiersin.org/Robotics_and_AI/archive


Jones et al. A Two Teraflop Swarm

2.5.1.2. Sensing
There are three types of sensors that need to be modeled. Each
Xpuck has eight IR proximity sensors arranged around the body
at a height of about 25mm. These can sense objects out to about
40mm from the body. The reference model specifies that the
reading varies from 0 when nothing is in range, to 1 when there is
an object adjacent to the sensor. Similar to the collision detection
above, the maximum sensor range is used to set the radius of a
circle about the robot which is tested for intersection with other
objects. For all cases where there is a possible intersection, a ray
is projected from the robot at each sensor angle and a geometrical
approximation used to determine the location of intersection with
the intersected body and hence the range. This process is actually
more computationally expensive than collision detection, but only
needs to take place at the controller update rate of 10Hz.

The second and third types of sensor are the camera blob
detection and the range and bearing sense. Blob detection splits
the camera field of view into three vertical segments and within
each segment, detects the presence of blobs of the primary colors.
Range and bearing sense counts the number of robots within
0.5m and produces a vector pointing to the nearest concentra-
tion. Together they are the most computationally expensive of
the senses to model. They necessarily traverse the same data
structures and so are calculated together.

To model the camera view, we need to describe the field of
view subtended by each object, what color it is, and whether it
is obscured by nearer objects. We implement this by dividing
the visual field into 15 segments and implementing a simple z-
buffer. Each object is checked and a left and right extent derived
by geometry. The segments that are covered by these extents have
the color of the object rendered into them, if the distance to the
object is less than that in the corresponding z-buffer entry. As each
object is checked, the distance is used to determine if the range and
bearing information needs to be updated.

In the real robot arena, range and bearing is implemented as
virtual sensing using a Vicon system and communication over
WiFi. There is significant latency of around 100–200ms between
a physical position and an updated range and bearing count and
vector reaching the real robot controller. Also, the camera on each
Xpuck has processing latency of a similar order. For this reason
and due to the computational cost, this sensor information is
updated at half the controller rate, or 5Hz.

2.5.1.3. Controller
The controller architecture we use is behavior tree based (Cham-
pandard, 2007; Ogren, 2012; Colledanchise and Ogren, 2014;
Scheper et al., 2015; Jones et al., 2016). Originating in the games
industry for controlling non-player characters, behavior trees are
interesting for robotics because they are hierarchical, allowing
encapsulation and reuse of sub-behaviors, human readable, aid-
ing analysis of evolved controllers for insight, and amenable to
formal analysis. A behavior tree consists of a tree of nodes and
a blackboard of variables which comprise the interface between
the controller and the robot. At every controller update cycle,
the tree of each robot is evaluated, with sensory inputs resulting
in actuation outputs. Evaluation consists of a depth-first traver-
sal of the tree until certain conditions are met. Each agent has
its own blackboard and state memory, the tree is shared by all

agents running the same controller. In our case, we are running
homogeneous swarms, so within a particular simulation, only
one tree type is used, with each simulated robot running its own
instance.

2.5.1.4. Implementation of Simulator on GPU
To best exploit the available performance of the GPU, our imple-
mentation must have a high degree of parallelism. We achieve this
by running multiple parallel simulations almost entirely within
the GPU. The limit to parallelization of running multiple simula-
tions for an evolutionary algorithm is the number of simulations
per generation; it is necessary to completely evaluate the fitness
of the current generation to create the individuals that will make
up the next generation. With the numbers given above, this would
be 500 simulations, below what would normally be recommended
to keep the GPU busy, but long-lasting threads ensure the GPU is
fully utilized.

As we implemented the simulator, it actually turned out that
memory organization was the most critical element for perfor-
mance. Each of the four cores within the first core group of the
GPU8 has a 16-kB L1 data cache and a 256 L2 cache shared
between them. Ensuring that data structures for each agent were
minimized, and that they fitted within and were aligned to a cache
line boundary resulted in large performance improvements.Mem-
ory barriers between different stages of the simulation update
cycle ensured that data within the caches remained coherent and
reduced thrashing. As performance improved and the memory
footprint changed, the effect of workgroup size and number of
parallel simulations was regularly checked. We used the DS-5
Streamline9 tool fromARM to visualize the performance counters
of the GPU which showed clearly the memory-bound nature of
the execution. Profiling of OpenCL applications is difficult at
anything finer than the kernel level, so there was much experi-
mentation and whole application benchmarking.

2.6. Image Processing Demonstration
The high computational capability of the Xpuck makes it possible
to run camera image processing algorithms not possible on the
e-puck on its ownor enhancedwith the LinuxExtensionBoard. To
demonstrate this and to evaluate the performance of the camera,
we implement ArUco marker tracking (Garrido-Jurado et al.,
2014) and test it with the onboard camera. ArUco is a widely used
library that can recognize square black and white fiducial markers
in an image and generate camera pose estimations from them.
In this demonstration, we use the marker recognition part of the
library and test the tracking under different distances and Xpuck
rotational velocities.

A ROS node was written to apply the ArUco10 marker detec-
tion library function to the camera image stream and to output
the detected ID and pixel coordinates on a ROS topic. Default
detection options were used and no particular attention was paid
to optimization.

8The six cores are divided into two core groups, one with four cores and one with
two. These are presented as two separate OpenCL devices. For ease of coding, only
one core group was used.
9https://developer.arm.com/products/software-development-tools/
ds-5-development-studio/streamline.

10Version 1.2, standard install from Ubuntu 14.04.4 ROS Indigo repository.
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TABLE 4 | Speed of simulator with various functionalities enabled.

256 simulations 512 simulations

Functionality trss ∆trss % trss ∆trss %

Physics 6.9 6.9 40 6.7 6.7 31
+Sensors 11 4.5 26 11 4.0 19
+Camera and R&B 15 3.1 18 14 3.3 16
+Controller (all functionality) 17 2.6 16 21 7.2 34

16 robots, 1 passive object, basic exploration and collision avoidance controller. Tested over five runs with 256 and 512 parallel simulations. trss is time (µs) per robot simulated second.
With 256 parallel simulations, the physics functionality dominates at 40% of the processing time, but with 512 parallel simulations, controller processing is the largest proportion.

Two experiments were conducted. In both cases, we used video
from the Xpuck camera at a resolution of 320× 240 and a frame
rate of 15Hz. First, we measured the time taken to process an
imagewith the detection function under conditions of nomarkers,
four 100mm markers in a 2× 2 grid, and 81 20mm markers in a
9× 9 grid. Frame times were captured for 60 s.

Second, we affixed four ArUco tags of size 100mm with differ-
ent IDs to locations along the arena walls. An Xpuck was placed
in three different locations within the arena and commanded to
rotate at various speeds up to 0.7 rad/s. Data were collected for
31,500 frames. Commanded rotational velocity, Vicon tracking
data, and marker tracking data were all captured for analysis.

The data were analyzed in the following way: each video frame
is an observation,whichmayhavemarkers presentwithin it. Using
a simple geometrical model, we predict from the Vicon data and
the known marker positions whether a marker should be visible
in a given frame and check this against the output of the detector
for that frame. From this, we derive detection probability curves
for different rotation speeds.

2.7. In-Swarm Evolution Demonstration
One of ourmotivations formoving computation into the swarm is
to tackle the scalability of swarm controller evolution. To demon-
strate both the computational capability of the Xpuck swarm and
scalability, we implement an island model evolutionary algorithm
and demonstrate performance improvement when running on
multiple Xpuck robots.

The island model of evolutionary algorithms divides the popu-
lation of individuals into multiple subpopulations, each of which
follows its own evolutionary trajectory, with the addition ofmigra-
tion, where some individuals of the subpopulations are shared or
exchanged with other subpopulations. Island model evolutionary
algorithms enable coarse-grained parallelism, with each island
corresponding to a different compute node, and sometimes out-
perform single population algorithms by maintaining diversity
(Whitley et al., 1999). Even without that factor, the ability to scale
the size of total population with the number of compute nodes
hosting subpopulations is desirable for a swarm of robots running
embodied evolution.

2.7.1. Implementation of Island Model
On each Xpuck, we run a genetic algorithm evolving a population
of behavior tree controllers similar to that described in Jones et al.
(2016) using methods from Genetic Programming (Koza, 1992).
The parameters are described in Table 5. Evolution proceeds as
follows: an initial subpopulation of nsub individuals is generated

using theKoza’s ramped_half_and_half procedure, detailed in Poli
et al. (2008), with a depth of ndepth. Each individual is evaluated for
fitness by running nsims simulations with different starting condi-
tions and averaging the individual fitnesses. The subpopulation is
sorted and the top nelite individuals are copied unchanged into the
new subpopulation. The remaining slots are filled by tournament
selection of two individuals with replacement followed by a tree
crossover operation, with random node selection biased to inter-
nal nodes 90% of the time (Koza, 1992), to create a new individual.
Then, every parameter within that individual is mutated with
probability pmparam, followed by mutating every node to another
of the same arity with probability pmpoint, followed by replacing
a subtree with a new random subtree with probability pmsubtree.
This new population is then used for the next round of fitness
measurement.

The genetic algorithm is extended to the island model in the
following way: after every nepoch generations, each Xpuck sends a
copy of the fittest individual in its subpopulation to its neighbors.
They replace the weakest individuals in their subpopulations.
Currently, this is mediated through a genepool server, running on
theHub PC, although direct exchange of genetic material between
individual Xpucks is also possible using local IR communication.
This server maintains the topology and policy for connecting the
islands. This may be physically based, drawing on the position
information from theVicon. It is important to note that server pro-
vides a way to abstract and virtualize the migration of individuals;
in the same way, we use the Vicon information to provide virtual
sensing. When the server receives an individual from a node, it
replies with a set of individuals, according to the policy. These are
used to replace the least fit individuals on the requesting node.
The process is asynchronous, not requiring that the nodes execute
generations in lockstep. The policy for this experiment is to make
a copy of each individual available to every other node, so with
nnodes nodes the migration rate is rmigration = nnodes−1

nsub·nepoch .

2.7.2. Task and Fitness Function
We evolve a behavior tree controller for a collective object move-
ment task. The task takes place in a 2m× 1.5m arena with the
origin at the center and surrounded by walls greater than the
height of the Xpucks. The walls and floor are white. A blue plastic
frisbee of 220mm diameter is placed at the origin. Nine Xpucks
with red skirts are placed in a grid with spacing 100mm centered
at (−0.8, 0) and facing rightwards. The goal is to push the frisbee
to the left. Fitness is based on how far to the left the frisbee is
after a fixed time. An individual Xpuck can push the frisbee, but
only at about half the full Xpuck speed, so collective solutions
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have the potential to be faster. The swarm is allowed to execute
its controller for 30 s. After this time, the fitness is given by
equation (5).

f =

{
rderate −x

1−lfrisbee_radius , for x < 0
0, otherwise

(5)

where x is the x-coordinate of the center of the frisbee, and rderate
is a means of bloat control, proportionately reducing the fitness
of behavior trees which use more than 50% of the resources
available. To show scalability with increasing numbers of Xpucks,
we compare two scenarios, first a single Xpuck running a stan-
dalone evolution and second six Xpucks running an island model
evolution. In both cases, the parameters are as inTable 5. With the
island model, every nepoch = 2 generations, a node sends to all its
neighbors a copy of its fittest individual and receives their fittest
individuals, using these to replace its five least fit individuals,
giving a migration rate rmigration = 0.078. Each scenario is run ten
times with different initial random seeds.

3. RESULTS

3.1. Xpucks
The total cost of 25Xpuckswas 3,325, or 133 each. This includes
all parts, PCBs, XU4 single board computers, and batteries. It
does not include assembly or the base e-pucks, which cost around
700. Although it should be possible for a university technician to

assemble the boards in small quantities, the approximate costs per
board for factory PCB assembly were 17 for 25 boards, dropping
rapidly to 6 for 100 boards.11 It is our intention to make the
design open source and freely available.12

Currently, we have 16 assembled and functional robots. Bat-
tery life when running a moderate computational load is close
to 3 h. When continuously running the extremely computation-
ally demanding evolutionary algorithm described, the battery life
dropped to around 1 h 20min.

3.2. Simulator
Table 4 shows the results of running parallel simulations for a
simulated time of 30 s. Each simulation consists of 16 robots
running a simple controller for exploration with basic collision
avoidance, and one additional object that can be pushed by the

11Online quote from https://www.pcbway.com/.
12https://bitbucket.org/siteks/xpuck_design.

TABLE 5 | Evolutionary algorithm parameters.

Parameter Value Description

ngens 100 Number of generations
nsub 32 Size of subpopulation
nsims 8 Number of simulations for evaluation of fitness
nelite 3 Size of elite
pmparam 0.05 Probability of mutating a parameter
pmnode 0.05 Probability of mutating a node
pmsubtree 0.05 Probability of replacing a subtree
ndepth 4 Maximum depth of tree generated
ntsize 3 Tournament size
nepoch 2 Migration epoch

robots. The effect of running different numbers of parallel scenes
andwith various different levels of functionality enabled is shown.
trss is the time to simulate one robot second. trss = 1

racc , so the
required acceleration factor of 50,000 corresponds to trss = 20µs.
It can be seen that the requirement is met when running 256
simulations in parallel, with trss = 17µs. It is interesting to note
that when running 512 simulations, the performance is better with
all functionalities except the controller enabled. We surmise that,
when running the controller, the total working set is such that
there is increased cache thrashing with 512 parallel simulations.

The performance of the simulator running on the Xpuck GPU
is comparable to the same code running on the CPU of a much
more powerful desktop system and at least ten times faster than
more general purpose robot simulators such as Stage and ARGoS
running on the desktop. Although future work will aim to demon-
strate the transferability of the evolved solutions, we note that the
fidelity of the simulator is similar to previous work (Jones et al.,
2016) which successfully transferred with only moderate reality
gap effects.

3.3. Image Processing
For the computationally demanding image processing task,
Table 6 shows the time taken for the Xpuck to process a 320× 240
pixel frame using the ArUco library to search for markers. With
four large markers, the 23ms processing time is fast enough to
sustain the full camera frame rate of 15Hz. In the 81 marker
case, detection speed slows to 94ms, such that a 15Hz rate is not
sustainable. In both cases, however, all the markers were correctly
detected in each frame.

The dsPIC of the e-puck would not be capable of running this
code—it is only capable of capturing camera video at 40× 40
pixels and 4Hz with no image processing (Mondada et al., 2009)
and has insufficient RAM to hold a complete image. The Linux
Extension Board processor could potentially run the detection
code, but we estimate the processing time would be at least 50
times longer13 giving a frame rate of less than 1Hz.

The arena detection experiment collected 31,500 frames, with
11,076 marker detections possible in ideal circumstances. Actual
detections numbered 8,947, a total detection rate of 81%. Figure 7
shows the probability of detecting a marker under different con-
ditions. With four markers around the arena, and the Xpuck
capturing data at three locations within the arena, there are twelve
distance/angle combinations. Distances vary from 0.5 to 1.5m,
and angles from 0° to 70°. The gray envelope and lines show
the individual distance/angle combinations against the angular

13ARM926EJS @200MHz= 220DMIPS, A15 @800MHz= 2800DMIPS, 4× penalty
for no floating point, single core only: 50×.

TABLE 6 | ArUco detector speed at a resolution of 320×240 pixels under different
conditions.

Condition Processing time (ms) σ

No markers 12.4 2.7
4mm×100mm markers 23.3 4.5
81mm×20mm markers 93.8 0.25

In each case, the input was for 60 s. The detector code is unable to process frames at
the full 15Hz in the 81 marker case.
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FIGURE 7 | Probability of marker detection under different conditions. There are four markers around the arena, with data collected at three locations, giving twelve
distance/angle combinations. Observations at a resolution of 320×240 pixels were made for 31,500 frames, with 8,947 marker detections out of a possible 11,076,
a detection rate of 81%. The number of detections compared to the maximum possible for each geometry was binned by angular velocity to give probability curves.
Gray lines are individual distance/angle combinations, and the blue line is the average over all combinations. Generally, detection rate falls with increasing angular
velocity, with a 50% detection rate at 180 pixels/s.

velocity, with the blue line being the average over all observations.
Angular velocity is expressed in pixels/s for better intuition about
how fast a marker is traversing the field of view of the camera.
Generally, the detection rate falls as the angular velocity increases,
with a 50% detection rate at 180 pixels/s.

This shows that, even with unoptimized code, the Xpuck has
sufficient computational performance, and the camera subsystem
is of sufficient quality, that visual marker tracking is feasible.

3.4. Evolution
The results are summarized in Figure 8. It is clear that the six
node island model evolutionary system performs better than the
single node. Maximum fitness reached is higher at 0.7 vs 0.5, and
progress is faster. Of interest is the very low median fitness of the
single node populations (shown with red bar in boxes), compared
to the mean. This is because seven out of the ten runs never
reached a higher fitness than 0.1 suggesting the population size
or the number of generations is too small. Conversely, the median
and mean of the island model population’s maximum fitnesses are
quite similar, showing amore consistent performance across runs.
If we look at how fast the mean fitness rises, a single node takes
100 generations for the fitness to reach 0.15. The six node system
reaches this level of mean fitness after 25 generation, four times
faster.

Figure 9 shows a plot of the elapsed processing time per gener-
ation over ten runs. The variation is mostly due to the complexity
and depth of the behavior tree controllers within each generation,
together with the trajectory of the robots in simulation. Each of
the ten runs of both the island model and the single node systems
completed in less than 10min. For comparison, each evolutionary
run in our previous work (Jones et al., 2016) took several hours on
a powerful desktop machine.

This demonstrates the Xpucks are sufficiently capable to host
in-swarm evolutionary algorithms that scale in performance with
the size of the swarm.

4. DISCUSSION

4.1. Background and Related Work
In the introduction, we outline three areas which we feel could
benefit from the increased processing power of the Xpuck.

Swarm robotics (Sahin, 2005) takes inspiration from collective
phenomena in nature, where global behaviors emerge from the
local interactions of the agents of the swarm with each other,
and with the environment. The design of controllers such that a
desired collective behavior emerges is a central problem.Common
approaches use bioinspiration, evolution, reverse engineering,
and hand-design (Reynolds, 1987; Trianni et al., 2003; Hauert
et al., 2009b; Trianni and Nolfi, 2011; Francesca et al., 2014).
The controller architectures include neural networks, probabilistic
finite state machines, behavior trees, and hybrid combinations
(Baldassarre et al., 2003; Francesca et al., 2015; Duarte et al., 2016;
Jones et al., 2016). See Francesca and Birattari (2016) for a recent
review. When using evolution or other methods of automatic
design within an off-line simulated environment, the problem of
the transferability of the controller from simulation to real robots
arises, the so-called reality gap. There are various approaches to
alleviating this such as noise injection within a minimal simula-
tion (Jakobi et al., 1995; Jakobi, 1998), making transferability a
goal within the evolutionary algorithm (Koos et al., 2013; Mouret
and Chatzilygeroudis, 2017), and reducing the representational
power of the controller (Francesca et al., 2014, 2015). Embodied
evolution directly tests candidate controllers in reality. When
applied to swarms (Watson et al., 2002) the evolutionary algorithm
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A

B

FIGURE 8 | Comparison of 100 generations of evolution using a single node (A) and using an island model with six nodes (B). Each node has a population of 32
individuals, evaluated 8 times with different starting conditions for fitness. Each node in the six node system replaces is five least fit individuals with the fittest from the
other five nodes every two generations. Boxes summarize data for that generation and the previous four. Red bar in boxes indicates median. The six node system
clearly shows higher maximum fitness after 100 generations and reaches the same mean fitness as the single node system in a quarter of the time. The large
difference between mean and median in the single node system is due to seven of the ten runs not exceeding a fitness of 0.1.

is distributed over the robots (Takaya and Arita, 2003; Bredeche
et al., 2012; Doncieux et al., 2015). Other approaches use reality
sampling to alter the simulated environment to better match true
fitnesses (Zagal et al., 2004; O’Dowd et al., 2014). This requires
either off-board processingwith communication links to the robot
or sufficient processing power on the robot to run simulations.
Related is the concept of surrogate fitness functions (Jin, 2011)
with cheap but inaccurate fitness measures made in simulation
and expensive but accurate measures made in reality.

Using internal simulation, models can be means of detecting
malfunction and adapting (Bongard et al., 2006), or askingwhat-if

questions, so as to evaluate the consequences of possible actions
in simulation (Marques and Holland, 2009). This is applied to the
fields of both robot safety and machine ethics in Winfield et al.
(2014), Winfield (2015), Blum et al. (2018), and Vanderelst and
Winfield (2018). It is obvious that any robot relying on simulation
for its ethical or safe behavior must embody that simulation and
not use unreliable communications links. Swarms are usually
assumed to be robust to failure, but Bjerknes and Winfield (2013)
show that this is not always the case. By using internal models and
observing other agents within the swarm, agents not behaving as
predicted can be identified (Millard et al., 2013, 2014).
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FIGURE 9 | Time per generation of single node evolution, 10 runs of 100 generations each, with different starting conditions. The average length of a run is 5.7min.
The variation in processing time is due mostly to the size and complexity of the behavior trees within the population.

The social insects that are often the inspiration for swarm
robotics are actually far more complex than the commonly
used ANN controllers of swarm robot agents. They have many
more neurons, and the neurons are behaviorally complex. The
computational requirement of simulating biologically plausible
neurons can be estimated. The Izhikevich (2003) model is com-
monly used and reported performances vary between 7 and 50
MFLOPS/neuron (Ananthanarayanan et al., 2009; Fidjeland and
Shanahan, 2010; Scorcioni, 2010; Minkovich et al., 2014). The
system we describe could plausibly simulate several thousand
biologically plausible neurons per Xpuck.

A number of different platforms have been used for swarm
robotics research. The e-puck by Mondada et al. (2009) is widely
used for experiments with numbers in the tens. Rubenstein et al.
(2012) introduced the Kilobot, which enables swarm experiments
involving over 1,000 low-cost robots. Both platforms work on a
2D surface. Other platforms include Swarmbots (Dorigo et al.,
2004), R-one (McLurkin et al., 2013), and Pheeno (Wilson et al.,
2016). Swarm platforms working in 3D are also described, Hauert
et al. (2009a) demonstrate Reynolds flocking (Reynolds, 1987)
with small fixed-wing drones, see also Kushleyev et al. (2013) and
Vásárhelyi et al. (2014). Most described platforms are homoge-
neous, but heterogeneous examples exist such as the Swarmanoid
(Dorigo et al., 2013). Table 1 compares some of these platforms,
looking at cost and processing power. It is only with the very
recent platforms of the Pi-puck and Pheeno (unavailable at the
time of design of Xpuck) that the processing power exceeds 1.2
GFLOPS.

We designed the Xpuck explicitly with the e-puck in mind,
because, like many labs, we already have a reasonably large num-
ber of them. The e-puck is very successful, with in excess of
3,500 shipped units, perhaps due to its simple reliable design and

extendability. Expansion connectors allow additional boards that
add capabilities. Three such are relevant here because they extend
the processing power of the e-puck. The Linux Extension Board
(Liu and Winfield, 2011) adds a 200-MHz Atmel ARM processor
running embedded Linux, with WiFi communication. The e-puck
extension for Gumstix Overo COM is a board from GCTronic
that interfaces a small Linux single board computer, the Gumstic
Overo Earthstorm,14 to the e-puck. A recent addition is the Pi-
puck (Millard et al., 2017) which provides a means of using the
popular Raspberry Pi single board computers to control an e-
puck. The extension board connects the Pi to the various interfaces
of the e-puck and provides full access to all sensors and actuators
except the camera.

4.2. Conclusion
We have presented the Xpuck swarm, a new research platform
with an aggregate raw processing power in excess of two Teraflops.
The swarm of 16 e-puck robots augmented with custom hardware
uses the substantial CPU and GPU processing power available
from modern mobile System-on-Chip devices; each individual
Xpuck has at least an order of magnitude greater compute per-
formance than previous swarm robotics platforms. As well as the
robots themselves, we have described the system as a whole that
allows us to run new classes of experiments that require high-
individual robot computation and large numbers of robots. We
foresee many uses such as online evolution or learning of swarm
controllers, simulation of what-if questions about possible actions,
distributed super-computing formobile platforms, and real-world
applications of swarm robotics that requires image processing, or
distributed SLAM.

14https://store.gumstix.com/coms/overo-coms/overo-earthstorm-com.html.
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To demonstrate the capabilities of the system, we have shown
the feasibility of running a widely used fiducial marker recog-
nition image processing library, which could form the basis for
a distributed swarm localization system. We have implemented
a fast robot simulator tailored specifically to run on the GPU
of the Xpuck. The performance of this simulator on the Xpuck
GPU is comparable to the same code running on the CPU of
a much more powerful desktop system, and at least ten times
faster than general purpose simulators such as Stage and ARGoS
running on the desktop. By using this fast simulator within an
island model evolutionary algorithm, we have demonstrated the
ability to perform in-swarm evolution. The increasing perfor-
mance at reaching a given fitness with increasing Xpuck swarm
size demonstrates the scalability of this approach. Previouswork of
ours used evolutionary algorithms that took several hours on the
desktop to achieve what is now possible in less than 10min on the
swarm.

In conclusion, we present a new tool for investigating collective
behaviors. Our platform provides vastly increased computational

performance situated within the swarm itself, opening up the
possibility of novel approaches and algorithms.
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This article provides an overview of evolutionary robotics techniques applied to online 
distributed evolution for robot collectives, namely, embodied evolution. It provides a 
definition of embodied evolution as well as a thorough description of the underlying 
concepts and mechanisms. This article also presents a comprehensive summary of 
research published in the field since its inception around the year 2000, providing various 
perspectives to identify the major trends. In particular, we identify a shift from considering 
embodied evolution as a parallel search method within small robot collectives (fewer than 
10 robots) to embodied evolution as an online distributed learning method for designing 
collective behaviors in swarm-like collectives. This article concludes with a discussion of 
applications and open questions, providing a milestone for past and an inspiration for 
future research.

Keywords: embodied evolution, online distributed evolution, collective robotics, evolutionary robotics, collective 
adaptive systems

1. iNTRODUCTiON

This article provides an overview of evolutionary robotics research where evolution takes place in 
a population of robots in a continuous manner. Ficici et  al. (1999) coined the phrase embodied 
evolution for evolutionary processes that are distributed over the robots in the population to allow 
them to adapt autonomously and continuously. As robotics technology becomes simultaneously 
more capable and economically viable, individual robots operated at large expense by teams of 
experts are increasingly supplemented by collectives of robots used cooperatively under minimal 
human supervision (Bellingham and Rajan, 2007), and embodied evolution can play a crucial role 
in enabling autonomous online adaptivity in such robot collectives.

The vision behind embodied evolution is one of the collectives of truly autonomous robots that 
can adapt their behavior to suit varying tasks and circumstances. Autonomy occurs at two levels: not 
only the robots perform their tasks without external control but also they assess and adapt—through 
evolution—their behavior without referral to external oversight and so learn autonomously. This 
adaptive capability allows robots to be deployed in situations that cannot be accurately modeled 
a priori. This may be because the environment or user requirements are not fully known, or it may 
be due to the complexity of the interactions among the robots as well as with their environment 
effectively rendering the scenario unpredictable. Also, onboard adaptivity intrinsically avoids the 
reality gap (Jakobi et al., 1995) that results from inaccurate modeling of robots or their environ-
ment when developing controllers before deployment because controllers continue to develop after 
deployment. A final benefit is that embodied evolution can be seen as parallelizing the evolutionary 
process because it distributes the evaluations over multiple robots. Alba (2002) has shown that such 
parallelism can provide substantial benefits, including superlinear speedups. In the case of robots, 
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this has the added benefit of reducing the amount of time spent 
executing poor controllers per robot, reducing wear and tear.

Embodied evolution’s online nature contrasts with “tradi-
tional” evolutionary robotics research. Traditional evolutionary 
robotics employs evolution in the classical sequential centralized 
optimization paradigm: parent and survivor selection are cen-
tralized and consider the entire population. The “robotics” part 
entails a series of robotic trials (simulated or not) in an evolution-
based search for optimal robot controllers (Nolfi and Floreano, 
2000; Bongard, 2013; Doncieux et  al., 2015). In terms of task 
performance, embodied evolution has been shown to outperform 
alternative evolutionary robotic techniques in some setups such 
as surveillance and self-localization with flying UAVs (Schut et al., 
2009; Prieto et al., 2016), especially regarding convergence speed.

To provide a basis for a clear discussion, we define embod-
ied evolution as a paradigm where evolution is implemented 
in multirobotic (two or more robots) system. Two robots are 
already considered a multirobotic system since it is still possible 
to distribute an algorithm among them. These systems exhibit the 
following features.

Decentralized: There is no central authority that selects parents 
to produce offspring or individuals to be replaced. Instead, robots 
assess their performance, exchange, and select genetic material 
autonomously on the basis of locally available information.

Online: Robot controllers change on the fly, as the robots go 
about their proper actions: evolution occurs during the opera-
tional lifetime of the robots and in the robots’ task environment. 
The process continues after the robots have been deployed.

Parallel: Whether they collaborate in their tasks or not, the 
population consists of multiple robots that perform their actions 
and evolve concurrently, in the same environment, interacting 
frequently to exchange genetic material.

The decentralized nature of communicating genetic material 
implies that the selection is executed locally, usually involving 
only a part of the whole population (Eiben et  al., 2007), and 
that it must be performed by the robots themselves. This adds a 
third opportunity for selection in addition to parent and survivor 
selection as defined for classical evolutionary computing. Thus, 
embodied evolution extends the collection of operators that 
define an evolutionary algorithm (i.e., evaluation, selection, vari-
ation, and replacement (Eiben and Smith, 2008)) with mating as 
a key evolutionary operator.

Mating: An action where two (or more) robots decide to send 
and/or receive genetic material, whether this material will or will 
not be used for generating new offspring. When and how this 
happens depends not only on predefined heuristics but also on 
evolved behavior, the latter determining to a large extent whether 
robots ever meet to have the opportunity to exchange genetic 
material.

In the past 20 years, online evolutionary robotics in general 
and embodied evolution in particular have matured as research 
fields. This is evidenced by the growing number of relevant 
publications in respected evolutionary computing venues such 
as in conferences (e.g., ACM GECCO, ALIFE, ECAL, and 
EvoApplications), journals (e.g., Evolutionary Intelligence’s 
special issue on Evolutionary Robotics (Haasdijk et al., 2014b)), 
workshops (PPSN 2014 ER workshop, GECCO 2015 and 2017 

Evolving collective behaviors in robotics workshop), and tutorials 
(ALIFE 2014, GECCO 2015 and 2017, ECAL 2015, PPSN 2016, 
and ICDL-EPIROB 2016). A Google Scholar search of publica-
tions citing the seminal embodied evolution paper by Watson 
et al. (2002) illustrates this growing trend. Since 2009, the paper 
has attracted substantial interest, more than doubling the yearly 
number of citations since 2008 (approximately 20 citations per 
year since then).1

To date, however, a clear definition of what embodied evolu-
tion is (and what it is not) and an overview of the state of the art in 
this area are not available. This article provides a definition of the 
embodied evolution paradigm and relates it to other evolutionary 
and swarm robotics research (Sections 2 and 3). We identify and 
review relevant research, highlighting many design choices and 
issues that are particular to the embodied evolution paradigm 
(Sections 4 and 5). Together this provides a thorough overview 
of the relevant state-of-the-art and a starting point for researchers 
interested in evolutionary methods for collective autonomous 
adaptation. Section 6 identifies open issues and research in other 
fields that may provide solutions, suggests directions for future 
work, and discusses potential applications.

2. CONTeXT

Embodied evolution considers collectives of robots that adapt 
online. This section positions embodied evolution vis à vis other 
methods for developing controllers for robot collectives and for 
achieving online adaptation.

2.1. Offline Design of Behaviors  
in Collective Robotics
Decentralized decision-making is a central theme in collective 
robotics research: when the robot collective cannot be centrally 
controlled, the individual robots’ behavior must be carefully 
designed so that global coordination occurs through local 
interactions.

Seminal works from the 1990s such as Mataric’s Nerd Herd 
(Mataric, 1994) addressed this problem by hand-crafting 
behavior-based control architectures. Manually designing robot 
behaviors has since been extended with elaborate methodologies 
and architectures for multirobot control (see Parker (2008) for 
a review) and with a plethora of bioinspired control rules for 
swarm-like collective robotics (see Nouyan et  al. (2009) and 
Rubenstein et al. (2014) for recent examples involving real robots 
and Beni (2005), Brambilla et al. (2012), and Bayindir (2016) for 
discussions and recent reviews).

Automated design methods have been explored with the hope 
of tackling problems of greater complexity. Early examples of 
this approach were applied to the robocup challenge for learning 
coordination strategies in a well-defined setting. See the study 
by Stone and Veloso (1998) for an early review and Stone et al. 
(2005) and Barrett et  al. (2016) for more recent work in this 
vein. However, Bernstein et al. (2002) demonstrated that solving 
even the simplest multiagent learning problem is intractable in 

1 See https://plot.ly/~evertwh/17/ for more details and the underly-
ing data.
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polynomial time (actually, it is NEXP-complete), so obtaining an 
optimal solution in reasonable time is currently infeasible. Recent 
works in reinforcement learning have developed theoretical tools 
to break down complexity by operating a move from consider-
ing many agents to a collection of single agents, each of which 
being optimized separately (Dibangoye et al., 2015), leading to 
theoretically well-founded contributions, but with limited practi-
cal validation involving very few robots and simple tasks (Amato 
et al., 2015).

Lacking theoretical foundations, but instead based on the 
experimental validation, swarm robotics controllers have been 
developed with black-box optimization methods ranging from 
brute-force optimization using a simplified (hence tractable) 
representation of a problem (Werfel et al., 2014) and evolution-
ary robotics (Hauert et al., 2008; Trianni et al., 2008; Gauci et al., 
2012; Silva et al., 2016).

The methods vary, but all the approaches described here 
(including “standard” evolutionary robotics) share a common 
goal: to design or optimize a set of control rules for autonomous 
robots that are part of a collective before the actual deployment 
of the robots. The particular challenge in this kind of work is to 
design individual behaviors that lead to some required global 
(“emergent”) behavior without the need for central oversight.

2.2. Lifelong Learning in evolutionary 
Robotics
It has long been argued that deploying robots in the real world 
may benefit from continuing to acquire new capabilities after 
initial deployment (Thrun and Mitchell, 1995; Nelson and Grant, 
2006), especially if the environment is not known beforehand. 
Therefore, the question we are concerned with in this article is how 
to endow a collective robotics system with the capability to perform 
lifelong learning. Evolutionary robotics research into this question 
typically focuses on individual autonomous robots. Early works in 
evolutionary robotics that considered lifelong learning explored 
learning mechanisms to cope with minor environmental changes 
(see the classic book by Nolfi and Floreano (2000) and Urzelai 
and Floreano (2001) and (Tonelli and Mouret, 2013) for exam-
ples and Mouret and Tonelli (2015) for a nomenclature). More 
recently, Bongard et al. (2006) and Cully et al. (2015) addressed 

resilience by introducing fast online re-optimization to recover 
from hardware damage.

Bredeche et  al. (2009), Christensen et  al. (2010), and Silva 
et al. (2012) are some examples of online versions of evolutionary 
robotics algorithms that target the fully autonomous acquisition 
of behavior to achieve some predefined task in individual robots. 
Targeting agents in a video game rather than robots, Stanley et al. 
(2005) tackled the online evolution of controllers in a multiagent 
system. Because the agents were virtual, the researchers could 
control some aspects of the evaluation conditions (e.g., restart-
ing the evaluation of agents from the same initial position). This 
kind of control is typically not feasible in autonomously deployed 
robotic systems.

Embodied evolution builds on evolutionary robotics to 
implement lifelong learning in robot collectives. Its clear link with 
traditional evolutionary robotics is exemplified by work such as 
by Usui and Arita (2003), where a traditional evolutionary algo-
rithm is encapsulated on each robot. Individual controllers are 
evaluated sequentially in a standard time sharing setup, and the 
robots implement a communication scheme that resembles an 
island model to exchange genomes from one robot to another. It 
is this communication that makes this an instance of embodied 
evolution.

3. ALGORiTHMiC DeSCRiPTiON

This section presents a formal description of the embodied evolu-
tion paradigm by means of generic pseudocode and a discussion 
about its operation from a more conceptual perspective.

The pseudocode in Algorithm  1 provides an idealized 
description of a robot’s control loop as it pertains to embodied 
evolution. Each robot runs its own instance of the algorithm, and 
the evolutionary process emerges from the interaction between 
the robots. In embodied evolution, there is no entity outside the 
robots that oversees the evolutionary process, and there is typi-
cally no synchronization between the robots: the replacement of 
genomes is asynchronous and autonomous.

Some steps in this generic control loop can be implicit or 
entwined in particular implementations. For instance, robots 
may continually broadcast genetic material over short range, 
so that other robots that come within this range receive it 

ALGORiTHM 1 | An individual robot’s control loop for embodied evolution.

initialize robot;
for ever do

Sense - Act cycle (depends on robotic paradigm);  
perf ← calculate performance;

if  mating? then //E.g., is another robot nearby?
transmit my genome; //and optional further information
g ← receive mate’s genome;
store(g);

end

if  replacement? then //E.g., time or virtual energy runs out
parents ← select parents;
offspring ← variation(parents);
activate(offspring)//Time-sharing: control is handed over to the new candidate controller

end

end
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automatically. In such a case, the mating operation is implicitly 
defined by the selected broadcast range. Similarly, genetic mate-
rial may be incorporated into the currently active genome as it 
is received, merging the mating and replacement operations. 
Implicitly defined or otherwise, the steps in this algorithm are, 
with the possible exception of performance calculation, necessary 
components of any embodied evolution implementation.

The following list describes and discusses the steps in the 
algorithm in detail.

Initialization: The robot controllers are typically initialized 
randomly, but it is possible that the initial controllers are devel-
oped offline, be it through evolution or handcraft (e.g., see the 
work by Hettiarachchi et al. (2006)).

Sense–act cycle: This represents “regular,” i.e., not related to the 
evolutionary process, robot control. The details of the sense–act 
cycle depend on the robotic paradigm that governs robot behav-
ior; this may include planning, subsumption, or other paradigms. 
This may also be implemented as a separate parallel process.

Calculate performance: If the evolutionary process defines an 
objective function, the robots monitor their own performance. 
This may involve measurements of quantities such as speed, 
number of collisions, or amount of collected resources. Whatever 
their nature, these measurements are then used to evaluate and 
compare genomes (as fitness values in evolutionary computa-
tion). The possible discrepancy between the individual’s objective 
function and the population welfare will be discussed further in 
Section 6.2.

Mating: This is the essential step in the evolutionary process 
where robots exchange genetic material. The choice to mate 
with another robot may be purely based on the environmental 
contingencies (e.g., when robots mate whenever they are within 
communication range), but other considerations may also play 
a part (e.g., performance, genotypic similarity). The pseudocode 
describes a symmetric exchange of genomes (both with a trans-
mit and a receive operation), but this may be asymmetrical for 
particular implementations. In implementations such as that of 
Schwarzer et al. (2011) or Haasdijk et al. (2014a), for instance, 
robots suspend normal operation to collect genetic material 
from other, active robots. Mating typically results in a pool of 
candidate parents that are considered in the parent selection 
process.

Replacement: The currently active genome is replaced by 
a new individual (the offspring), implying the removal of the 
current genome. This event can be triggered by a robot’s internal 
conditions (e.g., running out of time or virtual energy, reaching 
a given performance level) or through interactions with other 
robots (e.g., receiving promising genetic material (Watson et al., 
2002)).

Parent selection: This is the process that selects which genetic 
information will be used for the creation of new offspring from 
the received genetic information through mating events. When 
an objective is defined, the performance of the received genome 
is usually the basis for selection, just as in regular evolutionary 
computing. In other cases, the selection among received genomes 
can be random or depend on non-performance related heuristics 
(e.g., random, genotypic proximity). In the absence of objective-
driven selection pressure, individuals are still competing with 

respect to their ability to spread their own genome within the 
population, although that cannot be explicitly captured during 
parent selection. This will be further discussed in Section 5.2.

Variation: A new genome is created by applying the varia-
tion operators (mutation and crossover) on the selected parent 
genome(s). This is subsequently activated to replace the current 
controller.

From a conceptual perspective, embodied evolution can be 
analyzed at two levels that are represented by two as depicted in 
Figure 1.

The robot-centric cycle is depicted on the right in Figure 1. It 
represents the physical interactions that occur between the robot 
and its environment, including interactions with other robots and 
extends this sense–act loop commonly used to describe real-time 
control systems by accommodating the exchange and activation 
of genetic material. At this particular point, the genome-centric 
and robot-centric cycles overlap. The cycle operates as follows: 
each robot is associated with an active genome, and the genome 
is interpreted into a set of features and control architecture (the 
phenotype), which produces a behavior that includes the trans-
mission of its own genome to some other robots. Each robot 
eventually switches from an active genome to another, depending 
on a specific event (e.g., minimum energy threshold) or duration 
(e.g., fixed lifetime), and consequently changes its active genome, 
probably impacting its behavior.

The genome-centric cycle deals with the events that directly 
affect the genomes existing in the robot population and therefore 
also the evolution per se. Again, the mating and the replacement 
are the events that overlap with the robot-centric cycle. The 
operation from the genome cycle perspective is as follows: each 
robot starts with an initial genome, either initialized randomly 
or a  priori defined. While this genome is active, it determines 
the phenotype of the robot, hence its behavior. Afterward, when 
replacement is triggered, some genomes are selected from the 
reservoir of genomes previously received according to the parent 
selection criteria and later combined using the variation opera-
tors. This new genome will then become part of the population. 
In the case of fixed-size population algorithms, the replacement 
will automatically trigger the removal of the old genome. In some 
other cases, however, there is a specific criterion to trigger the 
removal event producing populations of individuals that change 
their size along the evolution.

The two circles connect on two occasions, first by the “exchange 
genomes” (or mating) process, which implies the transmission of 
genetic material, possibly together with additional information 
(fitness if available, general performance, genetic affinity, etc.) to 
modulate future selection. Generally, the received information is 
stored to be used (in full or in part) to replace the active genome 
in the later parent selection process. Therefore, the event is trig-
gered and modulated by the robot cycle, but it impacts on the 
genomic cycle. Also, the decentralized nature of the paradigm 
enforces that these transmissions occur locally, either one-to-one 
or to any robot in a limited range. There are several ways in which 
mate selection can be implemented, for instance, individuals may 
send and receive genomic information indiscriminately within 
a certain location range or the frequency of transmission can 
depend on the task performance. The second overlap between 
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the two cycles is the activation of new genomic information 
(replacement). The activation of a genome in the genomic cycle 
implies that this new genome will now take control of the robot 
and therefore changes the response of the robot in the scenario 
(in evolutionary computing terms, this event will mark the start 
of a new individual evaluation). This aspect is what creates the 
online character of the algorithm that, together with the locality 
constraints, implies that the process is also asynchronous.

This conceptual representation matches what has been defined 
as distributed embodied evolution by Eiben et  al. (2010). The 
authors proposed a taxonomy for online evolution that differenti-
ates between encapsulated, distributed, and hybrid schemes. Most 
embodied evolution implementations are distributed, but this 
schematic representation also covers hybrid implementations. In 
such cases, the robot locally maintains a population that is aug-
mented through mating (rather like an island model in parallel 
evolutionary algorithms). It should be noted that encapsulated 
implementations (where each robot runs independently of the 
others) are not considered in this overview.

4. eMBODieD evOLUTiON: THe STATe  
OF THe ART

In this section, we identify the major research topics from the 
works published since the inception of the domain, all summarized 
in Table 1. Table 1 provides an overview of published research on 
embodied evolution with robot collectives. Each entry describes 
a contribution, which may cover several papers. The entries are 
described in terms of their implementation details, the robot 

behavior, experimental settings, mating conditions, selection, 
and replacement schemes. The glossary in Table 2 explains these 
features in more detail.

First, we distinguish between works that consider embodied 
evolution as a parallel search method for optimizing individual 
behaviors and works where embodied evolution is employed to craft 
collective behavior in robot populations. The latter trend, where the 
emphasis is on collective behavior, has emerged relatively recently 
and since then has gained importance (32 papers since 2009).

Second, we consider the homogeneity of the evolving popula-
tion; borrowing definitions from biology, we use the term mono-
morphic (resp. polymorphic) for a population containing one 
(resp. more than one) class of genotype, for instance, to achieve 
specialization. A monomorphic population implies that individu-
als will behave in a similar manner (except for small variations 
due to minor genetic differences). On the contrary, polymorphic 
populations host multiple groups of individuals, each group with 
its particular genotypic signature, possibly displaying a specific 
behavior. Research to date shows that cooperation in monomor-
phic populations can be easily achieved (e.g. (Prieto et al., 2010; 
Schwarzer et al., 2010; Montanier and Bredeche, 2011, 2013; Silva 
et  al., 2012)), while polymorphic populations (e.g., displaying 
genetic-encoded behavioral specialization) require very specific 
conditions to evolve (e.g., Trueba et  al. (2013); Haasdijk et  al. 
(2014a); Montanier et al. (2016)).

A notable number of contributions employ real robots. Since 
the first experiments in this field, the intrinsic online nature 
of embodied evolution has made such validation compara-
tively straightforward (Ficici et al., 1999; Watson et al., 2002). 
“Traditional” evolutionary robotics is more concerned with 
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TABLe 1 | Overview of Embodied Evolution research.
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Ficici et al. (1999); Watson et al. 
(2002)

• • • • Phototaxis 8 • •   •

Simões and Dimond (2001) • • • • Obstacle 
avoidance

6 • • •

Usui and Arita (2003) • • • • obstacle 
avoidance

6 • • •

Bianco and Nolfi (2004) • • • • Self-assembly 64 • • •

Hettiarachchi et al. (2006); 
Hettiarachchi and Spears (2009)

• • • • Navigation 
with obstacle 
avoidance

60 • • •

Wischmann et al. (2007) • • • • Foraginga 3 • • •

Perez et al. (2008) • • • • Obstacle 
avoidance

5 • • •

König and Schmeck (2009); König 
et al. (2009)

• • • • Obstacle 
avoidance with 
gate passing

26; 30 • • •

Pugh and Martinoli (2009) • • • • • Obstacle 
avoidance

1–10 • • • •

Prieto et al. (2009); Trueba et al. 
(2011, 2012)

• • • • • Surveillance, 
foraging, 
construction

20 • • • •

Bredeche and Montanier (2010, 
2012) Bredeche (2014)

• • • • • None 20; 4000 • • •

Prieto et al. (2010) • • • • • Surveillance 8 • • • •

Schwarzer et al. (2010) • • • • • None Up to 40 • • •

Schwarzer et al. (2011) • • • • Phototaxis 4 • • •

Montanier and Bredeche (2011, 
2013)

• • • • None 100 • • • •

Huijsman et al. (2011) • • • • • Obstacle 
avoidance

4–400 • • • •
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Karafotias et al. (2011) • • • • • Obstacle 
avoidance, 
phototaxis, and 
patrolling

10 • • •

Silva et al. (2012, 2013, 2015, 
2017)

• • • • • • Navigation, 
aggregation, 
surveillance, and 
phototaxis

2–20 • • •

Weel et al. (2012a,b) • • • • Foraging 10; 50 • • •

García-Sánchez et al. (2012) • • • • Obstacle 
avoidance

4–36 • • • •

Haasdijk and Bredeche (2013) 
Haasdijk et al. (2013, 2014a); 
Noskov et al. (2013); Haasdijk 
and Eigenhuis (2016); Bangel and 
Haasdijk (2017); Kemeling and 
Haasdijk (2017)

• • • • • Foraging 100 • • •

Trueba et al. (2013) Trueba (2017) • • • • • • Synthetic 
mapping, 
gathering, 
self-location

40; 20; 9 • • • • • •

O’Dowd et al. (2014) • • • •  Foraging 10 • • •

Fernandez Pérez et al. (2014) • • • • Foraging 50 • • • •

Fernandez Pérez et al. (2015) • • • • Foraging 100 • • •

Hart et al. (2015); Steyven et al. 
(2016)

• • • • Foraging 100 • • •

Heinerman et al. (2015, 2016) • • • • • Obstacle 
avoidance

6 • • •

Montanier et al. (2016); Bredeche 
et al. (2017)

• • • • Foraging 100; 500 • • • •

Fernandez Pérez et al. (2017) • • • • Foraging 200 • • •
aAs a proxy for predator avoidance.
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with real robots, thus including real-world validation in their 
research methodology.

Since 2010, there have been a number of experiments that 
employ large (≥100) numbers of (simulated) robots, shifting 
toward more swarm-like robotics where evolutionary dynamics 
can be quite different (Huijsman et  al., 2011; Bredeche, 2014; 
Haasdijk et al., 2014b). Recent works in this vein focus on the 
nature of selection pressure, emphasizing the unique aspect of 
embodied evolution that selection pressure results from both 
the environment (which impacts mating) and the task. Bredeche 
and Montanier (2010, 2012) showed that environmental pres-
sure alone can drive evolution toward self-sustaining behaviors. 
Haasdijk et al. (2014a) showed that these selection pressures can 
to some extent be modulated by tuning the ease with which robots 
can transmit genomes. Steyven et al. (2016) showed that adjusting 
the availability and value of energy resources results in the evolu-
tion of a range of different behaviors. These results emphasize that 
tailoring the environmental requirements to transmit genomes 
can profoundly impact the evolutionary dynamics and that 
understanding these effects is vital to effectively develop embod-
ied evolution systems.

5. iSSUeS iN eMBODieD evOLUTiON

What sets embodied evolution apart from classical evolutionary 
robotics (and, indeed, from most evolutionary computing) is the 
fact that evolution acts as a force for continuous adaptation, not 
(just) as an optimizer before deployment. As a continuous evo-
lutionary process, embodied evolution is similar to some evolu-
tionary systems considered in artificial life research (e.g. Axelrod 
(1984); Ray (1993), to name a few). The operations that imple-
ment the evolutionary process to adapt the robots’ controllers are 
an integral part of their behavior in their task environment. This 
includes mating behavior to exchange and select genetic material, 
assessing one’s own and/or each other’s task performance (if a task 
is defined) and applying variation operators such as mutation and 
recombination.

This raises issues that are particular to embodied evolution. 
The research listed in the previous section has identified and 
investigated a number of these issues, and the remainder of this 
section discusses these issues in detail, while Section 6.2 discusses 
issues that so far have not benefited from close attention in 
embodied evolution research.

5.1. Local Selection
In embodied evolution, the evolutionary process is generally 
implemented through local interactions between the robots, i.e., 
the mating operation introduced above. This implies the concept 
of a neighborhood from which mates are selected. One common 
way to define neighborhood is to consider robots within com-
munication range, but it can also be defined in terms of other 
distance measures such as genotypic or phenotypic distance. 
Mates are selected by sampling from this neighborhood, and 
a new individual is created by applying variation operators to 
the sampled genome(s). This local interaction has its origin in 
constraints that derive from communication limitations in some 
distributed robotic scenarios. Schut et  al. (2009) showed it to 

TABLe 2 | Glossary.

Field Comment

Implementation Distributed implementations have one genome 
for each robot, and an offspring is created only 
as the result of a mating event or by mutating the 
current genome. Hybrid implementations have 
multiple genomes per robot, and offspring can be 
created from this internal pool and from genomes 
“imported” through mating events. As stated earlier, 
the encapsulated scheme is not considered embodied 
evolution as there is no exchange of genomes between 
robots in this case.

The experiments can use real robots or simulation.

Robot behavior A monomorphic population contains individuals with 
similar genotypes (with variations due to mutation). 
A polymorphic population is divided into two (or 
more) subgroups of genetically similar individuals, and 
different genotypic signatures from one group to the 
other, e.g., to achieve specialization.

We distinguish between experiments that target 
efficient individual behavior vs. collective behaviors 
(i.e., social behaviors, incl. cooperation)

Experimental settings Identifies the task(s) considered in the experiment, 
e.g., obstacle avoidance, foraging, … None 
indicates that there is no user-defined task and that 
consequently, selection pressure results from the 
environment only. The number of robots used 
is also included. n1 − n2 indicates the interval for 
one experiment and n1; n2 gives numbers for two 
experiments.

Mating conditions Mating can be based on proximity: two robots can 
mate whenever they are physically close to each other 
(e.g., in infrared communication range). In panmictic 
systems, robots can mate with all other robots, 
regardless of their location. Other comprises systems 
where robots maintain an explicit list of potential mates 
(a social network), which may be maintained through 
gossiping.

Selection scheme Parents are selected from the received and internal 
genomes on the basis of their performance if a 
task is defined. Random parent selection implies 
only environment-driven selection. Currently, the only 
examples of other selection schemes use genotypic 
distance, but this category also covers metrics such 
as novelty.

Replacement scheme Genomes can have a fixed lifetime, variable 
lifetime, or limited lifetime (similar to variable lifetime, 
but with an upper bound). event-based replacement 
schemes do not depend on time but on events such 
as reception of genetic material (e.g., in the microbial 
GA used by Watson et al. (2002)).

robustness at the level of the evolved behavior (mostly caused 
from the reality gap that exists between simulation and the 
real world) than is embodied evolution, which emphasizes the 
design of robust algorithms, where transfer between simulation 
and real world may be less problematic. In the contributions 
presented here, simulation is used for extensive analysis 
that could hardly take place with real robots due to time or 
economic constraint. Still, it is important to note that many 
researchers who use simulation have also published works 
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be beneficial in simulated setups as an exploration/exploitation 
balancing mechanism.

Embodied evolution, with chance encounters providing the 
sampling mechanism, has some similarities with other flavors 
of evolutionary computation. Cellular evolutionary algorithms 
(Alba and Dorronsoro, 2008) consider continuous random 
rewiring of a network topology (in a grid of CPUs or computers) 
where all elements are evaluated in parallel. In this context, locally 
selecting candidates for reproduction is a recurring theme that 
is shared with embodied evolution (e.g., García-Sánchez et  al. 
(2012); Fernandez Pérez et al. (2014)).

5.2. Objective Functions vs Selection 
Pressure
In traditional evolutionary algorithms, the optimization process 
is guided by a (set of) objective function(s) (Eiben and Smith, 
2008). Evaluation of the candidate solutions, i.e., of the genomes 
in the population, allows for (typically numerical) comparison of 
their performance. Beyond its relevance for performance assess-
ment, the evaluation process per  se has generally no influence 
on the manner in which selection, variation, and replacement 
evolutionary operators are applied. This is different in embod-
ied evolution, where the behavior of an individual can directly 
impact the likelihood of encounters with others and so influence 
selection and reproductive success (Bredeche and Montanier, 
2010). Evolution can not only improve task performance but can 
also develop mating strategies, for example, by maximizing the 
number of encounters between robots if that improves the likeli-
hood of transmitting genetic material.

It is therefore important to realize that the selection pressure 
on the robot population does not only derive from the speci-
fied objective function(s) as it traditionally does in evolutionary 
computation. In embodied evolution, the environment, including 
the mechanisms that allow mating, also exert selection pressure. 
Consequently, evolution experiences selection pressure from the 
aggregate of objective function(s) and environmental particulari-
ties. Steyven et al. (2016) researched how aspects of the robots’ 
environment influence the emergence of particular behaviors 
and the balance between pressure toward survival and task. The 
objective may even pose requirements that are opposed to those 
by the environment. This can be the case when a task implies 
risky behaviors or because a task requires resources that are also 
needed for survival and mating. In such situations, the evolution-
ary process must establish a tradeoff between objective-driven 
optimization and the maintenance of a viable environment where 
evolution occurs, which is a challenge in itself (Haasdijk, 2015).

5.3. Autonomous Performance evaluation
The decentralized nature of the evolutionary process implies 
that there is no omniscient presence who knows (let alone deter-
mines) the fitness values of all individuals. Consequently, when 
an objective function is defined, it is the robots themselves that 
must gage their performance and share it with other robots when 
mating: each robot must have an evaluation function that can 
be computed onboard and autonomously. Typical examples of 
such evaluation functions are the number of resources collected, 

the number of times a target has been reached, or the number of 
collisions. The requirement of autonomous assessment does not 
fundamentally change the way one defines fitness functions, but it 
does impact their usage as shown by Nordin and Banzhaf (1997), 
Walker et al. (2006), and Wolpert and Tumer (2008).

Evaluation time: The robots must run a controller for some 
time to assess the resultant behavior. This implies a time sharing 
scheme where robots run their current controllers to evaluate 
their performance. In many similar implementations, a robot 
runs a controller for a fixed evaluation time; Haasdijk et al. (2012) 
showed that this is a very important parameter in encapsulated 
online evolution, and it is likely to be similarly influential in 
embodied evolution.

Evaluation in varying circumstances: Because the evolu-
tionary machinery (mating, evaluating new individuals, etc.) is 
an integral part of robot behavior, which runs in parallel with 
the performance of regular tasks, there can be no thorough 
re-initialization or re-positioning procedure between genome 
replacements. This implies a noisy evaluation: a robot may 
undervalue a genome starting in adverse circumstances and 
vice versa. As Nordin and Banzhaf (1997) (p. 121) put it: “Each 
individual is tested against a different real-time situation leading 
to a unique fitness case. This results in ‘unfair’ comparison where 
individuals have to navigate in situations with very different pos-
sible outcomes. However, […] experiments show that over time 
averaging tendencies of this learning method will even out the 
random effects of probabilistic sampling and a set of good solutions 
will survive.” Bredeche et  al. (2009) proposed a re-evaluation 
scheme to address this issue: seemingly efficient candidate solu-
tions have a probability to be re-evaluated to cope with possible 
evaluation noise. A solution with a higher score and a lower 
variance will then be preferred to one with a higher variance. 
While re-evaluation is not always used in embodied evolution, 
the evaluation of relatively similar genomes on different robots 
running in parallel provides another way to smooth the effect of 
noisy evaluations.

Multiple objectives: To deal with multiple objectives, evolu-
tionary computation techniques typically select individuals on 
the basis of Pareto dominance. While this is eminently possible 
when selecting partners as well, Pareto dominance can only be 
determined vis à vis the population sample that the selecting 
robot has acquired. It is unclear how this affects the overall 
performance and if the robot collective can effectively cover the 
Pareto front. Bangel and Haasdijk (2017) investigated the use 
of a “market mechanism” to balance the selection pressure over 
multiple tasks in a concurrent foraging scenario, showing that 
this at least prevents the robot collective from focusing on single 
tasks, but that it does not lead to specialization in individual 
robots.

6. DiSCUSSiON

The previous sections show that there is a considerable and 
increasing amount of research into embodied evolution, address-
ing issues that are particular to its autonomous and distributed 
nature. This section turns to the future of embodied evolution 
research, discussing potential applications and proposing a 
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research agenda to tackle some of the more relevant and immedi-
ate issues that so far have remained insufficiently addressed in 
the field.

6.1. Applications of embodied evolution
Embodied evolution can be used as a design method for engi-
neering, as a modeling method for evolutionary biology, or as a 
method to investigate evolving complex systems more generally. 
Let us briefly consider each of these possibilities.

Engineering: The online adaptivity afforded by embodied 
evolution offers many novel possibilities for deployment of robot 
collectives: exploration of unknown environments, search and 
rescue, distributed monitoring of large objects or areas, distrib-
uted construction, distributed mining, etc. Embodied evolution 
can offer a solution when robot collectives are required to be 
versatile, since the robots can be deployed in and adapt to open 
and a  priori unknown environments and tasks. The collective 
is comparatively robust to failure through redundancy and the 
decentralized nature of the algorithm because the system con-
tinues to function even if some robots break down. Embodied 
evolution can increase autonomy because the robots can, for 
instance, learn how to maintain energy while performing their 
task without intervention by an operator.

Currently, embodied evolution has already provided solutions 
to tasks such as navigation, surveillance, and foraging (see Table 1 
for a complete list), but these are of limited interest because of the 
simplicity of the tasks considered in research to date. The research 
agenda proposed in Section 6.2 provides some suggestions for 
further research to mitigate this.

Evolutionary biology: In the past 100 years, evolutionary 
biology benefited from both experimental and theoretical 
advances. It is now possible, for instance, to study evolution-
ary mechanisms through methods such as gene sequencing 
(Blount et  al., 2012; Wiser et  al., 2013). However, in  vitro 
experimental evolution has its limitations: with evolution in 
“real” substrates, the time scales involved limit the applicability 
to relatively simple organisms such as Escherichia coli (Good 
et al., 2017). From a theoretical point of view, population genet-
ics (see Charlesworth and Charlesworth (2010) for a recent 
introduction) provides a set of mathematically grounded tools 
for understanding evolution dynamics, at the cost of many 
simplifying assumptions.

Evolutionary robotics has recently gained relevance as an 
individual-based modeling and simulation method in evolution-
ary biology (Floreano and Keller, 2010; Waibel et al., 2011; Long, 
2012; Mitri et al., 2013; Ferrante et al., 2015; Bernard et al., 2016), 
enabling the study of evolution in populations of robotic indi-
viduals in the physical world. Embodied evolution enables more 
accurate models of evolution because it is possible to embody not 
only the physical interactions but also the evolutionary operators 
themselves.

Synthetic approach: Embodied evolution can also be used to 
“understand by design” (Pfeifer and Scheier, 2001). As Maynard 
Smith (1992), a prominent researcher in evolutionary biology, 
advocated in a famous (Maynard Smith, 1992)’s Science paper 
(originally referring to Tierra (Ray, 1993)): “so far, we have been 
able to study only one evolving system and we cannot wait for 

interstellar flight to provide us with a second. If we want to dis-
cover generalizations about evolving systems, we have to look at 
artificial ones.”

This synthetic approach stands somewhere between biol-
ogy and engineering, using tools from the latter to understand 
mechanisms originally observed in nature and aiming at identify-
ing general principles not confined to any particular (biological) 
substrate. Beyond improving our understanding of adaptive 
mechanisms, these general principles can also be used to improve 
our ability to design complex systems.

6.2. Research Agenda
We identify a number of open issues that need to be addressed so 
that embodied evolution can develop into a relevant technique to 
enable online adaptivity of robot collectives. Some of these issues 
have been researched in other fields (e.g., credit assignment is a 
well-known and often considered topic in reinforcement learning 
research). Lessons can and should be learned from there, inspiring 
embodied evolution research into the relevance and applicability 
of findings in those other fields.

In particular, we identify the following challenges.
Benchmarks: The pseudocode in Section 3 provides a clarifi-

cation of embodied evolution’s concepts by describing the basic 
building blocks of the algorithm. This is only a first step toward 
a theoretical and practical framework for embodied evolution. 
Some authors have already taken steps in this direction. For 
instance, Prieto et  al. (2015) propose an abstract algorithmic 
model to study both general and specific properties of embodied 
evolution implementations. Montanier et  al. (2016) described 
“vanilla” versions of embodied evolution algorithms that can be 
used as practical benchmarks. Further exploration of abstract 
models for theoretical validation is needed. Also, standard 
benchmarks and test cases, along with systematically making the 
source code available, would provide a solid basis for empirical 
validation of individual contributions.

Evolutionary dynamics: Embodied evolution requires new 
tools for analyzing the evolutionary dynamics at work. Because 
the evolutionary operators apply in  situ, the dynamics of the 
evolutionary process are not only important in the context of 
understanding or improving an optimization procedure, but they 
also have a direct bearing on how the robots behave and change 
their behavior when deployed.

Tools and methodologies to characterize the dynamics of 
evolving systems are available. The field of population genetics 
has produced techniques for estimating the selection pressure 
compared to genetic drift possibly occurring in finite-sized 
populations (see, for instance, Wakeley (2008) and Charlesworth 
and Charlesworth (2010) for a comprehensive introduction). 
Similarly, tools from adaptive dynamics (Geritz et al., 1998) can 
be used to investigate how particular solutions spread within the 
population. Finally, embodied evolution produces phylogenetic 
trees that can be studied either from a population genetics 
viewpoint (e.g., coalescence theory to understand the temporal 
structure of evolutionary adaptation) and graph theory (e.g., to 
characterize the particular structure of the inheritance graph). 
Boumaza (2017) shows an interesting first foray into using this 
technique to analyze embodied evolution.
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Credit assignment: In all the research reviewed in this article 
that considers robot tasks, the fitness function is defined and 
implemented at the level of the individual robot: it assesses its 
own performance independently of the others. However, collec-
tively solving a task often requires an assessment of performance 
at group level rather than individual level. This raises the issue of 
estimating each individual’s contribution to the group’s perfor-
mance, which is unlikely to be completely captured by a fitness 
function (e.g. all individuals going toward the single larger food 
patch may not always be the best strategy if one aim to bring back 
the largest amount of food to the nest).

Closely related to our concern, Stone et al. (2010) formulated 
the ad hoc teamwork problem in multirobot systems, involving 
robots that each must “collaborate with previously unknown 
teammates on tasks to which they are all individually capable of 
contributing as team members.” As stated by Wolpert and Tumer 
(2008), this implies devoting substantial attention to the problem 
of estimating the local utility of individual agents with respect to 
the global welfare of the whole group and how to make a tradeoff 
between individual and group performance (e.g., Hardin (1968); 
Arthur (1994)).

While a generally applicable method to estimate an individual’s 
local utility in an online distributed setting has so far eluded 
the community, it is possible to provide an exact assessment 
in controlled settings. Methods from cooperative game theory, 
such as computing the Shapley value (Shapley, 1953), could be 
used in embodied evolution but are computationally expensive 
and require the ability to replay experiments. However, replaying 
experiments is possible only with simulation and/or controlled 
experimental settings. While these methods cannot apply when 
robots are deployed in the real world, they at least provide 
a method to compare the outcome of candidate solutions to 
estimate individuals’ marginal contributions and choose which 
should be deployed.

Social complexity: Section 4 shows that embodied evolution 
so far demonstrated only a limited set of social organization 
concepts: simple cooperative and division of labor behaviors. 
To address more complex tasks, we must first gain a better 
understanding of the mechanisms required to achieve complex 
collective behaviors. This raises two questions. First, there is an 
ethological question: what are the behavioral mechanisms at work 
in complex collective behaviors? Some of them, such as positive 
and negative feedback between individuals, or indirect com-
munication through the environment (i.e., stigmergy), are well 
known from examples found both in biology (Camazine et al., 
2003) and theoretical physics (Deutsch et al., 2012). Second, there 
is a question about the origins and stability of behaviors: what 
are the key elements that make it possible to evolve collective 
behaviors, and what are their limits? Again, evolutionary ecology 
provides relevant insights, such as the interplay between the level 
of cooperation and relatedness between individuals (West et al., 
2007). The literature on such phenomena in biological systems 
may provide a good basis for research into the evolution of social 
complexity in embodied evolution.

A first step would be to clearly define the nature of social 
complexity that is to be studied. For this, evolutionary game 

theory (Maynard Smith, 1992) has already produced a number 
of well-grounded and well-defined “games” that capture many 
problems involving interactions among individuals, including 
thorough analysis of the evolutionary dynamics in simplified 
setups. Of course, results obtained on abstract models may not 
be transferable within more realistic settings (as Bernard et  al. 
(2016) showed for mutualistic cooperation), but the systematic 
use of a formal problem definition would greatly benefit the clar-
ity of contributions in our domain.

Open-ended adaptation: As stated in Section 2, embodied 
evolution aims to provide continuous adaptation so that the 
robot collective can cope with changes in the objectives and/or 
the environment. Montanier and Bredeche (2011) showed that 
embodied evolution enables the population to react appropriately 
to changes in the regrowth rate of resources, but generally this 
aspect of embodied evolution has to date not been sufficiently 
addressed.

We reformulate the goal of continuous adaptation as providing 
open-ended adaptation, i.e., having the ability to continually keep 
exploring new behavioral patterns, constructing increasingly 
complex behaviors as required. Bedau et  al. (2000), Soros and 
Stanley (2014), and Taylor et  al. (2016) and others identified 
open-ended adaptation in artificial evolutionary systems as one 
of the big questions of artificial life. Open-ended adaptation in 
artificial systems, in particular in combination with learning 
relevant task behavior, has proved to be an elusive ambition.

A possible avenue to achieve this ambition may lie in the use 
of quality diversity approaches in embodied evolution. Recent 
research has considered quality diversity measures as a replace-
ment (Lehman and Stanley, 2011) or additional (Mouret and 
Doncieux, 2012) objective to improve the population diversity 
and consequently the efficacy of evolution. To date, such research 
has focused on the evolution of behavior for particular tasks with 
task-specific metrics of behavioral diversity that must be tailored 
for each application. To be able to exploit quality diversity in 
unknown environments and for arbitrary tasks, generic measures 
of behavioral diversity must be developed.

Another avenue of research would be to take inspiration 
from the behavior of a passerine bird, the great tit (parus 
major), as recently analyzed by Aplin et al. (2017). It appears 
that great tits combine collective and individual learning with 
varying intensity as they age and that the motivations to pursue 
behaviors also vary with age. Reward-based learning occurs 
primarily in young birds and is often individual, while adult 
birds engage mostly in social learning to copy the behavior 
that is most common, regardless of whether it produces more 
or less rewards than alternative behavior. This combination of 
conformist and payoff-sensitive reinforcement allows individu-
als and populations both to acquire adaptive behavior and to 
track environmental change.

Combining embodied evolution, individual reinforcement 
learning with task-based and diversity-enhancing objectives may 
yield similar behavioral plasticity for collectives of robots.

Safety and robot ethics: To deploy the kind of adaptive 
technology that embodied evolution aims for responsibly, one 
must ensure that the adaptivity can be controlled: autonomous 
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adaptation carries the risk of adaptation developing in direc-
tions that do not meet the needs of human users or that they 
even may find undesirable. Even so, the adaptive process should 
be curtailed as little as possible to allow effective, open-ended, 
learning. The user cannot be expected to monitor and closely 
control the robot’s behavior and learning process; this may in 
fact be impossible in exactly those scenarios where robotic 
autonomy is most beneficial and adaptivity most urgently 
required. There is growing awareness that it may be necessary to 
endow robots with innately ethical behavior (e.g., Moor (2006); 
Anderson and Anderson (2007); Vanderelst and Winfield 
(2018)), where the systems select actions based on a “moral 
arithmetic” (Bentham, 1878), often informed by casuistry, i.e., 
generalizing morality on the basis of example cases in which 
there is agreement concerning the correct response (Anderson 
and Anderson, 2007). Moral reasoning along these lines could 
conceivably be enabled in embodied evolution as well, in 
which case interactive evolution to develop surrogate models 
of user requirements may offer one possible route to allow user 
guidance.

Additional open issues and opportunities will no doubt arise 
from advances in this and other fields. A relevant recent develop-
ment, for instance, is the possibility of evolvable morphofunc-
tional machines that are able to change both their software and 
hardware features (Eiben and Smith, 2015) and replicate through 
3D printing (Brodbeck et al., 2015). This would allow embodied 
evolution holistically to adapt the robots’ morphologies as well 
as their controllers. This can have profound consequences for 
embodied evolution implementations that exploit these develop-
ments: it would, for instance, enable dynamic population sizes, 
allowing for more risky behavior as broken robots could be 
replaced or recycled.

7. CONCLUSiON

This article provides an overview of embodied evolution for robot 
collectives, a research field that has been growing since its incep-
tion around the turn of the millennium. The main contribution of 
this article is threefold. First, it clarifies the definitions and overall 
process of embodied evolution. Second, it presents an overview 
of embodied evolution research conducted to date. Third, it 
provides directions for future researches.

This overview sheds light on the maturity of the field: while 
embodied evolution was mostly used as a parallel search method 
for designing individual behavior during its first decade of exist-
ence, a trend has emerged toward its collective aspects (i.e., coop-
eration, division of labor, specialization). This trend goes hand in 
hand with a trend toward larger, swarm-like, robot collectives.

We hope this overview will provide a stepping stone for the 
field, accounting for its maturity and acting as an inspiration for 
aspiring researchers. To this end, we highlighted possible applica-
tions and open issues that may drive the field’s research agenda.
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Computational approaches to the analysis of collective behavior in social insects

increasingly rely on motion paths as an intermediate data layer from which one can

infer individual behaviors or social interactions. Honey bees are a popular model for

learning and memory. Previous experience has been shown to affect and modulate

future social interactions. So far, no lifetime history observations have been reported for

all bees of a colony. In a previous work we introduced a recording setup customized

to track up to 4,000 marked bees over several weeks. Due to detection and decoding

errors of the bee markers, linking the correct correspondences through time is non-trivial.

In this contribution we present an in-depth description of the underlying multi-step

algorithm which produces motion paths, and also improves the marker decoding

accuracy significantly. The proposed solution employs two classifiers to predict the

correspondence of two consecutive detections in the first step, and two tracklets in

the second. We automatically tracked ∼2,000 marked honey bees over 10 weeks with

inexpensive recording hardware using markers without any error correction bits. We

found that the proposed two-step tracking reduced incorrect ID decodings from initially

∼13% to around 2% post-tracking. Alongside this paper, we publish the first trajectory

dataset for all bees in a colony, extracted from ∼3 million images covering 3 days. We

invite researchers to join the collective scientific effort to investigate this intriguing animal

system. All components of our system are open-source.

Keywords: honey bees, Apis mellifera, social insects, tracking, trajectory, lifetime history

1. INTRODUCTION

Social insect colonies are popular model organisms for self-organization and collective decision
making. Devoid of central control, it often appears miraculous how orderly termites build their
nests or ant colonies organize their labor. Honey bees are a particularly popular example—they
stand out due to a rich repertoire of communication behaviors (von Frisch, 1965; Seeley, 2010)
and their highly flexible division of labor (Robinson, 1992; Johnson, 2010). A honey bee colony
robustly adapts to changing conditions, whether it may be a hole in the hive that needs to be
repaired, intruders that need to be fended off, brood that needs to be reared, or food that needs
to be found and processed. The colony behavior emerges from interactions of many thousand
individuals. The complexity that results from the vast number of individuals is increased by the fact
that bees are excellent learners: empirical evidence indicates that personal experience can modulate
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communication behavior (Richter and Waddington, 1993;
De Marco and Farina, 2001; Goyret and Farina, 2005; Grüter
et al., 2006; Grüter and Farina, 2009; Grüter and Ratnieks,
2011; Balbuena et al., 2012). Especially among foragers, personal
experience may be very variable. The various locations a forager
visits might be dispersed over large distances (up to several
kilometers around the hive) and each site might offer different
qualities of food, or even pose threats. Thus, no two individuals
share the same history and experiences. Evaluating how personal
experience shapes the emergence of collective behavior and how
individual information is communicated to and processed by the
colony requires robust identification of individual bees over long
time periods.

However, insects are particularly hard to distinguish by a
human observer. Tracking a bee manually is therefore difficult to
realize without marking these animals individually. Furthermore,
following more than one individual simultaneously is almost
impossible for the human eye. Thus, the video recording must
be watched once per individual, which, in the case of a bee
hive, might be several hundred or thousand times. Processing
long time spans or the observation of many bees is therefore
highly infeasible, or is limited to only a small group of animals.
Most studies furthermore focused on one focal property, such
as certain behaviors or the position of the animal. Over the last
decades, various aspects of the social interactions in honey bee
colonies have been investigated with remarkable efforts in data
collection: Naug (2008) manually followed around 1,000 marked
bees in a 1 h long video to analyze food exchange interactions.
Baracchi and Cini (2014) manually extracted the positions of
211 bees once per minute for 10 h of video data to analyze
the colony’s proximity network. Biesmeijer and Seeley (2005)
observed foraging related behaviors of a total of 120 marked bees
over 20 days. Couvillon and coworkers manually decoded over
5,000 waggle dances from video (Couvillon et al., 2014). Research
questions requiring multiple properties, many individuals, or
long time frames are limited by the costs of manual labor.

In recent years, computer vision software for the automatic
identification and tracking of animals has evolved into a popular
tool for quantifying behavior (Krause et al., 2013; Dell et al.,
2014). Although some focal behaviors might be extracted from
the video feed directly (Berman et al., 2014; Wiltschko et al.,

FIGURE 1 | (A) Schematic representation of the setup. Each side of the comb is recorded by two 12 MP PointGray Flea3 cameras. The pictures have an overlap of

several centimeters on each side. (B) The recording-setup used in summer 2015. The comb, cameras, and the infrared lights are depicted, the tube that can be used

by the bees to leave the setup is not visible. During recording, the setup is covered. Figures adapted from Wario et al. (2015).

2015; Wario et al., 2017), tracking the position of an animal
often suffices to infer its behavioral state (Kabra et al., 2013;
Eyjolfsdottir et al., 2016; Blut et al., 2017). Tracking bees within a
colony is a particularly challenging task due to dense populations,
similar target appearance, frequent occlusions, and a significant
portion of the colony frequently leaving the hive. The exploration
flights of foragers might take several hours, guard bees might
stay outside the entire day to inspect incoming individuals.
The observation of individual activity over many weeks, hence,
requires robust means for unique identification.

For a system that robustly decodes the identity of a given
detection, the tracking task reduces to simply connecting
matching IDs. Recently, three marker-based insect tracking
systems (Mersch et al., 2013; Crall et al., 2015; Gernat et al., 2018)
have been proposed that use a binary code with up to 26 bits for
error correction (Thompson, 1983). The decoding process can
reliably detect and correct errors, or, reject a detection that can
not be decoded. There are two disadvantages to this approach.
First, error correction requires relatively expensive recording
equipment (most systems use at least a 20 MP sensor with a high
quality lens). Second, detections that could not be decoded can
usually not be integrated into the trajectory, effectively reducing
the detection accuracy and sample rate.

In contrast to these solutions, we have developed a system
called BeesBook that uses much less expensive recording
equipment (Wario et al., 2015). Figure 1 shows our recording
setup, Figure 2 visualizes the processing steps performed after
the recording. Our system localizes tags with a recall of 98% at
99% precision and decodes 86% IDs correctly without relying
on error correcting codes (Wild et al., 2018). See Figure 3 for
the tag design. Linking detections only based on matching IDs
would quickly accumulate errors, long-term trajectories would
exhibit gaps or jumps between individuals. Following individuals
robustly, thus, requires a more elaborate tracking algorithm.

The field of multiple object tracking has produced numerous
solutions to various use-cases such as pedestrian and vehicle
tracking (for reviews see Cox, 1993; Wu et al., 2013; Luo et al.,
2014; Betke and Wu, 2016). Animals, especially insects, are
harder to distinguish and solutions for tracking multiple animals
over long time frames are far less numerous (see Dell et al., 2014
for a review on animal tracking). Since our target subjects may
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FIGURE 2 | The data processing steps of the BeesBook project. The images captured by the recording setup are compressed on-the-fly to videos containing 1,024

frames each. The video data is then transferred to a large storage from where it can be accessed by the pipeline for processing. Preprocessing: histogram equalization

and subsampling for the localizer. Localization: bee markers are localized using a convolutional neural network. Decoding: a second network decodes the IDs and

rotation angles. Stitching: the image coordinates of the tags are transformed to hive coordinates and duplicate data in regions where images overlap are removed.

FIGURE 3 | (A) The tag-design in the BeesBook project uses 12 coding segments arranged in an arc around two semi-circles that encode the orientation of the bee.

The tag is glued onto the thorax such that the white semi-circle is rotated toward the bee’s head. Figure adapted from Wario (2017). (B) Several tagged honey bees on

a comb. The round and curved tags are designed to endure heavy duty activities such as cell inspections and foraging trips.

leave the area under observation at any time, the animal’s identity
cannot be preserved by tracking alone. We require some means
of identification for a new detection, whether it be paint marks or
number tags on the animals, or identity-preserving descriptors
extracted from the detection.

While color codes are infeasible with monochromatic
imaging, using image statistics to fingerprint sequences of visible
animals (Kühl and Burghardt, 2013; Wang and Yeung, 2013;
Pérez-Escudero et al., 2014) may work even with unstructured
paint markers. Merging tracklets after occlusions can then be
done by matching fingerprints. However, it remains untested
whether these approaches can resolve the numerous ambiguities
in long-term observations of many hundreds or thousands of
bees that may leave the hive for several hours.

In the following, we describe the features that we used to
train machine learning classifiers to link individual detections
and short tracklets in a crowded bee hive. We evaluate our
results with respect to path and ID correctness. We conclude

that long-term tracking can be performed without marker-based
error correction codes. Tracking can, thus, be conducted without
expensive high-resolution, low-noise camera equipment. Instead,
decoding errors in simple markers can be mitigated by the
proposed tracking solution, leading to a higher final accuracy of
the assigned IDs compared to other marker-based systems that
do not employ a tracking step.

2. DESCRIPTION OF METHODS

2.1. Problem Statement and Overview of

Tracking Approach
The tracking problem is defined as follows: Given a set
of detections (timestamp, location, orientation, and ID
information), find correct correspondences among detections
over time (tracks) and assign the correct ID to each track. The ID
information of the detections can contain errors. Additionally,

Frontiers in Robotics and AI | www.frontiersin.org 3 April 2018 | Volume 5 | Article 35114

https://www.frontiersin.org/journals/robotics-and-AI
https://www.frontiersin.org
https://www.frontiersin.org/journals/robotics-and-AI#articles


Boenisch et al. Lifetime Tracking of Honey Bees

correct correspondences between detections of consecutive
frames might not exist due to missing detections caused by
occluded markers. In our dataset, the ID information consists of
a number in the range of 0 to 4,095, represented by 12 bits. Each
bit is given as a value between 0.0 and 1.0 which corresponds to
the probability that the bit is set.

To solve the described tracking problem, we propose an
iterative tracking approach, similar to previous works (for
reviews, see Luo et al., 2014; Betke and Wu, 2016). We use
two steps: 1. Consecutive detections are combined into short
but reliable tracklets (Rosemann, 2017). 2. These tracklets are
connected over longer gaps (Boenisch, 2017). Previous work
employing machine learning mostly scored different distance
measures separately to combine them into one thresholded value
for the first tracking step (Wu and Nevatia, 2007; Huang et al.,
2008; Fasciano et al., 2013;Wang et al., 2014). For merging longer
tracks, boosting models to predict a ranking between candidate
tracklets have been proposed (Huang et al., 2008; Fasciano et al.,
2013). We use machine learning models in both steps to learn
the probability that two detections, or tracklets, correspond. We
train the models on a manually labeled dataset of ground truth
tracklets. The features that are used to predict correspondence
can differ between detection level and tracklet level, so we treat
these two stages as separate learning problems. Both of our
tracking steps use the Hungarian algorithm (Kuhn, 1955) to
assign likelymatches between detections in subsequent time steps
based on the predicted probability of correspondence. In the
following, we describe which features are suitable for each step
and how we used various regression models to create accurate
trajectories. We also explain how we integrate the ID decodings
of the markers along a trajectory to predict the most likely ID for
this animal, which can then be used to extract long-term tracks
covering the whole lifespan of an individual. See Figure 4 for an
overview of our approach.

2.2. Step 1: Linking Consecutive Detections
The first tracking step considers detections in successive frames.
To reduce the number of candidates, we consider only sufficiently
close detections (we use approximately 200 pixels, or 12 mm).

From these candidate pairs we extract three features:

1. Euclidean distance between the first detection and its potential
successor.

2. Angular difference of both detections’ orientations on the
comb plane.

3. Manhattan distance between both detections’ ID probabilities.

We use our manually labeled training data to create samples with
these features that include both correct and incorrect examples
of correspondence. A support vector machine (SVM) with a
linear kernel (Cortes and Vapnik, 1995) is then trained on
these samples. We also evaluated the performance of a random
forest classifier (Ho, 1995) with comparable results. We use the
SVM implemented in the scikit-learn library (Pedregosa et al.,
2011). Their implementation of the probability estimate uses
Platt’s method (Platt, 1999). This SVM can then be used get
the probability of correspondence for pairs of detections that
were not included in the training data. To create short tracks

FIGURE 4 | Overview of the tracking process. The first step connects

detections from successive frames to tracklets without gaps. At time step t

only detections within a certain distance are considered. Even if a candidate

has the same ID (top-most candidate with ID 42) it can be disregarded. The

correct candidate may be detected with an erroneous ID (see t−1) or may

even not be detected at all by the computer vision process. There may be

close incorrect candidates that have to be rejected (candidate with ID 43 at

t+1). The model assigns a correspondence probability to all the candidates. If

none of them receive a sufficient score the tracklet is closed. In time step t+3 a

new detection with ID 42 occurs again and is extended into a second tracklet.

In tracking step 2, these tracklets are combined to a larger tracklet or track.

(tracklets), we iterate through the recorded data frame by frame
and keep a list of open tracklets. Initially, we have one open
tracklet for each detection of the first frame. For every time
step, we use the SVM to score all new candidates against the
last detection of each open tracklet. The Hungarian algorithm is
then used to assign the candidate detections to the open tracklets.
Tracklets are closed and not further expanded if their best
candidate has a probability lower than 0.5. Detections that could
not be assigned to an existing open tracklet are used to begin a
new open tracklet that can be expanded in the next time step.

2.3. Step 2: Merging Tracklets
The first step yields a set of short tracklets that do not contain
gaps and that could be connected with a high confidence. The
second tracking step merges these tracklets into longer tracks
that can contain gaps of variable duration (for distributions
of tracklet and gap length in our data see section 3). Note
that a tracklet could consist of a single detection or that its
corresponding consecutive tracklet could still begin in the next
time step without a gap. To reduce computational complexity
we define a maximum gap length of 14 time steps (∼4 s in our
recordings).

Similar to the first tracking step, we use the ground truth
dataset to create training samples for a machine learning
classifier. We create positive samples (i.e., fragments that should
be classified as belonging together) by splitting each manually
labeled track once at each time step. Negative samples are
generated from each pair of tracks with different IDs which
overlapped in time with a maximum gap size of 14. These are
also split at all possible time steps. To include both more positive
samples and more short track fragments in the training data,
we additionally use every correct sub-track of length 3 or less
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and again split it at all possible locations. This way we generated
1,021,848 training pairs, 7.4% of which were positive samples.

In preliminary tests, we found that for the given task of
finding correct correspondences between tracklets, a random
forest classifier performed best among a selection of classifiers
available in scikit-learn (Boenisch, 2017).

Tracklets with two or more detections allow for more complex
and discriminative features compared to those used in the first
step. For example, matching tracklets separated by longer gaps
may require features that reflect a long-term trend (e.g., the
direction of motion).

We implemented 31 different features extractable from
tracklet pairs. We then used four different feature selection
methods from the scikit-learn library to find the features with
the highest predictive power. This evaluation was done by
splitting the training data further into a smaller training set and
validation set. The methods used were Select-K-Best, Recursive
Feature Elimination, Recursive Feature Elimination with Cross-
Validation and the Random Forest Feature Importance for
all possible feature subset sizes as provided by scikit-learn
(Pedregosa et al., 2011). In all these methods, the same four
features (number 1–4 in the listing below) performed best
according to the ROC AUC score (Spackman, 1989) that proved
to be a suitable metric to measure tracking results. Therefore, we
chose them as an initial subset.

We then tried to improve the feature subset manually
according to more tracking-specific metrics. The metrics we used
were the number of tracks in the ground truth validation set
that were reconstructed entirely and correctly, and the number
of insertions and deletes in the tracks (for further explanation
of the metrics see section 3). We added the features that lead
to the highest improvements in these metrics on our validation
set. This way, we first added feature 5 and then 6. After adding
feature 6, the expansion of the subset with any other feature only

lead to a performance decrease in form of more insertions and
less complete tracks. We therefore kept the following six features.
Visualizations of features 2–5 can be found in Figure 5.

1. Manhattan distance of both tracklets’ bitwise averaged IDs.
2. Euclidean distance of last detection of tracklet 1 to first

detection of tracklet 2.
3. Forward error: Euclidean distance of linear extrapolation of

last motion in first tracklet to first detection in second tracklet.
4. Backward error: Euclidean distance of linear extrapolation of

first motion in second tracklet to last detection in first tracklet.
5. Angular difference of tag orientation between the last

detection of the first tracklet and the first detection of the
second tracklet.

6. Difference of confidence: All IDs in both tracklets are averaged
with a bitwise median, we select the bit that is closest to 0.5
for each tracklet, calculate the absolute difference to 0.5 (the
confidence) and compute the absolute difference of these two
confidences.

2.3.1. Track ID Assignment
After the second tracking step, we determine the ID of the tracked
bee by calculating the median of the bitwise ID probabilities of
all detections in the track. The final ID is then determined by
binarizing the resulting probabilities for each bit with probability
threshold 0.5.

2.3.2. Parallelization
Tracks with a length of several minutes already display a very
accurate ID decoding (see section 3). To calculate longer tracks of
up to several days and weeks, we execute the tracking step 1 and
step 2 for intervals of 1 h and then merge the results to longer
tracks based on the assigned ID. This allows us to effectively
parallelize the tracking calculation and track the entire season of

FIGURE 5 | The spatial features used in the second tracking step. (A) Euclidean distance between the last detection of tracklet 1 and the first detection of tracklet 2.

(B) Forward error: Euclidean distance of the extrapolation of the last movement vector in tracklet 1 to the first detection in tracklet 2. (C) Angular difference between

the tag orientations of the last detection in tracklet 1 and the first detection in tracklet 2. (D) Backward error: Euclidean distance between the reverse extrapolation of

the first movement vector of tracklet 2 to the last detection of tracklet 1.
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10 weeks of data in less than a week on a small cluster with <100
CPU cores.

3. RESULTS AND EVALUATION

We marked an entire colony of 1,953 bees in a 2 days session
and continuously added marked young bees that were bred in
an incubation chamber. In total, 2,775 bees were marked. The
BeesBook system was used to record 10 weeks of continuous
image data (3 Hz sample rate) of a one-frame observation
hive. The image recordings were stored and processed after the
recording season. The computer vision pipeline was executed on
a Cray XC30 supercomputer. In total, 3,614,742,669 detections
were extracted from 67,972,617 single frames, corresponding
to 16,993,154 snapshots of the four cameras. Please note that
the data could also be processed in real-time using consumer
hardware (Wild et al., 2018).

Two ground truth datasets for the training and evaluation
of our method were created manually. A custom program was
used to mark the positions of an animal and to define its ID
(Mischek, 2016). Details on each dataset can be found in Table 1.
To avoid overfitting to specific colony states, the datasets were
chosen to contain both high activity (around noon) and low
activity (in the early morning hours) periods, different cameras
and, therefore, different comb areas. Dataset 2015.1 was used to
train and validate classifiers and dataset 2015.2 was used to test
their performance.

Dataset 2015.1 contains 18,085 detections from which we
extracted 36,045 sample pairs (i.e., all pairs with a distance of

TABLE 1 | Dataset 2015.1 was used for training and dataset 2015.2 for testing.

Dataset 2015.1 2015.2

Date 18.09.2015 22.09.2015

Times 11:36; 04:51 13:36

Frames 201 (3 fps) 200 (3 fps)

Detections 18,085 10,945

False positives 222 (1.23%) 82 (0.75%)

Individuals 144 98

The number of detections is the number of tags localized and decoded by the deep

learning approach over all frames in the dataset. The number of false positives shows

how many times the deep learning pipeline detects a detection when there is none. The

number of individuals indicates how many different bees are present in the dataset.

<200 pixels in consecutive frames). These samples were used
to train the SVM which is used to link consecutive detections
together (tracking step 1). Hyperparameters were determined
manually using cross-validation on this dataset. The final model
was evaluated on dataset 2015.2.

Tracklets for the training and evaluation of a random forest
classifier (tracking step 2) were extracted from datasets 2015.1,
respectively 2015.2 (see section 2 for details). Hyperparameters
were optimized with hyperopt-sklearn (Komer et al., 2014) on
dataset 2015.1 and the optimized model was then tested on
dataset 2015.2.

To validate the success of the tracking, we analyzed its impact
on several metrics in the tracks, namely:

1. ID Improvement
2. Proportion of complete tracks
3. Correctness of resulting tracklets
4. Length of resulting tracklets

To be able to evaluate the improvement through the presented
iterative tracking approach, we compare the results of the two
tracking steps to the naive approach of linking the original
detections over time based on their initial decoded ID only,
in the following referred to as “baseline.” For an overview on
the improvements achieved by the different tracking steps see
Table 2.

3.1. ID Improvement
An important goal of the tracking is to correct IDs of
detections which could not be decoded correctly by the computer
vision system. Without the tracking algorithm described above,
all further behavioral analyses would have to consider this
substantial proportion of erroneous decodings. In our dataset,
13.3% of all detections have an incorrectly decoded ID (Wild
et al., 2018).

In the ground truth dataset we manually assigned detections
that correspond to the same animal to one trajectory. The ground
truth data can therefore be considered as the “perfect tracking.”
Even on these perfect tracks the median ID assignment algorithm
described above provides incorrect IDs for 0.6% of all detections,
due to partial occlusions, motion blur and image noise. This
represents the lower error bound for the tracking system. As
shown in Figure 6, the first tracking step reduces the fraction of
incorrect IDs from 13.3 to 3.9% of all detections. The second step
further improves this result to only 1.9% incorrect IDs.

TABLE 2 | Different metrics were used to compare the two tracking steps to both a naive baseline based on the detection IDs and to manually created tracks without

errors (perfect tracking).

Baseline (%) After step 1 (%) After step 2 (%) Perfect tracking (%)

Incorrect detection IDs 13.3 3.9 1.9 0.6

Incorrect track IDs 63.5 27.2 18.2 8.2

Complete tracks 10.2 26.5 70.4 77.6

Detections missing from their track (deletions) 32.2 1.38 2.37 0

Tracks with at least one deletion 94.6 26.7 18.25 0

In all cases, the baseline performs worst and the two tracking steps successively improve the performance.

Frontiers in Robotics and AI | www.frontiersin.org 6 April 2018 | Volume 5 | Article 35117

https://www.frontiersin.org/journals/robotics-and-AI
https://www.frontiersin.org
https://www.frontiersin.org/journals/robotics-and-AI#articles


Boenisch et al. Lifetime Tracking of Honey Bees

Most errors occur in short tracklets (see Figure 7). Therefore,
the 1.9% erroneous ID assignments correspond to 18.2% of the
resulting tracklets being assigned an incorrect median ID. This
is an improvement over the naive baseline and the first tracking
step with 63.5 and 27.2%, respectively. A perfect tracking could
reduce this to 8.2% (see Figure 8).

3.2. Proportion of Complete Tracks
Almost all gaps between detections in our ground truth tracks are
no longer than 14 frames (99.76%, see Figure 9). Even though

FIGURE 6 | Around 13% of the raw detections are incorrectly decoded. The

first tracking step already reduces this error to around 4% and the second step

further reduces it to around 2%. Even a perfect tracking (defined by the human

ground truth) would still result in 0.6% incorrect IDs when using the proposed

ID assignment method.

FIGURE 7 | Evaluation of the tracklet lengths of incorrectly assigned detection

IDs after the second tracking step reveals that all errors in the test dataset

2015.2 happen in very short tracklets. Note that this dataset covers a duration

of around 1min.

FIGURE 8 | A naive tracking approach using only the detection IDs would

result in around 64% of all tracks being assigned an incorrect ID. Our two-step

tracking approach reduces this to around 27 and 18%, respectively. Due to

the short length of most incorrect tracklets, these 18.2% account for only

1.9% of the detections. Using our ID assignment method without any tracking

errors would reduce the error to 8.2%.

large gaps between detections are rare, long tracks are likely to
contain at least one such gap: Only around one third (34.7%)
of the ground truth tracks contain no gaps and 77.6% contain
only gaps shorter than 14 frames. As displayed in Figure 10, the
baseline tracking finds only 10.2% complete tracks without errors
(i.e., 30% of all tracks with no gaps). Step 1 is able to correctly
assemble 26.5% complete tracks (i.e., around 76.5% of all tracks
containing no gaps). Step 2 correctly assembles 70.4% complete
tracks (about 90.4% of all tracks with a maximum gap size of <14
frames).

3.3. Correctness of Resulting Tracklets
To characterize the type of errors in our tracking results, we
define a number of additional metrics. We counted detections
that were incorrectly introduced into a track as insertions. Both
tracking steps and the baseline inserted only one incorrect
detection into another tracklet. Thus,<1% of both detections and
tracklets were affected.

We counted detections that were missing from a tracklet (and
were replaced by a gap) as deletions. In the baseline, 32.2% of all
detections were missing from their corresponding track (94.6%

FIGURE 9 | Distribution of the gap sizes in the ground truth dataset 2015.2.

Most corresponding detections (i.e., 97.9%) have no gaps and can be

therefore be matched by the first tracking step. The resulting tracklets are then

merged in the second step. The maximum gap size of 14 covers 99.76% of

the gaps.

FIGURE 10 | A complete track perfectly reconstructs a track in our ground

truth data without any missing or incorrect detections. Even a perfect tracking

that is limited to a maximum gap size of 14 frames could only reconstruct

around 78% of these tracks. The naive baseline based only on the detection

IDs would assemble 10% without errors while our two tracking steps achieve

26.5 and 70.4%, respectively.
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FIGURE 11 | Track lengths after tracking 1 h of video data at three frames per

second. The expected length of a track is 2:23 min after the first step and 6:48

min after the second step.

of all tracks had at least one deletion). After the first step, 1.38%
of detections were missing from their track, affecting 26.7% of all
tracks. After the second step, 2.37% of all detections and 18.25%
of all tracks were still affected.

We also evaluated whether incorrect detections were
contained in a track in situations where the correct detection
would have been available (instead of a gap) as mismatches, but
no resulting tracks contained such mismatches.

3.4. Length of Resulting Tracklets
The ground truth datasets contain only short tracks with a
maximum length of 1 min. To evaluate the average length of the
tracks, we also tracked 1 h of data for which no ground truth data
was available. The first tracking step yields shorter fragments with
an expected length of 2:23 min, the second tracking step merges
these fragments to tracklets with an expected duration of 6:48
min (refer to Figure 11 for tracklet length distributions).

4. DISCUSSION

We have presented a multi-step tracking algorithm for
fragmentary and partially erroneous detections of honey bee
markers. We have applied the proposed algorithm to produce
long-term trajectories of all honey bees in a colony of
approximately 2,000 animals. Our dataset comprises 71 days
of continuous positional data at a recording rate of 3 Hz.
The presented dataset is by far the most detailed reflection of
individual activities of the members of a honey bee colony. The
dataset covers the entire lifespan of many hundreds of animals
from the day they emerge from their brood cell until the day they
die. Honey bees rely on a flexible but generally age-dependent
division of labor. Hence, our dataset reflects all essential aspects
of a self-sustaining colony, from an egg-laying queen and brood
rearing young workers, to food collection, and colony defense.
We have released a 3 days sample dataset for the interested reader
(Boenisch et al., 2018). Our implementation of the proposed
tracking algorithm is available online1.

1https://github.com/BioroboticsLab/bb_tracking

The tracking framework presented in the previous sections
is an essential part of the BeesBook system. It provides a
computationally efficient approach to determine the correct IDs
for more than 98% of the individuals in the honey bee hive
without using extra bits for error correction.

Although it is possible to use error correction with 12 bit
markers, this would reduce the number of coding bits and
therefore the number of observable animals. While others chose
to increase the number of bits on the marker, we solved the
problem in the tracking stage. With the proposed system, we
were able to reduce hardware costs for cameras and storage.
When applied to the raw output of the image decoding step, the
accuracy of other systems that use error-correction (for example
Mersch et al., 2013) may even be improved further.

Our system provides highly accurate movement paths of bees.
Given a long-term observation of several weeks, these paths,
however, can still be considered short fragments. Since the IDs
of these tracklets are very accurate, they can now be linked by
matching IDs only.

Still, some aspects of the system can be improved. To train
our classifiers, we need a sufficiently large, manually labeled
dataset. Rice et al. (2015) proposed a method to create a similar
dataset interactively, reducing the required manual work. Also,
the circular coding scheme of our markers causes some bit
configurations to appear similar under certain object poses.
This knowledge could be integrated into our ID determination
algorithm. The IDs along a trajectory might not provide an
equal amount of information. Some might be recorded under
fast motion and are therefore less reliable. Other detections could
have been recorded from a still bee whose tag was partially
occluded. Considering similar readings as less informative might
improve the ID accuracy of our method. Still, with the proposed
method there are only 1.9% detections incorrectly decoded,
mostly in very short tracklets.

The resulting trajectories can now be used for further
analyses of individual honey bee behavior or interactions in the
social network. In addition to the three day dataset published
alongside this paper, we plan to publish two more datasets
covering more than 60 days of recordings, each. With this
data we can investigate how bees acquire information in the
colony and how that experience modulates future behavior
and interactions. We hope that through this work we can
interest researchers to join the collective effort of investigating
the individual and collective intelligence of the honey bee, a
model organism that bears a vast number of fascinating research
questions.
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Understanding how social and environmental factors contribute to the spatio-temporal

distribution of criminal activities is a fundamental question in modern criminology. Thanks

to the development of statistical techniques such as Risk Terrain Modeling (RTM), it is

possible to evaluate precisely the criminogenic contribution of environmental features

to a given location. However, the role of social information in shaping the distribution

of criminal acts is largely understudied by the criminological research literature. In this

paper we investigate the existence of spatio-temporal correlations between successive

robbery events, after controlling for environmental influences as estimated by RTM.

We begin by showing that a robbery event increases the likelihood of future robberies

at and in the neighborhood of its location. This event-dependent influence decreases

exponentially with time and as an inverse function of the distance to the original event.

We then combine event-dependence and environmental influences in a simulation model

to predict robbery patterns at the scale of a large city (Newark, NJ). We show that this

model significantly improves upon the predictions of RTM alone and of a model taking

into account event-dependence only when tested against real data that were not used to

calibrate either model. We conclude that combining risk from exposure (past event) and

vulnerability (environment), following from the Theory of Risky Places, when modeling

crime distribution can improve crime suppression and prevention efforts by providing

more accurate forecasting of the most likely locations of criminal events.

Keywords: crime forecasting, risk terrain modeling, event dependence, dynamical systems, vulnerability and

exposure, robbery

INTRODUCTION

Recent advances in the spatial analysis of crime strongly affected the ways in which scholars
and practitioners consider the origins and dispersion of crime. Hotspot mapping [1] and near
repeat analysis [2] have allowed police to more efficiently target criminogenic places. Analyses of
the physical contexts for crime was pioneered in criminology by Brantingham and Brantingham
[3], who considered the underlying social and physical “fabric” or environmental backcloth as a
framework for action. More recently, Caplan and Kennedy [4] proposed Risk Terrain Modeling
(RTM) as a spatial analytical technique for empirical study of crime distribution. Resulting risk
terrain maps show where certain crime events are statistically more likely to occur based on
certain environmental vulnerabilities at micro places [4–7]. This technique considers the effects of
multiple factors on creating distinct, identifiable areas that are conducive to crime, but emphasizes
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the importance of environmental characteristics on the attraction
of motivated offenders and the emergence, persistence, and
desistance of crime [4–6]. For each place, it produces a risk score,
that is a measure of the clustering of environmental risk factors,
and can be used to forecast where crime will occur and (possibly)
cluster over a period of time.

Spatial analysis—as it is used in the criminological research
literature—often ignores the mechanism through which
disconnected offenders cluster in space and time despite a
seeming lack of deliberate coordination of activities. For
instance, Sherman et al. [1] found that up to 50% of crime is
produced at 3% of city locations. While Spelman [8] concluded
that the statistical concentration of crime at places may be due
to random and often temporary fluctuations in crime events,
[9] noted that, even after correcting for such fluctuations, the
worst locations accounted for a disproportionately high number
of crime incidents. It appears as though, through independent
action, offenders ultimately converge at the same places over
given periods of time to commit similar types of crimes. If this is
the case, why is this so, and how do offenders know where to go?

A possible answer comes from the concept of near repeat
victimization that states that a criminal incident increases the
likelihood that a nearby location or individual will be targeted
in a subsequent incident [10]. This can result from either the
same perpetrator repeating a crime in a location where it has
been successful, or from new perpetrators encouraged directly
(e.g., by a member of the same gang) or indirectly (e.g., by traces
indicative of a successful event) by the first one. This has the
potential of creating a positive feedback loop, with subsequent
criminal events in what are defined as risky places—if close
enough in space and time - increasing further the probability
of additional events clustering in the same area, and so on
Kennedy et al. [11]. This is described in the Theory of Risky
Places [12], where the vulnerability that comes from being in high
risk locations, combined with the exposure to offenders, leads to
a greater probability of crime occuring.

While this concept is fairly recent in criminology, it is
well-known in the scientific literature on collective behavior
in biological systems. Similar feedback loops driven by past
events and social information have been found to create
clustering in unicellular organisms, insects, fish, birds, and
mammals [13–15], even in uniform environmental conditions.
However the final location of the cluster is highly dependent
on the structure of the environment: clusters are more likely
to originate at attractive places for the organisms, and the
positive feedback process will promote the disproportionate
concentration of individuals at some of the attracting places
only (sometimes at a single one) while others will be
abandoned [13, 16–18]. In addition, once this process has
reached its stable state, the probability of starting a new
cluster elsewhere—even at another attractive location - is low
[13].

The striking parallel between the mechanisms of crime
hotspot formation and those of clustering in social animals
suggests that crime suppression and prevention efforts would
strongly benefit from better understanding the combined
effects of the social and physical environments in which

offenders operate. For this purpose, we propose here to
combine tools for the spatial analysis of crime with methods
for measuring and modeling social influence in animal
groups, with the goal of improving methods for forecasting
crime distribution. In particular we will use RTM as a
tried and tested method to identify environmental predictors
of criminal events; we will also use simulation methods
to determine spatio-temporal correlations between successive
events, after controlling for environmental effects. Finally, we
will show that combining event-dependent and environmental
influences provides improvement in forecasting changes in crime
distribution over purely spatial methods (e.g., RTM) or methods
based on modeling near repeat victimization only.

MATERIALS AND METHODS

Data
Crime Data

This study selectively focuses on street robberies, or robberies
that occur at outdoor public spaces (e.g., streets, sidewalks,
parking lots, lots/yards in front of commercial dwellings)
between 2009 and 2012 in Newark, New Jersey (6,888 recorded
events). The robbery data were acquired from the public records
of the Newark Police Department (NPD). They only contain
the time, location and nature of criminal offenses without
identifying information on either the perpetrators or their
victims, and therefore an ethics approval was not required as
per institutional and national guidelines. Adopting the FBI’s
UCR Part I crime definitions, the NPD defines robbery as
“the taking or attempting to take anything from the care,
custody, or control of a person or persons by force or threat
of force or violence and/or by putting the victim in fear”
[19]. The robbery dataset includes each incident’s longitude and
latitude coordinates, as well as the date (e.g., 07.28.2010), day
(e.g., Monday or Saturday), and hour (0–23. where 0 denotes
12 a.m.) of occurrence. For the analyses, Newark was modeled
as a contiguous grid of equally sized cells the length of about
half a city block (the mean blockface length is approximately
137.77m). Each incident was therefore associated with the
68.88m by 68.88m cell containing its longitude and latitude
coordinates.

Land Use Data

The independent variables (risk factors) of the risk terrain
model were the operationalized spatial influences of land use
features in Newark; the following 20 criminogenic features
were included for testing in the RTM analysis: packaged liquor
stores, take-out restaurants, gas stations, college campuses,
parks, convenience stores, light rail stops, eat-in restaurants,
foreclosed properties, parking garages, pawn shops, gyms and
health clubs, grocery stores, recreation centers, at-risk housing,
vacant properties, laundromats, bars, known drug markets, and
schools. These data were acquired from the NPD Compstat unit
or from InfoGroup, a lead provider of verified business data in
the U.S.

All land use data coordinates were converted to cell
coordinates matching the spatial coordinates of the crime data.
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Risk Terrain Map
A risk terrain map represents the risk of a criminal event
occurring at a location given the land use features of this location
(see section Land Use Data above for a list of the land use
features tested in this study) and relative to all the other locations
considered in the analysis (all cells have approximately the size of
half city blocks in Newark in this study). RTM is used to identify
the relative influence of each land use feature on the occurrence
of criminal events and these influences are then combined to
calculate the overall relative risk associated with each considered
location.

RTM has been described in detail elsewhere [6] and we will
only describe its general functioning here. RTM is a two-step
modeling process. In the first step RTM uses an elastic net
penalization from the “penalized” R package [20] with cross-
validation to perform both variable selection and regularization
on a Poisson regression model of environmental risks. Model
factors that stand up to shrinkage with nonzero coefficients in the
penalized model are accepted as useful risk factors and passed to
the next step for building the most parsimonious model.

In the second step RTM conducts a bidirectional stepwise
regression using the “gamlss” R package [21] on the remaining
risk factors resulting from the first step. Stepwise regression is
a method to automatically reduce the complexity of a statistical
model by identifying the predictive variables that significantly
improve the fit to the data. The process consists in adding
and removing predictive variables in a stepwise manner (i.e.,
one predictor at a time) and evaluating whether it significantly
improves the fit to the data using in our case a BIC (Bayesian
Information Criterion) score. The BIC score is a measure of the
likelihood of the fit penalized by the number of predictors in the
model. The model with the lowest BIC score is preferred as it
strikes a balance between higher likelihood of the fit and lower
complexity of the model. We repeated this process twice: once
assuming a Poisson distribution of the model’s residuals, and
another time assuming a negative binomial distribution. Overall
relative risk scores are then produced for each cell unit to produce
the final risk terrain map covering the entire geographic extent of
the Newark study area, which excluded the seaport and airport
areas because their crimes fall under a different law enforcement
jurisdiction than the NPD.

For the current study, the risk terrain map was produced
using the RTMDx software, which was developed by Rutgers
Center on Public Security [5]. This utility automates the RTM
steps of operationalizing the spatial influence of risk factors,
selecting/validating the risk factors with existing outcome event
data, weighting the risk factors in relation to one another, and
producing the final risk terrain map.

For each of the 20 potential risk factors described in section
Land Use Data, at least 6 variables were built to measure spatial
influences. These measured whether the raster cells in Newark
were within 0.5, 1, 1.5, 2, 2.5, or 3 blocks of the features or in an
area of high density of the factor’s features. Although the extent
of spatial influence can theoretically be operationalized at less
than one-half block or beyond three blocks, these distances were
set as the minimum and maximum search extents because they
are believed to give a meaningful reach of a land use feature’s

influence from a policing perspective [22, 23], and the half-
block increments were used to account for varying extents of
the land use features’ spatial influences. For both the distance
and the density calculations, we determined which cells of the
study area fall into the areas defined by the different spatial
extents by calculating the distance of the cell centroids to the
land use feature of interest ([24], p. 5). Then, raster cells that
fall within the threshold proximity (0.5, 1, 1.5, 2, 2.5, or 3
blocks) were represented as 1 (highest risk), whereas the cells
outside this threshold proximity were represented as 0 (not
highest risk). Density variables were reclassified into highest
density (density≥mean+ 2 standard deviations) and not highest
density (density < mean + 2 standard deviations) regions.
Highest density regions were represented as 1, and regions that
are not highest density were represented as 0. Ultimately, 186
model factors were produced that represent various distances
from or densities of the 20 land use features in the risk terrain
model. These values were then assembled into a table with rows
representing cells and columns representing binary variables, and
the count of street robbery events (the dependent variable) at
each raster cell was calculated.

Spatio-Temporal Event-Dependence
The near repeat victimization hypothesis states that the
occurrence of a criminal event at a location increases the
likelihood of a subsequent event occurring at the same or a
nearby location within a given time window. In order to measure
this effect, we first calculate the spatio-temporal association
between events as follows. For each robbery event in Newark in
2009 and 2010 we compute the probability that another event
occurred within m cells from (m = 0, 1, 2, . . . , 40) and n days
after (n= 0, 1, 2, . . . , 40) the original event.

The next step is to determine whether these probabilities are
higher/lower than those expected under the assumption that
there are no spatio-temporal dependence between events. For
this, we use a permutation method to generate 1,000 surrogate
data sets (of the same length as the original data set) in which
the dependence between successive events is broken. First we
randomly sample crime locations from the original data set with
replacement. The probability of sampling a given location is
proportional to the environmental risk value for this location as
obtained from the RTM calculation (see previous section). We
then associate a time to each surrogate location by randomly
sampling existing occurrence times from the original data set
with replacement. This procedure ensures that all surrogate
events are independent in time, and that their spatial dependence
is only driven by the structure of the environment, and not the
location of previous events.

For each of the 1,000 surrogate data sets, we then calculate the
spatio-temporal association between events following the same
procedure as for the original data set. We then calculate the
average ratio between the spatio-temporal association matrix of
the original data set and that of the 1,000 surrogate data sets (a
2D Gaussian smoothing with standard deviation of 1 day and 1
cell is also applied to the resulting matrix). A ratio superior to 1
for a given combination of n and m indicates a likelihood higher
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than random for an event to occur m cells from and n days after
a previous event. A ratio inferior to 1 indicates the opposite.

If the near repeat victimization hypothesis is correct, we
expect to see a maximum increase in likelihood at m = 0 and
n= 0, with a progressive decrease as bothm and n increase.

Forecasting Model
We propose to integrate together the environmental influences
determined via RTM and the event-dependent spatio-temporal
associations determined via permutation in a computer
simulation model. The goal of the model is to forecast the most
likely locations of future crime occurrences, given a risk terrain
map locally weighted by the presence of past crime occurrences.
The general functioning of the model is as follows:

1. Calculate a risk terrain map of the area of interest as described
in section Risk Terrain Map. This map will be fixed for the
entirety of the simulation as we assume that environmental
risks do not change faster than the time scale of the simulation
(a few days to a few weeks in the case of this study).

2. Calculate the spatio-temporal influence of crime occurrences
on future events as described in section Spatio-Temporal
Event-Dependence.

3. Create an initial spatio-temporal event-dependent risk map
using existing crime occurrence data. This map should have
the same dimensions as the risk terrain map. All cells of the
map are initially set to 1. Each cell’s value is then modified
according to the distance to and time since each past crime
occurrence, based on the spatio-temporal influence ratio
calculated in the previous step. We assume that the respective
influences of multiple past events are additive.

4. For each simulation step (1 day in the case of this study),

a. determine the number of crime occurrences based on a
distribution calculated from the original data set.

b. For each simulated crime occurrence:

i. Determine its location by randomly selecting a cell
on the map. The probability of a cell being selected
is proportional to the environmental risk value at its
location on the risk terrain map multiplied by the event-
dependent risk value at its location on the map.

ii. Update the event-dependent spatio-temporal risk map
to include the influence of the new simulated event.

c. Before starting the next step, update the event-dependent
spatio-temporal risk map to account for the temporal
change in event-dependent spatial influence.

By simulating the model N times, we can compute a predicted
probability of crime occurrence for each cell of the map.

Model Performance
We compare the forecasting performance of our model (referred
to as full model in the rest of the text) against three control
simulation models:

1. A random model, in which the locations of the simulated
events will be selected independently of any environmental or
event-dependent influence.

2. An environmental model only (referred to as RTM-only
model in the rest of the text), in which the probability of a cell
being selected is proportional to the environmental risk score
at its location on the risk terrain map only.

3. An event-dependent spatio-temporal model only (referred
to as event-only model in the rest of the text), in which
the probability of a cell being selected is proportional to
the the event risk value at its location on the event-
dependent risk map only. Note that in this case, we will
recompute the shape of the spatio-temporal influence as in
section Spatio-Temporal Event-Dependence, but in absence of
environmental influence.

For this comparison, we use a risk terrain map computed as
described in section Risk Terrain Map using the Newark data
from 2009 and 2010. The shape of the spatio-temporal influence
is also computed using the 2009–2010 data. The data from 2011
and 2012 are used to initialize the event risk map and measure
the performance of the models. This ensures that the model is
never tested against data that has been used to parameterized it.
In particular, each simulation starts at a given date in 2012 and
the corresponding event risk map is initialized with all the data
earlier than this date up to one year in the past.

Given a starting date, each model is simulated N times for
n days after the starting date. For each actual crime occurrence
in the n days after the start date, we compute the proportion
ρ of simulated events that fall within 5 blocks of it. A higher
average value of ρ indicates a higher clustering of simulated
events around real events and therefore a better ability of the
model to forecast changes in crime distribution. We can then
rank the models by measuring the ratio between their average ρ

and the average ρ of the random model which does not have any
predictive ability.

RESULTS

Risk Terrain Map
According to the results of the bidirectional stepwise regression
presented in Table 1, the risk terrain exhibits 11 land use features
that have a criminogenic spatial influence on robberies in Newark
(see Table 1). The Relative Risk Values in the table correspond to
the exponentiated coefficients for each predictive variable in the
best model selected by the RTM procedure. Once exponentiated,
each coefficient is the multiplier value corresponding to a unit
change in the respective predictive variable. They convey the
weighting of the variables in relation to one another and reveals
that a single feature might be a more or less important factor
for the emergence of robberies at particular places. For instance,
places influenced by nearby gas stations are almost twice as risky,
or vulnerable, to robbery as places influenced by nearby takeout
restaurants.

Places that are under the combined criminogenic spatial
influence of these land use features had a higher risk of
robberies than the places that were not. The risk terrain
map represents weighted combinations of these risks at places
throughout Newark, with risk scores ranging from the minimum
standardized risk score of 1 to the maximum of 249.059 (see
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TABLE 1 | Negative binomial type II Risk Terrain Model Factors: MuC, mean parameter coefficients; standard errors; RRV, relative risk values; Op, operationalizations; SI,

spatial influence.

Risk factor Op SI (feet) RRV MuC estimate* Std. error t-value

Known drug markets Density 226 3.058 1.1176 0.5997 18.637

Gas stations Density 226 2.569 0.9436 0.18046 5.229

Eat-in restaurants Density 226 2.396 0.8737 0.07152 12.217

Foreclosed properties Proximity 678 2.227 0.8007 0.07220 11.090

Recreation centers Proximity 452 1.911 0.6477 0.14700 4.406

Grocery stores Proximity 1,356 1.727 0.5462 0.08602 6.349

Convenience stores Proximity 226 1.712 0.5377 0.11250 4.799

Schools Proximity 1,356 1.631 0.4892 0.06646 7.360

Packaged liquor stores Density 226 1.598 0.4688 0.11755 3.988

At-risk housing Proximity 226 1.405 0.3397 0.5349 6.352

Take-out restaurants Proximity 1,130 1.320 0.2780 0.04880 5.696

Intercept – – – −3.0971 0.09715 −31.881

*All values are significant at p < 0.001.

Figure 1A). So a place with a risk score of 249 had an expected
rate of robberies that is 249 times higher than a place with a risk
score of 1.

Spatio-Temporal Event-Dependence
In the 2009–2010 data, the distribution of the number of
daily robbery occurrences follows a Poisson distribution with
an average value of λ ≃ 3.97 (see Figure S1A) and we
observe no strong autocorrelation between successive days (see
Figure S1B). In the model, we use this Poisson distribution
without autocorrelation to randomly allocate a number of crime
occurrences to each time step of the simulation.

As expected under the near repeat victimization hypothesis,
we observe a maximum increase in likelihood (3.59) at m = 0
cells and n = 0 days, with a progressive decrease as both m and
n increase (see Figure 2). We find that this likelihood landscape
can be well approximated by an inverse function of m combined
with a decreasing exponential function of n, of the form:

1+ αeδn

βm+ γ
(1)

with α ≃ 2.59, β ≃ 1.47, γ = 1 and δ ≃ −0.32 when
environmental influences are taken into account during the
permutation process, and with α ≃ 4.62, β ≃ 1.1, γ = 1 and
δ ≃ −0.2 when they are not.

We use this calibrated function in the forecasting model to
generate the initial event-dependence map (see Figure 1B for an
example) and update it after each simulated event, as described
in section Forecasting Model.

Model Performance
Figure 3 shows examples of forecasting landscapes produced
for January 1–7, 2012, for the RTM-only model (Figure 3A),
the event-dependence-only model (Figure 3B), and the full
model (Figure 3C), against the actual robbery occurrences
during that period (white dots). Figure 3D shows for that
particular week in 2012 how each model compares to the

random model following the procedure described in section
Model Performance. All models perform better than random,
with the full model combining environmental and event-
dependent influences performing better than the RTM-only
model accounting for environmental influences only and the
event-dependence-only model accounting for spatial-temporal
event dependencies only, in that order.

Figure 4 summarizes the results of similar analyzes for
predictions over 3, 7, 14, and 28 days for 51 different weeks in
2012 (instead of just the first week of 2012 as in the examples
in Figure 3). In each case, the results show that the full model
performs significantly better than the random model, the event-
dependence-only model and the RTM-only model, in that order
(as shown by the non-overlapping notches in the boxplots;
Wilcoxon ranked test, all p-values < 0.001).

Finally, Figure 5 summarizes a direct comparison between
the RTM-only model (the current state of the art in predictive
criminology) and the full model that accounts for both event-
dependent and environmental influences. For predictions over 1–
10 days, for 51 differents weeks in 2012, the full model performs
significantly better than the RTM-only model (as shown by the
non-overlapping notches in the boxplots; Wilcoxon ranked test,
all p-values < 0.001). Note that the variance of the data decreases
with the number of days over which the predictions are calculated
because of the increasing number of actual robbery occurrences
that can be used to compute the average ρ value for each model.

DISCUSSION

We presented in this paper a hybrid approach tomodel the event-
dependent and environmental drivers of criminal behaviors
(more specifically robberies) at the scale of a large city (Newark,
NJ). This approach combines methods from collective behavior
(modeling of dynamic interactions between agents or events) and
criminology (risk terrain modeling) to improve forecasting of
the emergence and evolution of patterns of criminal activities.
The rationale behind this hybrid approach is that RTM—the
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FIGURE 1 | (A) Risk terrain map calculated for robberies in Newark using data from January 1, 2009 to December 31, 2010 following the method described in

section Risk Terrain Map. Lighter colors indicate cells with higher relative risk values (log scale). (B) Event dependence map calculated using data from January 1,

2011 to December 31, 2011 and Equation 1. Lighter colors indicate cells with elevated risk due to past robbery occurrences.

FIGURE 2 | Spatio-temporal influence of previous robbery occurrences on future events calculated with data from January 1, 2009 to December 31, 2010 following

the method described in section Spatio-Temporal Event-Dependence (Left), and its fit with Equation 1 (Right). The colors represent the ratio between the probability

that another event occurred within m cells from and n days after the original event and the same probability after random permutation of the events. As expected

under the near repeat victimization hypothesis, we observe a maximum increase in likelihood (3.59) at m = 0 cells and n = 0 days, with a progressive decrease as

both m and n increase.

current state-of-the-art in criminology [4]—does not account
for the dependence between successive events, i.e., that the
occurrence of a crime at a location increases temporarily the
likelihood of future occurrences at or in the neighborhood
of that location, independently of other factors such as the
environmental makeup. We proposed to complement RTM with
a procedure simulating this spatio-temporal event-dependence in
order to obtain more accurate forecasting of the changes in the
distribution of crime occurrences over time.

The first step of this procedure is to estimate the spatio-
temporal dependence between successive events after
controlling for environmental influences as estimated using

RTM (Figure 1A). Our results (Figure 2) show that, indeed,
there is an elevated risk of robbery around previously robbed
locations. This increase can be modeled as an inverse function of
the distance to the original robbery, and its intensity decreases
exponentially with the duration since the original robbery.
This is in line with recent studies on hot spots policing that
suggest that crime is not randomly distributed and is dependent
on events that occurred in close proximity to new ones. For
instance, based on a meta-analysis, [25] demonstrated the
efficacy of event dependent approaches in increasing the chances
that crime can be reduced or prevented in these areas of
concentration.
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FIGURE 3 | Example of predictions made by (A) the RTM-only model, (B) the event-dependent-only model, and (C) the full (RTM + event dependence) model,

against real robbery occurrences (white dots) in Newark, from January 1, 2012 to January 7, 2012. Lighter colors indicate locations in Newark where the models

predict a higher likelihood of future robbery occurrences. (D) Shows the improvement that each model provides over a random model without predictive ability,

calculated following the procedure described in section Model Performance.

The second step of the procedure uses simulations seeded
with historical data to estimate the distribution of future robbery
occurrences. In these simulations, the probability of a robbery
happening at a location is proportional to the environmental risk
at this location (as estimated by risk terrain modeling) modulated
by nearby past occurrences (as estimated in the first step of
the procedure). In our study, we compare the performance of
this hybrid model with the performance of RTM (by setting the
event-dependence to zero) and with the performance of an event-
dependent only model (by setting the same environmental risk
for all cells). This comparison is achieved bymeasuring the ability
of each model to cluster predicted events for a period of time
around the location of actual events during that same period
of time, relative to a fully randomized model. Our results show
that the predictions of the hybrid model are significantly better
than the predictions of the other tested models, and that this
improvement is maintained over time (at least for predictions
up to 4 weeks in the future). The size of the improvement over

the RTM-only model may seem limited (4–5% in average) but
it is nonetheless significant and can be explained by the quick
attenuation of the spatio-temporal influence of past events (see
Figure 2) typical of crimes of opportunity such as robberies.
Larger effect sizes should be expected for crimes involving
stronger interactions between the agents involved. For instance,
drug markets and prostitution strolls are more enduring, often
locating in the same place over long periods of time, suggesting
that social factors work as facilitators in perpetuating these
locations as areas of delinquency.

From a criminological perspective, our results suggest that
the complexity of crime hotspots in a jurisdiction, which are
derived through individual offender activities, do not necessarily
require sophisticated individual behavior rules to emerge, persist,
or desist. The process can be described probabilistically as a
combination of environmental factors and interactions between
neighboring successive events. Crimes may not always occur at
expected highest-risk places or within existing hotspot areas.
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FIGURE 4 | Performance comparison between the full model and the random, event-dependent-only and RTM-only models for predictions at (A) 3 days, (B) 7 days,

(C) 14 days, and (D) 28 days. Performance are shown as percent improvement of the full model over each of the other 3 models. Each boxplot corresponds to 51

measurements, each corresponding to the beginning of a different week in 2012. The notches in the boxplots correspond to the 95% confidence interval of the median

and them not containing the zero line indicates strong evidence for the median to significantly differ from zero [37]. The symbols above each boxplot correspond to the

significance level as calculated using a Wilcoxon ranked test with a null hypothesis of no improvement (ns, non-significant; *p < 0.05; **p < 0.01; ***p < 0.001).

But, as time passes, the rational choices and stochasticity of
individual offenders’ decisions yields a few more crimes at
the most “suitable” places. The greater number of crimes at
these suitable places induces a greater number (and veracity)
of perceptions that these places are “most suitable” to commit
crime and reap rewards. Additional crime events stimulate more
offenders to choose these places to commit their crimes, and so
on Andresen [26].

So, in explaining the clustering of illegally behaving
individuals, we view these as a set of dynamic mechanisms
whereby hotspots appear at the global level from local
interactions among its lower-level components, without
being explicitly coded at the individual offender level [14].
In this scenario, positive feedback for a “hotspot cohort” of
offenders results from the execution of simple behavioral “rules
of thumb” that promote the creation of hotspots. A successful
robbery event, for instance, whereby an offender received

cash from a victim and was never arrested or punished for
it, is a kind of positive feedback which creates the conditions
for similar/repeat crimes at the same locale and ultimately
clustering at some places, and not others [27]. This is similar
to the results of many studies on the aggregation behavior of
social animals: they preferentially cluster at favorable locations
but, because the individuals are also attracted toward each
other, (1) they tend to aggregate at only one or a few among
all the favorable locations, and (2) they can sometimes form
a stable aggregate at an unfavorable location if a large enough
groups has been formed there by chance [16, 18, 28]. In the
criminological context, this would explain why not all high-risk
locations—as predicted by RTM—become crime hotspots, and
why low-risk locations may turn into hotspots in rare cases
[11].

By combining environmental and event-dependent
influences, our approach suggests a graduated approach to
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FIGURE 5 | Performance comparison between the full model and the

RTM-only model (the current state of the art model in predictive criminology)

for predictions at 1–10 days. Performance are shown as percent improvement

of the full model over the RTM-only model. Each boxplot corresponds to 51

measurements, each corresponding to the beginning of a different week in

2012. The notches in the boxplots correspond to the 95% confidence interval

of the median and them not containing the zero line indicates strong evidence

for the median to significantly differ from zero [37]. The symbols above each

boxplot correspond to the significance level as calculated using a Wilcoxon

ranked test with a null hypothesis of no improvement (ns, non-significant;

*p < 0.05; **p < 0.01; ***p < 0.001).

mitigating crime through intervention. At a short timescale,
our model predictions can inform practitioners when allocating
police resources to places forecasted to be soon in greatest
need of mitigation, based on the accumulation of recent crime
occurrences. This would (1) help prevent the formation of
hotspots by better directing police action and (2) help identify
locations to where crime might be displaced after police
intervention at an emerging hotspot [29]. On a longer timescale,
our ability to identify the environmental drivers of crime
may help policy makers better plan the urban and economic
development of neighborhoods, either avoiding environmental
features that are known to increase risk, or mitigating their effect
with those decreasing risk [4, 30].

CONCLUSION

Malleson et al. [31] argue that modern criminology theory
has highlighted the individual-level nature of crime—whereby
overall crime rates emerge from individual crimes that are
committed by individual people in individual places. However,
they say, “traditional modelingmethodologies struggle to capture
the complex dynamics of the system. The decision whether or
not to commit a burglary, for example, is based on a person’s
unique behavioral circumstances and the immediate surrounding
environment.” Malleson et al. [31] add that an effective way to
address these problems is through individual-level simulation

techniques such as agent-based modeling have begun to spread
to the field of criminology. This paper builds on this work and
provides new insights into how this approach can advance crime
analysis in the future. Indeed, our work:

1. demonstrates that combining event-dependence with
environmental predictors enhances our forecasts of future
crime over existing methods, even in the case of crime of
opportunity—such as robberies—with high attenuation rates;

2. supports the hypothesis that offenders pay attention to the
results of previous crime incidences when deciding to commit
a crime at a given location;

3. offers a new approach to operationalize and measure risk
from exposure (past event) and vulnerability (environment) in
assessing their combined spatial influence on crime outcomes
and distributions;

Finally, while this approach borrows from the study of collective
behaviors in biology, it reciprocates through offering a tested
method to forecast behavior accounting for both individual
decisions and environmental factors at different spatio-temporal
scales. In addition, recent advances in understanding the role
individual behavioral modulations and social networks play
in shaping the collective behavior of animal groups [32–36]
should provide new sources of inspiration for the design
of control strategies for place-based policing and community
redevelopment efforts.
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Objects: a Biomimetic Process
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Animals as diverse as ants and humans are faced with the tasks of collecting, 
transporting or herding objects. Sheepdogs do this daily when they collect, herd, 
and maneuver flocks of sheep. Here, we adapt a shepherding algorithm inspired by 
sheepdogs to collect and transport objects using a robot. Our approach produces an 
effective robot collection process that autonomously adapts to changing environmental 
conditions and is robust to noise from various sources. We suggest that this biomimetic 
process could be implemented into suitable robots to perform collection and transport 
tasks that might include – for example – cleaning up objects in the environment, 
keeping animals away from sensitive areas or collecting and herding animals to a 
specific location. Furthermore, the feedback controlled interactions between the robot 
and objects which we study can be used to interrogate and understand the local and 
global interactions of real animal groups, thus offering a novel methodology of value 
to researchers studying collective animal behavior.

Keywords: bio-inspired robotics, feedback control, collective behavior, shepherding algorithm, adaptive system

1. inTrOducTiOn

Predator attacks upon insect swarms, bird flocks, or fish schools provide a striking example of how 
one or a few agents (the predators) can influence the motion of many other agents (the prey) almost 
simultaneously (Hamilton, 1971; King et al., 2012; Handegard et al., 2012). Shepherding of sheep 
by dogs represents a caricature of this predator-prey interaction whereby the sheepdog maneuvers 
hundreds and sometimes thousands of livestock from one location to another (Strömbom et al., 
2014). Engineers have long been fascinated by the act of shepherding and the behavioral rules 
that dogs adopt when herding since such knowledge may have application to engineering tasks as 
diverse as guiding groups of exploring robots (Turgut et al., 2008) to cleaning up the environment 
(Fingas, 2016). To this end, Strömbom et al. (2014) designed a general shepherding algorithm 
inspired by empirical data collected from real-life sheepdog interactions; it was proposed that 
the algorithm could support the efficient design of robots herding autonomous agents in a variety 
of contexts.

Research with multi-robot systems have sought to bring objects (and other robots) in the 
environment together as quickly as possible, into one cluster (Melhuish et al., 2001; Gauci et al., 
2014), and such “herding” robot systems could have the potential to limit the spread of oil spills 
in the oceans (Zahugi et al., 2012; Fingas, 2016), and to collect rubbish (Bonnema, 2012), specific 
objects (Karunasena et  al., 2008), or hazardous material (Nguyen et  al., 2002) on both land 
and water. Whilst a large number of algorithms have been proposed for use in such tasks (Lien 
et al., 2004, 2005; Miki and Nakamura, 2006; Bennett and Trafankowski, 2012; Strömbom et al., 
2014) most are studied via simulation and only capable of collecting or herding relatively low 
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numbers of objects or agents, at least when only one shepherd 
is used (Bennett and Trafankowski, 2012). The use of robots 
for collection and herding objects in the real-world therefore 
remains rare, and herding free-living animals presents an 
even greater challenge, given that prey animals have evolved a 
variety of mechanisms to avoid detection and capture (Ioannou 
et  al., 2012). In fact, the only published research we know to 
successfully apply a robot for herding free-living animals is work 
by Vaughan et al. (1998) who designed and used a robot to herd  
flocks of ducks.

Introducing robots into animal groups to influence/study the 
behavior of the animals has been much more common (and 
successful) in the field of collective animal behavior (Krause 
et  al., 2011). Robots have been used to study the behavior of 
cockroaches (e.g. Halloy et al., 2007), fish (e.g. Faria et al., 2010; 
Swain et al., 2012; Landgraf et al., 2013, 2016; Cazenille et al., 
2017) and rats (e.g. Shi et al., 2013). In most cases the interactions 
between the animals and the robot are essentially one-way; the 
animals are influenced by the robot but the robot is not directly 
influenced by the animals. However, examples do exist where 
two-way interactions between a robot and a group of animals 
are achieved. For example, in Swain et  al. (2012) a feedback 
controlled robot-fish interacts with a school of free-moving 
fish in real time. The robot fish was programmed to chase the 
centroid of the fish school and dart towards them when their 
polarization was close to zero (milling or disordered school). 
Such examples demonstrate the potential for using robot-
animal interactions, but to fully utilize robots in the study of 
collective behavior, the robots need to be able to respond to the 
real-life individuals (and not just the collective), in real-time  
(Krause et al., 2011).

To advance the study and analysis of robot-animal interactions 
requires an integrated design process (Hamann et  al., 2016) 
that affords remotely controlled robots and 2d or 3d tracking 
of robot and object/animals. The task of fully automating the 
tracking of  multiple objects can be “surprisingly problematic 
under experimental conditions” (Krause et  al., 2011) but 
advances in image tracking technologies especially via open-
source software (e.g. Pérez-Escudero et al., 2014) is making this 
more achievable. For example, the use of a surveillance drone 
providing a shepherding robot with information in real time 
about target objects or animals would revolutionize numerous 
cleanup processes, and enable robots to respond to their targets 
even when these targets are mobile or unpredictable in some way.

Here, we present an adaptive collection robot that is part of 
a feedback-controlled image-based tracking system designed to 
target and retrieve objects. The robot algorithm is an adapted 
version of Strömbom et  al.’s (2014) bio-inspired model of 
shepherding behavior that matched empirical data collected 
with a sheepdog and sheep in the real-world when analyzed 
via computer simulations. We take the Strömbom et al. (2014) 
algorithm, modify it, and implement it in a single robot shepherd 
that collects and moves objects to a given location based on 
feedback from the image-based tracking. We demonstrate 
the collection capabilities of the robot in fixed and changing 
environments, and show that it is fully adaptive, robust to various 
sources of noise, and mimicks the sheepdog behavior on which 
it is based. We also explain why we believe that our algorithm 
is a viable candidate for implementation into suitable robots to 
collect and move living and artificial object in the real world and, 
crucially, how it can also be useful to study collective animal 
behavior via robots.

Figure 1 |  (a) Photo of the arena setup showing the white arena floor, red objects, black robot controlled magnet, overhead camera, and the computer used to 
coordinate and run all parts of the feedback control loop. Inset: e-puck robot fitted with a large red magnet used to connect to the small black magnet moving on 
the arena floor. (B) Schema illustrating the experimental setup.
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2. MaTerial and  MeThOds

2.1. Test arena
We use an arena setup (Figure 1A,B) and feedback control loop 
similar to those employed in Swain et  al. (2012) and Bonnet 
et al. (2017) to explore the capacity and behavior of an adapted 
shepherding algorithm implemented in an e-puck robot (Mondada 
et al., 2009) instructed to adaptively collect objects scattered in the 
arena to a designated collection zone. The arena floor is made out 
of acrylic and boundaries of the same material have been set up 
limiting the space available for herding to 880 × 435 mm. In our 
set-up, the robot moves under the arena floor and controls the 
movement of a black magnet (radius 5 mm) which interacts with 
red round objects (radius 15 mm) via physical contact on the arena 
floor. The robot is connected to the computer via Bluetooth and 
instructions are transmitted to it via the e-puck Matlab control 
application ePic2 (Hubert and Weibel, 2008).

2.2. Feedback control loop
We use an overhead camera (Logitech C902 HD pro USB) linked 
to a computer running Matlab R2015b. The camera takes an image, 
which is processed and the coordinates and radii of the objects 
and the robot controlled magnet are extracted using elementary 
image processing and analysis. The current (time   ) normalized 
orientation/heading of the robot  ̂Ht , radius of the objects ( ro ), 
and the radius of the robot magnet ( rr ) are also calculated.  The 
centroid coordinates and the radii of the objects and robot magnet 
are then used to calculate a new robot heading  ̂Ht+1  for the next 
time step using the shepherding algorithm which is  described 
in 2.2.2  below. The process continues until all N  objects have 
been delivered to the collection zone which is a discshaped 
region near the center of the arena with radius  4 + 0.5N2/3ro   
(Figure 1B).

2.2.1. Image Processing and Analysis
We chose to use red objects, a black robot controlled magnet, and 
a  white arena floor because this  enabled  fast, low-level image 
processing analysis methods on low resolution images (640 × 480). 
Here we describe the steps involved in the image analysis, and 
when applicable, include the Matlab command used in parenthesis 
following the description. Once an image has been imported to 
Matlab we overexpose it slightly and then segment the black and 
red objects by simple thresholding. A morphological operation is 
then applied to fill any “holes” in the segmented objects (imfill) 
and the centroids of the segmented objects are then  calculated 
(regionprops centroid). Finally, the areas of the robot magnet and 
an object in the image are estimated by counting object pixels in 
the segmented images (nnz) and from these areas the radius of 
the robot magnet  rr  and the radius  ro  of the objects are calculated. 
As the objects do not change size the radii are only calculated on 
the first time step of each trial. At the beginning of each trial the 
current heading (in arena coordinates)  ̂H0  of the robot is estimated 
by extracting the centroids of the robot magnet in two successive 
webcam photos, acquired while the robot is moving straight ahead 
in its local coordinate system.

2.2.2. The Shepherding Algorithm
The shepherding algorithm is modified from the collection part of the 
algorithm in Strömbom et al. (2014), adapting it for use with non-self-
propelled objects with contact repulsion. The algorithm is designed to 
collect the object furthest away from the collection zone first, unless 
it is already in contact with another object, in which case it delivers 
that object to the collection zone first before venturing out towards the 
furthest away object. Figure 2 illustrates how the new robot heading 
 ̂Ht+1  is calculated from known quantities once a specific object has 
been selected for collection. We use hat notation for unit vectors and 
bar notation for non-normalized vectors. T denotes the center of the 
collection zone, O the centroid of the object to be collected, and R 
the centroid of the robot. The new heading of the robot is set towards 
the point on the object boundary on the far side of the centroid of 
the object O relative to the target T. This point is represented by a red 
square in Figure 2 and we see that the new heading vector from the 
robot towards this point is given by

 
H̄t+1 =

(
Ō− T̄

)
+ ro

Ō− T̄
|Ō− T̄|

−
(
R̄− T̄

)
= Ō− R̄ + ro Ō−T̄

|Ō−T̄| .  
(1)

Once the algorithm has calculated a new heading  ̄Ht+1  for the robot, 
the signed angle ϕ  between the normalized current heading  ̂Ht  and 
the normalized new heading  ̂Ht+1  is calculated (Figure 2). If the 
magnitude of this angle is smaller than a specified threshold (0.25 
radians ≈  14 degrees), the robot controller instructs the robot to 
keep moving forward, otherwise the controller rotates the robot into 

Figure 2 |  Geometry of the collection algorithm. The green dot represents 
the center of the collection zone and is denoted by T. The red dot represents 
the centroid of the object to be collected, and we denote it by O, and the 
circle surrounding it at a distance of  ro  represents the object boundary. The 
black dot represents the centroid of the robot, denoted by R, and the circle at 
a distance of  rr  from it represents the robot magnet boundary. The red vector 

 ̂Ht  is the current heading of the robot, the green vector is the new heading 

 ̂Ht+1  the robot should move in to approach the collection point (red square) 
on the far side of the object relative to the target, and  ϕ  is the angle between 
the current and new heading.
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alignment with the new heading before moving forward. Once the 
robot has been moved the loop starts over and a new photo is taken by 
the overhead webcam. This process continues until all objects present 
on the arena floor has been delivered to a pre-assigned collection zone.

2.2.3. Experiments
We conducted a series of experiments to investigate the collection 
capacity and behavior of the robot. We examined situations with a 
fixed number of objects to be collected (phase one) and situations 
where the number of objects changed over time (phase two). In phase 
one, we ran four trials each with 2, 4, 8 and 16 objects. Objects were 
distributed in the arena so that no object was in the collection zone 
or touching an arena boundary initially. In phase two, three trials 
were conducted, and in each case the number of objects for collection 
increased within the trial. Phase two trials started with two objects, 
and then we added two more, then four more, and finally eight more. 
Objects were added to the arena once the robot was driving the final 
object in the arena (i.e., the 2nd, 4th, and 8th object) towards the 
collection zone. Trials where objects tossed into the arena ended up 
in the collection zone were excluded. Across all trials (both phases) 
the robot always started near the center of the arena and each trial 
terminated when all objects had been delivered to the collection zone. 
We collected the coordinates of the robot and the objects throughout 
the trials and the time to completion of each trial was recorded.

2.2.4. Measures
To evaluate the collection capacity of the robot and characterize 
the collection process we constructed time series with (i) the mean 
object-target distances, and (ii) the area occupied (convex hull) by 
objects. To evaluate the behavioral mechanisms by which the robot 
herded and collected objects we also recorded (iii) where the robot 
was located relative to the position of the object being herded and 
final target destination. To this end, we expressed the coordinates 

of the robot centroid in a coordinate system that is centered on the 
centroid of the closest object and in which the direction towards 
the target is the positive x-axis. More specifically, on each time step 
we determine if the robot is within a distance of  2ro  (our definition 
of close) from any object and if so proceed with steps 1–3 below.

1. First specify that the centroid of the object O  is the origin of the 
new coordinate system and then translate the robot centroid R  
and target coordinate T  accordingly. That is,  R′ = R− O  and 
 T′ = T− O .

2. Calculate the (signed) angle θ  of the origin to target vector.
3. Rotate the translated robot vector R′  and the translated target 

vector T′  by θ .

3. resulTs

3.1. robot Performance in Task
Examples of the robot collection process are provided in Video 
S1 which shows one collection trial each for 2, 4, 8 and 16 objects, 
and one trial with an increasing number of objects. All objects 
and zones shown in Video S1 have been   superimposed on the 
webcam image: Target (blue asterisk), Collection zone (green 
ring), Object centroids (red asterisks), Object boundaries (red 
ring), Robot controlled magnet centroid (black asterisk), Robot 
controlled magnet boundary (black ring), Current heading (red 
rod), New (ideal) heading (green rod). The mean average distance 
of objects to the collection zone (Figure 3), and the dispersion of 
the objects as described by a convex hull (Figure 3C,D) during 
trials illustrate the performance of the robot for fixed and variable 
number of object trials.

Figure 3A We found the completion times across trials for 
a fixed number of objects were similar (Figure 3A) and mean 

Figure 3 |  (a–B) Mean object-collection zone distance over time. Thin lines show the mean distance through time in each individual trial and thick lines the mean 
over all trials with that numberof objects. (a) With fixed number of 2 (red), 4 (green), 8 (blue) and 16 (black) objects. (B) With increasing number of objects. (c–d) 
Area of convex hull of object positions over time (for N = 2  distance is used). Thin lines show the area of the convex hull through time in each individual trial and 
thick lines the mean over all trials with that number of objects. When calculating the mean over all trials the area of the convex hull of a trial that has finished is set to 
0. (c) With fixed number of 2 (red), 4 (green), 8 (blue) and 16 (black) objects. (d) With increasing number of objects.
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completion and standard deviation (time steps)  for 2 objects 
=   68.3± 7.3 , 4 objects  =  130.0± 5.6 , 8 objects = 273.8± 20.2
 , and 16 objects =   670.5± 108.0 .   Figure  3A,C  also confirms 
that the initial configurations of objects were different in each 
trial as the initial average object to collection zone distances 
and convex hulls are different. The relatively low variation in 
completion times and the fact that initial configurations were 
different suggests that the process is robust with respect to the 
initial configurations of objects.

By comparing Figure 3A,B (and Figure 3C,D) we see that the 
mean completion time for the case of fixed N = 16  and the case 
with an increasing number of objects are similar. In addition, by 
comparing the time evolution of the process we see that the process 
with an increasing number of objects reaches the milestones 2, 4 
and 8 objects around the same time that the corresponding fixed 
number of object trials finishes. This suggests that the process is 
adaptive with respect to changes in the number of objects, and that 
potential time and/or efficiency losses associated with its operation 
in the case of an increasing number of objects versus a fixed number 
of objects are small.

3.2. robot Behavior
Robot-object interactions are dominated by appropriate collection 
maneuvers by the robot. When close to an object (within  2ro ) the 
robot spends a majority of the time directly behind it relative 
to the target as presented in Figure 4A where the a majority of 
the robot centroids (blue dots) are on the far side of the object 
relative to the target. In particular, there is a dense cluster of 
robot centroids with x-coordinates ranging from about  −13  to 
 −15  (Figure 4A), which  appears to be the ideal position from 
which to drive the object to the target (Figure 4B). Indeed, the 
peak at  +13  to  +15  in Figure  4B shows that when the robot 
is on the same side of the object as the target it often pushes 
the object directly away from the target while attempting to get 
around it. This is also reflected in the short increases before 
linear decreases in the measures provided in Figure 4A,B. This 
phenomenon is a consequence of the fact that when the robot 
is initially approaching an object it often comes directly from 
the collection zone having just delivered another object. Note 
that there are some blue dots closer to the object than the object 
and robot radii should allow, and in some cases even apparently 
inside the object. These are the result of rare occasions when the 
robot magnet partially of fully slip up on top of the object. These 
situations typically sort themselves out quickly and the robot 
magnet gets off and continues to push the object within a few 
time steps. However, if the process is supervised inducing a small 
perturbation to the object or robot can help resolve it even faster.

4. discussiOn

We have shown that our biomimetic collection algorithm works 
when implemented into a simple robot and that the resulting robot 
collection process exhibits several potentially useful properties.

The collection process is robust with respect to the initial 
configurations of objects, in the sense that differences in initial 

configuration of objects does not lead to large differences in 
completion time (Figure 3A,C). This result therefore indicates that 
this process may be a good candidate for reliable collection of objects 
in novel and noisy environments. In addition, the process is adaptive 
with respect to changes in the number of objects (Figure 3A,C). So 
it may operate in a changing environment as well as fixed. Finally, 
there are no obvious time and/or efficiency losses associated with 
its operation in a changing environment as compared to a fixed 
environment (comparing Figure 3A,B, and Figure 3C,D)  which 
would suggest that the cost of operation in a changing environment 
is effectively the same as in a fixed environment.

We have established that the robot-object interactions are 
dominated by appropriate collection maneuvers by the robot 
(Figure 4), and that the resulting robot behavior is consistent with 
the behavior exhibited by sheepdogs and simulated shepherds 
herding sheep/agents (cf. Figure 5ab, Strömbom et al., 2014). In 
particular, comparing Figure 5ab from Strömbom et al., 2014 
with Figure  4B presented in our results,  shows that the real 
dog (Figure 5a, Strömbom et al., 2014), the simulated shepherd 
(Figure 5b, Strömbom et al., 2014), and the robot (Figure 4B) 
all exhibit distance from the center of flock/object distributions 
that are skewed with one dominant peak. That the robot-object 
interactions are dominated by appropriate collection maneuvers 
by the robot shows that the underlying algorithm and the 

Figure 4 |  (a) Position of robot when near an object relative to the 
direction of the target (here the positive x-axis). On top of the scatter plot of 
robot centroid coordinates (blue points) we have inserted a larger red circle 
representing the object ( ro = 9.25  pixels) and a smaller black circle 
representing the robot magnet ( rr = 4  pixels). (B) Relative frequency 
histogram of robot x-coordinates when near an object.
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implementation into the robot are robust with respect to noise. 
We know that there are several sources of noise/error in our 
experimental trials, which are, in order of estimated impact: (i) 
the robot controlled magnet is not fixed exactly at the center of 
the robot but has some flexibility, (ii) fluctuations in the time it 
takes to send instructions to the robot from Matlab via Bluetooth, 
(iii) image acquisition (any variation in lighting conditions) 
and centroid calculation error, and (iv) noise in the electrical 
components (in particular the robot itself). Moreover, whilst our 
robot does not “behave optimally” (e.g., the robot sometimes 
pushes gathered objects outside of the collection zone when on 
route to collect others) its operation is robust and it does, on 
average, perform well. For our purposes, this is a positive result 
because it reflects a reality of biological systems, and we did not 
set out to minimise a cost function (Pérez-Escudero et al., 2009).

Due to the above listed properties of the collection process and 
its implementation into this simple e-puck robot, in particular 
its robustness and adaptability, we believe that the algorithm 
presented here could potentially be used to reliably and effectively 
collect objects from the environment both on land and on the 
surface of water if implemented into an appropriate robot. To 
directly use the implementation presented here, including the 
feedback control loop, the robot could work as part of a pair, 
with a surveillance drone that provides the collection robot 
with overhead images. Considering how accessible advanced 
drone technology is today this should not present an obstacle. 
Such a pair consisting of one collection/guiding robot and one 
surveillance drone could potentially solve a number of problems 
that are impossible, dangerous, and/or costly for humans to deal 
with directly. For example, moving animals from sensitive areas 
(DeVault et al., 2011), removing or limiting the spread of oil on 
water (Zahugi et al., 2012; Fingas, 2016), collecting hazardous 
materials (Nguyen et al., 2002), guiding people to safety in areas/
rooms with low visibility (Isobe et  al., 2004), and potentially 
even for evacuation and rescue from disaster sites (Patterson 
et al., 2013).

Finally, we expect that integrating our approach of emphasizing 
two-way robot-individual interactions into advanced frameworks 
for animal-robot interactions (e.g. Swain et al. 2012; Bonnet et al. 
2017), will afford a greater integration of function and mechanism 
in the study of collective animal behavior. In particular, it would 
allow the use of robots to investigate phenomena thought to 
be intimately linked with specific identifiable individuals, e.g., 
influential leaders (Jiang et al., 2017). For example, using a robot 

with two-way interaction would allow for a precise and dynamic 
manipulation of leadership traits (played out by a robot) enabling 
a more standardized, repeatable experimental design and causal 
analysis of leader-follower dynamics (Nakayama et  al., 2012) 
and their consequences for group-level patterns of behaviour 
(Cazenille et al., 2017).
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In recent years, there has been a growing interest in designing multi-robot systems 
(hereafter MRSs) to provide cost effective, fault-tolerant and reliable solutions to a variety 
of automated applications. Here, we review recent advancements in MRSs specifically 
designed for cooperative object transport, which requires the members of MRSs to 
coordinate their actions to transport objects from a starting position to a final destination. 
To achieve cooperative object transport, a wide range of transport, coordination and 
control strategies have been proposed. Our goal is to provide a comprehensive summary 
for this relatively heterogeneous and fast-growing body of scientific literature. While 
distilling the information, we purposefully avoid using hierarchical dichotomies, which have 
been traditionally used in the field of MRSs. Instead, we employ a coarse-grain approach 
by classifying each study based on the transport strategy used; pushing-only, grasping 
and caging. We identify key design constraints that may be shared among these studies 
despite considerable differences in their design methods. In the end, we discuss several 
open challenges and possible directions for future work to improve the performance 
of the current MRSs. Overall, we hope to increasethe visibility and accessibility of the 
excellent studies in the field and provide a framework that helps the reader to navigate 
through them more effectively.

Keywords: multi-robot systems, cooperative object transport, pushing, pulling, caging

inTROduCTiOn

This paper reviews recent research works in MRSs targeting cooperative object transport scenario. A 
MRS is robotic system consisting of more than one robot (see Cao et al., 1997). MRSs are a promising 
alternative to automate tasks that are beyond the competency of single robot systems. Transporting big 
objects, surveillance of vast areas, or robot tasks that can be decomposed into smaller tasks so that they 
can be carried out simultaneously by several robots are examples of application domains particularly 
suited for MRSs (Yan et al., 2013). In addition, MRSs, comprised of many but simple individuals, 
may be cheaper to build and easier to program than a complex robot capable of performing similar 
tasks (Farinelli et al., 2004; Cai and Yang, 2012; Yan et al., 2013; Khamis et al., 2015; Jiang et al., 2016). 
MRSs are also potentially more resilient to a large variety of hardware or software failures; when 
one robot fails or makes a mistake, the others can still complete the task successfully (Parker, 1998).

Although the members of a MRS can be designed or programmed to compete with each other 
(see Martín H. et al., 2010), the majority of the previous studies have investigated how group members 
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can work together to achieve a common goal (i.e., cooperation). 
However, so far the scientific community has failed to agree 
on a formal definition for cooperation. For some authors, it is 
sufficient to refer a MRS as cooperative as long as its members share 
a common goal, even if they have zero interaction (Wang et al., 
1994; Quinn, 2004). For others, the definition of cooperation is 
more strict. A MRS is assumed to be cooperative only if the robot 
task can not be serialised (i.e., single robot can not complete the 
task in a sequential manner), and specific cooperation mechanisms 
should be in place so that the robots can coordinate their actions, 
and possibly complement each others’ capabilities (see Kube et al., 
1993; Brown and Jennings, 1995; Cao et al., 1997; Iocchi et al., 2000; 
Yan et al., 2013). The underlying process that enables cooperative 
MRSs is generally referred to as coordination of actions (see Kube 
and Bonabeau, 2000; Simmons et  al., 2001; Emery et  al., 2002; 
Farinelli et al., 2004).

Here, for the first time, we provide a comprehensive review 
on research studies that focus on one application domain; 
cooperative object transport, the term is coined after (Groß and 
Dorigo, 2004). Cooperative MRSs are generally employed when 
the object is too heavy, too large, or has a complex shape so that 
it can not be transported by a single robot. However, this is not 
a strict requirement; not all group members need to participate 
in the physical act of transport; carrying or pushing/pulling the 
object.  Cooperation can still be achieved when a single or few 
robots transport the object, and the others plan the coordination 
and navigation of the transporters along a desired trajectory, or 
clear the way from obstacles (e.g., see Habibi et al., 2015).

Autonomous MRSs capable of cooperative object transport can 
be extremely effective in a variety of applications that have high 
economic and societal impact potential; e.g., waste retrieval and 
disposal, de-mining, or operations requiring object manipulation 
in environments where direct human intervention is impossible 
or impractical, such as in space or in deep sea (Huntsberger et al., 
2000; Parker and Zhang, 2006; Woern et  al., 2006). Thanks to 
parallelism and decentralised nature of MRSs, the robots apply 
spatially distributed forces (i.e., pushing, pulling or lifting at 
different locations) around objects. The physical separation and 
the independent actions of different agents can potentially generate 
a group dexterity that a single robot can hardly achieve, irrespective 
of its sophistication and power (see Brown and Jennings, 1995). 
This property is particularly important in cooperative transport 
tasks, where the independent exertion of multiple pushing/
pulling forces in different points of an object can allow the group 
to generate precise translation/rotation manoeuvres in order to 
avoid obstacles during transport.

Due to its relevance, cooperative transport has been studied 
in recent years by research works that have extensively looked at 
different aspects related to the coordination and synchronisation 
of the forces required to initiate and sustain the transport of 
objects that can not be transported by a single robot. The research 
on cooperative transport in MRSs has been progressing by 
investigating and testing the potentialities of a variety of different 
methodological approaches, that are generated by integrating, 
with different modalities, the various available alternatives for 
what concerns methods and techniques to design the mechanisms 
underpinning the desired group responses, means for inter-robot 

communications, transport techniques, evaluation scenarios, etc. 
The objective of this paper is to review and at the same time to 
provide a navigation framework to order and critically evaluate 
this rather heterogeneous and fast growing body of literature. 
We employ a rather coarse-grain categorisation system that 
distinguishes and orders the research works with respect to the 
type of transport strategy used by the group to cooperatively move 
the object. We believe that this categorisation system represents a 
helpful perspective to account for the scientific progress made by 
a methodologically diverse body of literature, and to identify open 
challenges and promising directions for further work to improve 
the transport capabilities of MRSs.

We review and categorise the research works using three 
categories, each of which is discussed in a separate section:

1. Pushing-only strategy (see section 2): robots are not physically 
attached to the object, and transport is achieved by pushing the 
object.

2. Grasping strategy (see section 3): robots are physically attached 
to the object, and transport is achieved by either pushing or pulling 
(or both) the object.

3. Caging strategy (see section 4): this strategy is similar to the 
pushing-only strategy. Robots are distributed to entrap the object 
(i.e., caging) and they hold the object tightly during transport.

We decided to separate pushing-only and caging strategies even 
though they share some characteristics. This is because the 
latter is not only concerned with transporting the object but 
also maintaining an object closure at all times. This additional 
requirement imposes unique design challenges which influence 
the communication and coordination strategies employed by the 
robots (see Hekmatfar et al., 2014). The reader should be aware that 
cooperative transport has also been studied in MRSs that, due to 
their characteristics, they do not fit in any of our three categories. 
In particular, cooperative transport has been studied in a group of 
aerial robots (Michael et al., 2011; Bernard et al., 2011) required to 
carry heavy objects using cables. Moreover, cooperative transport 
has gained significant attention in micro-scale applications 
where micro-robots (i.e., robots with sub-millimetre or smaller 
dimensions capable of manipulating micro-objects including living 
cells) have been designed to perform micro-manipulation and 
micro-assembly tasks such as molecular delivery to targeted cells, 
minimally invasive surgeries, tissue engineering, and other general 
micro-manipulation applications (Hu et al., 2011; Shahrokhi and 
Becker, 2016; Rahman et al., 2017). We decided to exclude from this 
review these and other similar research works based on transport 
strategies alternative to the pushing, grasping, and caging strategy 
described above.

In section 5, we provide an informative and constructive 
discussion on the state of the art of MRSs engaged in cooperative 
transport that helps to identify objectives for interesting future 
directions of research. Contrary to other similar review papers, 
we do not employ the classic and frequently used dichotomous 
view that distinguishes MRSs in those controlled in a centralised 
and those controlled in a decentralised way (see Cao et al., 1997; 
Bahçeci et al., 2003; Bayindir and Şahin, 2007). We believe that, in 
the context of cooperative transport, the use of such a dichotomous 

140

https://www.frontiersin.org/journals/Robotics_and_AI#articles
http://www.frontiersin.org/journals/Robotics_and_AI
https://www.frontiersin.org


Tuci et al.

3 May  2018 | Volume 5 | Article 59Frontiers in Robotics and AI | www. frontiersin. org

Cooperative Object Transport in Multi-Robot Systems

perspective would blur important methodological details that 
largely contribute to the identity and the originality of every single 
study. We rather complement the review framework based on the 
type of transport strategy illustrated above, with references to the 
eventual presence of any key element in the MRS’s architecture, 
and we comment on the type of communication used to achieve 
the coordination of action among the group members. In our view, 
the key element can be either a member of the group or an element 
external to the group (e.g., a server), that orchestrates the dynamics 
of the group by regulating some or the totality of the actions of 
those agents that are subordinated to its decisions. When the key 
element is internal to the group, it is generally represented by an 
agent that is either structurally or functionally different from the 
other robots of the group (e.g., a leader). When the competencies 
and contributions of the key element to the group performance can 
not be dynamically allocated and more importantly re-allocated to 
any of the other members of the group, the key element undoubtedly 
represents a single-point of failure of the system. This is because 
a failure of the  key element inevitably leads to the failure of the 
entire system.

Before we start, we would like to clarify few points. First, 
our review mainly focuses on research studies that use mobile 
robots. These robots typically vary in body length, and methods 
for locomotion (e.g., legged or wheeled robots). The studies 
using other types of robots (e.g., aerial and aquatic robots, and 
micro/macro robotic manipulators) are omitted unless there 
is a specific point to be made. Second, even within the mobile 
robotics literature, there is a large body of work, which is 
impossible to cover in one review paper. Hence, we try to select 
the most representative studies that employ different transport, 
coordination and control strategies. Third, we define four terms 
that help us to better describe various MRSs approaches: MRSs 
that use direct or indirect communication, and homogeneous and 
heterogeneous MRSs. In direct communication, the members of a 
MRS send/receive messages to/from each other using a dedicated 
communication network. Messages are often transmitted via text, 
sound or light using wireless communication protocols. Based on 
these protocols, message exchange can be private (i.e., between 
two or selected group members), local (i.e., among neighbours 
within close proximity) or global (among all members). In indirect 
communication, the robots are not allowed to communicate with 
each other explicitly. Instead, they communicate implicitly using 
the object they transport and/or through the changes in the 
environment they operate in. In homogeneous MRSs, all group 
members are identical with same hardware (i.e., physical) and 
software (i.e., functional) designs, whereas in heterogeneous MRSs, 
at least one group member is physically and/or functionally different 
from the others. Homogeneous groups are more frequently found 
in swarm robotics, a sub-field of the MRSs research area where 
the robots mimic main characteristics and behaviour of social 
insects, such as ants and bees (see Şahin, 2005). The structural and 
functional homogeneity of a robotic swarm is inspired to the genetic 
similarities of “workers” in social insects. The group homogeneity 
is supposed to make the group more scalable with respect to its 
size and more resilient to individual failure, since in principle any 
robot can replace any other identical member of the group. The 
group homogeneity does not preclude the possibility that a certain 

amount of functional diversification could characterise the group 
members, as long as any behavioural specialisation emerges during 
the life of the group, and it is in principle reversible. Cooperative 
object transport scenarios often require complex and diversified 
behavioural competencies that scientists have very frequently 
implemented by exploiting structurally and/or functionally 
heterogeneous rather than homogeneous groups. Advantages and 
drawbacks of the use of heterogeneous groups in the context of 
cooperative transport will be further discuss in section 5.

The PuShing-Only STRATegieS

Pushing-only strategies are methods of collectively transporting 
items by exerting pushing forces on the item. These type of strategies 
are primarily employed by robots that can not pull objects, since 
they have no means to grasp them. Pushing-only strategies may 
appear to be relatively simple methods of cooperative transport. 
However, on top of the challenges common to all transport 
strategies (e.g., the alignment of forces required to initiate the 
transport, etc.), pushing-only strategies require a significant 
amount of coordination of actions to sustain the transport. The 
item may move on a very inefficient trajectory unless the robots 
carefully manage frictional, gravitational, and dynamical forces to 
stabilise the direction of transport. Table 1 summaries the main 
characteristics of the research works reviewed in this section. 
Generally speaking, it is worth noticing that the large majority of 
these works are based on homogeneous groups, where the robots’ 
controller is designed using  a behaviour-based methodology 
(see Brambilla et al., 2013, for further details). Groups exploiting 
indirect communication prevail on groups exploiting forms of 
direct communication. Half of the studies look at a simplified 
transport scenarios, where the problems related to the initial 
alignment of pushing forces is solved by initialising the robots 
very close to the object, facing the same side of the object (see no 
random initial positions in Table 1). In the following, we review 
these works, by emphasising objectives and achievements.

The study in (Kube et al., 1993) can be considered the pioneering 
work targeting a cooperative transport task by a homogeneous 
group of simple robots that can only push the object (i.e., a box). 
This study is considered to be the first research work that formally 
represented in “hardware” the dynamics of cooperative transport. 
The authors demonstrate that coordinated efforts in a box pushing 
task are possible without the use of direct communication or robot 
differentiation. The group exploits the physical interactions among 
the robots and between the robots and the object to initiate and 
to sustain the transport. In (Kube and Zhang, 1997; Kube and 
Bonabeau, 2000), the authors further develop the model described 
in (Kube et al., 1993) with the addition of a stagnation recovery 
strategy. Stagnation refers to a deadlock condition in which the 
robots cancel each others’ pushing forces due to the way in which 
they are positioned around the object. The authors also evaluate 
the group transport strategies with objects of different shapes in 
scenarios in which the objects have to be transported towards a 
moving target.

Mataric et al. (1995) propose the use of direct communication 
to improve the coordination of a homogeneous group of two six-
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legged robots required to cooperatively transport a rectangular 
box toward a target. Published during a time of disaffection for 
the classic AI paradigm, this study aims to demonstrate that tasks 
requiring complex coordination of actions among physical robots 
can be successfully accomplished without the robots having any 
model of the world and without being able to make any predictions 
on the consequences of their actions. Robots’ controller is designed 
using a behaviour based methodology (Brooks, 1986), and 
communication is used by the agents to exchange their sensors 
readings and to implement a turn-taking protocol. To facilitate 
the initial alignment of pushing forces, the robots are positioned 
on the left and on the right end of one of the longest object’s side. 
The results indicate that the use of communication and of the turn-
taking protocol significantly helps the robots to improve the overall 
group performance.

Gerkey and Matarić (2002)  illustrate the performances of a 
group of three robots in which one element of the group plays 
the role of the watcher, and the other two robots play the role 
of the pusher. The watcher perceives the object and the goal 
destinations, and its main duty is to lead the team by providing the 
other robots information concerning the direction of transport. 
The pushers push the cuboid object without perceiving the goal 
destination which remains hidden behind the box that occludes 
their view. The robots rely on a direct form of communication 
for the coordination of their actions. The transport trajectory is 
free from obstacles, and roles are assigned using an auction-based 
system (i.e., MURDOCH architecture, see Gerkey and Matarić, 
2001). The heterogeneous group manages to successfully transport 
the object in straight and curved trajectories. The system also 
proved to be resilient to the failure of one of the pusher, and to 
a certain extent to the failure of the communication mechanism 
underpinning the watcher-pusher interaction. However, the 
system heavily relies on the capabilities of the single watcher, 
which acts as a key element that gathers sensory information sent 
by the pushers and generate the group response by instructing the 
pushers on how to move.

The study illustrated in (Yamada and Saito, 2001) is also 
conceived in support of a theoretical perspective alternative to the 
classic AI, since its main goal is to demonstrate with physical robot 
experiments that an environment selection task and a cooperative 
box-pushing task can be both carried out by a homogeneous 
group of robots where agents are guided by a reactive controller. 
Contrary to (Mataric et al., 1995) and (Gerkey and Matarić, 2002) 
which advocate for the use of direct communication, the results 
illustrated in (Yamada and Saito, 2001) demonstrate that indirect 
communication is sufficient to cooperatively transport an object 
toward a target area. The robots can operate in a simple environment 
where individual robots are required to push light boxes, or in 
complex environments where multiple robots are required to 
cooperatively push a heavy box. The mechanisms underlying 
the environment selection task operate under the assumption 
that there is no moving object except the robots. Moreover, it is 
assumed that during pushing, no wheels slippage is experienced 
by the robots even in those cases in which the object does not 
move when subject to pushing forces. These assumptions are 
required to allow the robots to discriminate between those cases in 
which the box is light enough to be transported individually, from 

those cases in which the box is so heavy to require a cooperative  
response.

Jianing Chen et al. (2015) propose an alternative group transport 
method which exploits occlusion, rather than trying to overcome 
the limitations imposed by it. The robots are designed to push 
the object across the portion of its surface, where it occludes the 
direct line of sight to the goal. In this study, a group of twenty 
e-puck robots (see Mondada et al., 2009) are required to transport 
a cylindrical object towards a goal. The robots push the object only 
when they can not see the goal destination. This simple behaviour 
results in transporting the object towards the goal without using 
any form of direct communication. The authors also provide an 
analytical proof of the effectiveness of the method, and results of 
successful empirical tests with a cuboid and a triangular objects are 
discussed. In (Kapellmann-Zafra et al., 2016), the occlusion-based 
strategy discussed in (Jianing Chen et al., 2015) is tested in a task 
in which the robots are required to transport an object towards a 
moving target, represented by another robot.

The study described in (Sugie et al., 1995) is one of the first to 
address the problem of designing push-only strategies in a dynamic 
environment that incorporates obstacles. The authors describe a 
system in which the robots infer other robots’ intentions by observing 
their behaviour and cooperate based on those inferred intentions. 
A camera placed on the ceiling of the robots arena communicate 
to each robot the position of all other robots, obstacles, boxes to be 
transported, and final destinationsof each box. An algorithm made 
of a task planner, a pushing action planner, and a dynamic obstacle 
avoidance function guides the robots during the task execution. 
In this as in other similar studies in which the control algorithm 
relies on a global view of the environment, the group transport 
strategy, although particularly effective to manoeuvre the object in 
a complex environment with obstacles, would not tolerate a fault to 
its multiples key elements, such as the camera and the task planner.

Wang and de Silva (2006a)  consider a heterogeneous group 
of robots that is required to cooperatively transport a box by 
removing obstacles that abstract the way to the final transport 
destination. The authors propose an approach based on the 
use of a force/motion control system. Three different types of 
agent are used in this approach: a vision agent that has a global 
view of the environment to generate positions and orientation 
coordinates of all robots, the object, and the obstacles; a learning 
agent responsible for generating cooperation plans based on an 
optimisation approach that integrates reinforcement learning 
and genetic algorithm; two physical robots that execute the plan 
generated by the learning agents. The plan may require one robot to 
leave the transport to remove obstacle/s obstructing the way to the 
final transport destination. The study demonstrates the feasibility 
and the effectiveness of the proposed method using experiments 
with two small prototype robots. Both the vision and the learning 
agents are key elements whose contribution is vital for the correct 
functioning of the MRS.

Alkilabi et al. (2017) demonstrate that effective coordination 
of actions for initiating and sustaining the transport of heavy 
objects to be moved in an arbitrary direction can be obtained by 
homogeneous groups of robots by exploiting a relatively simple 
form of indirect communication based only on the possibility to 
perceive the movements of the object. In this study, physical e-puck 
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robots are equipped with an optic-flow sensor whose readings are 
used to distinguish between cases in which the robots pushing 
forces contribute to moving the object from those cases in which 
the robots efforts do not result in any significant object movement. 
The possibility to discriminate between the above mentioned 
two circumstances is vital for the initial alignment of pushing 
forces and for sustaining the transport. The authors show that the 
transport strategies are scalable with respect to the group size, 
and robust enough to deal with boxes of various mass and size. 
In a complementary study illustrated in (Alkilabi et  al., 2016), 
the authors complement the robots’ neuro-controller, initially 
designed to support the object transport in an arbitrary direction, 
with mechanisms to direct the transport towards a specific target 
location.

A cooperative transport study that uses indirect communication 
via artificial pheromone is described in (Fujisawa et al., 2013). In 
this study, a group of ten robots can sense and lay on the terrain a 
volatile alcohol substance that mimics the effect of ants’ pheromone 
during trail formation. The task requires the robots to perform 
a random search to find a food item (i.e., heavy object), and to 
transport it to a goal location (i.e., the nest). The pheromone-
based communication is used by the robots to recruit other nest-
mates when a food location is identified.  The results indicate 
that pheromone-based communication contributes to reducing 
the task completion time, in comparison to the case in which 
the robots depend completely on a random walk to congregate 
at the food. The study also shows that the pheromone-based 
communication is effective only with a relatively small number 
of robots in the environment. When a larger group of robots is 
used, the pheromone-based communication has less impact on 
the completion time, as many robots are likely to find the food and 
begin the cooperative transport before the trail is formed.

In (Neumann et  al., 2014), an algorithm running on an 
external server controls a group of robots required to push a box 
on straight and circular trajectories defined by the experimenter. 
The algorithm generates informations concerning where the 
robots have to apply pushing forces and the magnitude of the 
forces needed to transport the box. Position and orientation 
of the robots and of the box are measured using an ultra-wide 
band tags placed on the robots as well as the box. The readings 
generated by the force sensors and data relative to the robots’ 
position generated by the ultra-wide band system are routed to a 
central server, which in turn calculates the robots’ required speed 
and sends the commands to the robots accordingly. The robots 
execute the commands to generate the desired forces and torques 
on the object in order to move it along a planned trajectory. The 
study demonstrates the validity of the proposed method using 
two Pioneer robots equipped with hinged force sensors extension. 
The server running the control algorithm is the key element which 
manages the robots’ actions by sending instructions to each robot 
using a direct form of communication, supported by a wireless 
communication network. Such type of direct communication 
tends to suffer from scalability issue, since the communication 
load increases when the number of robots increases. This may 
cause a decrease in system performance or in extreme cases, it 
can result in an overall system failure. Moreover, the scalability 
of the transport strategies may be also hindered by issues related 

to the design of network topologies and to the communications 
protocols (see Cao et al., 1997).

The cooperative object transport scenario using a pushing 
only strategy has also been used in various research studies as a 
benchmark task to evaluate the functional characteristics of various 
control policies (see Sen et al., 1994; Parker, 2000; Tang and Parker, 
2005; Wang and de Silva, 2006b).

The gRASPing STRATegieS

Grasping strategies are methods by which the robots physically 
attach to an item to be able to collectively transport it. Thus, 
grasping strategies can only be exploited by robots which possess 
the mechanisms to grasp an object. There exists a variety of 
mechanisms that allows a robot to physically connect to an object, 
some of which allow the robots not only to grasp but also to lift 
an item. Compared to pushing-only strategies, grasping strategies 
provide a better control over the transported object, since once 
grasped, the object can be either pushed or pulled. However, 
stable and effective grasping strategies often require the robots to 
optimally distribute around an object in order to avoid undesired 
effects, such as the object touching the ground, or the load being 
distributed in an unbalanced way among the robots. To avoid 
the challenges related to the effective positioning of the robots 
around the object, the majority of the research works reported in 
the literature focus on the development of grasping strategies by 
groups of robots that are pre-attached to the object and optimally 
positioned around it before starting the transport (see also Table 2). 
The work described in (see Sasaki et al., 1995) is one of the few 
in which the authors develop an algorithm to allow a homogeneous 
group of robots to find the optimal arrangement around an object 
that has to be lifted and transported to a final destination. In this 
study, the robots know the shape of the object. They estimate the 
object mass and mass centre position by lifting the object, and 
they use these estimates to optimally distribute the grasping points 
around the object.

Most of the research works on cooperative transport using 
grasping strategies rely on the presence of a robot leader to generate 
the desired motion trajectory of the object. In these studies, no 
mechanisms for a dynamic allocation of roles are contemplated. 
Thus, the leader can be considered a key element which, if it fails, 
the entire group stops working. A leader/follower approach is 
described in (Kosuge and Oosumi, 1996), where a group of two 
robots cooperatively transport a long cuboid object pre-attached 
to them using free rotational joints. The control algorithm requires 
the presence of a leader robot that is in charge of implementing a 
specific motion trajectory. The follower supports the leader in the 
transport of the object along the desired trajectory by coordinating 
its actions through the perception of the forces applied to the object. 
In (Kosuge et al., 1998), the authors extend this algorithm originally 
designed and tested on holonomic robots with velocity-controlled 
actuators to nonholonomic mobile robots driven by two wheels. 
In (Takeda et al., 2002), the authors further improve the control 
algorithm by adding a collision avoidance unit to enable the robots 
to transport a single object in more complex environments with 
obstacles.
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A leader/follower approach is also exploited in (Wang and 
Schwager, 2016) and in (Wang et al., 2016). Wang and Schwager 
(2016) describe a kinematic controller for a group of four robots, in 
which the robot leader pulls the object and defines the directionof 
transport, and the robots follower push the object to sustain the 
leader effort. The model requires the robots to have information 
beforehand of the friction coefficients, the mass of the object, and the 
total number of the robots forming the group, in order to measure 
the velocity and acceleration at the centre of mass of the object. The 
robots are manually attached to the object with a fixed connection 
established by a one DOF gripper. Three experimental set-ups are 
studied with different types of leaders (i.e., an autonomous robot, 
a robot teleoperated by a human, and a human leader), while the 
characteristics of the robots follower are kept unchanged in all 
three experimental set-ups. The results of the study demonstrate 
the followers’ ability to  effectively coordinate with all types of 
leader by following the leader-defined direction of object motion. 
In (Wang et al., 2016), the kinematic control described in (Wang 
and Schwager, 2016) is extended in order to allow a group of four 
custom-built omnidirectional robots (i.e., OuijaBots) to transport 
a longitudinal object along trajectories requiring the object to be 
rotated in order to cross a narrow corridor.

The objective of the study described in (Farivarnejad et  al., 
2016) is to design controllers that drive a homogeneous group 
of four “Pheeno” robots (see Wilson et al., 2016) to collectively 
transport a rectangular load at a desired speed along a straight 
path in a target direction. No distinction in leader/follower is 
assumed. Moreover, the robots do not have global localisation 
or communication capabilities, and they lack information about 
the payload dynamics, the number of robots in the transport 
team, their distribution around the payload, and the layout of the 
environment. It is assumed that each robot can measure its speed 
and heading, and it is given access to the desired target direction 
of the transport. The position and orientation of the robots with 
respect to the object are also known since all robots are rigidly pre-
attached to the object. Each robot is equipped with wheel encoders 
to estimate its velocity and a compass to calculate its heading. The 
results demonstrate the robots’ capabilities in transporting the 
object in relatively straight trajectories parallel to the desired path 
with some drift caused by the noise in the compass measurements 
and the errors in the odometry due to the wheel slippage.

In (Machado et al., 2016) and in (Soares et al., 2007) robots 
are controlled with a dynamic control architecture that uses the 
attractor dynamic approach to behaviour-based robotics (see Bicho 
and Schöner, 1997). In the most recent work (see Machado et al., 
2016), the authors test the control architecture on a group of two 
physical robots jointly transporting a rectangular prism carried on a 
payload support base capable of returning bearing and displacement 
of the load with respect to the robots centre of mass. The leader 
robot, equipped with an omnidirectional camera, generates the 
transport trajectories in order to avoid static and moving obstacles 
that obstruct the transport. The results of the study show that the 
dynamic control architecture allows the heterogeneous group of 
mobile robots to operate in complex cluttered environments and 
to successfully transport loads of different with and length.

Habibi et  al. (2014)  describe a distributed path planning 
algorithm that allows the robots to construct a configuration space 

of the environment in a distributed fashion. A shortest-path tree 
is constructed using a variation of the Bellman-Ford algorithm 
(see Bang-Jensen and Gutin, 2008). The algorithm can cope with 
dynamic obstacles and changes in robot population. The algorithm 
is successfully tested in simulation and also with a homogeneous 
group of physical robots (see Habibi et al., 2015) pre-attached to 
an irregular object. This approach requires some robots to perform 
the transport while others to map the environment in order to 
guide the transporting robots in the direction of the goal while 
avoiding obstacles. While this approach is effective in selecting 
optimal transport trajectories, it requires the majority of robots to 
map the environment rather than performing the actual transport 
task. Yufka and Ozkan (2015) illustrate another motion planning 
algorithm for a group of homogeneous robots required to transport 
a heavy object to its final destination. This algorithm requires the 
robots to know their position in the environment, and also assumes 
that the robots can directly communicate with each other. Initially, 
the object trajectory is generated, and then each robot generates 
its trajectory to satisfy the current formation constraints. The 
algorithm is successfully tested with groups made of a different 
number of Pioneer robots pre-attached to the object.

A series of studies published in (Tuci et al., 2006; Groß and 
Dorigo, 2008; Gross and Dorigo, 2009) looked at the design of 
neuro-controllers synthesised using evolutionary computation 
techniques to control homogeneous groups of robots that are not 
required to be pre-attached to the object to be transported. The 
robots can physically connect both to each other and to the object. 
The task requires the robots to transport the object using a gripper 
mounted on a horizontal active axis that can be used to graspand 
lift objects (Mondada et al., 2004). The robots can also change the 
relative orientation of the wheels with respect to the grasping point 
by rotating their upper body (i.e., the turret with the gripper) with 
respect to the chassis where the wheels are mounted. The results 
of these studies demonstrate that the combination of feedback 
generated by force sensors, the rotating turret mechanism for the 
effective alignment of pushing/pulling forces, and the possibility 
to have robot-robot connections generate an extremely effective 
solution to transport objects of different shapes and sizes towards 
a static and a moving target without the strong requirement of the 
robots being pre-attached to the object. In (Campo et al., 2006) and 
in (Ferrante et al., 2010), the collective transport strategy above 
mentioned has been exploited to develop two different algorithms 
for negotiating a common direction of transport by robots carrying 
an object toward a goal destination in an environment with and 
without obstacles.

Berman et al. (2011) try to mimic the behaviour of ants during 
group transport by looking for the individual rules that generate 
robust group-level responses. The authors observe a particular 
species of ant (i.e., Aphaenogaster cockerelli) in order to extract 
and reproduce in a simulated robotic system those rules that 
govern the ants individual actions during a foraging task requiring 
group transport. Individual rules are validated by comparing the 
behaviour of simulated and real ants. Other recent studies that 
follow a similar approach can be found in (Wilson et al., 2014; 
Gelblum et al., 2016; Guo et al., 2017).

In the remaining of this section, we review a series of studies in 
which the robots cooperatively transport an object on top of their 
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bodies. Although the robots do not have any means to directly 
grasp the object, we consider their transport strategies as a type 
of grasping strategy since the robots align their forces and sustain 
the transport without losing physical contact with the object as 
in almost the totality of the works in which robots use grasping 
devices to physically attach to the object to betransported.

Stilwell and Bay (1993) and Johnson and Bay (1995) describe a 
MRS designed to collectively transport a single palletised load. A 
group of simulated “ant-like” robots initially lift and then transport 
an item by carrying it on top of their bodies. The robots do not 
require an a priori knowledge about pallet mass, pallet inertia, 
number of the robots in the group, and their positions relative to 
the pallet centre of gravity. Coordination of action is achieved by 
sensing the forces applied to the object during the transport of the 
rigid pallet. In order to facilitate the dynamics of force distribution 
across the load, the study proposes a “reactive caster” approach 
that follows principles similar to those of the passive caster wheels 
when it aligns itself with the direction of travel. The followers align 
themselves with the leader by sensing the reaction force applied to 
their top surface with the force exerted by the leader. In (Bay, 1995), 
the reactive caster approach is successfully evaluated on physical 
robots. Any robot of the group can potentially play the role of the 
leader or of the follower. However, no mechanisms for a dynamic 
allocation of the role are contemplated. Similar studies in which 
a pre-selected leader manages the motion trajectory of the object 
and the coordination of actions is achieved through the physical 
interaction with the object are presented in (Pereira et al., 2002; 
Loh and Traechtler, 2012).

Hichri et al. (2016) propose a control algorithm in which an 
external server globally communicates with the robots to perform 
the transport task. In this study, a homogeneous group of robots 
is equipped with manipulators for grasping and lifting an object 
in order to place it on top of their bodies. Optimal positions for 
the robots to ensure the stability of the object are calculated based 
on a a priori knowledge of the number of robots in the group, 
object’s shape, mass and centre of gravity. The server communicates 
position information to the robots to approach the object, to lift 
it, and to carry it to a destination. While carrying the object, the 
robots keep the desired position relative to the object, thanks to 
the global knowledge of the environment provided by the external 
server guiding the robots during transportation. The proposed 
approach is validated in simulation. The results of this study point 
to the ability of robots to maintain the stability of the object during 
lifting and carrying tasks. A similar approach based on the use of 
an external server to coordinate the robot actions is described in 
(Wang et al., 1994; Yamashita et al., 2003).

In (Stroupe et  al., 2005) the strategy of carrying objects on 
robots’ bodies is used in combination with a leader-follower 
approach. The study demonstrates, using physical robots, the 
capability of grasping, lifting, transporting and positioning 
objects in a construction task. A group of two rovers are required 
to manipulate objects in order to build a simple structure in a 
lunar-like environment. The robots communicate with each other 
to synchronise the grasping, lifting and placing of the objects in 
building the structure. The robots coordinate their actions by feeling 
the forces applied on the carried object using a force-torque sensor 
located on their manipulators. The followers coordinate with the 

leader by adjusting their velocity based on force-torque feedback 
such that the torques and forces on the manipulator remain within 
the experimentally defined threshold. The results indicate that the 
team successfully completes the construction task with a low failure 
rate. Another similar leader-follower cooperative transport study 
using a direct instead of an indirect form of communication can 
be found in (Hashimoto et al., 1993).

The CAging STRATegy

Cooperative transport by caging is a special case of the previously 
discussed pushing-only strategy whereby robots intentionally entrap 
the object to ensure the object follows the group movements. In 
the caging strategy, robots arrange themselves around the object in 
order to form a “closure” that traps the object (Rimon and Blake, 
1996). The closure must be maintained during transport to ensure 
the object does not escape from the robots’ cage. In cooperative 
transport based on a caging strategy, the object’s shape and size are 
particularly important features since they bear upon the minimum 
number of robots required to surround the object.

The simplest form of caging strategy with a small number of 
robots can be found in (Wang et al., 2004b). This study describes a 
variable internal force control algorithm to guide a group of three 
omnidirectional robots required to transport a cuboid object. The 
robots are cube-shaped therefore they touch the object by a line 
segment (rather than a point). Only the leader pushes the object 
while the followers hold the sides of the object tightly, such that 
no change occurs in the relative position and orientation between 
the object and each follower robot. The robots coordination is 
achieved by simply sensing the resultant force applied to the 
object and its movement. This form of indirect communication 
through the object is sufficient to allow the followers to maintain 
the formation and to contribute to the transport by exerting forces 
to move the object along the trajectory known only to the leader. 
The main limitation of this study is that the system can not follow an 
arbitrary trajectory that incorporates sharp turns especially when 
the velocity is low. Similar examples of the use of a caging strategy 
with the leader-follower approach can be found in (Wang et al., 
2003; Wang et al., 2004a).

Brown and Jennings (1995) propose a pusher-steerer approach 
to cooperative transport which is similar to the one discussed in 
(Wang et al., 2004b) but without the requirement of maintaining 
tight contact with the object during transport. The steerer  is 
programmed to follow a predefined path while the pusher exerts 
the necessary forces to transport the object. The object is placed 
between the pusher and the steerer. During the transport, the 
steerer senses the arc length travelled and adjusts its heading to 
follow the programmed trajectory. Using indirect communication, 
the pusher follows the change in the object’s configuration by 
maintaining a fixed orientation relative to the rear face of the 
object. This approach is similar to a rear-wheel-drive vehicle but 
implemented with two separate pieces (i.e., the pusher and the 
steerer). The approach is validated through experiments using two 
physical robots to transport boxes of varying size and mass along 
different paths. The results indicate that the robots can successfully 
maintain the caging while following the programmed trajectory.
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Spletzer et al. (2001) describe a cooperative transport task in 
which caging strategy is achieved using vision to estimate distances 
and relative orientations of the robots. In this study, a leader robot 
and two followers are required to transport an object to a destination 
known only to the leader. Followers maintain a desired distance 
and relative bearing to the leader in order to form a closure that 
cages the object. This approach is similar to the “pusher-watcher” 
approach described in (Gerkey and Matarić, 2002) and reviewed 
in section 2. Contrary to (Gerkey and Matarić, 2002), in this study, 
the watcher robot contributes to the transport by caging the object 
with the pushers. The main drawback of this method is that all 
robots need to maintain visual contact with each other.

Pereira et  al. (2004)  propose an algorithm for collective 
transport using a caging strategy that relies only on the robots’ 
ability to estimate the object’s orientation and the positions of 
their neighbours. In this study, three holonomic car-like robots 
are required to move in the direction of a goal while maintaining 
a formation trapping a triangular object. Each robot is equipped 
with an omnidirectional camera to estimate the object orientation 
and its position with respect to its neighbouring robots. This 
information is explicitly communicated between the robots to 
complement their partial knowledge about the object orientation 
and the position of other robots. The control algorithm assumes 
that each robot has an imaginary copy of the object attached 
to it at the object’s origin (i.e., one of the object’s corner). The 
intersection of these imaginary objects forms a region referred to 
as the closure configuration space. If the origin of the actual object 
falls inside the closure configuration space, then an object’s closure 
is accomplished otherwise, the robots have to adjust their positions 
to satisfy this condition.

In a more complex scenario, (Fink et al., 2007) propose a caging 
strategy for a group of robots required to transport an L-shaped 
object on a predefined trajectory. In this study, the robots locally 
estimate the object closure based on direct communication 
regarding their position with respect to the object. Controlled by 
a subsumption architecture, the robots switch from the approach 
behaviour to the surround behaviour when they are close to the 
object. In surround behaviour, the robots distribute  themselves 
around the object in order to form the potential caging. This 
approach requires the robot to know the object’s minimum 
diameter (i.e., the smallest gap through which the object can fit), 
maximum diameter (i.e., the maximum distance between anytwo 
points in the object), and the radius of the caging circle. The 
robots communicate their states to neighbours until a quorum is 
reached—that is, when enough robots surround the object, and 
all are ready to initiate the transport behaviour. During transport 
behaviour, every robot adjusts its speed depending on the positions 
of neighbours and the desired trajectory of the object. If for any 
reason the closure is lost during transport, every robot returns 
to the surrounding behaviour to resume the transport. The study 
verifies the effectiveness of the approach using eight differential 
drive robots equipped with wheel encoders and laser range finders. 
The results of this study show the stability of the proposed caging 
strategy in a scenario in which the robots successfully form closures 
that surround the object while pushing it from an initial position to 
its final destination. Later in (Fink et al., 2008), the authors extend 
this approach to allow the robots to operate in a more complex 

environment that incorporates obstacles. Another study involving 
a similar caging strategy generated by a subsumption architecture 
is described in (Eoh et al., 2014).

In (Dai et al., 2016), a control architecture based a fuzzy control 
methods integrated with the sliding mode method is used to 
control a heterogeneous group of three physical robots required 
to collectively transport, using a caging strategy, a convex polygon 
along different predefined trajectories. The robots have some 
predefined knowledge about the object shape. Moreover, they use 
a form of direct communication to share important perceptual 
details that help them to complement their partial knowledge of 
the object shape. A leader robot manages the transport by compute 
the inter-robot distance and required bearing of each follower. 
The results show that the control architecture allow the group to 
transport an object along different predefined linear and curved 
trajectories known to the leader.

Finally, the main contribution of the work described in (Wan 
et al., 2017) is to test a caging strategy for transporting a triangular 
prism to a final destination by crossing a slope terrain. In this work, 
the control algorithm running on a master computer generates the 
minimum number of robots required to securely cage the object, 
the initial positions of each robot with respect to the object, and 
the robots motion during transport. The control method exploit a 
direct form of communication between the master computer and 
the robots, and makes use of a detailed knowledge of position and 
orientation of the robots and the object to be transported. The study 
shows that simulated robots can successfully transport objects of 
different shape and size along the slope terrain.

diSCuSSiOn

The research area targeting cooperative transport by MRSs is 
represented by an articulated and heterogeneous body of literature. 
We have chosen to illustrate this literature using a categorisation 
system that distinguishes the research works on the basis of the type 
of strategy used to collectively transport the object. In this section, 
we illustrate general patterns that emerge from the considerable 
methodological diversity illustrated in previous sections, and we 
identify open challenges and promising directions for further work.

Our review shows that, regardless of the type of transport 
strategy used, a certain amount of functional diversity among the 
members of a group seems to be an ineluctable methodological 
feature to allow the robotic systems to operate in an environment 
with obstacles, or to develop transport trajectories that adapt to 
varying environmental conditions. A robot leader, or a robot 
watcher as in (Gerkey and Matarić, 2002), is generally deputed to 
direct the transport by coordinating the actions and contributions 
of the followers. This is a particularly recurrent pattern in those 
research works based on the use of grasping strategies, where 
the fact of having all robots attached to the object facilitates the 
indirect communication and allocation of duties by the leader to 
the followers through force sensing mechanisms. In various studies 
exploiting the leader-follower approach, cooperative transport is 
exploited to cope with objects that due to their size can be hardly 
transported by a single robot. However, the transport strategies 
generated by these heterogeneous groups tend to be very fragile 
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with respect to the object mass. This is because the object has to 
be light enough to respond to the forces exerted by the leader, 
that is often the only robot deputed to initiate the transport. The 
robustness with respect to the object mass tends to be more easily 
achieved by transport strategies developed by groups in which 
multiple agents can contribute to initiate and to sustain the 
transport. Another feature that tends to improve the robustness 
of the collective transport strategies with respect to the object mass, 
is the possibility for the robots to push each other as in (Fujisawa 
et al., 2013; Alkilabi et al., 2017), or to push and pull each other 
as in (Gross and Dorigo, 2009). In most of the studies we have 
reviewed in previous sections the robot-to-robot interactions are 
excluded by the use of control mechanisms designed to avoid robot-
to-robot collisions. However, the exploitation of both the robot-to-
robot and the robot-to-object interactions can facilitate the initial 
coordination of actions. Moreover, robot-to-robot interactions are 
particularly helpful in case of transport of heavy and relatively small 
objects, where the limited object perimeter prevents the group from 
developing the robot-to-object interactions required to initiate and 
sustain the transport.

When the heterogeneity of the system is the distinctive 
methodological feature that makes the group capable of operating 
in complex environments (e.g., environments with obstacles), it 
would be desirable if the allocation of roles or the emergence of any 
hierarchical organisation could be directly handled by the robots in 
an autonomous way. That would make possible the re-allocation of 
roles or the re-organisation of the group structure in case of failure 
of the key element. To the best of our knowledge, apart from the 
work described in (Gerkey and Matarić, 2002), heterogeneity is 
either based on structural differences among the robots, or on a 
type of functional differentiation a priori managed by the system’s 
designer. This means that the fault-tolerance is often partially or 
totally sacrificed in order to boost the competencies of the group. 
For the future, it would be interesting to see more research works 
focusing on the challenge of designing mechanisms to allow a 
group of robots to handle functional heterogeneity by allocating, 
and if necessary re-allocating, important functions in a completely 
autonomous way. That would reconcile fault-tolerance and group 
competencies to design MRSs capable of carrying out complex 
cooperative transport tasks.

In section 3, we have intentionally included in the category of 
grasping strategies those research works in which MRSs transport 
objects on top of their bodies, even if the robots do not use any 
special device to attach to the object. The logic behind this choice 
is that for both strategies (i.e., grasping and carrying the object 
on top of the body) the robots align their forces and sustain 
the transport without losing physical contact with the object. 
While for robots that carry the object on top of their bodies, the 
persistence of the physical contact with the object during the entire 
transport is generally an unavoidable consequence of the way in 
which the robots are meant to operate (these robots generally lack 
any grasping device), for  robots that can grasp the object with 
a dedicated grasping device, the physical connection could in 
principle be released in particular during the initial phases of the 
transport to facilitate the alignment of pushing/pulling forces. To 
the best of our knowledge, the large majority of research works 
where MRSs use grasping strategies to collectively transport objects 

concern robots that are pre-attached to the object, and that never 
release the grasp during the transport (Tuci et  al., 2006; Groß 
and Dorigo, 2008; Gross and Dorigo, 2009). The pre-attachment 
condition certainly takes out a large amount of complexity from 
research studies that tend to focus on the coordination of actions 
during the transport rather than on the distribution and alignment 
of pushing/pulling forces to initiate it. However, for the future, 
the development of mechanisms to allow robots to exploit both 
the grasp and the release action would be important not only to 
automate the distribution and the alignment of pushing/pulling 
forces, but also to improve the robustness of the system to be able 
to transport object of different shapes. We have seen that, apart 
from few studies, the large majority of the research works focus 
on the collective transport of rectangular objects (see Tables 1–3). 
The robustness of the collective transport strategies with respect 
to the object shape has been so far a rather neglected subject, that 
could be further investigated by researching and improving those 
aspects that, like the release and grasping process, directly affects it.

Methodological alternatives to develop effective transport 
strategies for homogeneous groups required to operate in complex 
environments are generally limited to solutions that work only if 
the object to be transported does not occlude the robots’ view of the 
goal destination, or of the perception of eventual obstacles. The 
occlusion-based approach reviewed in section 2 (see Jianing Chen 
et al., 2015) discusses an algorithm that definitely overcomes the 
above-mentioned limitations and provides a very effective solution 
to allow homogeneous groups to cooperatively transport objects in 
an environment with obstacles. However, we point to the fact that, 
to the best of our knowledge, in the large majority of the reviewed 
studies, the initial alignment and the following coordination of 
actions is subject to the perception or to the occlusion (by the 
object to be transported) of the final destination of the transport 
(see Jianing Chen et al., 2015). This important assumption tends 
to simplify the initial process of the alignment of the transport 
forces, and largely undermines the robustness of the resulting group 
transport strategies to environment in which this assumption does 
not hold. We believe that the above mentioned assumption should 
be dropped to favour the robustness of the cooperative transport 
strategies. Finally, it is worth to note that no research work has been 
dedicated to the development of MRSs that can dynamically adjust 
the type of transport strategy (e.g., pushing, grasping, or caging) 
with respect to the characteristics of the object to be transported 
and/or of the environment in which the collective transport takes 
place. This is also a very interesting subject for future work.

COnCluSiOnS

We have reviewed the literature on MRSs focused on the 
development of hardware and control systems to allow autonomous 
robots to cooperatively transport objects that can not be moved 
by a single robot. We have structured our review on a rather 
unconventional and relatively “coarse-grained” categorisation 
framework based on the type of transport strategy used by the 
robotic systems to move the objects. With this framework, we have 
ordered a rather heterogeneous body of MRSs literature, by focusing 
not only on motivations and objectives, but also on those distinctive 
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methodological details that characterise the contribution of each 
single reviewed study. In section 5, we have critically examined 
common features emerging from the comparison of within and 
between categories works, and we have pointed to potentially 
fruitful directions for future work.

We wish to conclude this review with a brief reference to 
cooperative transport in natural systems. Ants have evolved 
extremely effective competencies to cooperatively retrieve items 
that can be hundreds or even thousands times the weight an 
individual can carry (Czaczkes et al., 2011). Owing to cooperative 
transport, ants can perform faster prey retrieval reducing both 
the exposition of foragers to predators, and the risk of food being 
caught and eaten by other aggressive species (Hölldobler et  al., 
1978; Yamamoto et al., 2009). The speedy retrieval of prey also 
reduces the time workers are involved in transport tasks, freeing 
them for other colony relevant tasks (Feener and Moss, 1990; 
Tanner, 2008). Cooperative transport also reduces the energy cost 
of transport by allowing carriers to keep up with the dense flow 
of traffic and by reducing the possibility of traffic jams (Czaczkes 
and Ratnieks, 2013). Biologists suggest that these complex group 
level responses are underpinned by simple behavioural rules 
(Franks, 1986; McCreery et al., 2016). We think that important 
lessons can still be learned from observing the complex cooperative 
transport behaviour shown by various ant species. It is then the task 
of roboticists to transform these observations into fruitful design 
principles and effective methodological choices to develop robust, 
flexible and scalable MRSs that cooperatively transport objects.
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We investigate the dynamics of opinion formation in a group of mobile agents with noisy

perceptions. Two models are applied, the 2-state Galam opinion dynamics model with

contrarians and an urn model of collective decision-making. It is shown that models built

on the well-mixed assumption fail to represent the dynamics of a simple scenario. The

challenge of accounting for correlations in the agents’ spatial distribution is overcome

by different heuristics and supported by empirical investigations. We present a concise,

simple 1-dimensional macroscopic modeling approach that can be tuned to correctly

model spatial correlations.

Keywords: swarm robotics, swarm intelligence, opinion dynamics, collective decision making, swarm robotic

system

1. INTRODUCTION

Group behaviors of interacting, mobile agents are of interest in many fields and many models have
been published. So-called microscopic models (also known as multi-agent models, agent-based
models, or individual-based models) explicitly incorporate properties of each member of the
group such as position, direction, and internal state. Examples are models of self-propelled
particles (Vicsek et al., 1995; Czirók and Vicsek, 2000; Levine et al., 2000) and active Brownian
agents (Schimansky-Geier et al., 1995; Helbing et al., 1997; Schweitzer, 2003). So-called
macroscopic models abstract away such individual properties (e.g., derivations in the mean-field
limit) and reduce the state space to a few variables. Examples are diffusion models of animal
groups (Okubo, 1986; Hillen and Painter, 2009; Degond and Yang, 2010; Vicsek and Zafeiris,
2012), robots (Galstyan et al., 2005; Hamann, 2010, 2018; Prorok et al., 2011), and general models
of self-propelled particles (Czirók and Vicsek, 2000). Collective decision-making, in particular, is
observed in many systems such as natural swarms (Franks et al., 2003; Nicolis and Dussutour,
2008; Yates et al., 2009), artificial swarms (Schmickl et al., 2008; Garnier et al., 2009), and in
human groups and societies (Galam and Moscovici, 1991; Helbing and Molnar, 1997; Hegselmann
and Krause, 2002; Galam, 2004; Galam and Jacobs, 2007; Motsch and Tadmor, 2014). Naturally,
observations and descriptions of these systems take place on two different levels: the microscopic
level, where an individual agent is observed and described, and the macroscopic level, where the
group of agents is considered as a whole. This categorization holds also for models of opinion
dynamics. Microscopic models represent internal states and in the case of spatial models also
positions of each agent which increases the computational effort that is to be invested to evaluate
the model. In macroscopic models one abstracts from details of individual agents, for example, in
a mean-field approach (Schweitzer, 2002), and tries to focus on important macroscopic features.
The macroscopic models are the epistemologically more promising approach because they allow
for deeper insights as stated by Schweitzer (2003):
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“To gain insight into the interplay between microscopic

interactions and macroscopic features, it is important to find

a level of description that, on the one hand, considers specific

features of the system and is suitable for reflecting the origination

of new qualities, but, on the other hand, is not flooded with

microscopic details.”

There are macroscopic models that are built on simplifying
assumptions, for example, there are models of opinion dynamics
that assume well-mixed agent distributions (Schweitzer et al.,
2002; Galam, 2004), that is, uniform distributions of agents
independent of their current opinion. While it is possible, for
example, to derive a Fokker-Planck equation of Brownianmotion
with drift based on integration over short time intervals assuming
uncorrelated collisions of particles (Haken, 1977), it is in general
not possible for biological swarm models due to the breakdown
of the “propagation of chaos” (Carlen et al., 2013).

A frequently used method to incorporate spatial correlations
of agents and interactions (Mateo et al., 2017), be it due to spatial
relations or relations based on opinions, is that of voter models
based on networks. Opinion dynamicsmodels and swarmmodels
have both two different types: discrete (Sood and Redner, 2005;
Holme and Newman, 2006) and continuous (Toner and Tu,
1998). Whether spatiality is of importance in swarm and opinion
dynamics models is questioned. For example Huepe et al. (2011)
argue that

“spatial geometry may have less of an impact on collective motion

than previously thought.”

A simple modeling approach is based on so-called “adaptive
coevolutionary networks” which are of low dimension and non-
spatial (Gross and Blasius, 2008; Huepe et al., 2011).

We consider the well-mixed assumption as too imprecise
for certain applications (Hamann, 2012, 2013) because agent
distributions might be intrinsically correlated and consequently
models based on the well-mixed assumption have limited
accuracy. These applications, such as collective motion of
locusts (Yates et al., 2009), hung elections (Galam, 2004), or
aggregation behaviors of robot swarms (Schmickl and Hamann,
2011), are of importance. Hence, we assume that spatial
correlations exist but we also want to restrict ourselves to very
concise and easy to handle models of low dimensions. The
motivation of this paper is to show how the limitations of the
well-mixed assumption can be overcome while still keeping the
models concise and easily manageable.

In the following, we investigate a binary decision problem
in a group of mobile agents with noisy perceptions and
compare results of two opinion dynamics models: first, the
2-state Galam opinion dynamics model with contrarians (Galam,
2004) and, second, an urn model for collective decisions in
swarms (Hamann, 2012). The Galam model is particularly suited
to the investigated multi-agent system because it accounts for the
size of subgroups, that influence each others’ opinion, which is
also explicitly set in the multi-agent system. However, it does
not account for spatial correlations between agents. The urn

model is of interest because it allows for a description of spatial
correlations but has no concept of subgroup sizes.

The multi-agent system that is investigated here was
introduced before (Hamann and Wörn, 2007; Hamann et al.,
2010) and was labeled “density classification scenario” because
the agents’ choice is set close to a symmetric setting initially
and the supposed task is that all agents should converge to
the choice that had a slight majority initially. Here, we are not
interested in collective decision-making as such but only the
spatial correlations of the opinion dynamics. The agents show
a simple form of motion. They move like billiard balls without
friction. They move straight within a square and bounce off each
other and the bounding walls.

2. DENSITY CLASSIFICATION SCENARIO

In this scenario, we have a population of N agents that are in
one of two states: either they are in favor of opinion A or in
favor of opinion B. Originally this scenario is interpreted as a
task that is assigned to a population to estimate whether there
are initially more A- or more B-members, that is, to converge on
a majority decision (Hamann and Wörn, 2007; Hamann et al.,
2010). This problem is derived from a well-known example of
emergent computation in cellular automata (Packard, 1988).

We define this system as a 2-d self-propelled particles model.
The particles move in a bounded square of dimensionless side
length 1 (unit square). Collisions between particles and bounds
are elastic.

Paricles also avoid collisions with each other by bouncing off
as soon as they are within a collision avoidance radius r = 0.01.1

All particles have equal velocity of 0.01 at all times (seeTable 1 for
all parameters). Particle positions x(t) and states o(t) have initially
a random uniform distribution (i.e., initial positions sampled
from a uniform distribution; 50% of agents in favor of A, 50%
in favor of B).

We include an explicit stochastic component because we
assume errors in the opinion recognition. We assume that a
particle recognizes the state of an encountered particle correctly
only with a given probability 1−γ = 0.8. A particle perceives the
state of particle j as

p(oj(t)) =
{

oj(t), with probability 1− γ

oj(t), with probability γ
, (1)

whereas oj is the opposite of the opinion of particle j.
The particles have an internal memory N . Whenever at

least two particles i and j are mutually within perception
range r = 0.01 (‖xj(t) − xi(t)‖ 6 r), they perceive the opinion
of each other (p(oi(t)) and p(oj(t)) respectively), and store it in
their memoryNi∩{p(oj(t))} anNj∩{p(oi(t))} respectively. Once
a particle had |N | = 5 of these particle–particle encounters2, it

1Note that the distance r = 0.01 is not always enforced because of the particles’

high velocity of 0.01 per time step. Distances between particles below r = 0.01 do

occur. Once such an event is detected particles turn away from each other.
2Choice of five is arbitrary, while odd numbers are preferred to avoid tie-breaking

methods; the agent does not change its opinion until five encounters have occurred;
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TABLE 1 | Parameters of the density classification scenario and the values used

for simulations.

Parameter Value

Swarm size N 150

Square world side length 1

Avoidance distance 0.01

Agent speed per step 0.01

Iterations per simulation run 8× 103

Repetitions M (independent sim. runs) 1× 106

reconsiders its current opinion, converts to the opinion that was
more frequent in these five encounters, and resets its memory
toN = ∅. The above given parameters are set as stated inTable 1,
such that a particle does not travel far (i.e., only fractions of the
unit square) to gather five opinions. Hence, the system is not
necessarily well-mixed, there is a chance for spatial correlations
to form, and a particle’s memory N can be interpreted as its
perception of its neighborhood.

3. MODELING APPROACH I: GALAM

MODEL

In the following we apply the 2-state Galam opinion dynamics
model (Galam and Moscovici, 1991; Galam, 1997, 2008). It
is a non-spatial model with discrete time and based on
a population of N agents. In each round, agents come
together in small groups of size m that are randomly picked
without any bias. Within these groups a local majority rule
is applied (i.e., the whole group switches to the group’s
majority opinion). If m is odd, tie breakers need not to be
considered.

The density classification task is similar to the 2-state
Galam opinion dynamics model concerning the decision process
which is based on observing five particles and subsequently
switching to the state of the majority. However, the formation
of these virtual groups is neither necessarily mutual due to
asynchronous decisions nor uncorrelated due to the spatial
distribution of particles. Still, we apply Galam’s model as
an approximation. We set the group size to m = 5. In
addition we apply Galam’s extension of his model, the so-
called “contrarians” (Galam, 2004). Galam’s assumption is
that a fraction a of the population are contrarians, that
is, they always switch to the minority opinion of their
group. We use the contrarian concept here to model effects
due to spatial correlations, which will become clear in the
following.

The model is based on one state variable st . Say we count a
number of At agents with opinion A at time t, then we define
the global opinion state st = At/N which is the fraction of the
population with opinion A. The dynamics of the state variable st

if there are more neighbors, a random subset is chosen to keep the limit of five

encounters.

according to the 2-state Galam opinion dynamics model with
contrarians for a group size ofm = 5 is

st+1 = g(st , a) = (1− a)(10s3t (1− st)
2 + 5s4t (1− st)+ s5t )

+ a(10(1− st)
3(1− (1− st))

2 + 5(1− st)
4(1− (1− st))

+ (1− st)
5). (2)

This model is based on simple probability theory and
combinatorics, for details see Galam (2004). In Figure 1Awe give
a plot for 1st = st+1 − st = g(st , a)− st with a = 0. For g(st , a =
0) we have two stable fixed points (s∗1 = 0 and s∗2 = 1)3. Due
to the noisy perception of particles in the density classification
task, this does not well correspond to the observation in the
simulations. Even for s = 0 agents will on average still perceive an
effective state of s = γ (discussed below concerning Figure 1B).

Next, we want to empirically investigate the spatial
correlations between particles in the density classification
simulation. We define the local perception sloci (s, t) of the global
state s by a particle i as

sloci (s, t) =
{

1
|Ni(t)| |{o|o = A, o ∈ Ni(t)}|, |Ni(t)| > 0

undefined, |Ni(t)| = 0
. (3)

In order to get statistically useful measurements, we define the
local opinion state sloc(s, t) as the average over an ensemble of
M independent simulation runs and over a population N for a
given global opinion state s

sloc(s, t) = 1

MN

∑

M

∑

N

sloci (s, t). (4)

sloc(s, t) is the state of the neighborhood as it is perceived
locally by an agent of any opinion including the particles’
noisy perceptions and averaged over an ensemble of simulation
runs. The relation between sloc(s, t) and s(t) was determined
empirically and as expected it was found to be almost linear,
see Figure 1B. Hence, we follow a two-step process of first
accounting for the known influence by the agent’s imperfect
perception (γ ) and then studying the remaining deviation. We
approximate it linearly

sloc(s, t) = c1s(t)+ c2. (5)

For perfect perception γ = 0 we would expect sloc(s, t) ≈
c1s(t). Here we have γ = 0.2. sloc is time-variant but converges
approximately to

sloc(s, t′) ≈ (1− 2γ )s(t′)+ γ , (6)

for t′ ≫ 0. This is a modeling approach based on a well-
mixed assumption, not an attempt to fit the measured data. In

3s∗1 = 0 and s∗2 = 1 are stable fixed points because in these states all particles

have the same opinion and without noise these system states are absorbing (i.e.,

once reached the system cannot leave them anymore). Also note the instable fixed

point s3 = 0.5.
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a well-mixed system (without any spatial correlations) an agent
perceives a local state of sloc = γ for s = 0 and sloc = 1 − γ

for s = 1. For γ = 0.2 we get sloc(s′t) ≈ 0.6st′ + 0.2 (plotted in
Figure 1B). A plot of g(sloc(st), 0) in Figure 1A shows the effect of
sloc. The two stable fixed points move inwards toward the middle
and the absolute values decrease.

g(sloc(st), a = 0) gives the exact values of 1st for an assumed
well-mixed setting, that is, if an agent’s current opinion is truly
uncorrelated with its position. However, the spatial distribution
of agents is not independent from the agents’ opinion. A spatial
correlation is likely to emerge based on the definition of the
agent’s behavior. The opinion of an agent is directly influenced
by its neighbors, consequently they are correlated. This can also
be determined in simulation by measuring the average, locally
perceived opinion state for agents of a given opinion (measured
during the last 100 time steps of the simulation, that is, 7, 900 <

t 6 8, 000); slocA (s) gives the state perceived by agents of opinionA

and slocB (s) gives the state perceived by agents of opinion B. The

differences between slocA,B(s) and 0.6s + 0.2 show clearly a bias
depending on the agents’ current opinion as seen in Figure 1C

which is evidence of a correlated spatial distribution of agents.
The neighborhood of an agent with opinion A is populated by
more agents of opinion A than on average for any state (for
s < 0.8) and respectively for agents with opinion B.

We need an adjustment of the Galam model to account for
spatial correlations. Although there is no explicit concept of
contrarians in the density classification scenario, the contrarian
approach can be used to compensate the effect of spatial
correlations. That way the contrarians reflect the observed bias
away from the current global majority due to local effects.
For s<0.5 contrarians model the excess of perceived particles
with opinion o=A by particles with opinion A and for s >

0.5 contrarians model the excess of perceived particles with
opinion o=B by particles with opinion B. With increasing
contrarian density a the two stable fixed points move further
inwards until they would unite for a ≈ 0.0555 leaving one stable

FIGURE 1 | System dynamics 1s for the Galam model; measurements of spatial correlations and 1s in the agent-based model.
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fixed point at s = 0.5. In addition, we also scale the absolute
values of g(sloc(st), a) by multiplying a constant d as done in
Figure 1A. Fitting dg(sloc(st), a) via a and d to the empirically
obtained data gives a good result for values 0.17<s<0.83 but
has systematic errors outside of that interval, see Figure 1D4.
Data was obtained by measuring values of 1st as a function of
the current system state st (i.e., 1st(st) = st+1 − st) during the
last 100 time steps of the simulation, that is, 7, 900 < t 6

8, 000. Plotted values are averages over all samples collected of
the respective 1st(st).

4. MODELING APPROACH II: URN MODEL

As an alternative to Galam’s model we apply an urn model
that was originally introduced as a model of collective decision-
making in swarms (Hamann, 2012). The main idea is that we
have a state-dependent probability of positive feedback Pfb(s).
The current majority opinion spreads for Pfb(s) > 0.5 and is
diminished otherwise.

The idea of this urn model is as follows. An urn is filled
with N agents which are either associated with opinion A or
B. The game’s dynamics is turn-based. First an agent is drawn
with replacement and its opinion is noted. Then the opinion of
a second agent is changed determined by that noted opinion.
Say, first, an agent with opinion A is drawn. The probability of
drawing an agent with opinion A is implicitly determined by
the current number of agents with opinion A in the urn. The
subsequent change of opinion of a second agent is determined
by the probability of positive feedback Pfb(s) and effects either a
positive (an agent in the urn changes from opinion B to A, the
fraction of the first drawn agent increases) or a negative feedback
(an agent changes from opinion A to B, the fraction of the first
drawn agent decreases). The feedback is determined explicitly by
probability Pfb(s) that we define below and that also depends on
the current global opinion state s. Following Hamann (2012), the
state variable’s dynamics is defined by5

1st = st+1 − st = 4e(Pfb(st)− 0.5)(st − 0.5), (7)

for a scaling constant e. The rationale of the urn model is to
emulate, by the first draw, the frequency that an agent of a certain
opinion happens to persuade another agent. The second draw
models the average success rate of the persuasion based on the
current global state. Thus, the urn model has no explicit concept
of group sizes as Galam’s model and only implicitly assumes a
minimal setting of a bilateral meeting. Also spatial correlations of
agents are not incorporated explicitly but can be represented by
the probability of positive feedback Pfb(s).

Following Hamann (2013), the probability of positive
feedback can be measured in the simulation based on

4Summed squared error: 4.741× 10−3.
5This equation is easily obtained by basic probability theory considering all four

cases of drawing an agent of either color followed by either positive or negative

feedback.

FIGURE 2 | Measured positive feedback with fitted polynomial for the urn

model and system dynamics 1s compared to measurements of the

agent-based model.

observations of opinion revisions

Pfb(s) =
rb(s)

rb(s)+ra(s)
− 1+ s

2s− 1
, for s 6= 0.5,

min(s, 1− s) 6
rb(s)

rb(s)+ ra(s)
6 max(s, 1− s), (8)

for rb(s) is the absolute number of observed individual decision
revisions from opinion A to B over any given period and ra(s)
denotes revisions from B to A. The measured function Pfb(s)
is fitted by a polynomial of 4th degree6 which is set mirror-
symmetrical in s = 0.5. The result is shown in Figure 2A. Based
on this empirically obtained function Pfb(s) the dynamics of the
system is then defined by Equation(7). A comparison to data
from simulations is shown in Figure 2Bwhich shows a very good
fit7.

6polynomial f (x) = c3x
4 + c4x

3 + c5x
2 + c6x + c7 with 0 6 f (x) 6 1 to

model a probability, c3 = −21.3144, c4 = 29.7651, c5 = −16.1583, c6 = 4.2788,

c7 = 0.0720295.
7Summed squared error: 3.715× 10−7.
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5. DISCUSSION AND CONCLUSION

We have reported two approaches to overcome the limitations
of the well-mixed assumption in models of opinion dynamics.
Both approaches are a combination of mathematical modeling
and empirically obtained parameters.

The 2-state Galam opinion dynamics model with contrarians
has systematic errors for extreme values of s, see Figure 1D. We
chose to interpret the effect of spatial correlations as a contrarian
effect. Hence, we used the main empirical element of Galam’s
model, parameter a specifying the fraction of contrarians, but
the model still suffers from the simplifying assumption of well-
mixed particles. The errors could also not be overcome by simple
extensions of fitted sloc-functions (data not shown). Despite this
shortcoming, we gain a valid insight. A spatial correlation can be
a local group of particles that share a similar opinion. However,
they can be contrarian to the global majority. While this local
group of particles acts according to properly defined decision
rules, its global effect is that they oppose the majority as if they
would defect the system in the way Galam’s contrarians do.

In the case of the urn model, a very good fit to the simulation
data was obtained using the probability of positive feedback
that is measured following Equation (8). The urn model has
a comprehensive empirical element [Pfb(s)] and is still simple,
concise, and achieves high accuracy. Measuring the positive
feedback probability seems to comprise the averaged influence
of correlations in the agents’ spatial distribution. The urn model,
hence, could be used to predict the long-term behavior of the
collective system. The gained insight from this second modeling
approach is that spatial correlations may be difficult to measure

but they can be captured with a concise global modeling
approach.

In addition, the knowledge about 1s can be used as a novel
tool in multiple ways to model opinion dynamics in mobile
agents. For example, one can macroscopically model the system
dynamics as a Markov chain (Valentini et al., 2014, 2017) or
by Langevin and Fokker–Planck equations (Carlen et al., 2013;
Hamann, 2013) which allows for good predictions without
modeling spatial distributions explicitly. Features such as the
steady state of the probability density function of the global
opinion state s or the mean first passage time (i.e., the switching
time between two states of consensus) can be predicted with such
models (Yates et al., 2009). Another interesting aspect is to apply
the concept of the local opinion state slocA,B(s) within an agent
to find an accurate estimate of the global state based on local
sampling. One faces a kind of a bootstrapping problem then,
because the agent only has a local sample instead of the actual
global state. However, it seems feasible that systematic spatial
correlations could be reduced by such a modeling approach. This
would be useful especially in swarm robotics.
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Inform: efficient Information-
Theoretic Analysis of 
collective Behaviors
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The study of collective behavior has traditionally relied on a variety of different methodological 
tools ranging from more theoretical methods such as population or game-theoretic models to 
empirical ones like Monte Carlo or multi-agent simulations. An approach that is increasingly 
being explored is the use of information theory as a methodological framework to study the 
flow of information and the statistical properties of collectives of interacting agents. While 
a few general purpose toolkits exist, most of the existing software for information theoretic 
analysis of collective systems is limited in scope. We introduce Inform, an open-source 
framework for efficient information theoretic analysis that exploits the computational power 
of a C library while simplifying its use through a variety of wrappers for common higher-level 
scripting languages. We focus on two such wrappers here: PyInform (Python) and rinform 
(R). Inform and its wrappers are cross-platform and general-purpose. They include classical 
information-theoretic measures, measures of information dynamics and information-based 
methods to study the statistical behavior of collective systems, and expose a lower-level 
API that allow users to construct measures of their own. We describe the architecture of 
the Inform framework, study its computational efficiency and use it to analyze three different 
case studies of collective behavior: biochemical information storage in regenerating planaria, 
nest-site selection in the ant Temnothorax rugatulus, and collective decision making in multi-
agent simulations.

Keywords: information transfer, information storage, information dynamics, complex systems, collective behavior, 
information theory

1. InTRoducTIon

Collective behaviors, such as the coordinated motion of a flock of starlings (Ballerini et al., 2008), the 
collective decisions made by bees and ants (Franks et al., 2002), and the coordination of individual cells 
towards the creation or repair of a complex anatomical structure during embryogenesis or regeneration 
(Pezzulo and Levin, 2015), are complex collective phenomena that emerge from local interactions between 
many individuals. The study of these complex phenomena has been approached from many different 
angles, e.g., population models based on ordinary differential equations to predict the dynamics and study 
the stability of collective behaviors (Couzin et al., 2005; Marshall et al., 2009); game-theoretic approaches 
to study the emergence of cooperative strategies (Challet and Zhang, 1997); and multi-agents simulations 
to explore systems in the detail (Goldstone and Janssen, 2005). Another interesting approach is to focus 
on the distributed computation performed by the individuals in the collective (Langton, 1990; Mitchell, 
1996; Lizier et al., 2014) and use information theory to analyze its architecture. Information theory has 
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been used, for example, to detect leadership relations between zebra 
fishes (Butail et al., 2016; Mwaffo et al., 2017) or to study foraging 
behavior of ant colonies (Reznikova and Ryabako, 1994; Zenil et al., 
2015; Meyer, 2017). Additionally, it is extensively employed in the 
study of other complex systems with applications ranging from 
computational neuroscience (Honey et al., 2007; Vakorin et al., 2009; 
Lizier et al., 2011; Wibral et al., 2014), collectives of artificial agents 
(Williams and Beer, 2010; Boedecker et al., 2012; Walker et al., 2013; 
Biehl et al., 2016), neural and Boolean network models (Lizier et al., 
2009; Kim et al., 2015; Walker et al., 2016), and multi-robot systems 
(Sperati et al., 2008; Sperati et al., 2011). Computing information 
theoretic measures, however, is computationally demanding and 
requires efficient software methodologies.

A common approach is to develop software solutions to compute 
specific information-theoretic measures. For example, TRENTOOL 
(Lindner et al., 2011) and MuTE (Montalto et al., 2014) are Matlab 
toolkits to compute transfer entropy. MVGC (Barnett and Seth, 
2014) has been developed to compute Granger causality while 
ACSS (Gauvrit et al., 2016) and OACC (Soler-Toscano et al., 2014) 
to compute approximations to Kolmogorov complexity. However, 
while software options can always be developed to focus on 
particular techniques or methods, this approach is time-consuming 
for end-users. It can be tedious to explore and analyze the complex 
behavior of systems if every measure one chooses to use requires 
a separate library, not to mention the time spent in search of the 
functionality. What’s more, it is not always easy to find a library 
to suit one’s needs. One solution is to develop and make use of 
general-purpose software frameworks which can be applied across 
domains, and can provide researchers from different disciplines 
with a common software toolkit. At the risk of overselling our 
current endeavour, we can liken this approach to the development 
of solid, powerful linear algebra libraries such as BLAS (Lawson 
et al., 1979) and LAPACK (Anderson et al., 1999) which provide 
vast array of features and greatly simplify scientific computation. 
The most notable effort in this direction is the Java Information 
Dynamics Toolkit (JIDT) developed by (Lizier, 2014). JIDT is a 
Java library that provides access to classic information-theoretic 
measures (e.g., entropy and mutual information) as well as more 
recent measures of information dynamics (e.g., active information 
and transfer entropy) for both discrete and continuous data. JIDT 
is general-purpose and, thanks to the flexibility of the Java Virtual 
Machine, it can be called from several different high-level languages 
such as Matlab, Python or R.

In previous work (Moore et al., 2017), we introduced Inform: an 
open-source, general-purpose and cross-platform framework to 
perform information-theoretic analysis of collective of agents. Inform 
is a framework to analyze discretely-valued1 time series data and is built 
to achieve two grounding objectives: computational efficiency and user 
flexibility. The first of these objectives is achieved by the core component 
of Inform, a high efficiency C library that takes care of the computation 
of information measures. The second objective is achieved through the 
design of a simple API and the development of a suite of wrappers for 
common higher-level programming languages, e.g., Python, R, Julia, and 
the Wolfram Language. The use of C as the implementation language and 

1 While the current release of Inform only supports analysis of discrete time series, 
full support for continuous data is planned, see Section 6. 

Inform’s carefully designed API make wrapping the core functionality 
straightforward. Since Inform has no external dependencies, distributing 
packages is greatly simplified. This is an advantage over libraries 
implemented in languages such as Java or R which require a virtual 
machine or an interpreter. Inform provides easy access to functions 
for empirically estimating probability distributions and uses them to 
compute common information-theoretic measures while also exposing 
a flexible API that a user can leverage to implement their own specialized 
measures. Additionally, Inform provides a collection of utilities that can 
be combined with other components of the framework to yield a wider 
range of analyses than those explicitly implemented. Inform provides 
a wide range of standard information-theoretic measures defined over 
time series and empirical probability distributions, as well as all of the 
common information dynamics measures. In addition, Inform provides 
a suite of functions for computing less common information-theoretic 
measures such as partial information decomposition (Williams and 
Beer, 2010), effective information (Hoel et al., 2013) and information 
flow (Ay and Polani, 2008). Inform v1.0.0 is released under the MIT 
license and is publicly available on GitHub2.

In this work, we introduce two of Inform’s language wrappers: 
PyInform3 (Python) and rinform4 (R). While the Inform library is, 
at least by C standards, straightforward to use, it is rather low-level. 
The decision to use C puts some of the memory-management burden 
on the user, and leads to rather rudimentary error handling. It is for 
these reasons that we invest the time in developing and maintain 
usable wrappers in a variety of higher-level languages. Without this 
initiative, users would have to call the C functions directly, decreasing 
the researcher’s productivity and cluttering their code. This is not to 
mention the error-prone nature of interfacing languages. By targeting 
some of the more common languages used in the field, we aim to 
make the software and algorithms accessible to a wide user-base. The 
language wrappers are designed to provide users with an experience 
that is idiomatic to their chosen language under the assumption 
that users will be more productive in a language with which they 
are familiar. Inform’s language wrappers are developed using the 
wrapping languages’ native technology, e.g., object-orientation in 
Python. This allows users to work with a programming interface 
written in their chosen language without requiring knowledge of 
the core C library but still benefiting from its implementation of 
optimized algorithms.

We begin with a review of the design and implementation of 
the Inform framework in Section 2. In Section 2.1 we describe 
the architecture of Inform and its wrappers with a focus 
on each of the four major components of the framework—
distributions, information measures, time series measures and 
utilities. In Section 2.2 we discuss the validation process and 
stability of Inform, PyInform and rinform. In Section 3 we 
showcase the capabilities of the framework by analyzing three 
different collective systems: cellular-level biochemical processes 
in regenerating planaria (see Section 3.1), house-hunting 
behavior in Temnothorax ants (see Section 3.2), and consensus 
achievement in multi-agent simulations (see Section 3.3). Section 
4 is dedicated to the analysis of the computational performance 

2 https://github.com/elife-asu/inform
3 https://github.com/elife-asu/pyinform
4 https://github.com/elife-asu/rinform
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of Inform taking the JIDT library of (Lizier, 2014) as the reference 
framework and using active information and transfer entropy as 
benchmark metrics. Section 5 presents demonstrative examples 
of how to use PyInform and rinform with simple use cases for 
each of Inform v1.0.0’s major components. Finally, Section 6 
concludes this paper with a discussion of the advantages and the 
shortcomings of the Inform framework as well as a summary of 
future directions of development.

2. desIgn And ImplemenTATIon

Inform (MIT license)5 is a general-purpose library and 
framework for information-theoretic analysis of empirical 
time series data. Much of the design of Inform has focused 
on making the library (and its language wrappers) as intuitive 
and easy to use as possible, all the while attempting to provide 
powerful features that some other toolkits lack. Some of Inform’s 
features include:

•  Optimized implementations of many common information-
theoretic time series measures, including block entropy, mutual 
information, complete and apparent transfer entropy, active 
information storage and predictive information.

•  Optimized implementations of less common concepts such as 
effective information, information flow, evidence for integration 
and partial information decomposition.

•  All time series measures include local and average variants where 
applicable.

•  An empirical probability distribution structure over a discrete 
event space6 and a suite of basic information-theoretic functions 
built around it.

•  A collection of utility functions, such as black boxing and binning 
algorithms, which may be used in conjunction with time series 
measures to facilitate analysis of complex systems.

•  No external library dependencies.

The Inform library is implemented in cross-platform C, and 
can be built on any system with a C11-compliant7compiler. The 
choice of C was not a simple one. The decision came down to 
two factors:

1. Essentially all modern programming languages provide a C 
foreign-function interface.

2. Most of Inform’s functionality requires minimal memory 
management — typically only one allocation and deallocation per 
function.

3. C does not have exceptions. While useful in a given language, 
exceptions make interfacing languages more difficult.

4. C requires no external dependencies for distribution — as such, 
the wrapper libraries do not depend on an external virtual 
machine, interpreter or JIT compiler.

5 https://github.com/elife-asu/inform
6 Support for continuous event spaces is planned for v2.0.0, Section 6. 
7 ISO/IEC 9899:2011: https://www.iso.org/standard/57853.html

All subsequent references to Inform will refer to the entire 
framework including its wrappers; any reference to the C library 
will be disambiguated as such.

2.1. Architecture
Information theory largely focuses on quantifying information 
within probability distributions. To model this, Inform is designed 
around the concept of an empirical probability distribution. 
These distributions are used to define functions which compute 
information theoretic quantities. From these basic building blocks, 
we implemented an entire host of time series measures. Intuitively, 
the time series measures construct empirical distributions and 
call the appropriate information-theoretic functions. These three 
components—distributions, information measures and time 
series measures—form Inform’s core functionality. Additionally, 
Inform provides a suite of utilities that can be used to augment and 
extend it’s core features. We now detail how these components are 
implemented and interact with each other to provide a cohesive 
toolkit.

Inform’s empirical probability distributions are implemented 
by a distribution class, Dist. This class, which is a wrapper for 
the C structure inform_dist, stores the relative frequencies 
of observed events that can then be used to estimate each event’s 
probability. The framework provides a suite of functions built 
around Dist which makes it easy for users to create distributions, 
accumulate observations and output probability estimates. It is 
important to note that Inform’s empirical distributions are only 
defined for discrete events. Subsequent releases will natively 
support continuous data (see Section 6).

Inform uses the Dist class to provide well-defined 
implementations of many Shannon information measures. In 
Python, the canonical example of such a function is

pyinform.shannon.entropy(dist, b = 2) 

which computes the (Shannon) entropy of the distribution 
dist using a base-b logarithm . Equivalently, the R function to 
compute Shannon entropy is given by

shannon_entropy(dist, b = 2)

Each measure in the framework takes some number of 
distributions and the logarithmic base as arguments, ensures that 
they are all valid8 , and returns the desired quantity. Inform v1.0.0 
only provides information measures based on Shannon’s notion 
of entropy, but other types are planned for future releases (see 
Section 6).

Inform’s final core component is a suite of measures defined 
over time series. The version 1.0.0 release includes  15  time 
series measures with average and local (sometimes referred to 
as pointwise) variants provided where applicable. Each measure 
essentially performs some variation on the same basic procedure: 
first, accumulate observations from the time series into empirical 
distributions, and then, use them to compute some distribution-
based information measure. Table 1 provides a complete list of the 
time series measures provided in Inform v1.0.0.

8 An empirical distribution is considered invalid if it has no recorded events.
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The final component of Inform is the utility suite. One of the 
greatest challenges of building a general-purpose framework is 
ensuring that it can be applied to problems that are outside of 
the authors’ initial use cases. Inform attempts to do this by first 
exposing the basic components of the library, distributions and 
information measures, and then providing utility functions that 
can be used to augment the core functionality. One particular 
example of this is the black_box9 function which losslessly 
produces a single time series from a collection of time series (see 
Section 5.4 for a detailed description and an example of use of this 
particularly versatile function). The black_box function allows 
Inform to avoid implementing multivariate variants of time series 
measures while still making it straightforward for users to compute 
such quantities. Of course, there are a multitude of uses for such 
a function. Our aim is that the utility suite can extend Inform’s 
functionality well beyond what the authors had in mind when 
implementing the core library.

2.2. Validation
The Inform framework was developed using a test-driven approach: 
unit tests were written for each component before implementing the 
component itself. Consequently, all features in Inform have been 
thoroughly unit tested to ensure that they perform as expected. 
In fact, the bulk of the development effort went into testing, and 
test code accounts for roughly 60% of the entire C source code 
distribution.

9 The naming of this function is intended to bring to mind the process of “black 
boxing” nodes in a network. That is, this function models drawing an opaque box 
around a collection of nodes, treating them as one unit with no known internal 
structure.

To ensure cross-platform support, continuous integration 
services are employed to build and run all unit tests on multiple 
platforms. Travis CI10 builds currently ensure support for Linux 
with the gcc 4.6.3 and clang 3.4 compilers, and Mac OS X with 
AppleClang 7.3.0.7030031. AppVeyor11 builds ensure support for 
Windows with Microsoft Visual Studio 14 2015. Code coverage 
reports for PyInform and rinform are hosted by CodeCov12 and 
currently show a coverage of  97%  and  91% , respectively, while 
coverage for the C implementation is in the works for future 
releases.

3. AnAlysIs of collecTIVe BehAVIoRs

In this section, we illustrate the use of Inform by performing 
information-theoretic analyses of three collective behaviors: 
the dynamics membrane potentials and ion concentrations in 
regenerating planaria, nest-site selection by colonies of the ant 
Temnothorax rugatulus, and collective decision-making in a multi-
agent system. While the following results are interesting in their 
own right, and will likely be considered more deeply in subsequent 
work, our primary focus is on showcasing the utility and range of 
the Inform framework.

3.1. Biochemical collectivity in 
Regenerating planaria
In this first case study, we use partial information decomposition 
(Williams and Beer, 2010) to analyze how various ions contribute to 
the cell membrane potentials in a regenerating planarian. Planaria 
are an order of flatworms which have prodigious regenerative 
abilities (Sheĭman and Kreshchenko, 2015). When a planarian 
is cut in half, each piece will regenerate the missing tissue and 
develop into a fully functional individual. Recent work is stored 
in a complex biophysical circuit which is not hardwired by the 
genome (Oviedo et  al., 2010; Beane et  al., 2011; Emmons-Bell 
et al., 2015; Durant et al., 2017). Many pharmacological reagents 
that target the endogenous bioelectrical machinery (ion channels 
and electrical synapses known as gap junctions) can alter the 
behavior of this circuit and thus alter the large-scale bodyplan to 
which fragments regenerate. An example of this is ivermectin, a 
chloride channel opener, which results in the development of a 
two-headed phenotype upon regeneration (Beane et al., 2011). The 
resulting two-headed morphology is persistent under subsequent 
regeneration events outside of the presence of ivermectin. The 
hypothesis is that these gap-junction inhibitors disrupt proper 
bio-electric communication between cells and lead the organism 
to non-wildtype morphological attractors. As an initial step at 
understanding how the morphological information is stored and 
modified, we can look at how information about the bio-electric 

10 https://travis-ci.org/ELIFE-ASU/Inform, https://travis-ci.org/ELIFE-ASU/
PyInform , https://travis-ci.org/ELIFE-ASU/rinform 
11 https://ci.appveyor.com/project/dglmoore/inform-vx977 , https://ci.appveyor.
com/project/dglmoore/pyinform , https://ci.appveyor.com/project/gvalentini85/
rinform 
12 https://codecov.io/gh/ELIFE-ASU/PyInform , https://codecov.io/gh/ELIFE-
ASU/rinform 

TABle 1 |  The time series measures available in inform v1.0.0. 

Time series measure
local/pointwise 

Variant

Block Entropy (Shannon, 1948)  ✓ 
Cross Entropy (Cover and Thomas, 2005)  × *

(Multivariate) Mutual Information (Tononi et al., 1994; Cover and 
Thomas, 2005) 

 ✓ 

Conditional Entropy (Cover and Thomas, 2005)  ✓ 
Relative Entropy (Kullback and Leibler, 1951; Cover and 
Thomas, 2005) 

 ✓ 

Entropy Rate (Cover and Thomas, 2005)  ✓ 
Active Information (Lizier et al., 2012)  ✓ 
Transfer Entropy (Schreiber, 2000; Kaiser and Schreiber, 2002; 
Lizier et al., 2008) 

 ✓ 

Separable Information (Lizier et al., 2010)  ✓ 
Predictive Information (Bialek et al., 2001a; Bialek et al., 2001b)  ✓ 
Excess Information (Crutchfield and Feldman, 2003; Feldman 
and Crutchfield, 2003) 

 ✓ 

Effective Information (Hoel et al., 2013; Hoel, 2017)  × 
Information Flow (Ay and Polani, 2008)  × 
Partial Information Decomposition (Williams and Beer, 2010)  × 
Evidence of Integration (Biehl et al., 2016)  × 

Local/Pointwise variants are implemented for all measures that reasonably admit them, 
signified by a ✓ . A  ×  denotes measures for which a local variant is not implemented.
*( × ) Cross entropy’s local variant is equivalent to local block entropy, and is thus not 
implemented.
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patterning is stored in specific intracellular ion concentrations of 
 Na+ , K+ ,  Ca2+  and  Cl− .

We use the BioElectric Tissue Simulation Engine (BETSE) 
(Pietak and Levin, 2016) to simulate the planarian regeneration 
process under a simple two-cut intervention (Pietak and Levin, 
2017). For this demonstrative case study, we simulate the planarian 
for  1000  s after two surgical cuts are made, dividing the worm into 
three pieces Figure 1A-C. From the simulation we extract the time 
series, sampled at a frequency of  10Hz   ( 10, 000  time steps), of the 
average cell membrane potentials  Vmem  and the  Na+ , K+ ,  Ca2+  
and  Cl−  ion concentrations for each cell. We use a “threshold” 
binning to bin the average cell membrane potentials using a 
biologically realistic activation threshold of  −40mV  , the cell is 
considered depolarized (state 1 ) when  Vmem  is above  −40mV  , and 
hyperpolarized (state  0 ) otherwise. Each of the ion concentrations 
are separately binned into two uniform bins whose sizes depend 
on the range of the ion’s concentration.

From these binned data, we compute the partial information 
decomposition (PID) of the information about  Vmem  provided 
by the ion concentrations. From the 4  ion variables, Inform 
constructs the full  166 -node redundancy lattice; however, only  13  
of those nodes represent variable combinations that contribute 
unique information, in the sense of (Williams and Beer, 2010). 
We pruned all but those  13  variable combinations. The resulting 
sub-lattice is depicted in Figure 1D. Altogether, the intracellular 
ion concentrations yield approximately  0.425  bits of information 
about the average cell membrane potential – computed as the sum 
of the unique information provided by each node. This is less than 
the theoretical maximum of 1  bits, but that’s hardly surprising given 
that the cell membrane potential is determined by the difference 
between the intra- and extracellular ion concentrations. We also see 
that the only individual ion that provides any unique information 
about  Vmem  is  Na+  –  Na+  is the only ion that appears alone in 
Figure 1D. We know that both  Na+  and K+  play a crucial role 

fIguRe 1 |  The  Vmem  distribution over the body of a BETSE simulated planarian (Pietak and Levin, 2016) over the course of regeneration: (A) pre-surgery, (B)  0
 s post-surgery, (c)  1000 s post surgery. (d) The non-zero redundancy sub-lattice computed via partial information decomposition. Each node presents the 
redundant information provided by the given collection of random variables. Of the  166  nodes in the full redundancy lattice, these  13  are the only nodes which yield 
non-zero unique information. All other nodes were pruned, and the edges were constructed using the Williams-Beer dependency relations. Nodes are colored 
roughly by the order of magnitude of their unique information content.
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in determining  Vmem , so it is surprising to see that  Na+  is the 
dominate information provider. Subsequent work will delve deeper 
into the what this decomposition tells us about the biochemical 
mechanisms of regeneration.

As we conclude this example, it is worthwhile to acknowledge 
that Inform’s current implementation of PID is limited to Williams’s 
and Beer’s  Imin  measure of redundant information (Williams and 
Beer, 2010). A number of alternative measures of redundancy 
and uniqueness could be applied to the redundancy lattice, e.g. 
(Bertschinger et al., 2014), and there is continuing discussion as 
to which is the “correct” measure. A subsequent version of PID 
will allow the user to specify which measure they would prefer, 
and even allow them to implement their own.

3.2. nest-site selection by the Ant 
Temnothorax Rugatulus
In this case study, we use local active information to analyze 
collective decisions made by the ant Temnothorax rugatulus 
(Pratt et  al., 2002; Sasaki et  al., 2013). Specifically, we consider 
nest-site selection, a popular and well-studied collective behavior 
observed both in honeybee swarms and ant colonies (Franks 
et al., 2002). When Temnothorax ants need to choose a new nest, 
individuals in the colony explore the surrounding environment 
looking for possible candidate sites (e.g., a rock crevice). Upon the 
identification of a good candidate, an ant may perform a tandem 
run—a type of recruitment process whereby the ant returns to the 
old nest to lead another member of the colony in a tandem to the 
newly found site for a possible assessment. Tandem runs, together 
with independent discoveries of the same site, allow for a build 
up of a population of ants at that site which in turn triggers the 
achievement of a quorum, i.e., the identification by individual ants 
of the popularity of a candidate site. After quorum is reached, ants 
switch from performing tandem runs to performing transport—a 
type of recruitment process distinct from tandem runs whereby 
an ant returns to the old nest, loads another ant on her back and 
carries that ant to a site. The combination of parallel exploration, 
tandem runs, quorum sensing and transports allows Temnothorax 
ants to concurrently evaluate different candidate sites and converge 
on a collective decision for the best one.

For this study, we look at a live colony of 78 T. rugatulus ants 
repeatedly choosing between a good and a mediocre site in a 
laboratory environment for a total of 5 experiments. We consider 
ants to be in one of three state: uncommitted (state 0), committed 
to the good site (state 1) or committed to the mediocre site (state 
2). All ants in the colony are individually paint-marked using a 
four-color code which allows us to identify individual ants and 
track their commitment state. From video-recordings of the 
experiments, we extract the commitment state of each ant over 
time as follows: initially, all ants are considered uncommitted, and 
ants commit to a certain site after performing a tandem run or a 
transport towards that site or when they are transported to that 
site. We record the commitment state of each ant every second 
and obtain 78 time series for each of the 5 experiments which 
we use to compute the local active information (history length 
 k = 2 ). As different experiments differ in duration due to the 
stochasticity inherent to colony emigrations, time series extracted 

from different experiments also differ in length (but all 78 time 
series within the same experiment have the same length). In our 
analysis, we considered shortened time series of  3× 104  time 
steps (approximately the same duration of the fastest emigration 
experiment) following a procedure described below.

Figure 2 shows the results of our analysis of the local active 
information together with the change of commitment over time for 
the entire colony. Data are aggregated as follows: we first compute 
the mean local active information of individual ants in a colony 
emigration; then, we find the point in time where local active 
information peaks; finally, we center the local active information 
and the colony-level commitment state for each emigration around 
this point in time (i.e., time 0 in Figure 2) and compute mean, 
maximum and minimum values over experiments. The peak in 
the local active information is approximately in the middle of the 
decision-making process (i.e., when half of the colony is committed 
for the good site and half is still uncommitted). This maximum of 
the local active information, approximately 1 bit, identifies a critical 
point in the collective decision.

3.3. multi-Agent simulations
In this final case study, we use transfer entropy to analyze the flow 
of information in a multi-agent system developed to study the 
best-of- n  problem (Valentini et al., 2017). Specifically, we consider 
a system where a collective of agents needs to chose between two 
options:  0  or1 . The behavior of each agent is defined as a probabilistic 
finite-state machine with 2 states for each option: exploration and 
dissemination. In the exploration state, an agent explores the 
environment and evaluates the quality of its currently favored 
option. In the dissemination state, an agent promotes its opinion 
(i.e., broadcast its preference for a particular option to its neighbors) 
for a time proportional to the quality of its favored option. At the 

fIguRe 2 |  Distribution of local active information and colony-level 
commitment state for a live colony of 78 T. rugatulus ants computed over 5 
colony emigrations. Lines represent mean values of local active information 
(lAI), and proportions of ants in the colony that are uncommitted (u), 
committed to the good site (g) and committed to the mediocre site (m). 
Shaded areas correspond to minimum and maximum values of the same 
quantities.
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end of the dissemination state, soon before transitioning to the 
exploration state, the agent collects the preferences of its neighbors 
and applies a decision rule to reconsider its current preference. In 
this case study we consider two decision rules: the majority rule, 
whereby an agent adopts the option favored by the majority of its 
neighbors, and the voter model, whereby an agent adopts the option 
favored by a randomly chosen neighbor (Valentini et al., 2016).

We consider a collective of 100 agents tasked with a binary 
decision-making problem where the best option has quality  1.0  and 
the other option has quality  0.9 . All the agents in the collective apply 
the same decision rule (i.e., either the majority rule or the voter 
model) over a neighborhood represented by the agent’s 5 nearest-
neighbors. For each decision rule, we performed 1000 multi-agent 
simulations where the initial preferences of the agents are equally 
distributed among the two options. We let simulations run for a total 
duration each of  104  seconds. Our aim is to use transfer entropy to 
analyze the flow of information to an agent from its neighborhood 
as it applies its decision rule. We extract a binary-state series of 
preferences for each agent, where each element of the series is the 
agent’s preference immediately prior to apply it’s decision rule. 
We then construct a  6 -state series of neighborhood states, each 
element of which is the number of neighbors with a preference for 
the best option (i.e.,  {0, . . . , 5} ) at the time of the agent’s decision. 
As opposed to the previous case study, each simulation lasts for 
the same amount of time. However, the number of applications 
of a decision rule by an agent within the same simulation and 
across different simulations is stochastic. Consequently, time 
series derived from different agents differ in length (on average, 
 13.93± 3.27  for the majority rule and  13.82± 2.89  for the voter 
model). To mitigate the effect of short time series, we used time 
series from all agents within a simulation to compute the probability 
distributions required for transfer entropy (i.e., an average of  1393  
samples for the majority rule and  1382  for the voter model) and 
consider this quantity an average over all agents of the collective. 
In this system, agents are memoryless and parameters have been 
tuned to approximate a well-mixed interaction pattern. However, 
time correlation may still be present as a result of the interaction 
of agents with their neighborhood. For simplicity, we use a history 
length of  k = 1  and let the investigation of longer history lengths 
for future work.

Figure 3 shows the results of our analyses of the multi-agent 
simulations. Specifically, it depicts the probability density functions 
(PDF) of the average transfer entropy toward an agent applying a 
decision rule over 1000 simulations. To compute the average transfer 
entropy towards an agent, we estimate the required probability 
distributions from the time series of all agents in the collective and 
use these distributions to obtain one sample of transfer entropy 
for each simulation. The PDFs of transfer entropy obtained for the 
majority rule and for the voter model are remarkably different (two 
sample  t  -test,  p -value  < 2.2 · 10−16 ). On average, the majority rule 
has a higher value of transfer entropy ( 0.3106  bits) with respect 
to the voter model ( 0.2019  bits). However, it is also characterized 
by a larger spread with a SD of  0.1302  bits compared to that of 
the voter model,  0.0301  bits. Previous analysis of these decision 
mechanisms under similar conditions showed that the majority 
rule is much faster than the voter model and its consensus time 
has an higher variance as well (Valentini et al., 2016). These results 

are likely correlated and a deeper analysis of this case study is 
currently undergoing.

4. peRfoRmAnce AnAlysIs

In this section, we investigate the performance of PyInform 
by calculating two computationally demanding measures of 
information dynamics: active information (AI) and transfer entropy 
(TE). While we focus on PyInform here, rinform shows comparable 
performance characteristics. We compare the performance of 
PyInform with that of JIDT (Lizier, 2014) which we take as the 
gold-standard for the field. We chose AI and TE as they are the 
primary overlap in the functionality of PyInform and JIDT. The 
time series for the following tests were generated using the same 
multi-agent simulation described in Section 3.3. The state of each 
agent includes its opinion (i.e.,  0  or 1 ) and its control state (i.e., 
dissemination or exploration). As such, the time series for each 
agent is base-4  and runs for the entire duration of the simulation, 
not just the decision points as in Section 3.3. We considered four 
different data sets wherein we varied both the decision rule (i.e., 
majority rule or voter model) and the difficulty of the decision-
making problem (i.e.,  ρ0 = 1.0  and  ρ1 ∈ {0.5, 0.9} ). For each data 
set, we executed  1000  simulations with a duration of  1001  time steps 
using a collective of  50  agents initialized with an equal distribution 
of preferences for both options.

Using the four data sets described above, we computed the AI for 
each agent in the collective and the TE using PyInform and JIDT’s 
built-in time series-based functionality. We computed AI and TE 
for history lengths  1 ≤ k ≤ 11  or until computational resources 
were exhausted. For each data set and history length  k , we repeated 
5 times the calculations and timed the computational process. In 
computing the run times, we considered only the time necessary 
to loop over the agent combinations and to compute the relevant 
values while we disregarded the time spent reading data files and 
comparing results. All performance tests were single-threaded and 

fIguRe 3 |  Probability density functions of the average transfer entropy for 
agents in systems applying the majority rule (purple) and for agents in 
systems using the voter model (green).
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run with Amazon Web Services, using a  c4. large EC2 instance 
relying on a 2 vCPUs and 3.75 GB of RAM13

Figure 4 shows the results of the performance comparison as 
the ratio of execution times between JIDT and PyInform for active 
information (left panel) and transfer entropy (right panel). In 
both experiments, the PyInform package outperforms JIDT with 
a speedup ranging from a minimum of  1.2×  up to a maximum 
speedup of  7× . The computational gain of PyInform over JIDT 
is more pronounced when computing average measures with a 
history length  k > 8  both in the case of AI and in that of TE. It 
is obligatory to note that history lengths  k > 8  are rarely useful 
in practice as the amount of data necessary for the measures 
to show statistical significance grows exponentially in  k . We 
include the longer history lengths, simply to acknowledge that 
both frameworks experience exponential growths in runtime as 
 k  grows. As one would expect, the computational requirements 
of transfer entropy are greater than those of active information 
for both frameworks.

In addition to comparing the runtime performance, we also 
compared the absolute results of the calculations for all values 
of  k . The values computed with the PyInform package never 
differed from those of the JIDT library by more than  10−6 bits . 
PyInform is marginally more computationally efficient than JIDT 
while providing equally accurate calculations of information-
theoretic measures. However, it is important to remember that 
computational performance is not the only aspect that one 
should consider when choosing a software solution. Developer 
time is often more valuable than computation time. For example, 
JIDT offers many benefits over Inform including its support 
for continuously-valued data and a wider range of parameters 
(e.g., source embedding, embedding delays, source-target delay). 
Subsequent versions of Inform will reduce the discrepancy in 
features (see Section 6), and the library wrappers are designed 

13 See https://aws.amazon.com/ec2/instance-types/ for the specifications of the 
c4.large EC2 instance..

to increase programmer productivity. Whether or not speed is 
a deciding factor in a user’s decision to use Inform will depend 
on the requirements of the task at hand.

5. use cAse exAmples

In this section we provide a few examples of how to directly use 
the Python and R wrappers, respectively, PyInform and rinform. 
Live documentation of these wrappers can be found at https:// 
elife- asu. github. io/ PyInform and https:// elife- asu. github. io/ 
rinform.

5.1. empirical distributions
We start with a simple example of how to use the Dist class to 
estimate a probability distribution from a binary sequence of events 
(see Listing 1 for PyInform and Listing 2 for rinform). In Python, 
the from_data static method creates a distribution and records 
observations from an array of discrete events. The same objective 
can be achieved in R using the infer function. In this case, two 
observations are made of the event “ 0 ” and three of event “1 ”. 
The probability method can be used to query the estimated 
probability of a given event. Alternatively, the dump method can 
then be used to return an array of all estimated probabilities.

listing 1 |  estimate a probability distribution from a binary sequence of 
events. (python)

In [1]: from pyinform import Dist
In [2]: dist = Dist.from_data([0,1,1,0,1]) # observe 2 0’s and 3 1’s
In [3]: dist
Out[3]: Dist.from_hist([2, 3])
In [4]: dist.probability(0) # What is the probability of seeing a 0?
Out[4]: 0.4
In [5]: dist.probability(1) # What is the probability of seeing a 1?
Out[5]: 0.6
In [6]: dist.dump() # output the probabilities to an array Out[6]: array([0.4, 0.6])

fIguRe 4 |  Performance ratio versus history length for average and local active information (A) and average and local transfer entropy (B) The dashed lines mark 
a performance ratio of  1.0 . Memory constraints limited computation of transfer entropy with JIDT up to  k = 10 .
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This is only a sample of the functionality provided around 
the Dist class. Further examples can be found in the live 
documentation of PyInform14 and rinform 15

5.2. shannon Information measures
As described in Section 2.1, the Shannon information measures 
are defined around the Dist class. In this subsection, we give an 
example of how to compute the Shannon entropy of a distribution. 
In Listing 3, we demonstrate how to construct a Dist instance 
and compute its entropy using PyInform while Listing 4 shows 
the equivalent implementation using rinform. The resulting 
distribution can record observations of two events, “ 0 ” or “1
 ”. With the distribution in hand, the accumulate function 
accumulates the observations from an array. This is functionally 
equivalent to Dist.from_data which was used in Listing 1 
(Python) and infer which was used in Listing 2 (R). Once the 
distribution has been created, computing its entropy is as simple 
as performing a single function call to shannon.entropy (in 
Python) or shannon_entropy (in R).

A host of information measures are provided in the Inform 
framework. These can be found in the pyinform.shannon 
module16 for PyInform. While rinform is not organized into 
modules, the user has access to all the same information measures 
as described in the rinform’s documentation17

5.3. Time series measures
The time series measures are a primary focus for the Inform 
framework. Listing 5 (Python) and Listing 6 (R) provide a 

14 http://elife-asu.github.io/PyInform/dist.html
15 https://elife-asu.github.io/rinform/#2_empirical_distributions.
16 http://elife-asu.github.io/PyInform/shannon.html
17 https://elife-asu.github.io/rinform/#3_shannon_information_measures

complete example of how to estimate the average and local 
(pointwise) transfer entropy between two base-4  time series — this 
functionality was used in the performance analysis described in 
Section 4. To demonstrate this, we construct18 a source time series, 
src, and then shift and copy it to a target time series, target. 
The expected result is that the average transfer entropy from src 
to target will be near  2.0  bits. The transfer_entropy 
function is employed to compute this value. The examples go on 
to compute the local transfer entropy, which returns an array of 
local (pointwise) values.

Time series measures can fail for a variety of reasons ranging 
from invalid arguments to exhausted system memory. In these 
situations, an error is raised which describes the reason for the 

18 In Python, we use —numpy—, a package that provides a wealth of useful array-
based functionality: http://www.numpy.org/. 

listing 2 |  estimate a probability distribution from a binary sequence of 
events. (R)

In [1]: library(rinform)
In [2]: dist <- infer(c(0,1,1,0,1)) # observe 2 0’s and 3 1’s
In [3]: dist
Out[3]: $histogram: [1] 2 3
Out[3]: $size: [1] 2
Out[3]: $counts: [1] 5
Out[3]: attr(,”class”): [1] ”Dist”
In [4]: probability(dist, 1) # What is the probability of seeing a 0?
Out[4]: 0.4
In [5]: probability(dist, 2) # What is the probability of seeing a 1?
Out[5]: 0.6
In [6]: dump(dist) # output the probabilities to an array
Out[6]: [1] 0.4 0.6

listing 3 |  estimate the entropy of an empirical distribution of binary 
events. (python)

In [1]: from pyinform import shannon
In [2]: from pyinform import Dist
In [3]: dist = Dist(2) # create a Dist over two events
In [4]: dist.accumulate([0,1,1,0,1]) # accumulate some observations
Out[4]: 5 # 5 observations were made
In [5]: shannon.entropy(dist, b = 2) # compute the base-2 Shannon entropy
Out[5]: 0.9709505944546686

listing 4 |  estimate the entropy of an empirical distribution of binary 
events. (R)

In [1]: library(rinform)
In [2]: dist <- Dist(2) # create a Dist over two events
In [3]: dist <- accumulate(dist, c(0,1,1,0,1)) # accumulate some observations
In [4]: shannon_entropy(dist, b = 2) # compute the base-2 Shannon entropy
Out[5]: [1] 0.9709506

listing 5 |  estimate the average and local transfer entropy from discrete 
data. (python)

In [1]: import numpy as np
In [2]: from pyinform import transfer_entropy
In [3]: np.random.seed(2018)
In [4]: src = np.random.randint(0, 4, 100)
In [5]: target = np.zeros(len(source), dtype = int)
In [6]: target[1:] =src[:−1]
In [7]: transfer_entropy(src, target, k = 1) # TE with history length 1
Out[7]: 1.8705725949309469
In [8]: lte = transfer_entropy(src, target, k = 1, local = True) # Local TE
In [9]: lte.shape
Out[9]: (1, 99)
In [10]: np.mean(lte) # the mean local TE is approximately the
Out[10]: 1.870572594930947 # same as Out[7]
In [11]: lte = transfer_entropy(src, target, k = 0)
  … # stack trace removed for brevity
InformError: an inform error occurred - ”history length is zero”

listing 6 |  estimate the average and local transfer entropy from discrete 
data. (R)

In [1]: library(rinform)
In [2]: set.seed(2018)
In [3]: src <- sample(0:3, 100, TRUE)
In [4]: target <- c(src[100], src[1:99])
In [5]: transfer_entropy(src, target, k = 1) # TE with history length 1
Out[5]: [1] 1.912181
In [6]: lte <- transfer_entropy(src, target, k = 1, local = TRUE) # Local TE
In [7]: dim(lte)
Out[7]: (99, 1)
In [8]: mean(lte) # the mean local TE is approximately the
Out[8]: [1] 1.912181 # same as Out[5]
In [9]: lte <- transfer_entropy(src, target, k = 0)
Out[9]: Error: <k > is less then 1!
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function’s failure. At the end of both Listing 5 and Listing 6, we 
provide an example of an erroneous function invocation. Pyinform 
raises an InformError while rinform prints an error message.

All of the time series measures follow the same basic calling 
conventions as transfer_entropy. Further examples of the 
various time series measures can be found in the live documentation 
of PyInform19 and rinform 20

5.4. utility functions
Our next example, Listing 7 and Listing 8, demonstrates how to 
use Inform’s utility functions to estimate the multivariate active 
information of two continuous time series, node1 and node2. 
It begins by binning points in each time series into one of two 
bins,  x < 0.5  or  x ≥ 0.5 , using the bin_series function. Once 
binned, the series are black-boxed, that is, their states are aggregated 
together over a larger state-space, using the black_box function 
to produce a base-4  time series (i.e., the product of the bases of 
node1 and node2). Each time step of this black-boxed time 
series, series, represents the joint state of the two binned time 
series. From series, the multivariate active information with 
 k = 1  is estimated using the active_info function.

19 http://elife-asu.github.io/PyInform/timeseries.html
20 https://elife-asu.github.io/rinform/#4_time_series_measures.

The flexibility of the the black_box function makes it worthwhile 
to elaborate further on precisely what it does. In making concurrent 
observations of a collection of random variables, say  X1,X2, . . . , which 
may or may not be correlated with one another, we are in fact making 
observations of an underlying variable W   defined over a different 
state space Ω . These observed variables can be thought of as views, 
filters or projections of the the underlying system state drawn from 
 Ω . Many information analyses require the reconstruction of Ω  from 
the observations of  X1,X2, . . . . The black_box function covers this 
role in Inform. Given a number of time series, each representing the 
time series of a random variable, black_box losslessly encodes the 
joint state of those time series as a single value in the system’s joint 
state space Ω . As a concrete example, consider the following time 
series of concurrent observations of two random variables

 X : 0, 1, 1, 0, 1, 0, 0, 1,  
 Y : 1, 0, 0, 2, 1, 2, 1, 2.  

Here, X   is a binary variable while Y   is a trinary one. Together, 
observations of X   and Y   may be thought to represent observations 
of an underlying state variable  W = (X,Y) ∈ Ω 21: 

 W : (0, 1), (1, 0), (1, 0), (0, 2), (1, 1), (0, 2), (0, 1), (1, 2).  

As such, these observations can be encoded as a base- 6  time series 
which is precisely what black_box does, yielding

 W : 1, 3, 3, 2, 4, 2, 1, 5.  

The black_box function accepts a host of arguments which 
augment how it constructs the resulting time series, all of which are 
described and demonstrated in the documentation22.

Inform’s collection of utilities allows the user to easily construct 
new information-measures over time series data. Combining utility 
functions such as black_box with common time series measures 
such as mutual_info is a powerful way for the user to extend 
the functionality of the Inform framework to include measures of 
particular interest to their research.

We will now conclude this section with two demonstrative 
examples of how black_box can be combined with the time series 
functions block_entropy23 and mutual_info to implement 
conditional entropy and active information, respectively. First recall 
that the conditional entropy of a random variable X   conditioned on 
a random variable Y   is defined as

 
H(X |Y) = −

∑
x,y

p(x, y) log p(x | y) = H(X,Y)−H(Y).
  (1)

As such, one might compute the conditional entropy by first 
constructing the joint distribution  (X,Y)  (using black_box) and 

21 Note that if we had considered W′ = (Y,X) ′ Ω′ instead, the encoded time 
series would have been different , e.g., 2,1,1,4,3,4,2,5. However, the mutual 
information between them, I(W,W′), tends to the theoretical maximum H(W) 
as the number of observations increases; this indicates that (X,Y) and (Y,X) are 
informationally equivalent representations of the underlying space.
22 http://elife-asu.github.io/PyInform/utils.html , https://elife-asu.github.io/
rinform/#5_utilities.
23 The —block_entropy— function computes the Shannon block entropy of a time 
series. This reduces to the standard Shannon entropy when a block size of k = 1 is 
used, e.g., —block_entropy(series, k = 1)—. 

listing 7 |  estimate the average multivariate active information of two 
continuous time series. (python)

In [1]: from pyinform import active_info
In [2]: from pyinform.utils import bin_series, black_box
In [4]: threshold = 0.5
In [5]: node1, _, _ =bin_series([0.5, 0.2, 0.6, 0.8, 0.7], bounds = [threshold])
In [6]: node1
Out[6]: array([1, 0, 1, 1, 1], dtype = int32)
In [7]: node2, _, _ =bin_series([0.1, 0.9, 0.4, 0.7, 0.4], bounds = [threshold])
In [8]: node2
Out[8]: array([0, 1, 0, 1, 0], dtype = int32)
In [9]: series = black_box((node1, node2))
In [10]: series
Out[10]: array([2, 1, 2, 3, 2], dtype = int32)
In [11]: active_info(series, k = 1)
Out[11]: 1.

listing 8 |  estimate the average multivariate active information of two 
continuous time series. (R)

In [1]: library(rinform)
In [3]: threshold <- 0.5
In [5]: node1 <- bin_series(c(0.5, 0.2, 0.6, 0.8, 0.7), bounds = threshold)$binned
In [6]: node1
Out[6]: [1] 1 0 1 1 1
In [7]: node2 <- bin_series(c(0.1, 0.9, 0.4, 0.7, 0.4), bounds = threshold)$binned
In [8]: node2
Out[8]: [1] 0 1 0 1 0
In [9]: series <- black_box(matrix(c(node1, node2), ncol = 2), l = 2)
In [10]: series
Out[10]: [1] 2 1 2 3 2
In [11]: active_info(series, k = 1)
Out[11]: [1] 1
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then computing the difference of entropies as in Equation (1) (using 
block_entropy). This is demonstrated using PyInform in Listing 
9 and rinform in Listing 10.

Finally, we will perform a similar process to estimate the active 
information of random variable X   as defined by

 
Ak(X) =

∑
x+,x(k)

p(x+, x(k))log
p(x+, x(k)i )
p(x+)p(x(k))

= I(X+,X(k))
  

(2)

where X+  is the random variable representing the state of X   in 
the next time step and X(k)  is the present  k -history of X  . We can 
use black_box to construct the time series of  k -histories, and 
mutual_info to compute the mutual information between X+  
and X(k)  as in Equation (2). We demonstrate this using PyInform 
and rinform in Listing 11 and Listing 12, respectively.

6. conclusIon And dIscussIon

In this paper we introduced Inform v1.0.0, a flexible and 
computationally efficient framework to perform information-
theoretic analysis of collective behaviors. Inform is a general-
purpose, open-source, and cross-platform framework designed 
to be flexible and easy to use. It builds on a computationally 
efficient C library and an ecosystem of foreign language wrappers 
for Python, R, Julia, and the Wolfram Language. Inform gives the 
user access to a large set of functions to estimate information-
theoretic measures from empirical discretely-valued time series. 
These include classic information-theoretic measures such as 
Shannon’s entropy and mutual information, information dynamics 
measures such as active information storage and transfer entropy, 
and information-based concepts conceived to investigate the 
causal architecture of collective systems. Inform’s low-level API 

is organized around the concepts of probability distributions, 
information measures, time series measures and utilities and its 
flexibility allows users to construct new measures and algorithms 
of their own. We showcased the Inform framework by applying it 
to the study of three collective behaviors: cellular-level biochemical 
processes in regenerating planaria, colony emigration by the ant 
Temnothorax rugatulus, and collective decision-making in multi-
agent simulations. We investigated the performance of the Inform 
framework by comparing them with those of the JIDT library 
showing that Inform have similar or superior performance with 
respect to JIDT. In effect, Inform is a potentially invaluable tool 
for any researcher performing information analysis of collective 
behaviors and other complex systems.

The Inform framework is still a relatively young project 
compared to more mature projects such as JIDT. While it has 
many features that make it unique such as, its computational 
efficiency, the large set of information-theoretic methods, and 
the availability of foreign language wrappers, it does lack some 
important functionality. We are planning three subsequent releases 
to incrementally extend the Inform framework. In the version 1.1.0 
release, we will modify Inform’s interface to provide the user with 
access to the probability distributions used in the computation of 
information dynamics measures and their accumulation functions. 
In Python, for example, the extended API for computing the active 
information may take the following form:

class ActiveInfoAccumulator(Accumulator):
 def __init__(self):
  pass
 def accumulate(self, data):
  pass
 def evaluate(self, local = False):
  pass

The advantage of exposing probability distributions and their 
accumulation functions is that the user can modify the way 

listing 9 |  estimate conditional entropy between two time series using 
black_box and block_entropy. (python)

In [1]: from pyinform import block_entropy, conditional_entropy
In [2]: from pyinform.utils import black_box
In [3]: X = [0,1,2,2,2,2,0,1,0] # the target variable
In [4]: Y = [0,0,1,1,1,1,0,0,0] # the condition variable
In [5]: XY = black_box((X,Y)) # the joint variable (X,Y)
In [6]: conditional_entropy(X, Y) # H(X | Y) =H(X,Y) - H(Y)
Out[6]: 0.5394169969192604
In [7]: block_entropy(XY, k = 1) - block_entropy(Y, k = 1)
Out[7]: 0.5394169969192604

listing 10 |  estimate conditional entropy between two time series using 
black_box and block_entropy. (R)

In [1]: library(rinform)
In [2]: X <- c(0, 1, 2, 2, 2, 2, 0, 1, 0) # the target variable
In [3]: Y <- c(0, 0, 1, 1, 1, 1, 0, 0, 0) # the condition variable
In [4]: XY <- black_box(matrix(c(X, Y), ncol = 2), l = 2) # the joint variable (X,Y)
In [5]: conditional_entropy(Y, X) # H(X | Y) =H(X,Y) - H(Y)
Out[5]: 0.539417
In [6]: block_entropy(XY, k = 1) - block_entropy(Y, k = 1)
Out[6]: 0.539417

listing 11 |  estimate active information of a time series using black_
box and mutual_info. (python)

In [1]: from pyinform import active_info, mutual_info
In [2]: from pyinform.utils import black_box
In [3]: X = [0,0,1,1,1,1,0,0,0]
In [4]: X2 = black_box(X, k = 2) # the 2-histories of X
In [5]: active_info(X, k = 2)
Out[5]: 0.3059584928680418
In [6]: mutual_info(X[2:], X2[:−1]) # align indices of X and X2
Out[6]: 0.3059584928680421

listing 12 |  estimate active information of a time series using black_
box and mutual_info. (R)

In [1]: library(rinform)
In [3]: X <- c(0, 0, 1, 1, 1, 1, 0, 0, 0)
In [4]: X2 <- black_box(X, l = 1, r = 2) # the 2-histories of X
In [5]: active_info(X, k = 2)
Out[5]: 0.3059585
In [6]: mutual_info(matrix(c(X[3:9], X2[1:7]), ncol = 2))
Out[6]: 0.3059585
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The collective behavior of human crowds often exhibits surprisingly regular patterns of

movement. These patterns stem from social interactions between pedestrians such

as when individuals imitate others, follow their neighbors, avoid collisions with other

pedestrians, or push each other. While some of these patterns are beneficial and

promote efficient collective motion, others can seriously disrupt the flow, ultimately

leading to deadly crowd disasters. Understanding the dynamics of crowd movements

can help urban planners manage crowd safety in dense urban areas and develop an

understanding of dynamic social systems. However, the study of crowd behavior has

been hindered by technical and methodological challenges. Laboratory experiments

involving large crowds can be difficult to organize, and quantitative field data collected

from surveillance cameras are difficult to evaluate. Nevertheless, crowd research has

undergone important developments in the past few years that have led to numerous

research opportunities. For example, the development of crowd monitoring based on the

virtual signals emitted by pedestrians’ smartphones has changed the way researchers

collect and analyze live field data. In addition, the use of virtual reality, and multi-user

platforms in particular, have paved the way for new types of experiments. In this review,

we describe these methodological developments in detail and discuss how these novel

technologies can be used to deepen our understanding of crowd behavior.

Keywords: pedestrians, collective movement, complex systems, social interactions, tracking, virtual environment

INTRODUCTION

Understanding crowd movementsis key to the management of dense pedestrian flows in urban
areas. Research on crowd dynamics can inform urban planners and help authorities design efficient
public places in order to avoid congestions and enhance traffic efficiency (Cassol et al., 2017;
Haworth et al., 2017). In addition, crowd research can save lives in extreme situations (Helbing
et al., 2014). Recent studies have shown that the frequency and severity of deadly crowd accidents
have increased over the past decades (Helbing et al., 2007, 2014; Helbing and Mukerji, 2012). In
September 2015, one of the most dramatic crowd stampedes occurred in Mecca during which
thousands of pilgrims were crushed to death in a dense crowd (Khan and Noji, 2016). This tragedy
is one example of a series of accidents that have occurred in the past decade, costing many lives and
undermining trust in public institutions. In the present article, we will describe new technologies
that can potentially transform the way crowd researchers address these fundamental issues.
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How the System Works
Pedestrian crowds belong to a large family of self-organized social
systems (Helbing et al., 2005; Moussaïd et al., 2009), including
animal swarms (Camazine, 2003) and human activities such as
judgment formation and consumer behaviors (Castellano et al.,
2009; Moussaïd et al., 2015). In such systems, the collective
dynamics of the group is driven by behavioral propagation
processes that are induced by interactions between individuals
(Moussaïd et al., 2017). Indeed, pedestrian behaviors tend to
spread from person to person, resulting in large-scale snowball
effects. For example, when pedestrians slow down or stop in the
middle of a dense crowd, they force followers to also slow down
or stop in order to avoid a collision. This can trigger a chain
reaction as others adapt their movement and/or speed. Behaviors
as diverse as choosing an exit door, avoiding others on a particular
side, pushing, or escaping from danger are subject to behavioral
propagation. This propagation process eventually gives rise to
collective patterns, such as lane formation, the emergence of trail
networks, and biases in exit choice (Helbing et al., 2005). For
example, crowd turbulence is a deadly collective phenomenon
that has been recently identified from video surveillance analyses
and systematically associated with crowd accidents (Helbing
et al., 2007). This pattern is characterized by the occurrence
of waves of pushing that propagate from person to person
through the crowd. At very high densities, body contacts between
neighboring individuals support the spread of pushing forces.
These pushing waves set up, merge, and amplify when a certain
density threshold is achieved. As a result, people can be trampled
by others or crushed against walls. Thus, a large-scale global
pattern (e.g., crowd turbulence) can emerge from a simple
propagative individual behaviors (e.g., pushing behaviors).

The link between global patterns and the individual
behaviors that cause them is often difficult to establish. A
crowd is more than a collection of many isolated individuals.
Studying individual behaviors in isolation is not sufficient
for understanding collective dynamics, and macroscopic
descriptions of these patterns are not informative regarding the
mechanisms underlying their emergence. Instead, one needs to
focus on the causal mechanisms underlying these two levels of
observation (i.e., individual and collective behaviors).

How to Study the Crowd
In order to study crowd behavior, researchers use a combination
of computer simulations, field observations, and laboratory
experiments. Computer simulations explore the conditions
in which collective behaviors can emerge by simulating the
movements and interactions of many individuals. The outcomes
of simulations are determined by behavioral models that
describe how individuals respond to their physical and social
environments. Existing microscopic pedestrian models include
behavioral elements such as how individuals walk to their
destinations, how they avoid obstacles, and how they adapt to
the presence of other individuals. A large variety of models
have been developed in the past. These models include physics-
based models (Helbing and Molnár, 1995), biomechanically-
based approaches (Singh et al., 2011b), vision-based models
(Ondrej et al., 2010; Moussaïd et al., 2011; Dutra et al., 2017),

velocity-based approaches (Guy et al., 2009; van den Berg et al.,
2011), and hybrid approaches (Singh et al., 2011a). In addition,
macroscopic models aim at describing crowd movement by
means of locally averaged quantities, such as the velocity, density,
or flow of individuals. This type of model is often inspired by
Henderson’s original specification with respect to fluid dynamics
(Henderson, 1974). The state-of-the-art for crowd modeling
techniques has been reviewed in several articles (e.g., Bellomo
and Dogbe, 2011; Schadschneider et al., 2011; Degond et al.,
2013) and is beyond the scope of this article. A key challenge
is to capture the essence of real human crowd behavior while
generalizing to future scenarios (e.g., a change in environmental
conditions or stress induction in a crowd).

Another methodological approach consists of collecting real-
world data directly in the field (e.g., Gallup et al., 2012;
Alnabulsi and Drury, 2014). These empirical observations
can be used to build data-driven computational models of
human crowds (Qiao et al., 2017). Researchers typically set
up video recording installations directed at crowded urban
environments or use existing recordings from video surveillance
platforms. The recorded walking behaviors of pedestrians can
then be quantified by reconstructing the positions of individuals
from the video images. The advantages of studying real-world
phenomena are often undermined by difficulties with the
accuracy of these reconstructions, particularly for dense crowds.
This quantification step is usually undertaken by means of
computer vision software (e.g., Pérez-Escudero et al., 2014) but
often requires the tedious efforts of research assistants.

The third approach to studying crowd behavior is to conduct
controlled laboratory experiments. In a typical experiment,
researchers will invite a group of participants to the laboratory
and provide them with specific walking instructions. In the past
two decades, a large number of experiments have involved up to
hundreds of participants simultaneously, covering a wide range
of scenarios. These experiments investigated the study of crowd
evacuations, density effects, patterns characterizing uni- and bi-
directional flows of people, and large-scale evacuations from
public buildings (Hoogendoorn and Daamen, 2005; Jelić et al.,
2012; Moussaïd et al., 2012; Burghardt et al., 2013;Wagoum et al.,
2017). The popularity of crowd experiments can be explained by
the potential to vary experimental factors in a controlled manner,
coupled with the ease of tracking participants positions with
dedicated tracking devices.

New Perspectives
New technologies such as virtual sensing and multi-user virtual
reality platforms can complement the opportunities afforded by
field observations and laboratory experiments. Virtual sensing
consists of estimating crowd movements by tracking the Wi-
Fi and Bluetooth signals emitted by pedestrians’ smartphones.
Whereas, the idea of estimating a quantity by means of a proxy
measure is typically found in other domains (e.g., computer
science, chemistry, or transportation science; Liu et al., 2009),
this methodology also constitutes a promising line of research
for crowd monitoring. In addition, the emergence of multi-user
virtual reality platforms can be used to study the movement
behavior of crowds instead of individual participants. Controlled
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crowd experiments have recently been conducted in virtual
environments, extending the limits of possible experimental
designs (Thrash et al., 2015; Moussaïd et al., 2016).

We describe how the emergence of virtual sensing and virtual
reality can boost crowd research, their potential applications,
and corresponding challenges. In the following section, we
present previous crowd monitoring techniques and the potential
of smartphone-based signals. This section is followed by a
discussion of virtual reality from single-user experiments to
recent development in multi-user virtual environments. The
article concludes with a discussion that highlights the future
promises of these techniques for field observations and controlled
experiments.

CROWD MONITORING IN THE FIELD

Crowd monitoring involves collecting quantitative information
about an existing crowd located in an area of interest,
such as crowded streets, music festivals, or train stations.
Unlike laboratory experiments and computer simulations, crowd
monitoring provides data on real-world behaviors with high
external validity. The obtained data may include (i) macroscopic
features of the crowd (e.g., density, flow, movement patterns)
and/or (ii) microscopic information regarding the pedestrians
(e.g., their positions in space, walking trajectories, walking
speeds). However, accurate monitoring can be challenging in
practice. Crowd monitoring often requires tedious manual
corrections and tailored adjustments to specific external factors
(e.g., calibrating video analyses techniques to ambient light
conditions). There are at least two categories of technical options
for monitoring crowds (i.e., conventional methods and virtual
sensing).

Conventional Methods
Conventional methods of crowd monitoring include manual
crowd counting and computer vision. An early procedure for
manual crowd counting was introduced by Herbert Jacobs in
1967—a journalism lecturer at the University of California
at Berkeley (Jacobs, 1967). During the Berkeley riots against
the Vietnam war, Jacobs observed a crowd from his office
window and devised what is known as the “Jacobs method” for
estimating its size. The Jacobs method involves estimating the
number of people within a square of a stone pavement grid
and counting how many of these squares were occupied. Crowd
density can then be estimated by calculating the number of
people per square meter. This method is still frequently used
to estimate crowd density based on video surveillance footage
(Raybould et al., 2000). To date, the Jacobs method also remains
a simple procedure for extracting the ground truth values used
as benchmarks in the validation of more sophisticated methods.
Other manual counting approaches include counting people with
digital clickers at entrance or exit gates (Bauer et al., 2009, 2011).

Given recent advancements in technology, computer vision
techniques have become increasingly popular. This technique
consists of extracting relevant crowd information based on the
automated analyses of videos. These videos are often sourced
from surveillance cameras or aerial images. There are two distinct

approaches to computer vision, including the direct approach
of detecting people’s bodies (Rittscher et al., 2005) or faces (Lin
et al., 2001) and the indirect approach of inferring the presence
of people using image transformation procedures. For example,
researchers have used indirect methods by counting foreground
pixels after subtracting the background image (Davies et al., 1995;
Ma et al., 2004). Other researchers have employed texture features
analysis (Marana et al., 2005), histograms of edge orientations
(Dalal and Triggs, 2005), and moving corner points to estimate
the number of moving people (Albiol et al., 2009). Crowd flow
may also be estimated using the frame difference algorithm
(Liang et al., 2014) or the optical flow approach (Andrade et al.,
2006).

In the recent years, computer vision techniques have been
reshaped by the rise of deep learning (Ouyang and Wang, 2013).
Convolutional neural networks can be trained on large hand-
annotated crowd datasets (e.g., ImageNet, WWW crowd dataset)
to associate image features with higher-level information about
the crowd. These methods can produce microscopic quantities,
such as the position, number, and trajectories of the pedestrians
(Ouyang and Wang, 2012, 2013; Sermanet et al., 2013), or
macroscopic information, such as density maps (Sindagi and
Patel, 2017), the spatial distribution of the crowd (Kang and
Wang, 2014), and contextual information regarding what kind
of crowd is present, where the scene occurs, and reasons for the
gathering (Shao et al., 2015, 2017). Because deep learning can
handle common problems that hinder the efficiency of traditional
approaches (e.g., changing camera perspective, body occlusions,
and lighting conditions), accuracy levels are typically higher than
what can be achieved by conventional methods (Tian et al., 2015).

Despite the fast development of deep learning and the
attention it has received in the domain of computer science, this
method has not yet widely reached the community of crowd
researchers. This is probably related to its lower accessibility for
non-experts and the technical complexity of its implementation.
To date, traditional crowd monitoring methods remain relatively
popular, but the promises of deep learning foreshadow an
important development in the near future.

Virtual Sensing
Whereas, conventional methods aim to visually detect the
presence of people (with the human eye or the computer eye),
virtual sensing consists of detecting traces of people and inferring
their numbers, density, andmovements. Manymethods of crowd
sensing rely on emerging technologies that enable the detection
of physical and virtual traces left by pedestrians. These methods
include carbon dioxide sensors (Ang et al., 2016), audio sensors
(Kannan et al., 2012), floor pressure sensors (Mori et al., 2004),
seismic sensors (Damarla et al., 2016), motion sensors (Coşkun
et al., 2015), and radar sensors (Choi et al., 2016).

In our highly connected world, people do not only leave
physical traces in their environment but also emit a variety
of virtual traces (e.g., the radio-frequency signals produced by
smartphones or other electronic equipments). The increased
reliance on smartphones and other connected devices has
motivated researchers to extract the crowd information provided
by these mobile devices (Eagle et al., 2009; Ding et al.,
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2015). Numerous applications have been developed that employ
smartphones as sensors for the recognition of activities such as
mobility, health information, and social interactions (see survey
in Khan et al., 2013). In the specific case of crowd sensing,
collecting location data from smartphones can be achieved by
accessing a device’s GPS or Wi-Fi positioning information (with
positional accuracies of∼5 and 20m, respectively; Azizyan et al.,
2009; Van Diggelen, 2009).

However, collecting position information is not trivial. For
privacy reasons, the positioning information of any randomly
selected pedestrian is typically not publicly available. Some
researchers have circumvented this challenge by setting up a
voluntary participatory system. Here, volunteers can register to
participate in the study and install an experimental application
on their smartphone. The application continuously records
the user’s spatial position and sends it to a central server.
Recent studies have shown that many individuals are willing
to install such an application and share this type of data as
long as the scientific use of this data is communicated in
a transparent manner and when the participants can receive
valuable information in return (Wirz et al., 2012). For example,
participants recruited at a music festival may be able to
use the application to access an interactive program guide,
a map of the neighboring points of interest, background
information regarding ongoing concerts, and other social
features. Furthermore, the application can be used to send
personalized location-dependent information to the users. For
example, the police can inform attendees located in a particular
area about how to behave in case of an emergency. One challenge
of this sensing method is that the researcher cannot expect to
receive position information from all individuals in the area
of interest. Because only a fraction of people will be using
the application, researchers must extrapolate the positions and
movements of the entire crowd from those of the collected
sample.

This method has been previously employed during the 2011
Lord Mayor Show in London (Wirz et al., 2013) and the 2013
Züri Fäscht in Zürich (Blanke et al., 2014). During the Lord
Mayor Show, 828 users downloaded the application (out of nearly
half a million visitors) and ∼4 millions GPS positions were
collected at a sampling rate of 1Hz. This method was validated
by comparing the GPS position data to a ground truth sample
resulting from the semi-automatic monitoring of surveillance
camera recordings. This study demonstrated that the application
users were distributed across the festival area similarly to the rest
of the crowd. Indeed, there was a positive correlation between
the density of application users and the actual crowd density
(Figure 1A). As an illustrative result, Figure 1B shows a map of
the crowd density in the festival area.

For the 2013 Züri Fäscht—a 3-day event comprising
concerts and shows—the scaling was considerably increased.
Out of 2 million total visitors, 28,000 users downloaded the
application, resulting in ∼25 million location updates. The
higher participation rate of this second deployment resulted from
an important marketing effort in promoting and distributing
the application. Several functionalities were added, including a
“friend finder” that allowed users to locate their friends in the

event they became lost in the crowd. The gamification of this
application (with a “trophy collector” function) also possibly
contributed to the higher download rate. Finally, a link to the
user’s Facebook profile favored the viral propagation of the
application on social networks.

Overall, this application allowed for the collection of detailed
data regarding the crowd at a scale and with an accuracy that was
rarely achieved in the past.

Despite the advantages of virtual sensing with active
participants, this method relies on an intensive marketing effort.
Alternatively, researchers may track pedestrians passively using
the Bluetooth and Wi-Fi signals emitted by their mobile devices.
Indeed, Bluetooth and Wi-Fi signals can be detected using
dedicated scanners (Musa and Eriksson, 2012; Barbera et al.,
2013). When applied to crowd observation, stationary scanners
positioned in the area of interest can allow the detection of virtual
traces left by pedestrians and thus the estimation of their number
and displacement (Fukuzaki et al., 2014; Schauer et al., 2014).
Hence, pedestrians do not need to actively cooperate with the
researchers by downloading an application on their phones.

However, the deployment of the scanners can be challenging.
One important issue with Wi-Fi is the interruption of the signal
propagation path caused by solid obstacles located between the
source and the scanners. In addition, human bodies can also
produce a shield effect that causes fluctuations in the signal. One
solution is to mount them above the crowd, thus enabling a free
line of sight toward the devices. While this solution is easily
applicable in indoor environments, it is more challenging when
tracking people in open spaces, such as commercial walkways or
music festivals.

Virtual sensing with passive participants has been successfully
deployed several times in the past (e.g., in shopping malls, car
exhibitions, and airports, see Fukuzaki et al., 2014; Schauer
et al., 2014). For example, Weppner et al. (2016) used a setup
consisting of 31 scanners (covering a total area of ∼6,000 m2)
during the IAA car exhibition in Frankfurt. Data was collected
for 13 business days, producing nearly 90 million data points
from a total of over 300,000 unique mobile devices. A video-
based manual counting procedure was also employed in order to
validate the virtual sensing data. The scanners were mounted on
the ceiling with an average distance of 14m between them and an
average scanning zone of 180 m2 for each of them.

Whenever, pedestrians walked through the detection area, the
Bluetooth and Wi-Fi signals emitted by their mobile devices
were detected by the scanners and sent to a central database
server. Every incoming signal was associated to an RSSI value
(i.e., the Received Signal Strength Indication). This information
can be combined with the coordinates of the scanners to estimate
the location of the pedestrian during a post-processing phase.
Multiple scanners can detect the presence of a unique mobile
device at a given moment of time. The simplest localization
method is to assign the spatial coordinates of the scanner
that has recorded the highest RSSI (i.e., the strongest signal)
to the pedestrian. A more sophisticated method is based on
an RSSI-weighted average of the scanners locations. In a
preliminary accuracy evaluation phase, the positioning error
was estimated to a maximum of 10m for 90% of the devices.
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FIGURE 1 | Virtual sensing of recruited participants (A) Correlation between the application user density and the actual crowd density (B) Map indicating the

estimated crowd density during the 2011 Lord Mayor Show in London (from Wirz et al., 2013).

FIGURE 2 | Virtual sensing of passive participants. This map shows the

estimated crowd density during the Frankfurt car exhibition (from Weppner

et al., 2016).

Figure 2 shows the estimation of local densities in subregions
delimited by the boundaries of a Voronoi cell surrounding each
scanner.

Calibration was necessary to convert the estimated density
of people into the actual density because not all visitors were
carrying a detectable device and the signal was not always
detected. Toward this end, ground truth manual measurements
were compared to the measures provided by the sensors.
Weppner et al. (2016) calculated that the measures provided
by the sensors have to be multiplied by an average of 1.5
in order to match the ground truth values. In practice, the
value of the multiplier might vary depending on social and

environmental conditions and would need to be calibrated by
means of preliminary evaluation data.

VIRTUAL REALITY IN THE LABORATORY

Virtual reality (VR) is a technology that involves presenting
a person with a responsive artificial environment. Participants
in VR studies are typically able to look around, move in, and
interact with the virtual environment. As such, VR constitutes
an interesting opportunity to study pedestrians’ behaviors such
as locomotion (i.e., bodily movement through the immediate
environment) and wayfinding (i.e., spatial decision-making in a
large-scale environment; Montello, 2005).

Techniques and Single-User Experiments
In VR, the interaction between a navigator and the environment
is mediated by a display (e.g., projection screen, head-mounted
display), and a control interface (e.g., a joystick, a mouse, and
keyboard, head movement sensors). Large projection screens
and desktop displays often provide a more natural field of view
but do not always allow users to rotate their bodies 360◦ in
order to experience the virtual environment (but see Höllerer
et al., 2007). In contrast, head-mounted displays (HMDs) are
relatively mobile and restrict visual access to the external
world (e.g., Oculus Rift, https://www.oculus.com/; HTC Vive,
https://www.vive.com/us/) (see e.g., Chance et al., 1998; Waller
et al., 2004; Foo et al., 2005; Kinateder and Warren, 2016).
One consequence of using VR displays is that distances are
systematically underestimated to a greater extent than distances
estimated in the real world (Knapp, 2003). However, training
in VR that involves explicit visual feedback can reduce these
biases (Richardson and Waller, 2005). Similarly, spatial updating
has been found to be less precise in VR without physical turns
(Klatzky et al., 1998), but biases in turn perception per se can be
reduced with explicit visual feedback (Bakker et al., 2001).
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The control interface translates the movements of users into
visual feedback on the display. Two important aspects of control
interfaces are the position of the body (Taube et al., 2013) and the
possible ways in which specific actions (e.g., pushing a joystick
forward) are connected with specific types of feedback (e.g.,
the expansion of optic flow). During locomotion in VR, the
user’s body can be sitting (e.g., Richardson et al., 1999), lying
(as in neuroscientific research; Taube et al., 2013), or standing
(e.g., Nescher et al., 2014). While sitting or lying (or standing
in place), the user does not receive proprioceptive (i.e., body-
based) feedback. In addition, lying causes a conflict in perspective
between facing upwards in the real environment (e.g., the fMRI
scanner) and facing forward in the virtual environment (Taube
et al., 2013). Comparisons of control interfaces are often case-
specific. For example, Thrash et al. (2015) found that users’
performance on navigation-related tasks was more efficient
and less error prone with a mouse-and-keyboard setup than a
handheld joystick. However, less attention has been allocated to
theoretical explanations for why users tend to perform better
with some interfaces than others. While mouse-and-keyboard
setups are often more familiar than joysticks, the extent to which
one interface is more “intuitive” than the other is unknown
(Lapointe et al., 2011). This challenge may be addressed in
the future by studies that focus on the impact of training
on interface use or on how to allow for realistic walking in
VR.

For realistic walking, some researchers have employed
omnidirectional treadmills (as a hardware solution; e.g., Souman
et al., 2010) and redirected walking algorithms (as a software
solution; e.g., Razzaque et al., 2001). Redirected walking steers
users toward particular targets by expanding and compressing
rotations and translations and allows for locomotion through
environments that are larger than the external infrastructure.
Even when VR participants walk with an HMD (without
these visual distortions), the HMD necessarily translates head
movements into visual feedback and thus constitutes a control
interface.

Advancements in control interface technology will be critical
for studies of locomotion but may be less critical for studying
certain aspects of wayfinding. Indeed, during wayfinding, the
decisions executed by the navigator typically depend less on
physical collisions or maneuverability than incomplete mental
representations and salient environmental cues.

Wayfinding behavior can be classified as either path
integration or landmark-based (Taube et al., 2013). During
path integration, observers rely on idiothetic cues in order to
maintain their orientations and positions during movement
through a large-scale environment (Gallistel, 1990). Landmark-
based navigation relies primarily on allothetic cues (e.g., visible
objects along a route; Presson and Montello, 1988) and is
associated with scene processing (Epstein and Vass, 2014) and
survey representation (Kitchin and Blades, 2002). Indeed, this
type of wayfinding has been successfully studied using a variety
of VR systems, including projection screens in fMRI scanners
(Epstein et al., 2017), desktop displays with simple controls
(Waller and Lippa, 2007), and HMDs with naturalistic walking
(Hodgson et al., 2011).

Virtual reality has allowed real humans to interact with
their digital counterparts (i.e., avatars) in an effort to study
more detailed local interactions under controlled experimental
conditions. For example, Olivier and colleagues have used VR
in order to study how people avoid collisions with groups
(Bruneau et al., 2015), the impact of social roles on collision-
avoidance strategies (Olivier et al., 2013), as well as human-
robot interactions (Vassallo et al., 2017). Similarly, Warren
and colleagues have focused on human locomotion and spatial
navigation using VR (Bonneaud et al., 2012). These studies have
allowed researchers to test theories of perceptual-motor control
and develop a formal model of pedestrian behavior (Warren and
Fajen, 2004; Bonneaud and Warren, 2012). This model has been
expanded to include perception (Bruggeman et al., 2007; Warren
and Fajen, 2008) and behaviors such as target interception (Fajen
and Warren, 2007) and collision avoidance with both static and
moving objects (Fink et al., 2007).

Immersive Multi-User Experiments
One drawback of single-user experiments is the lack of
interactions between participants. The collective dynamics of
a crowd cannot be explained by the accumulation of many
isolated individuals. Rather, collective behaviors stem from social
interactions between pedestrians. Observing the interactions of a
single participant with simulated agents constitutes an interesting
step toward studying crowd dynamics in VR (Drury et al., 2009).
Nevertheless, insight into collective behavior remains elusive
because the dynamics of the group are largely determined by the
behavior of the virtual agents implemented by the experimenter.

This challenge has been recently addressed with the
development of multi-user virtual environments (Normoyle
et al., 2012; Bode and Codling, 2013; Bode et al., 2014; Carlson
et al., 2014; Moussaïd et al., 2016; Boos et al., 2017). These
multi-user environments enable the observation of a crowd
of participants moving and interacting in a shared virtual
environment simultaneously. In a typical multi-user experiment,
every participant controls an avatar in the virtual environment
from a first-person perspective. The avatars can view and interact
with each other in real time (e.g., avoiding, following, or
colliding) and thus mimic some aspects of social interactions
among real pedestrians. In the following series of experiments,
Moussaïd et al. (2016) explored the potential of multi-user
VR using desktop displays with a mouse-and-keyboard control
interface (Thrash et al., 2015).

Validation
Given the novelty of multi-user VR experiments, initial research
has focused on validating simple crowd behaviors observed in
virtual worlds. Here, we describe two studies that have compared
avoidance maneuvers and simple evacuation situations against
real-world data.

Side Preference

Avoidance maneuvers between pedestrians are characterized by
a well-known social bias called the side preference (Helbing,
1992). In most Western countries, people preferentially evade
each other on the right-hand side. This bias is a social attribute
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FIGURE 3 | The side preference. (A) Illustration of the real-life experiment in which pairs of participants were instructed to avoid each other in a narrow corridor

(Moussaïd et al., 2009). (B) Replication of the side preference experiment in the multi-user virtual environment. (C) The layout and the dimensions of the corridor are

identical between the two experiments. (D) In both experiments, participants exhibited a marked preference for avoidance on the right-hand side (81% in the real-life,

95% in the virtual environment), demonstrating that people rely on the same social norms in real and virtual settings.

that does not occur during the avoidance of a static obstacle
(Moussaïd et al., 2009). In a multi-user VR experiment, 95% of
the participants exhibited the side preference, compared to 81%
in an identical real-world study (Moussaïd et al., 2009, 2016;
Figure 3). This suggest that participants in VR can consider other
avatars as “real” people and expect them to follow similar social
norms.

Simple Evacuation

The second validation experiment focused on evacuation
dynamics. Previous research has demonstrated that the outflow
during an evacuation of a group of people increased linearly with
the width of the room doorway (Kretz et al., 2006; Liddle et al.,
2009; Seyfried et al., 2009; Daamen and Hoogendoorn, 2010).

One of these evacuation experiments has been replicated in
desktop VR (Moussaïd et al., 2016). A total of 36 participants
were immersed simultaneously in a large virtual room and
instructed to evacuate through a doorway of varying width
(Kretz et al., 2006). Consistent with real-world findings, the
outflow of pedestrians increased linearly with the bottleneck
width (Figure 4). However, compared to a larger body of
real-world datasets, the outflow of participants was smaller in
the virtual environment. This difference can be attributed to
micro-navigation factors such as differences in walking speed,
acceleration, and/or shoulder movements.

Emergency Evacuations
Multi-user virtual environments also offer the advantage of
enabling the investigation of difficult (if not impossible)
scenarios. For example, the collective behavior that occurs during
emergency situations (e.g., evacuating a burning building) can

be challenging to study in the real world because of ethical and
safety reasons (Schadschneider et al., 2011). Recently, emergency
evacuations were investigated in virtual settings. Large groups
of participants were instructed to evacuate a virtual building
with four possible exits, only one which was not blocked by
fire. For each trial, the location of the correct exit was randomly
chosen, and only a randomly selected subset of participants were
told which exit was correct. We compared collective behaviors
between non-emergency and stressful emergency conditions.
In the study, the two conditions differed by three factors.
Specifically, in the stressful emergency condition, there was a
short time limit imposed, participants were penalized for not
finding the correct exit, and the environment contained stressful
elements such as red blinking lights and a siren. In contrast,
in the non-emergency condition, no time limit was imposed,
participants were rewarded for finding the correct exit, and the
environment lacked blinking lights and sirens.

The results revealed significant differences between the two
conditions (Figure 5). While participants searched for the exit
in a slow and orderly manner in the non-emergency condition,
mass herdings and severe crowding occurred in the emergency
condition. In particular, in the non-emergency condition,
participants tended to stay reasonably safe distances from one
another in order to avoid a monetary penalty for colliding with
each other. In contrast, a high number of collisions occurred
in the high-stress condition, despite having the same collision
penalty. Density levels remained lower than 2 people per m2 in
the non-emergency condition, as typically observed in everyday
congested zones (Still, 2000). Under high stress, the density level
reached values up to 5 people per m2. This value is close to
the critical threshold of crowd turbulence, a deadly collective
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FIGURE 4 | Simple evacuation. (A) Illustration of an experiment conducted in a virtual environment in which 36 participants were asked to evacuate a room through a

doorway. (B) Outflow of people through bottlenecks of varying width measured in the virtual environment (red dots), replicating a real-world experiment (blue dots).

FIGURE 5 | Emergency evacuations from the multi-user virtual environment. (A) Snapshots of the environment as perceived by a participant in non-emergency (top)

and emergency conditions (bottom). (B) Bird’s-eye view of the non-emergency (top) and emergency conditions (bottom). Each red dot represents the position of a

participant in the virtual building a few seconds after the trial started. (C) Maximum density levels measured across the environment.

phenomenon (Helbing et al., 2007). Another collective pattern
that emerged in the emergency condition was herding. While
participants in the non-emergency condition tended to choose a
random branch at each intersection, the majority of participants
herded in the same direction in the emergency condition, which
amplified the crowding pattern.

The development of multi-user virtual environments for
conducting crowd experiments is promising but still at the early
stages. Additional validation experiments should be conducted.
In addition, there are necessary improvements with respect
to simulating social and physical interactions between avatars
during navigation. For example, social interactions may be
impacted by appearance and behavioral realism of other avatars
in the virtual environment (e.g., gait; Narang et al., 2017b). These
aspects of realism in VR can be improved using new methods
for generating avatar movement based on the recordings of
real people (Narang et al., 2017b). Empirical research has also

demonstrated that the match between appearance and behavioral
realism is critical for recognizing one’s own movement (Narang
et al., 2017a) and co-presence (Bailenson et al., 2005). With
respect to crowds, Prazak and O’Sullivan (Pražák and O’Sullivan,
2011) suggest that the crowd’s perceived realism depends on the
number of animations particular to individual avatars.

Additional challenges for multi-user VR include the lack
of haptic feedback and sound rendering, material constraints
associated with equipping multiple participants with individual
displays (e.g., HMDs) and controls, and sufficient training with
these controls. Previous research has suggested the benefits (e.g.,
improved immersion) of haptic feedback using haptic garments
(Ryu and Kim, 2004), vibrating actuators (Louison et al., 2017),
and quadcopters (among others; see Knierim et al., 1998).
Similarly, the rendering of spatialized sounds may complement
visual feedback by providing temporal information that can
improve presence (see Serafin et al., 2015 for a review). However,
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both haptic feedback and sound rendering require additional
computing power and impose material constraints. For example,
equipping 36 participants with HMDs, haptic garments, and
spatialized sounds would be prohibitively expensive in terms
of finances and computational resources. These constraints also
require participants in multi-user VR to use simple controls such
as a joystick. Training with these controls is critical given that
participants may need to negotiate both static (e.g., walls) and
dynamic (e.g., other avatars) obstacles (Grübel et al., 2017).

Alternative Approaches to Multi-User
Experiments
Other approaches have been used to study crowd behaviors in
VR. Compared to the above examples, these approaches are not
presented from a first-person perspective and implement a less
realistic graphical environment.

One of the first attempts to study evacuations in multi-
user virtual environments was conducted within the popular
massive multiplayer online game “Second Life.” There, users
can create an avatar, explore a large virtual environment,
and interact with other users’ avatars. Whereas the primary
purpose of Second Life is entertainment, researchers have used
it to conduct behavioral experiments (Molka-Danielsen and
Chabada, 2010; Normoyle et al., 2012). For these experiments,
participants were recruited among existing users of Second Life
with announcements posted in the virtual world. Participantsmet
in a virtual building and then were asked to evacuate because
of a virtual fire. The experimenters were able to characterize
numerous aspects of emergency evacuations (e.g., exit choice,
knowledge about the building plan), but this type of experimental
setup offers little experimental control. Nevertheless, using an
existing virtual world already populated with thousands of users
could potentially allow the development of very large-scale
experiments (i.e., with more than 36 participants). In addition,
other massive multiplayer online platforms may allow for a
combination of both larger crowds and experimental control to
study phenomena such as crowd disasters.

Other simpler approaches for conducting crowd experiments
in virtual environments have also been developed. For example,
Bode and Codling have studied various aspects of evacuation
dynamics by having participants control the movement of
a dot with a computer mouse through a two-dimensional
environment from a top-down perspective (Bode and Codling,
2013; Bode et al., 2014, 2015). The authors managed to
highlight some important aspects of participant behavior during
evacuations, such as the impact of congestions, static signs,
social cues, and memorized information on routing and exit
choice dynamics. Although these experiments were designed for
a single participant interacting with simulated agents, adapting
this approach to multiple simultaneous users should only present
minor technical challenges.

Similarly, the HoneyComb paradigm has a multi-player
design in which each participant controls a dot on a two-
dimensional playfield (Boos et al., 2017). Using their mouse,
groups of participants can navigate simultaneously in a shared
environment. Every individual can see the position and the

movement of the those who are located within a particular
perceptual radius. In such a way, researchers investigated a series
of fundamental questions related to the role of leadership (Boos
et al., 2014), spatial attraction (Belz et al., 2013), and competition
(Boos et al., 2015) on collective flocking patterns.

DISCUSSION

Conventional methods of crowd monitoring are difficult
to implement for tracking large crowds, and experimental
approaches often face organizational and ethical challenges.
Owing to recent technological developments, novel methods
of crowd monitoring (i.e., virtual sensing) and crowd
experimentation (i.e., multi-user virtual reality) have emerged
and constitute promising complementary options for crowd
researchers.

Virtual Sensing
Most pedestrians carry a connected device (e.g., a smartphone)
that continuously emits radio-frequency signals. Whereas, the
physical locations of individuals are often difficult to establish
using video recordings, these locations can be inferred by
detecting and tracking the virtual traces left by their devices.
Crowd monitoring techniques have rapidly evolved frommanual
counting to computer-based video analyses. Researchers can now
transition toward virtual sensing techniques. However, twomajor
challenges for this approach are to access a sufficiently large
proportion of these signals and to estimate their locations as
accurately as possible.

Toward this end, two methods have been developed. The
first method consists of distributing a dedicated application
to a large sample of users. This application can continuously
record users’ positions and send these positions to a central
server. The second method consists of monitoring the Wi-
Fi signals emitted by devices using dedicated sensors installed
in the area of interest. Both methods are able to accurately
represent the crowd’s movement and density. However, both
methods also require a considerable amount of effort to set up.
Deploying an application requires a marketing effort to distribute
as broadly as possible and convince people to install and activate
it. Remarkable progress has been made in that regard between
the two past deployments (at the Lord Mayor Show in London
and the 2013 Züri Fäscht in Zürich) of a virtual sensing system,
for which the number of participants has increased from 828
users to 28,000 users. In particular, the authors of these studies
noticed that the application should offer a variety of services to
the users, explicitly communicate about what usage is made with
the collected data, and make use of social networks and social
recommandation tools.

In contrast, monitoring Wi-Fi signals does not require the
explicit cooperation of the individuals. However, dedicated
signal sensors must be installed in the area of interest and
may require permission from the event organizers. In addition,
the sensors must be positioned as much above the crowd as
possible in order to avoid signal interruptions and obstructions.
Recently, innovations in animal tracking have demonstrated
the advantages of using drones to collect video and GPS data
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on the movement of wild baboons (Strandburg-Peshkin et al.,
2017). Similarly, one could imagine embedding radio-frequency
sensors in drones flying above the crowd, which could minimize
signal interruptions and convert the sensor into a mobile
installation.

Another branch of virtual sensing employs the traces left by
interactions between people on the phone or the Internet. To
date, such an approach has been used to collect macroscopic
data such as unemployment levels, disease prevalence, and
consumers behavior based on Internet search queries (Ginsberg
et al., 2008; Goel et al., 2010). People’s positions in space
can also be inferred from their activity patterns. For example,
Gonzalez and colleagues used the data from a mobile phone
carrier containing the date, time, and coordinates of the phone
towers routing the phone calls of ∼6 million users (González
et al., 2008). The movements of each user was then inferred
by tracking the locations of the phone towers routing the
communications despite low spatial resolution (∼3 km2) and
restrictions regarding data accessibility. Nevertheless, it has
been shown that the spatial density of phone communications
correlated with the volume of geolocalized tweets recorded
over the same period on Twitter (Botta et al., 2015). In
other words, the number of tweets and the place where they
were produced—free and easily accessible data—can serve as
a proxy to estimate the density of people in a certain area of
interest.

In general, virtual sensing approaches remain less accurate
than conventional video-based tracking methods. The
positioning of the individuals is, at best, estimated within a
few meters of uncertainty. This challenges the extraction of
individual-level mechanisms underlying the crowd dynamics.
However, virtual sensing has a larger spatial and temporal reach,
potentially covering an entire city during unlimited time periods.
As such, both methods complement each other well and should
eventually constitute different options in the crowd researcher’s
toolbox.

Virtual Reality
While virtual sensing allows for the observation of natural
crowds, multi-user virtual reality provides more control
over experimental conditions and the ability to draw causal
inferences. This approach builds on single-user virtual reality
by allowing for the study of simultaneously immersed users.
These multi-user virtual environments have several other
advantages.

First, virtual environments are easy to manipulate.
Researchers can conduct experiments in virtual buildings,
streets, stadiums, or large vehicles such as planes and boats of
different typologies and sizes. Unlike real-world experiments
that rely on existing physical infrastructures, virtual designs can
modify existing environments or create new ones. For example,
the side preference experiment described above was conducted
both in the real world and in the virtual environment. In the
real world, 144 replications of the experiment were collected
during several days. In the virtual world, 561 replications of
the same experiment were collected in <15min. Regarding
the creation of new environments or situations, experiments

can be conducted to address questions that were previously
unapproachable because of safety or ethical issues. For example,
they enable the systematic investigation of crowd behavior
under stressful and dangerous conditions with real human
participants.

Second, multi-user virtual environments allow for greater
experimental control. For example, experimental variables such
as light level, walking speed, and body size may be manipulated
in a way that is not possible in real-world settings. Experiments
could also modify real participant behavior to create artificial
agents and induce the propagation of certain behaviors through
the crowd.

Third, experiments in multi-user virtual environments
allows the collection of a large variety of measurement
variables with high precision. Participants’ positions, speeds,
and body and head orientations can be easily captured at
high resolution and with minimal measurement errors. In
addition, other types of behavior could also be measured such
as properties of participants’ gaze (using eye trackers) and
their physiological states (using electrocardiograms or skin
conductance sensors).

While some researchers have studied crowd behavior online
with mixed results, new technologies may allow for carefully
controlled multi-user experiments in the near future. In such
scenarios, participants could use their own computer setup and
participate from home. It may be unrealistic to expect a large
number of participants at their respective homes wearing HMDs
for research purposes. However, desktop computers with mouse
and keyboard setups may be sufficient for some experiments
similar to those already conducted in the laboratory. These
advancements suggest that massive online crowd experiments
could be used for studying thousands of participants connected
to an experimental server at a given moment of time.
Previously, similar group experiments were conducted in the
fields of social psychology and network science (Mason and
Watts, 2012; Mao et al., 2016). In these experiments, up
to a 100 of online participants were tested simultaneously,
This approach could be further facilitated by the existence
of crowdsourcing platforms for recruiting participants such as
AmazonMechanical Turk or Prolific Academic (Mason and Suri,
2012).

Despite these advantages, multi-user virtual reality cannot
be considered as a replacement for conventional real-world
experiments. It offers some advantages, like a greater control
on external variables, the ease of designing environments,
and the potential for exploring dangerous situations, but also
has drawbacks. For example, the feeling of body contacts in
high density situations is difficult to communicate realistically.
Similarly, there exist numerous micro-navigation differences
that prevent participants from modulating their speed and
acceleration as they would in real life.

CONCLUSION AND PERSPECTIVES

In this review, we have described two technological innovations
that can offer promising new perspectives for crowd researchers.
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While livemonitoring techniques can facilitate data collection for
field studies, multi-user virtual reality offers new opportunities
for conducting experiments with greater flexibility and control.
Similar developments are also taking place for the study of
other self-organized social systems. Animal tracking methods
are currently undergoing major changes with the development
of high-accuracy GPS methods (e.g., Nagy et al., 2010;
Strandburg-Peshkin et al., 2015, 2017). At the same time,
virtual reality is emerging as a powerful tool for studying
social interactions among fish and understanding the resulting
collective behaviors of the school (Ioannou et al., 2012; Stowers
et al., 2017). The parallel development of virtual sensing
and virtual reality across different social systems confirms
the important role that these two methods might play for
the study of the self-organized crowd phenomena in the
future.
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Collective behaviors, including flocking and group vocalizing, are readily observable
across a diversity of free-living avian populations, yet we know little about
how neural and ecological factors interactively regulate these behaviors. Because
of their involvement in mediating a variety of social behaviors, including avian
flocking, nonapeptides are likely mediators of collective behaviors. To advance
the neuroecological study of collective behaviors in birds, we sought to map the
neuroanatomical distributions of nonapeptide receptors in three promising avian models
that are found across a diversity of environments and widely ranging ecological
conditions: European starlings, house sparrows, and rock doves. We performed
receptor autoradiography using the commercially available nonapeptide receptor
radioligands, 125I-ornithine vasotocin analog and 125I-linear vasopressin antagonist, on
brain tissue sections from wild-caught individuals from each species. Because there is
known pharmacological cross-reactivity between nonapeptide receptor subtypes, we
also performed a novel, competitive-binding experiment to examine the composition of
receptor populations. We detected binding in numerous regions throughout the brains
of each species, with several similarities and differences worth noting. Specifically, we
report that all three species exhibit binding in the lateral septum, a key brain area
known to regulate avian flocking. In addition, sparrows and starlings show dense binding
in the dorsal arcopallium, an area that has received scant attention in the study of
social grouping. Furthermore, our competitive binding results suggest that receptor
populations in sparrows and starlings differ in the lateral septum versus the dorsal
arcopallium. By providing the first comprehensive maps of nonapeptide receptors in
European starlings, house sparrows, and rock doves, our work supports the future use
of these species as avian models for neuroecological studies of collective behaviors in
wild birds.

Keywords: neuroecology, oxytocin, vasopressin, mesotocin, vasotocin, grouping behavior

INTRODUCTION

Diverse examples of collective behaviors exist across the animal kingdom, but perhaps most
conspicuous is the formation of large, coordinated groups in which individuals communicate,
move, and forage together (Parrish and Edelstein-Keshet, 1999). The ecological pressures that drive
or stabilize the evolution of these groups have been considered in depth (e.g., Alexander, 1974;
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Emlen, 1982; Solomon, 2003), but we know very little about
the neural processes that prompt individuals to participate in
these aggregations. Free-living birds are ideal for investigating
the emergence of collective behaviors from interactions among
neural systems and ecological factors—the focus of an emerging
field called neuroecology (Sherry, 2006; Zimmer and Derby,
2011)—because they frequently form conspicuous groups that
are comprised of individuals that feed, evade predators, and
vocalize together (Helm et al., 2006). However, the neuroecology
of collective behaviors has received little attention, perhaps in part
because we lack well-developed organismal models suited to these
types of investigations. We sought to address this gap by taking
the first steps toward developing three globally distributed avian
species—house sparrows (Passer domesticus), European starlings
(Sturnus vulgaris), and rock doves (Columba livia)—as potential
models for neuroecological studies of collective behaviors.

Because of their ability to invade, inhabit, and form groups in
a diversity of environments, house sparrows, European starlings,
and rock doves are particularly advantageous for studying how
ecological variations influence the neural processes underlying
collective behaviors. Since their introductions via the eastern
coast of North America, these species have spread across vast
swaths of the continent and today, members of each species
number in the millions throughout the United States. Because
of their wide distributions, these species are found across a
spectrum of environmental conditions, including a variety of
climates, urbanization gradients, and ecological communities
(Cabe, 1993; Johnston and Janiga, 1995; Clergeau et al., 1998;
Anderson, 2006). Thus, sparrows, starlings, and rock doves are
ideal for intraspecies, inter-population comparisons that can
reveal much about the impacts of varying ecological factors on
the neurobiology underlying collective behaviors.

In addition to selecting ideal avian models, advancing the
neuroecological study of collective behaviors requires that we
identify candidate neural systems, ideally with demonstrated
involvement in regulating social behaviors. The nonapeptide
(NP) systems are an excellent place to start because they mediate
a wide variety of social behaviors, including pair bonding,
parent-offspring bonding, same-sex interactions, and group
size preference (reviewed in Beery et al., 2016). All vertebrate
species examined thus far produce NPs, a highly conserved
class of neurohormones that includes oxytocin, vasopressin,
and their non-mammalian homologs mesotocin and vasotocin,
respectively (Gimpl and Fahrenholz, 2001; Goodson, 2005, 2013).
Thus, discoveries made regarding the role of NP systems in avian
collective behaviors can provide insights that support and guide
similar investigations in other animal groups.

One limitation for examining NP system function in house
sparrows, European starlings, and rock doves is that NP receptors
have never been mapped in these species. Such maps are
necessary complements to laboratory investigations, which in
turn are needed to demonstrate causal links between neural
and behavioral processes. In addition, studying NP systems is
challenging due to a high level of structural homology and
pharmacological cross-reactivity among the four subtypes of
NP receptors (Acher et al., 1995; Ocampo Daza et al., 2012).
This characteristic has made it difficult to identify the specific

functional contributions of each receptor subtype to behavior,
particularly in birds (Leung et al., 2009). Phylogenetic analyses
of receptor amino acid sequences in a handful of avian species
have identified four avian NP receptor subtypes (summarized
in Leung et al., 2011). These studies have also shown that the
two subtypes that are most highly expressed in the avian brain
are vasotocin (VT) receptor 4 (VT4), which has a high degree
of sequence homology to the mammalian vasopressin receptor
1a (V1aR) (Leung et al., 2011; Genbank ACCN abv24997), and
avian VT3, which shares a high sequence identity with the
mammalian oxytocin receptor (OTR) (Gubrij et al., 2005). Thus,
our investigation focused on identifying VT4 (referred to here as
V1aR-like) and VT3 (referred to here as OTR-like) as the relevant
NP receptors for the current study.

To address these challenges and further the development
of promising avian models for the study of the neuroecology
of flocking behavior, we sought to accomplish two goals:
first, to map the distribution of NP receptors in brain tissue
from house sparrows, European starlings, and rock doves, and
second, to identify potentially heterogenous populations of NP
receptors in these species. To this end, we performed receptor
autoradiography using two radioligands that are commonly
employed in studies of mammalian NP receptors: 125I-ornithine
vasotocin analog (125I-OVTA), which is used to label OTR,
and 125I-linearized vasopressin antagonist (125I-LVA), which is
used to label V1aR. We expected that 125I-OVTA and 125I-LVA
would primarily label VT3 (OTR-like) and VT4 (V1aR-like),
respectively. However, these radioligands produce overlapping
patterns of binding in the brains of other avian species (Leung
et al., 2009), which may suggest that these molecular tools bind
more promiscuously to the avian NP receptors than they do in
rodents. Alternatively, such overlap in radioligand binding may
reflect true mixed receptor populations in specific regions of the
avian brain.

To examine which specific receptor subtypes contribute to
the binding patterns of each radioligand, we performed a
competitive binding experiment to assess the impact that a
V1aR competitor, the Manning compound, would have on 125I-
OVTA and 125I-LVA binding. Due to its strong affinity for
V1aR, the Manning compound is frequently used in studies of
mammalian NP systems, both as a competitor to distinguish
among different receptor classes for mapping purposes, and
as an antagonist to examine V1aR contributions to behavioral
regulation (Manning et al., 2012). We placed particular focus on
determining how the Manning compound impacts 125I-OVTA
and 125I-LVA binding in the lateral septum (LS) because NP
receptors have been identified in this region in several avian
species, and the LS has been implicated in the regulation of avian
flocking behaviors (Goodson et al., 2009b; Leung et al., 2009;
Kelly et al., 2011).

We selected the Manning compound for use as a putative
competitor for the avian V1aR-like receptor (VT4) after
first considering the molecular basis for our hypothesized
pharmacological homology. In mammalian systems, the amino
acids in the third and eighth positions for endogenous NPs are
known to confer ligand-binding specificity by interacting with
specific amino acid residues in V1aR and OTR; specifically,
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amino acid residues 509 and 609 in V1aR interact with the
third amino acid in vasopressin (Chini et al., 1996), and
residue 115 in V1aR interacts with the eighth amino acid
in vasopressin (Chini et al., 1995). These three key amino
acid residues in V1aR, which confer binding specificity to
vasopressin, are identical in the amino acid sequence of
avian VT4 (Leung et al., 2011). Additionally, the Manning
compound and vasopressin are also identical in the amino
acids present at the third and eighth positions (Kruszynski
et al., 1980); thus, we expected that the Manning compound
should bind selectively to VT4, the putative V1aR-like avian NP
receptor.

Multiple studies across several avian species demonstrate
that 125I-OVTA binds to multiple brain areas, whereas 125I-
LVA only produces visible labeling in some, but not all, species
(Goodson et al., 2006; Leung et al., 2009). We predicted that
we would observe similar trends in this experiment; specifically,
that 125I-OVTA would label NP receptors in all three of our
examined species, while 125I-LVA would bind to receptors in
only a subset of these species, across fewer brain regions, or
at lower levels compared to 125I-OVTA. We further predicted
that the Manning compound would produce more radioligand
displacement in the LS when labeled receptors are V1aR-like;
specifically, we expected that the Manning compound would
displace 125I-LVA more than 125I-OVTA, if these radioligands
are binding selectively to their corresponding avian NP receptors.
Alternatively, V1aR-like and OTR-like receptors in these species
may bind 125I-LVA, 125I-OVTA, and the Manning compound
with similar affinities; if this is the case, we expected that the
Manning compound would displace 125I-LVA and 125I-OVTA to
a similar degree.

MATERIALS AND METHODS

Animals
All birds were free-living and captured using mist nets or
clap traps between 2013 and 2016. Specifically, male house
sparrows (n = 3) were captured in November 2014 in Davis, CA,
United States; female European starlings (n = 3) were captured
in Tracy, CA, United States in January 2014; and female rock
doves (n = 3) were captured either in Tracy, CA, United States
(2 individuals) in September 2013, or in Davis, CA, United States
(1 individual) in April 2016. Animal procedures were approved
by the Animal Care and Use Committee of the University of
California, Davis and abided by federal and state guidelines for
animal care and use.

Tissue Collection and Preparation
After capture, birds were rapidly anesthetized under isoflurane
and decapitated. Brains were removed, frozen immediately on
dry ice, and transferred to −80◦C for storage until coronal
sectioning on a cryostat. Brains were sectioned at 20 µm
increments into 4 adjacent series at −20◦C and subsequently
mounted on to Fisher Superfrost plus slides (Fisher, Pittsburg,
PA, United States), which were stored in sealed slide boxes and
returned to−80◦C until use for receptor autoradiography.

Receptor Autoradiography for NP
Receptors
Nonapeptide receptor autoradiography assays were carried out
as previously described (Perkeybile et al., 2015; Guoynes et al.,
2018; Hartman et al., 2018). Sections were allowed to thaw in
slide boxes for 1 h at room temperature and then placed in racks
to dry. Slides were fully submerged in 0.1% paraformaldehyde,
followed by two washes in 50 mM Tris-HCl (pH 7.4). Slides
were then incubated for 1 h in a solution of 50 mM Tris-HCl
(pH 7.4) with 10 mM MgCl2, 0.1% bovine serum albumin, and
50 pM of radioligand. In this binding step, each series was then
incubated in one of the following radioligand conditions: 50 pM
of the OTR radioligand, 125I-OVTA (PerkinElmer, Boston, MA,
United States) or 50 pM of the V1aR radioligand, 125I-LVA
(PerkinElmer, Boston, MA, United States). Two of these series
were incubated either in 50 pM 125I-OVTA plus 1 µM of the
highly selective V1aR antagonist, the Manning compound, or
50 pM 125I-LVA plus 1 µM of the Manning compound. After
the incubation period, slides were washed in multiple changes
of chilled 50 mM Tris-HCl (pH 7.4) with 10 mM MgCl2. Slides
were then placed in a final rinse of this solution for 30 min,
with gentle stirring, then rinsed in ddH2O and allowed to air-dry
overnight. Slides were then apposed to Carestream BioMax MR
film (Kodak, Rochester, NY, United States) with a set of ten 125I
microscale standards (American Radiolabeled Chemicals, Inc.,
St. Louis, MO, United States) for 4 days, then developed and
analyzed.

Imaging and Quantification
Photography of autoradiography films and quantification
of regions with visible binding above background were
accomplished using the MCID Digital Densitometry Core
System (Interfocus Imaging, Cambridge, United Kingdom).
Optical binding density (OBD) was quantified by extrapolation
from a standard curve, which was constructed using a set of
autoradiography standards (American Radiolabeled Chemicals,
Inc., St. Louis, MO, United States) that were apposed to film in
conjunction with specimen slides. For each bird, specific binding
values for areas with visible binding were averaged across three
sections for each area of interest. To account for individual
differences in non-specific binding, OBD was measured in each
section in a background area where no visible binding was
apparent. For each section, specific binding was calculated by
subtracting the non-specific binding value from OBD values
obtained for each area. For the competitive binding experiment,
labeling in the LS was quantified across all three species, and
labeling in the dorsal arcopallium (Ad) was quantified in house
sparrows and starlings, but not in rock doves due to a lack of
125I-OVTA and 125I-LVA binding in this area.

Identification of labeled brain regions was accomplished
by referencing avian brain atlases and key neuroanatomical
landmarks, visible on slides and in photomicrographs. Brain
regions were identified in house sparrows using Nixdorf-
Bergweiler and Bischof (2007), in European starlings using
Nixdorf-Bergweiler and Bischof (2007) and De Groof et al.
(2016), and in rock doves using Karten and Hodos (1967). Names
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for brain regions identified using Karten and Hodos (1967) were
updated according to Reiner et al. (2004) and Jarvis et al. (2005).

Statistical Analysis
Because work in several songbird species implicates the LS
in the regulation of flocking behavior, comparisons of OBD
values across binding conditions were planned a priori and
used two-tailed t-tests or Wilcoxon rank sum tests. To
minimize the risk of inflating the type 1 error rate, only
a subset of all possible comparisons was performed. These
planned comparisons excluded only those that present little
heuristic value, an approach that has been described in detail
elsewhere (Ruxton and Beauchamp, 2008; Ondrasek et al., 2015).
Specifically, the comparisons were as follows: 125I-OVTA versus
125I-LVA, to identify differences in binding density for these two
ligands; 125I-OVTA versus 125I-OVTA+Manning compound, to
examine the impacts of the competitor on 125I-OVTA binding;
125I-LVA versus 125I-LVA + Manning compound, to assess
the impacts of the competitor on 125I-LVA binding; and 125I-
LVA + Manning compound versus 125I-OVTA + Manning
compound, to determine if the competitor had differential
impacts on 125I-LVA versus 125I-OVTA binding. The decision
to use t-tests assuming equal or unequal variances was made
subsequent to Bartlett’s test for unequal variance.

In starlings and house sparrows, 125I-LVA and 125I-OVTA
binding densities were particularly high in Ad. Because dense
125I-OVTA labeling in the arcopallium has been reported in
several other songbird species (Leung et al., 2009; Wilson et al.,
2016), and because of this area’s putative homology to the
mammalian amygdala—a region with significant contributions
to social behavior in mammals (Jarvis, 2009; Hanics et al.,
2016)—post hoc comparisons of OBD values across binding
conditions were performed using the Steel-Dwass method for
non-parametric multiple comparisons, following ANOVA.

To provide a further test of differences in 125I-OVTA and
125I-LVA binding, and to identify general species effects on
radioligand binding patterns, we combined 125I-OVTA and
125I-LVA optical binding densities for all three species and
performed a principal component (PC) analysis. Only the 32
brain areas showing either 125I-OVTA or 125I-LVA binding in
at least one species were included in the analysis. PC scores
were subsequently analyzed using ANOVAs and non-parametric
tests. Additional details regarding these analyses—including PC
loadings, statistical test outcomes, and an interpretation of the
results— may be found in the Supplementary Materials.

All statistical analyses were completed using JMP Pro 12
(SAS Institute Inc., Cary, NC, United States). Means ± SEM are
reported throughout, and all OBD values included in statistical
analyses and reported in figures and tables have been corrected
for non-specific binding as described above.

RESULTS

General Observations
We expected that 125I-OVTA and 125I-LVA would primarily label
the avian OTR-like receptor (VT3) and the avian V1aR-like

receptor (VT4), respectively. Based on analyses of homologous
amino acid sequences, we also hypothesized that the Manning
compound should bind selectively to V1aR-like receptors in
avian brains, as it does in mammals. Binding of 125I-OVTA and
125I-LVA was widely dispersed across a variety of brain regions
in European starlings and rock doves, but comparatively more
restricted in house sparrows (for complete lists and abbreviations
of regions showing binding, see Tables 1–4). Save one exception
in starling brain, 125I-LVA binding always occurred in areas
that also showed 125I-OVTA binding, but the reverse was not
always true. For instance, in rock doves, 125I-OVTA, but not
125I-LVA, signal was apparent in arcopallium (A), basorostral
pallial nucleus (Bas), entopallium (E), and mesopallium (M).
Of the two radioligands, 125I-OVTA binding produced a more

TABLE 1 | Abbreviations for avian brain areas.

Abbreviation Brain region

A Arcopallium

Ad Dorsal arcopallium

Al Lateral arcopallium

APH Parahippocampal area

Bas Basorostral pallial nucleus

Cb Cerebellum

CcS Caudocentral septum

CMM Caudomedial mesopallium

CoS Commissural septal nucleus

H Hyperpallium

LMAN Lateral magnocellular nucleus of the
anterior nidopallium

LS Lateral septum

M Mesopallium

MBH Mediobasal hypothalamus

MMAN Medial magnocellular nucleus of the
anterior nidopallium

MSt Medial striatum

N Nidopallium

NCM Caudal medial nidopallium

OMd Dorsal nucleus of the oculomotor nerve

OMv Ventral nucleus of the oculomotor nerve

Ov Ovoid nucleus

pHVC Para-high vocal center

RA Robust nucleus of the arcopallium

TeO Optic tectum

TnA Nucleus taeniae of the amygdala

Uva Uvaeform nucleus

VMH Ventromedial hypothalamus

DLP Dorsolateral nucleus of the posterior
thalamus

DMP Dorsomedial nucleus of the posterior
thalamus

E Entopallium

Hp Hippocampus

Lhy Lateral hypothalamus

MVL Ventrolateral nucleus of the mesopallium

NIM Intermediate medial nidopallium

SGP Periventricular gray and fibrous tectal layers
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intense signal in most areas, whereas incubation with 125I-
LVA resulted in far more non-specific binding (i.e., unilateral
binding, often without distinct shape or edges, that was not
repeated across two or more sections). In addition, intraspecies
variation in 125I-OVTA and 125I-LVA binding was apparent in
numerous brain areas across all three species; for many regions,
binding was observed in some, but not all individuals (Tables 2–
4).

TABLE 2 | Mean optical binding density (±SEM) of 125 I-OVTA and 125 I-LVA in
brain regions with visible binding in house sparrow.

Brain region 125I-OVTA 125I-LVA

Ad 3433 ± 658(ABC) 2956 ± 195(AB)

APH 1153 ± 221(ABC) 538 ± 92(BC)

CMM 482 ± 28(B) 245 ± 23(B)

H 429 ± 71(B) 360 ± 41(C)

LS 1087 ± 67(ABC) 158 ± 157(C)

MMAN 732 ± 158(ABC) 369 ± 120(B)

MSt 240 ± 39(C) 693 ± 84(AC)

OMd 911 ± 114(B) 651 ± 54(B)

OMv 793 ± 19(B) 797 ± 107(B)

pHVC 1290 ± 232(AB) 815 ± 102(B)

TeO 571 ± 55(ABC) 636 ± 81(ABC)

Letters (A, B, or C) represent individual birds that showed binding in the indicated
brain area.

TABLE 3 | Mean optical binding density (±SEM) of 125 I-OVTA and 125 I-LVA in
brain regions with visible binding in European starling.

Brain region 125I-OVTA 125I-LVA

Ad 2685 ± 85(ABC) 1481 ± 70(ABC)

Al 3976 ± 186(ABC) 2587 ± 269(ABC)

APH 968 ± 117(ABC) 627 ± 93(ABC)

Bas 1595 ± 45(C) –

CcS 1070 ± 168(ABC) 633 ± 111(BC)

CMM – 630 ± 32(C)

CoS 2190 ± 150(AC) –

H 768 ± 127(ABC) 765 ± 215(C)

LMAN 981 ± 139(ABC) –

LS 4234 ± 490(ABC) 1480 ± 456(ABC)

M 983 ± 122(ABC) 841 ± 107(BC)

MBH 595 ± 233(B) –

MSt 591 ± 91(B) –

N 1026 ± 140(ABC) 855 ± 182(BC)

NCM 2008 ± 250(ABC) 931 ± 103(ABC)

OMd 521 ± 84(A) –

OMv 449 ± 10(A) –

pHVC 3539 ± 479(ABC) 1826 ± 350(BC)

Uva 1523 ± 132(ABC) 627 ± 48(ABC)

RA 1756 ± 83(ABC) 805 ± 122(ABC)

TeO 792 ± 50(ABC) 585 ± 118(ABC)

TnA 1045 ± 169(ABC) 998 ± 268(ABC)

VMH 935 ± 210(ABC) 914 ± 469(B)

Letters (A, B, or C) represent individual birds that showed binding in the indicated
brain area (–, area not distinguishable from background binding).

TABLE 4 | Mean optical binding density (±SEM) of 125 I-OVTA and 125 I-LVA in
brain regions with visible binding in rock dove.

Brain region 125I-OVTA 125I-LVA

A 662 ± 100(BC) –

APH 983 ± 223(ABC) 765 ± 145(BC)

Bas 1534 ± 364(ABC) –

CMM 801 ± 196(ABC) 743 ± 149(ABC)

DLP 1628 ± 73(ABC) 1228 ± 97(BC)

DMP 793 ± 46(BC) –

E 671 ± 75(ABC) –

H 540 ± 54(BC) –

Hp 1084 ± 97(BC) 643 ± 117(B)

LHy 411 ± 57(BC) –

LS 2692 ± 221(ABC) 936 ± 221(ABC)

M 612 ± 92(BC) –

MSt 3613 ± 235(C) 890 ± 188(C)

MVL 1493 ± 145(BC) 483 ± 57(B)

NIM 1596 ± 156(BC) 1270 ± 397(C)

SGP 576 ± 117(ABC) –

TeO 312 ± 36(ABC) 542 ± 108(B)

Letters (A, B, or C) represent individual birds that showed binding in the indicated
brain area (–, area not distinguishable from background binding).

Distribution of 125I-OVTA and 125I-LVA
Binding in House Sparrow
Table 2 provides a complete list of brain regions that
presented with visible radioligand binding, and Figure 1
shows representative autoradiograms of 125I-OVTA and 125I-
LVA binding sites in house sparrows. 125I-OVTA and 125I-LVA
binding was limited to relatively few brain regions, although
labeling was widely dispersed across the rostral-caudal axis of
the brain. Unlike in European starlings and rock doves, in
which the highest level of binding was observed in portions of
the septal complex, in house sparrows the densest 125I-OVTA
signal was observed in the Ad, a trend that was noted across
all three individuals. Other areas showing dense 125I-OVTA
binding include the parahippocampal area (APH), the LS, and
the para-high vocal center (pHVC). Binding in the LS and APH
occurred across all three individuals, while pHVC labeling was
observed in two out of three subjects. 125I-LVA binding occurred
only in sites that also showed 125I-OVTA binding. In addition,
the presence of 125I-LVA binding was highly variable across
individuals, such that 125I-LVA signal occurred in some, but
not all individuals for all regions except for the optic tectum
(TeO).

Distribution of 125I-OVTA and 125I-LVA
Binding in European Starling
Representative autoradiograms and a complete list of brain areas
in the European starling with visible binding appear in Figure 2
and Table 3, respectively. All three female starlings showed high
levels of 125I-OVTA binding in the LS, Ad, lateral arcopallium
(Al), and pHVC, with the strongest signals occurring in the LS.
More moderate 125I-OVTA binding occurred across all three
females in portions of the nidopallium, especially the caudal
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FIGURE 1 | Representative photomicrographs of 125 I-ornithine vasotocin
analog (125 I-OVTA; A,C,E,G,I,K,M) or 125 I-linearized vasopressin antagonist
(125 I-LVA; B,D,F,H,J,L,N) binding in the brain of a house sparrow (images
correspond to individual “B” in Table 2).

medial region (NCM); the commissural septal nucleus (CoS); the
uvaeform nucleus (Uva); robust nucleus of the arcopallium (RA);
and the nucleus taeniae of the amygdala (TnA). As in house
sparrows, 125I-LVA binding almost exclusively overlapped with
125I-OVTA binding sites, with the exception of the caudomedial
mesopallium (CMM), which showed 125I-LVA signal in one
female. Similar to 125I-OVTA, the highest density of 125I-LVA
binding sites occurred in the LS, Ad, Al, and pHVC, although
binding did not appear in all three subjects for all of these
regions. In comparison to 125I-OVTA, the distribution of 125I-
LVA binding sites was more limited and, in all cases in which
both radioligands bound to a region, 125I-LVA binding density
was lower.

FIGURE 2 | Representative photomicrographs of 125 I-ornithine vasotocin
analog (125 I-OVTA; A,C,E,G,I,K,M,O) or 125 I-linearized vasopressin
antagonist (125 I-LVA; B,D,F,H,J,L,N,P) binding in the brain of a European
starling (images correspond to individual “B” in Table 3).

Distribution of 125I-OVTA and 125I-LVA
Binding in Rock Dove
Representative photomicrographs and a complete list of brain
regions showing radioligand binding in rock doves appear in
Figure 3 and Table 4, respectively. As in European starlings,
125I-OVTA binding was more broadly distributed and denser
than 125I-LVA binding. High levels of 125I-OVTA labeling were
noted in the medial striatum (MSt), basorostral pallial nucleus
(Bas), dorsolateral nucleus of the posterior thalamus (DLP),
hippocampus (Hp), LS ventrolateral nucleus of the mesopallium
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FIGURE 3 | Representative photomicrographs of 125 I-ornithine vasotocin
analog (125 I-OVTA; A,C,E,G,I,K,M) or 125 I-linearized vasopressin antagonist
(125 I-LVA; B,D,F,H,J,L,N) binding in the brain of a rock dove (images
correspond to individual “B” in Table 4).

(MVL), and the intermediate medial nidopallium (NIM). Binding
in several of these regions—MSt, Hp, MVL, and NIM—was only
apparent in a subset of females. 125I-LVA binding was highest in
the NIM and DLP, though labeling in these regions appeared in
fewer subjects compared to 125I-OVTA. This trend—observing
125I-LVA labeling in fewer subjects compared to 125I-OVTA—
was repeated across all brain areas except the CMM, LS, and

MSt. Regarding the latter, 125I-LVA and 125I-OVTA binding
occurred in a distinct ring-like pattern in one female, whereas
the other two subjects showed no observable labeling in MSt
(Figure 4).

Competitive Binding Patterns in Lateral
Septum of House Sparrows, European
Starlings, and Rock Doves
The impacts of the Manning compound on binding patterns in
the LS were strikingly consistent across all three species (house
sparrows, Figure 5; European starlings, Figure 6; rock doves,
Figure 7). In rock doves and European starlings, the competitor
significantly reduced binding of both 125I-OVTA [rock doves:
Z = 3.60, P = 0.0003; European starlings: t(8.67) = 7.77,
P < 0.0001] and 125I-LVA [rock doves: t(10.07) = 3.41, P = 0.007;
European starlings: t(9.13) = 2.43, P = 0.04]. Similar trends
were observed in house sparrows, where the Manning compound
induced significant and near significant reductions in binding
for 125I-OVTA (Z = 3.24, P = 0.001) and 125I-LVA (Z = 1.94,
P = 0.05), respectively. In all three species, 125I-OVTA binding
was significantly higher than 125I-LVA in the absence of the
Manning compound [rock doves: t(16) = 5.62, P < 0.0001;
European starlings: t(16) = 4.12, P = 0.0008; house sparrows:
t(16) = 8.22, P < 0.0001], but addition of the competitor
eliminated this difference.

Competitive Binding Patterns in Dorsal
Arcopallium of House Sparrows and
European Starlings
Competitive binding patterns were similar across house sparrows
(Figure 8) and European starlings (Figure 9). In the absence of
the Manning compound in both sparrows and starlings, 125I-
OVTA binding in Ad was higher than 125I-LVA, though this
effect was significant for starlings (Z = 3.53, P = 0.002), but
not sparrows (Z = 1.59, P = 0.38). Addition of the competitor
significantly decreased 125I-OVTA binding in both sparrows
(Z = 3.54, P = 0.002) and starlings (Z = 3.53, P = 0.002). Addition
of the Manning compound similarly reduced 125I-LVA binding,
though this effect was significant in European starlings (Z = 3.53,
P = 0.002), but not house sparrows (Z = 1.50, P = 0.44). Although
the Manning compound reduced binding of both radioligands,
125I-LVA binding was significantly higher than 125I-OVTA in the
presence of the competitor, a trend that was observed in both
sparrows (Z = 2.65, P = 0.04) and starlings (Z = 3.53, P = 0.002).
In rock doves, two of three females showed low 125I-OVTA
binding in the arcopallium; 125I-LVA binding was absent in this
region. Thus, competitive binding patterns were not assessed in
the arcopallium in rock doves.

DISCUSSION

The goals of our research were twofold: first, to establish
neuroanatomical maps of NP receptors in three promising
models for neuroecological examinations of collective behavior,
and second, to examine the composition of NP receptor
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FIGURE 4 | Photomicrographs showing diverse binding patterns of 125 I-ornithine vasotocin analog (125 I-OVTA) in medial striatum of two female rock doves. For the
bird represented by the right panel (B), incubation with 125 I-linearized vasopressin antagonist (125 I-LVA) produced similar ring-like binding in the medial striatum,
although the signal was less intense. Images in the left (A) and right (B) panels correspond with individuals “B” and “C,” respectively, in Table 4. HA, apical
hyperpallium; HD, densicellular hyperpallium.

FIGURE 5 | Effects of a competitor, Manning Compound (MC) on mean
optical binding density (+SEM) for 125 I-OVTA and 125 I-LVA in the lateral
septum of a house sparrow (A, 125 I-OVTA alone; B, 125 I-OVTA plus MC; C,
125 I-LVA alone; D, 125 I-LVA plus MC). (A–D) Correspond to individual “C” in
Table 2. Symbols above brackets in the chart (E) indicate significant and near
significant differences between binding conditions (∗∗∗P < 0.001, ∗∗P < 0.01,
‡P = 0.05).

FIGURE 6 | Effects of a competitor, Manning Compound (MC) on mean
optical binding density (+SEM) for125 I-OVTA and 125 I-LVA in the lateral septum
of a European starling (A, 125 I-OVTA alone; B, 125 I-OVTA plus MC; C, 125 I-LVA
alone; D, 125 I-LVA plus MC). (A–D) Correspond to individual “B” in Table 3.
Asterisks above brackets in the chart (E) indicate significant differences
between binding conditions (∗∗∗P < 0.001, ∗P < 0.05).

populations of these species using competitive binding. Our
findings confirm our prediction that 125I-LVA binding would
be more limited than 125I-OVTA binding and support the
existence of multiple NP receptor types with overlapping
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FIGURE 7 | Effects of a competitor, MC on mean optical binding density
(+SEM) for125 I-OVTA and 125 I-LVA in the lateral septum of a rock dove (A,
125 I-OVTA alone; B, 125 I-OVTA plus MC; C, 125 I-LVA alone; D, 125 I-LVA plus
MC). (A–D) Correspond to individual “C” in Table 4. Asterisks above brackets
in the chart (E) indicate significant differences between binding conditions
(∗∗∗P < 0.001, ∗∗P < 0.01).

distributions. Below, we discuss binding patterns in rock
doves, European starlings, and house sparrows in the context
of NP receptor maps reported for other avian species;
discuss the functional implications of binding in specific brain
areas; and discuss the implications of our work for future
neuroecological investigations of grouping behaviors. Although
this study was not designed to provide a robust quantitative
test of interspecies differences in NP receptor density or
distribution, qualitative examination of our results highlights
potentially valuable, novel lines of inquiry for understanding the
neuroecological bases of collective behaviors, which we discuss
further below.

Radioligand Binding in an Interspecies
Context
Similar to reports in other avian species (Goodson et al., 2006;
Leung et al., 2009), we found that 125I-LVA binding was limited

FIGURE 8 | Effects of a competitor, MC on mean optical binding density
(+SEM) for125 I-OVTA and 125 I-LVA in the arcopallium of a house sparrow (A,
125 I-OVTA alone; B, 125 I-OVTA plus MC; C, 125 I-LVA alone; D, 125 I-LVA plus
MC). (A–D) Correspond to individual “B” in Table 2. Asterisks above brackets
in the chart (E) indicate significant differences between binding conditions
(∗∗P < 0.01, ∗P < 0.05).

across all three species. Specifically, we found that 125I-LVA
signal appeared in fewer brain regions, in fewer individuals,
and at lower densities when compared to 125I-OVTA. In house
sparrows and European starlings, the most pronounced 125I-
LVA binding occurred in portions of the arcopallium, while in
rock doves, the highest level of 125I-LVA signal appeared in
the DLP and NIM, though only a subset of individuals showed
binding in these regions. All three species showed 125I-LVA
binding in LS. These results replicate similar findings of limited
125I-LVA binding, often restricted to LS, in other avian species.
For example, among several flocking and territorial Estrildid
finch species [melba finch (Pytilia melba), violet-eared waxbill
(Uraeginthus granatina), Angolan blue waxbill (Uraeginthus
angolensis), spice finch (Lonchura punctulata), and zebra finch
(Taeniopygia guttata)], only the spice finch shows pronounced
binding outside of the LS (Goodson et al., 2006). Similarly, in the
white-throated sparrow (Zonotrichia albicollis), 125I-LVA binding
is restricted to the septal nuclei, Ad, and TeO (Leung et al.,
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FIGURE 9 | Effects of a competitor, MC on mean optical binding density
(+SEM) for 125 I-OVTA and 125 I-LVA in the arcopallium of a European starling
(A, 125 I-OVTA alone; B, 125 I-OVTA plus MC; C, 125 I-LVA alone; D, 125 I-LVA
plus MC). (A–D) Correspond to individual “B” in Table 3. Asterisks above
brackets in the chart (E) indicate significant differences between binding
conditions (∗∗P < 0.01).

2009). Although these avian taxa show similar 125I-LVA binding
patterns, they display varying degrees of grouping behavior,
suggesting some degree of evolutionary conservation in brain-
wide distribution for the receptor, or receptors, to which 125I-
LVA binds. However, variations in NP receptor distribution or
density within specific brain regions may contribute to behavioral
differences. For example, localized 125I-LVA binding within septal
areas has been associated with differences in grouping behavior
among flocking and territorial avian species; similar findings have
also been reported for 125I-OVTA (Goodson et al., 2006, 2009b).

In contrast to 125I-LVA, 125I-OVTA binding was more intense
and widely distributed in all three species. In house sparrows
and European starlings, moderate to high levels of 125I-OVTA
binding occurred in the arcopallium, APH, septal areas, and
pHVC. European starlings showed dense 125I-OVTA binding
in additional brain areas, including the NCM and TnA. The
distribution of 125I-OVTA binding in European starlings and
house sparrows showed a number of similarities to 125I-OVTA

binding patterns in other songbird species. For example, in
the white-throated sparrow and zebra finch, 125I-OVTA binds
to receptors in the LS, TnA, APH, and arcopallium (Leung
et al., 2009), and in several species of emberizid sparrow (field
sparrow (Spizella pusilla), dark-eyed junco (Junco hyemalis),
song sparrow (Melospiza melodia), and eastern towhee (Pipilo
erythrophthalamus), 125I-OVTA binds to the LS and arcopallium
(Wilson et al., 2016). As in European starlings and house
sparrows, 125I-OVTA binding in rock doves was high in LS,
but the overall 125I-OVTA binding pattern showed several
distinctions in rock doves relative to the other two species.
Specifically, in rock doves, high 125I-OVTA binding appeared in
Bas, DLP, Hp, MVL, and NIM, but not in the arcopallium. In
addition, one rock dove showed a striking and, to our knowledge,
previously unreported distribution of NP receptors in a ring-like
pattern along the MSt’s outer margins.

The distinct binding patterns in the brain of the rock dove,
when compared to European starlings and house sparrows, may
have a variety of underlying causes, including evolutionarily
driven interspecies differences, differences in the season of
specimen collection, or differences in natural history or life
history stage. Regarding the first explanation, it is worth noting
that European starlings and house sparrows are both songbirds
and more evolutionarily related to one another than to rock
doves, which is a Columbiforme (an order of birds that includes
pigeons and doves; Johnston and Janiga, 1995). Because our
study was not designed to elucidate interspecies differences in NP
receptor maps, future work will be needed to examine the validity
of these explanations. Approximately half of all extant avian
species are not songbirds (Barker et al., 2004); however, thus far
all studies examining the relationship between NPs and grouping
behavior in birds have used songbird species. Comparisons across
both songbird and non-songbird taxa are needed to augment our
understanding of the neural mechanisms that underlie flocking,
as well as the generality of these mechanisms across avian
species.

Grouping Behavior and NP Receptors in
the Lateral Septum
In both mammals and birds, the LS appears to play an
important role in regulating intra- and interspecies differences
in social behavior. For example, female meadow voles (Microtus
pennsylvanicus), which form groups in winter, show variations
in same-sex huddling that are associated with OTR expression
in the LS (Beery and Zucker, 2010). Similarly, social (Ctenomys
sociabilis) and solitary (C. haigi) species of rodents known
as tuco–tucos show differences in OTR binding in LS (Beery
et al., 2008a). In the zebra finch, NP receptors in the septal
complex are associated with variations in group size preference
(Goodson et al., 2009b). In addition, interspecies comparisons
of estrildid finches show that 125I-LVA and 125I-OVTA binding
in the caudal zone of the LS is higher in flocking versus
territorial species, and infusions of V1aR and OTR antagonists
directly into the zebra finch LS significantly decrease the
duration of time that individuals spend near a large group
of conspecifics (Goodson et al., 2006, 2009b; Kelly et al.,
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2011). Intriguingly, variations in mesotocin innervation, but
not NP receptor densities, in the LS are associated with
different seasonal patterns of flocking behavior (i.e., flocking
year-round versus winter flocking) across species of emberizid
sparrows (Goodson et al., 2012; Wilson et al., 2016). These
findings suggest that interspecies and seasonal variations in
flocking may be differentially mediated by the NP systems,
and highlight the importance of avoiding the assumption
that a single mechanism governs apparently similar behavioral
patterns. They also support consideration of brain areas other
than the LS as potential mediators of seasonal variations in
flocking.

Brain Areas With Unknown Contributions
to Flocking: The Arcopallium and
Sensory Pathways
Much focus has been placed on the LS in studies of NPs and
their role in avian grouping behavior; however, several brain areas
other than the LS also show dense expression of NP receptors.
For example, using multiple songbird species, Leung et al. (2009)
and Wilson et al. (2016) found moderate to high concentrations
of NP receptors in the arcopallium and the caudal nidopallium,
an area involved in auditory perception. Similarly, we found
dense NP receptor expression in the arcopallium, particularly in
the dorsal zone (in house sparrows and European starlings, but
not rock doves), and in the caudomedial nidopallium (NCM;
in European starlings). Little is known about the function of
NP receptors in these brain regions, although there is reason
to suspect that they may be involved in mediating social
behavior. For example, Wilson et al. (2016) identified the rostral
arcopallium as a potential “affiliation hot spot” in the avian
brain because of its putative homology to the mammalian
pallial amygdala, a region with well-established contributions to
social behavior (Jarvis, 2009; Hanics et al., 2016). Furthermore,
Wilson et al. (2016) found that seasonally flocking, but not
non-flocking species of emberizid sparrows, show higher 125I-
OVTA binding in the rostral arcopallium during winter. In
combination with our results, these findings implicate NPs in
the arcopallium as potential mediators of seasonal variations
in flocking, and support future investigations of this possibility
in European starlings and house sparrows, but not in rock
doves, which did not show robust radioligand binding in the
arcopallium.

Although NP receptors have been previously identified in
the NCM, it remains unknown whether NPs in this brain area
mediate social interactions. In songbirds, the NCM is a key
site for auditory processing and song control, as are several
other brain regions, including the CMM, LMAN, MMAN, Uva,
and RA (Foster and Bottjer, 1998). We observed NP receptor
expression in all of these areas. Specifically, we found high
binding density in the NCM and RA (in European starlings), and
low binding density, or binding in only a subset of individuals
per species, in the CMM (all three species), LMAN and Uva
(in European starlings), and MMAN (in house sparrows). These
regions are components of an interconnected song control
system that governs song learning and maintenance (Foster

et al., 1997; Foster and Bottjer, 1998). Interestingly, we did
not observe robust radioligand binding in Area X or the
high vocal center (HVC), both of which constitute key sites
in this network (Ziegler and Marler, 2008; Ellis and Riters,
2013). However, in house sparrows and European starlings,
we observed dense NP receptor expression in the pHVC, a
thin strip of cells that lines the medial edge of the HVC and
lies within the margins of the NCM. Although the HVC and
pHVC are neuroanatomically adjacent to each other, neural
tracing studies show that the afferent and efferent projections
of the pHVC are distinct from the HVC, suggesting that these
two areas may be functionally distinct (Foster and Bottjer,
1998).

The social implications of NP expression in auditory and vocal
brain regions remain almost wholly uninvestigated, although
it is well established that NPs impact vocal behavior and
learning across multiple taxa (e.g., fish: Goodson and Bass,
2000; mammals: Scattoni et al., 2008; Lukas and Wöhr, 2015;
birds: Voorhuis et al., 1991; Maney et al., 1997; Goodson,
1998; Harding and Rowe, 2003; Goodson et al., 2009a; Baran
et al., 2017). In the zebra finch—the most commonly used
model for investigating neural control of singing behavior—
pair bonding is correlated with the activation of NP receptor
expression in auditory brain regions. Specifically, V1aR-like, but
not OTR-like, mRNA expression is higher in the NCM and
CMM of paired, relative to unpaired, females (Tomaszycki and
Atchley, 2017). In combination with our results, such findings
indicate that the contributions of NPs in the song control
network to social grouping constitutes a fruitful potential line
of research, particularly since vocalizations are likely a key
driver of group formation and maintenance, at least in some
avian species. For example, across different social contexts,
house sparrows display distinct vocalizations, including the
“flock call,” which is most readily observed in winter groups
and appears to contribute to group cohesion, and a repetitive
“chirrup,” which is used by both males and females to facilitate
the formation of foraging groups (Elgar, 1986a,b; Anderson,
2006).

Interestingly, rock doves, but not European starlings or
house sparrows, displayed high levels of binding in several
brain areas that are involved in sensory pathways, including
the MSt. The structural basis and functional implications of
the ring-like binding pattern in the MSt of the rock doves are
unclear. However, the avian MSt is known to be a heterogenous
area that is composed of multiple cell types, with connectivity
and neurochemical traits that differ on a mediolateral axis.
Specifically, neural tracing studies implicate the medial MSt
in viscerolimbic processes—which facilitate the translation of
contextual stimuli into behavioral responses (Goodson and
Kabelik, 2009; Kuenzel et al., 2011)—and the lateral MSt in
somatosensory, visual, auditory, and motor function. We also
found dense binding in additional brain nuclei—including the
MVL, NIM, Bas, and DLP— that are interconnected by sensory
pathways involved in transmitting visual, somatosensory, and
auditory information (Atoji and Wild, 2012). Johnson and Young
(2017) report that diverse taxa display NP receptors in sensory
nuclei and posit that the distribution of receptors in these
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areas reflects “dominant socio-sensory modalities” used by each
species.

Evidence for Distinct Receptor
Populations in the Avian Brain
Intraspecies comparisons of binding distributions, using multiple
radioligands and binding competitors, are needed to identify
heterogenous populations of NP receptors (Leung et al., 2009).
However, studies that map and compare binding for both 125I-
LVA and 125I-OVTA—perhaps the two most frequently used
radioligands for NP receptor mapping in both mammalian and
avian species—have only been conducted in two avian species:
the white-throated sparrow and zebra finch (Leung et al., 2009).
As described previously, Leung et al. (2009) found that 125I-
OVTA binding was more widespread than 125I-LVA binding.
However, the regions to which these radioligands bound were
highly overlapping, leading the authors to conclude that their
results could support either the presence of multiple NP receptor
types, or a single receptor with differing levels of affinity for
125I-LVA and 125I-OVTA.

Although our findings regarding 125I-LVA and 125I-OVTA
binding patterns are strikingly similar to Leung et al. (2009), the
results from our competitive binding experiment suggest that
the NP receptor populations in the LS versus the arcopallium
may be composed of different receptor subtypes. Specifically, we
found in sparrows and starlings that the Manning compound
reduces 125I-LVA binding to a greater extent in the arcopallium
than in the LS. Thus, our results suggest that the Manning
compound affects radioligand binding in a brain region-specific
manner, even in different species. However, our results also
support the interpretation that the NP receptor subtypes show
some degree of promiscuous radioligand binding. The binding
that remains in the presence of the Manning compound may
be due to radioligand binding at a different receptor subtype,
likely the OTR-like receptor, VT3. If the Manning compound is
indeed binding selectively to the avian V1a-like receptor, as it
does primarily in mammalian systems, then our results would
indicate that both radioligands bind to the V1a-like receptor, but
also exhibit some affinity for the OTR-like avian NP receptor.
The pharmacological cross-talk of 125I-LVA and 125I-OVTA to
OTR and V1aR is already an established phenomenon which
has been demonstrated in primate brain tissue (Freeman et al.,
2014), and distinguishing NP receptor subtypes in primates is
an active area of ongoing research. Our results support the idea
that similar in vitro pharmacological investigations are merited
in avian models as well.

Implications for Studies Using Manning
Compound as an NP Receptor
Antagonist
Because of its potency as a V1aR antagonist, the Manning
compound is frequently used to examine the function of
specific NP receptor types in mammals, although Manning et al.
(2012) caution that this compound is also a potent in vitro
OTR antagonist and “fairly potent” in vivo OTR antagonist.
Nonetheless, the Manning compound has also become widely

used to identify the contributions of V1a-like receptors to a
variety of avian social behaviors, including aggression, social
attachment and affiliation, song learning, and pair maintenance
behaviors (Goodson et al., 2004; Baran et al., 2016a,b, 2017).

Although the Manning compound is now a commonly
used tool for determining the contributions of putative V1a-
like receptors to the mediation of avian social behavior, the
selectiveness of the Manning compound for specific NP receptors
in the avian brain remains unknown. To the best of our
knowledge, our study is the first to directly examine how the
Manning compound impacts NP receptor binding in specific
avian brain regions. We found that the Manning compound
displaced 125I-OVTA more readily than 125I-LVA, which calls
into question whether 125I-OVTA is labeling OTR-like NP
receptors in avian brains. This finding could also indicate that
the Manning compound is not specifically targeting V1a-like
receptors in avian models, which merits caution for studies
using it to examine V1a-like receptor functions. We suggest
conservative interpretations of 125I-OVTA and 125I-LVA binding
distributions, until more extensive pharmacological studies are
completed with avian NP receptors. We also suggest that
future avian behavioral studies using the Manning compound
as an antagonist should include two treatment groups: one that
combines the Manning compound with vasotocin, and one that
combines it with mesotocin. This experimental paradigm has
been used previously to determine if the Manning compound
selectively reverses the effects of vasotocin or mesotocin on avian
behavior, and to provide an added test of the hypothesis that a
specific receptor subtype is predominantly involved in behavioral
mediation (Goodson et al., 2004).

Conclusion: The Value of Developing
Avian Models for Social Neuroecology
Ecological conditions markedly influence social grouping across
a diversity of species, but only a few studies have examined how
ecological and neurobiological factors interact to mediate this
behavior. Work with Amargosa pupfish (Cyprinodon nevadensis)
indicate that social interactions are sensitive to the physical
environment, and that NPs in the brain likely facilitate this
ecological sensitivity. Specifically, exposure to high salinity in this
species facilitates a reduction in the number of magnocellular
vasotocin (VT) neurons in the preoptic area, and VT neuronal
phenotypes, as well as aggression, vary with temperature regime
(Lema, 2006). In addition, female meadow voles, which only form
groups during winter, display same-sex affiliative behavior and
group-size preference that varies with day length, temperature,
and food restriction, as well as OTR binding that varies with day
length (Beery et al., 2008b; Beery and Zucker, 2010; Ondrasek
et al., 2015).

Similarly, European starlings, house sparrows, and rock
doves display grouping behaviors that vary across ecological
contexts. Notably, the behavioral profiles of each species are
different in key ways that make each species advantageous
for investigating particular questions about the neuroecology
of collective behaviors. For example, starlings show striking
seasonal patterns in flocking, such that they display high
levels of aggression toward conspecifics during the breeding
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period, but aggregate into highly coordinated flocks that may
number in the millions during the winter months (Cabe, 1993;
Goodenough et al., 2017). This observation raises the question
of how seasonal environmental factors, particularly day length,
influence neurochemical mediation of social coordination among
individual starlings. House sparrows show less striking seasonal
changes in flocking than starlings; however, throughout the year,
they form temporary foraging flocks that vary in size according to
the divisibility of a food source, the perceived risk of predation,
and distance from cover (Elgar, 1986a,b, 1987), suggesting that
food availability, in relation to other environmental factors,
may impact the neural mechanisms underlying flock formation.
Lastly, unlike European starlings and house sparrows, rock
doves are commonly found breeding in large colonies in which
individuals show some degree of behavioral coordination (e.g.,
flushing from their nests together in response to a predator). The
size, composition, and location of such colonies vary with several
environmental factors, including the availability of food and nest
sites (Johnston and Janiga, 1995). Thus, rock doves present an
opportunity to investigate the neural mechanisms underlying
colonial breeding, how these mechanisms are influenced by
ecological variations, and how neuroecological regulation of
colonial breeding impacts reproductive success.

To conclude, the three species examined here serve as ideal
models for neuroecological research for multiple reasons: they
inhabit a wide range of environments, show grouping behaviors
that vary across ecological contexts, and display NP receptors in
brain regions that may play a role in avian flocking. In addition,
because several aspects of the NP systems are evolutionarily
conserved across vertebrate taxa (Gimpl and Fahrenholz, 2001;
Goodson, 2005, 2013), discoveries made using these species
may guide the development of hypotheses and predictions for
subsequent investigations across a much wider array of taxa.
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