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Editorial on the Research Topic

Mathematicalmodelingandcomputationalpredictions inoncoimmunology
The immune system can recognize and kill malignant cells. Anti-cancer immune

mechanisms are realized as multiscale, nonlinear cellular and molecular processes. Many

factors determine the outcome of immune system-tumor interactions, including cancer-

associated antigens, immune cells, and host organisms. In the context of such complexity

and non-linear dynamics, deep data-driven theory and mathematical modeling enables an

increase in our understanding of mechanisms controlling these processes, defining reliable

biomarkers, and potentially improving the capability of immune and combined therapies.

Here we review and summarize the contributions to the Research Topic “Mathematical

modeling and computational predictions in oncoimmunology.”

The review by Metzcar et al. deals with the overview of a mechanistic learning approach

that combines mechanistic mathematical modeling with data-driven machine learning. The

authors reviewed the perspective of this approach and discussed how mechanistic learning

may advance mathematical oncology. The four categories of mechanistic learning

(sequential, parallel, extrinsic, intrinsic) are presented with examples from oncology

research such as longitudinal tumor response predictions and time-to-event analyses.

Boklund et al. develop a mathematical model of myeloproliferative neoplasm (MPN)

progression and treatment of MPN with JAK1/2 inhibitor ruxolitinib. A system of ordinary

differential equations (ODUs) describes and models the dynamics of the interaction between

healthy cells, malignant cells, and inflammatory cytokines produced by the immune system.

By fitting the model to data, the authors show that the proposed mechanisms of ruxolitinib

action are compatible with the disease dynamics. The model analysis and data fitting enable

computational predictions and uncertainty quantification of the future course of the disease

for individual patients based on longitudinal measurements of the MPN load.

In their article, Ledzewicz and Schättler develop a model of the tumor treatment effects

when traditional chemo- and radiotherapies are combined with immunotherapy. Based on the

classical Stepanova (1980) and Kuznetsov (1994) papers, a dynamical systemmodel of the low-
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dimensional cellular immune response against cancer antigen(s) is

formulated. It is shown that the system’s dynamics is dependent upon

the values of its parameters, and encompasses the 3E’s (elimination,

equilibrium, escape) of tumor antigen(s)-immune system interactions.

Using numerical analysis, optimal control strategies for implementing

immunotherapy, chemotherapy, and radiotherapy are formulated to

reverse the tumor ‘escape’ scenario.

Castorina et al. analyze the Gompertz population growth law to

evaluate radiation and immunotherapy effects on tumor mass

dynamics in individual patients. Using time course data, they

show that the Gompertz law can describe therapy effects with two

effective parameters. Their macroscopic approach quantifies the

treatment/interaction effect between the immune system,

radiotherapy, and tumor progression. This result permits

quantitative tumor mass kinetics data analyses, which give useful

indications for disease progression and assess the potential efficacy

of radiotherapy and immunotherapy combinations.

Adhikarla et al. validate the previously reported mathematical

model against experimental data where the timing of the CAR-T

cell therapy is varied keeping the targeted alpha particle therapy

(TAT) dosage and timing constant. Model parameters are

elucidated from the experimental data to optimize the timing of

CAR-T cell therapy post-TAT by maximizing progression-free

survival. The effect of fractionated dosing of both TRT and CAR-

T cell therapies on the survival metrics is also studied. In addition,

multiple dosing strategies for TRT and CAR-T cell therapies are

tested to analyze whether the splitting and scheduling of the doses

result in improved tumor control or survival.

To assess the combined effects of anti-PD-1 and anti-FGFR3 small

molecule inhibitors (SMI) on tumor growth and the immune response,

Bergman et al. build agent-based models (ABM) that capture key

aspects of tumor heterogeneity and CD8+ T cell phenotypes, their

spatial interactions, and their response to therapeutics. The model

quantifies how tumor antigenicity and FGFR3 activating mutations

impact the disease process and response to anti-PD-1 antibodies and

anti-FGFR3 SMI. The modeling results indicate the need to quantify

FGFR3 signaling, and the fitness advantage conferred on bladder

cancer cells harboring this mutation.

Yosef and Bunimovich-Medrazitsky present a theoretical

investigation of non-muscle invasive bladder cancer (NMIBC)

growth and its continuous treatment with Mitomycin-C (MMC).

Based on biological data analysis and using ordinary differential

equations (ODEs) the authors describe the cells and drug molecule

dynamics of tumor-immune cell interactions duringMMC treatment.

Several hypothetical scenarios for NMIBC depict the evolution of

tumors for small, medium, and large tumors. The results offer the

possibility to improve MMC chemotherapy for NMIBC patients and

explain some of the mysteries of NMIBC chemotherapy.

West et al. present a multiscale mathematical model that

captures the phenotypic, vascular, microenvironmental, and

spatial heterogeneity that shapes acid-mediated invasion and

immune escape over a biologically realistic time scale. The model

explores several immune escape mechanisms such as i) acid

inactivation of immune cells, ii) competition for glucose, and iii)

inhibitory immune checkpoint receptor expression (PD-L1). This
Frontiers in Immunology 025
model helps to decompose the key constraints on evolutionary costs

and benefits of three key phenotypic axes on tumor invasion and

treatment: acid resistance, glycolysis, and PD-L1 expression. The

benefits of concomitant anti-PD-L1 and buffer treatments are

promising treatments to limit the adverse effects of immune escape.

Lems et al. extend an existing mathematical model and embed it

in multi-scale spatial simulations to describe the effects of

immunosuppression and spatial heterogeneity on the crosstalk

between EMT and IFNg-induced PD-L1 expression. This analysis

demonstrates that the relation between PD-L1 expression and EMT

status is highly complex, and depends on the forms of

immunosuppression established by the tumor as well as on spatial

heterogeneity concerning cytokines influencing these pathways.

These results may contribute to the development of therapeutic

strategies for effectively combating metastatic dissemination, as well

as immune evasion.
Conclusion

The collected articles demonstrate that mathematical modeling

and computational simulation contribute to oncoimmunology by

consolidating experimental, theoretical, and clinical facts into

quantitatively/qualitatively predictive and hypothesis-driven

frameworks. Moreover, the modeling allows the prediction and

validation of specific mechanisms and key parameters of the studied

complex systems in vitro and in vivo. By computational analysis of

independent data identifying molecular and cellular mechanisms

and interaction parameters, mathematical models can be useful

tools to stratify immunotherapy responses and personalize

outcomes for cancer patients.
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Tumor-mediated
immunosuppression and
cytokine spreading affects the
relation between EMT and
PD-L1 status

Carlijn M. Lems, Gerhard A. Burger and Joost B. Beltman*

Division of Drug Discovery and Safety, Leiden Academic Centre for Drug Research, Leiden University,
Leiden, Netherlands
Epithelial-mesenchymal transition (EMT) and immune resistance mediated by

Programmed Death-Ligand 1 (PD-L1) upregulation are established drivers of

tumor progression. Their bi-directional crosstalk has been proposed to facilitate

tumor immunoevasion, yet the impact of immunosuppression and spatial

heterogeneity on the interplay between these processes remains to be

characterized. Here we study the role of these factors using mathematical and

spatial models. We first designed models incorporating immunosuppressive

effects on T cells mediated via PD-L1 and the EMT-inducing cytokine

Transforming Growth Factor beta (TGFb). Our models predict that PD-L1-

mediated immunosuppression merely reduces the difference in PD-L1 levels

between EMT states, while TGFb-mediated suppression also causes PD-L1

expression to correlate negatively with TGFb within each EMT phenotype. We

subsequently embedded the models in multi-scale spatial simulations to

explicitly describe heterogeneity in cytokine levels and intratumoral

heterogeneity. Our multi-scale models show that Interferon gamma (IFNg)-
induced partial EMT of a tumor cell subpopulation can provide some, albeit

limited protection to bystander tumor cells. Moreover, our simulations show that

the true relationship between EMT status and PD-L1 expression may be hidden at

the population level, highlighting the importance of studying EMT and PD-L1

status at the single-cell level. Our findings deepen the understanding of the

interactions between EMT and the immune response, which is crucial for

developing novel diagnostics and therapeutics for cancer patients.

KEYWORDS

epithelial-mesenchymal transition (EMT), PD-L1, immunoevasion, ordinary differential
equations, cellular Potts model
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1 Introduction

Activating invasion and metastasis, and avoiding immune

destruction are core hallmarks of cancer, i.e., acquired capabilities

that are crucial for the formation of malignant tumors (1). A

comprehensive understanding of the interplay between these

hallmarks is imperative for developing novel diagnostic and

therapeutic approaches. Still, few studies to date have focused on

the interaction between metastatic dissemination and

immunoevasion, and hence its biological basis remains in large

part unexplored.

Epithelial-mesenchymal transition (EMT), a process during

which cells transition from an adhesive epithelial to a motile

mesenchymal phenotype (2), is of critical importance for invasion

and metastasis (reviewed in (3–5)). This phenomenon is

increasingly referred to as epithelial-mesenchymal plasticity

(EMP), because emerging evidence suggests that this transition is

often incomplete, resulting in the manifestation of intermediate

epithelial/mesenchymal (E/M) phenotypes (6). Such partial EMT

programs in particular are associated with enhanced metastatic

dissemination as well as therapy resistance (7, and reviewed in (8)).

Moreover, EMT has been proposed to facilitate tumor immune

escape (reviewed in 9).

A well-established mechanism through which cancer cells

acquire immune resistance involves co-opting immune

checkpoint pathways (10). Under normal physiological

conditions, these pathways are pivotal for modulating the

immune response and maintaining self-tolerance. As a case in

point, tumor cells often upregulate the immune checkpoint

protein Programmed Death-Ligand 1 (PD-L1) (11), either in

response to inflammatory cytokines, such as Interferon gamma

(IFNg), or through constitutive oncogenic signaling (10).

Interaction of PD-L1 with its receptor Programmed Death-1 (PD-

1) on the membrane of T cells suppresses the survival, proliferation,

and effector functions of these cells, including their cytokine

release (12).

The literature reports numerous links between immunoevasion

mediated by PD-L1 and EMT (reviewed in 13). One mechanism

proposedly underlying the crosstalk between EMT and PD-L1-

mediated immune resistance is that PD-L1 is post-transcriptionally

regulated by the microRNA-200 (miR-200)–Zinc Finger E-Box

Binding Homeobox 1 (ZEB1) axis (14–16), which is part of the

‘core’ EMT regulatory machinery (6). The binding of miR-200 to

PD-L1 mRNA inhibits translation of the checkpoint ligand, and

such binding can generally promote degradation of the miRNA–

mRNA complex (17, 18). To investigate this mechanism, we

recently presented a mathematical model connecting a model for

the core EMT network to a model for IFNg-induced PD-L1

expression (19), considering mutual inhibitory feedback between

miR-200 and PD-L1. Model analysis showed that this interaction

gives rise to tristability in PD-L1 levels, with a mesenchymal state

corresponding with high PD-L1 expression, an epithelial state with

low PD-L1 expression, and an E/M state with intermediate (albeit

still relatively low) PD-L1 expression. Stimulation with IFNg further
amplifies the difference in PD-L1 expression between the stable
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EMT states. Furthermore, the bi-directional crosstalk between miR-

200 and PD-L1 reduces the amount of inducing signal required to

undergo EMT in the presence of IFNg.
Despite displaying interesting dynamics relevant for tumor

progression, our prior model of EMT–PD-L1 dynamics (19) did

not take into account several mechanisms and factors affecting

EMT and PD-L1 expression. First, an important missing

mechanism was the negative feedback of PD-L1 on the IFNg
secretion of T cells, which results from the PD-L1–PD-1

interaction (20). Second, our prior model did not explicitly

describe Transforming Growth Factor beta (TGFb) as an EMT-

inducing signal, and as a central player in tumor immune evasion

(reviewed in 21). Of particular relevance here is the ability of TGFb
to inhibit IFNg release both directly and indirectly by inhibiting T

cell proliferation and differentiation. Third, our regulatory EMT–

PD-L1 network model did not consider the potential role of spatial

effects, such as the spatiotemporal and potentially localized

spreading of cytokines within the tumor microenvironment

(TME). Fourth, the model described the behavior of an average

tumor cell and therefore did not account for intratumoral

heterogeneity, which was recently demonstrated to contribute to

resistance to PD-(L)1 blockade (22).

In the present study, we extended the model presented by

Burger et al. (19) to explore the role of immunosuppression

through PD-L1 or TGFb, and of intratumoral heterogeneity on

the crosstalk between EMT and PD-L1 expression. Analysis of our

models with immunosuppression shows that negative feedback of

PD-L1 on IFNg only decreases the difference in PD-L1 expression

between EMT phenotypes, whereas TGFb-mediated IFNg
inhibition gives rise to a negative correlation between TGFb and

PD-L1 levels within EMT phenotypes. By subsequently embedding

the above networks in multi-scale cell-based spatial simulations

with cytokine spreading and intratumoral heterogeneity, we show

that partial EMT of a tumor cell subset induced by IFNg offers

bystander tumor cells limited protection from IFNg. Moreover, we

demonstrate that a study at the cell population level may hide the

underlying relation between PD-L1 expression and EMT status.

Overal l , our analysis i l lustrates how tumor-mediated

immunosuppression and cytokine spreading can affect the

complex relationship between EMT and PD-L1 status.
2 Results

2.1 PD-L1-mediated IFNg inhibition limits
PD-L1 primarily for mesenchymal cells

Within our previously modeled PD-L1–EMT network

(Figure 1A, black, solid arrows), we did not consider the influence

of immunosuppression. One way through which such suppression

is expected to take place is the inhibition of IFNg production

following the interaction of tumor-expressed PD-L1 with T cell-

expressed PD-1 (20). To study how this negative feedback of PD-L1

on IFNg production affects the relationship between EMT and

IFNg-induced PD-L1 expression, we extended the model of
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Burger et al. (19) with this regulation (Figure 1A, red,

dashed arrow).

We examined the behavior of the modified network (i.e., with

PD-L1-mediated IFNg inhibition) for various levels of SNAIL1

(considered to be activated via, e.g., TGFb) and baseline IFNg
production rates (Figure 1). The model with inhibition displays
Frontiers in Immunology 038
similar tristability in PD-L1 expression on the cell membrane as the

model without inhibition (Figure 1B), resulting from several saddle-

node bifurcations. In both models, mesenchymal cells have the

highest PD-L1 level and epithelial cells the lowest. Notably, the

negative feedback loop does not cause additional bifurcation points,

hence the qualitative behavior of the two models is the same.
B

C D

E

A

FIGURE 1

PD-L1-mediated IFNg inhibition only quantitatively affects PD-L1 expression and EMT. (A) Schematic depiction of the EMT–PD-L1 regulatory network
(black, solid arrows) extended with negative feedback of PD-L1 on IFNg (red, dashed arrow). (B–D) Bifurcation (B, D) and continuation (C) diagrams
illustrating how, in the absence (solid lines) and presence (dashed lines) of PD-L1-mediated IFNg inhibition, the steady-state expression of PD-L1 on
the membrane (B) and ZEB1 mRNA (D) depend on SNAIL1, considering a fixed basal IFNg production rate of 0.1 nM h−1, and the steady-state
expression of PD-L1 on the membrane depends on the basal IFNg production rate, considering a fixed SNAIL1 level of 1.95 × 105 molecules (C).
Colors represent the different stable equilibria (representing E, E/M, and M phenotypes) and unstable equilibria (indicated in legend). (E) Phase
diagram showing how the presence of stable equilibria (colored regions, indicated in legend) depends on the basal IFNg production rate and SNAIL1
in the absence (left) and presence (right) of PD-L1-mediated IFNg inhibition. Vertical dashed lines in (B, D, E) show the SNAIL1 level used in (C), while
horizontal dashed lines in (E) show the basal IFNg production rate used in (B, D).
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However, the feedback does decrease PD-L1 expression for all EMT

phenotypes, thereby reducing the absolute and relative differences

in PD-L1 expression between phenotypes. The inhibition affects the

equilibrium PD-L1 level for all phenotypes when the IFNg
production rate is low, but only the mesenchymal phenotype for

intermediate IFNg production rates (Figure 1C). At high IFNg
production rates, the feedback has no effect on PD-L1 expression

for any phenotype because the IFNg level is still sufficiently high to

closely approach the maximal transcription rate of PD-L1.

We subsequently investigated the impact of PD-L1-mediated

IFNg inhibition on ZEB1 expression and EMT phenotype stability.

The inhibition causes a rightward shift of the upper part of the

bifurcation diagram of ZEB1 as dependent on SNAIL1 input signal

(Figure 1D), because a reduced PD-L1 expression leads to an

increased amount of miR-200, in turn affecting EMT. To further

characterize this effect, we created a phase diagram showing how

the stability of EMT phenotypes depends on SNAIL1 levels and

baseline IFNg production rates (Figure 1E). Compared to the model

without IFNg inhibition, in the presence of such inhibition the

IFNg-induced leftward shift occurs for higher IFNg production

rates and is no longer parallel for the different bifurcation points.

These bifurcation point shifts remain similar upon adjustment of

the model parameters implementing the negative feedback, i.e., a

sensitivity analysis (Figure S1, left panels). In conclusion, our model

predicts that negative feedback of PD-L1 on IFNg has a quantitative,
but not qualitative, effect on the relationship between EMT and PD-

L1 expression.
2.2 TGFb-mediated IFNg inhibition causes
PD-L1 expression to correlate negatively
with TGFb within EMT phenotypes

Apart from PD-L1-mediated IFNg inhibition leading to

immunosuppression, such suppression can also be invoked by

TGFb. In order to separately study the impact of this alternative

inhibition on the crosstalk between EMT and IFNg-induced PD-L1

expression, we explicitly described TGFb in our model as a driver of

SNAIL1 expression (Figure 2A). Moreover, we extended this model

with the inhibition of IFNg production by TGFb, in a similar

manner as for PD-L1-mediated IFNg production.
Using this modified model (i.e., with TGFb-mediated IFNg

inhibition), we studied how the system responds to different levels

of TGFb and baseline IFNg production rates (Figure 2). As was the

case for PD-L1-mediated IFNg inhibition, the model extension with

TGFb-mediated IFNg inhibition does not affect the tristability of

PD-L1 expression on the membrane (Figure 2B). However, TGFb-
mediated IFNg inhibition leads to a complicated relation between

PD-L1 expression and TGFb. Specifically, PD-L1 levels tend to

correlate negatively with TGFb within each EMT phenotype,

especially for low IFNg production rates. Across EMT

phenotypes, there is still a primarily positive correlation between

TGFb and PD-L1 expression

Next, we investigated the influence of TGFb-mediated IFNg
inhibition on ZEB1 and the stability of EMT phenotypes. In the

bifurcation diagram of ZEB1, as dependent on the TGFb
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concentration (Figure 2C), it causes a rightward shift of the

bifurcation point separating the {E/M, M} and {M} states

compared with the model without inhibition. Consequently, the

total range of TGFb for which the hybrid E/M phenotype can (co-)

exist is strongly increased. This is reminiscent of the influence of

other proteins such as OVOL on the core EMT regulatory network

(23, 24), although contrary to OVOL expression, TGFb-mediated

IFNg inhibition does not lead to a range in which the hybrid E/M

phenotype is the only possible phenotype. The increase occurs for a

range of IFNg production rates, as visualized in a phase diagram

depicting the various stability regimes (Figure 2D). Interestingly,

upon increasing the IFNg production rate, the same bifurcation

point undergoes a leftward shift, leading to a part of the curve

gradually splitting off and eventually disappearing (Figure S2). This

phenomenon also occurs for the bifurcation point separating the {E,

E/M, M} and {E/M, M} states (Figure S2). Nevertheless, this only

occurs for very limited ranges of IFNg production rates.

Importantly, also this model extension exhibits good robustness

with respect to changes in inhibition-related parameter values

(Figure S1, right panels). Moreover, when we combined both PD-

L1- and TGFb-mediated IFNg inhibition, the effects observed for

the separate inhibition mechanisms were retained (Figure S3). In

summary, TGFb-mediated IFNg inhibition mainly results in a

negative correlation between TGFb and PD-L1 expression within

EMT phenotypes, yet a positive correlation across phenotypes.
2.3 IFNg-induced partial EMT of a tumor
cell subset can provide limited protection
to bystander tumor cells

In practice, the outcome of the crosstalk between EMT and

IFNg-induced PD-L1 expression is likely to also depend on the (an)

isotropy of the TME with regard to the involved cytokines IFNg and
TGFb. Therefore, we embedded our models describing IFNg
inhibition by either PD-L1 or TGFb, or without such IFNg
inhibition, in multi-scale spatial simulations using the cellular

Potts model (CPM) (25, 26). These 2D simulations comprise

tumor cells, IFNg-secreting CD8+ T cells, and a partial differential

equation (PDE) layer describing the spatiotemporal spreading of

IFNg. The production and cellular uptake rates of IFNg were

derived from the literature (see Methods for details). Our

simulations additionally include a static TGFb field that is either

uniform or has a gradient with the highest concentrations at the

tumor edge. The latter mimics the accumulation of TGFb at the

invasive front which has been experimentally observed (27, 28).

Discussion is ongoing concerning how far CD8+ T cell-derived

IFNg can spread within the TME. Specifically, mathematical

simulations predict cytokine gradients in dense, cytokine-

consuming environments to range between one and a few cell

diameters (29). However, these predictions are contradicted by

experimental findings showing that IFNg produced by activated

CD8+ T cells diffuses substantially from the site of tumor cell-

T cell interaction (30, 31). Since both extremes are likely relevant

and can depend on tumor-secreted factors such as galectins (32),

we investigated two extreme spreading scenarios by modifying
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the rate of cellular uptake of IFNg. For these short- and long-

range spreading scenarios, the IFNg concentration in molecules

cell−1 decreases by a factor of 2.7 within one and six cell

layers, respectively.
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We first employed our multi-scale models to study a long-range

IFNg spreading scenario within a T cell-infiltrated tumor embedded

in a uniform TGFb field (Figure 3A and Video S1). We considered

tumor cells to be either homogeneous or heterogeneous with regard
B

C

D

A

FIGURE 2

TGFb-mediated IFNg inhibition causes PD-L1 expression to correlate negatively with TGFb within each EMT phenotype. (A) Schematic depiction of
the EMT–PD-L1 regulatory network (black, solid arrows) extended with TGFb-mediated IFNg inhibition and SNAIL1 stimulation (red, dashed arrows).
(B, C) Bifurcation diagrams illustrating how, in the absence (solid lines) and presence (dashed lines) of TGFb-mediated IFNg inhibition, the steady-
state expression of PD-L1 on the membrane (B) and ZEB1 mRNA (C) depend on TGFb, considering fixed basal IFNg production rates of 0.06 nM h−1

(B, left), 0.11 nM h−1 (B, middle, and C), and 0.16 nM h−1 (B, right). Colors represent the different stable equilibria (representing E, E/M, and M
phenotypes) and unstable equilibria (indicated in legend). (D) Phase diagram showing how the presence of stable equilibria (colored regions,
indicated in legend) depends on the basal IFNg production rate and TGFb concentration in the absence (left) and presence (right) of TGFb-mediated
IFNg inhibition. Horizontal dashed lines in (D) show the basal IFNg production rates used in (B, C).
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to their model parameter values (see Methods), with the latter

scenario likely being the most realistic for human cancers. We

simulated limited heterogeneity so that no epithelial tumor cells

spontaneously underwent EMT in the absence of IFNg. Under this
condition, cells also did not undergo a complete transition to a

mesenchymal state in the presence of IFNg.
IFNg has a dual role in cancer immunity (reviewed in 33) and is

implicated in tumor immune surveillance through the induction of

tumor cell cycle arrest, senescence, and death. The presence of

intratumoral heterogeneity makes it plausible that a subset of tumor

cells is resistant to the antitumorigenic effects of IFNg, yet is

sensitive to other IFNg-driven responses, including partial or full

EMT. Because these transitions could in turn affect PD-L1

expression, inhibiting further IFNg production, bystander tumor

cells might indirectly be protected by EMT of a tumor

subpopulation. We therefore investigated this potential impact of

EMT triggered in a tumor subpopulation on bystander tumor cells.

As anticipated, our model predicts the entire tumor to be

exposed to IFNg due to the substantial IFNg spreading

(Figure 3A). Notably, the tumor cell subset that converts to an
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intermediate E/M state in response to IFNg (12%) has a higher PD-
L1 expression than cells remaining epithelial. In tumors with PD-

L1-mediated inhibition of IFNg secretion by neighboring T cells,

this increased PD-L1 level gives rise to a clear subset of T cells with a

low IFNg production rate (Figure 3B). Consequently, epithelial

tumor cells have on average a 7.0% lower IFNg exposure in

heterogeneous versus homogeneous tumors with PD-L1-mediated

IFNg inhibition (Figure 3C). Note that this small difference in

sensed IFNg by tumor cells between the homogeneous and

heterogeneous scenario does not occur for tumors without IFNg
inhibition or with TGFb-mediated IFNg inhibition. In the scenario

without IFNg inhibition, the epithelial subpopulation is even

exposed to a slightly higher (5.6%) IFNg concentration in

heterogeneous compared to homogeneous tumors. This is because

several hybrid cells escape the tumor (Figure 3A), thereby no longer

inhibiting IFNg production of intratumoral T cells, and causing the

remaining epithelial cells to reside close to the IFNg-rich tumor

center. This implies that the true effect of E/M hybrid cells on IFNg
reduction caused by the inhibition of IFNg by PD-L1 is in fact larger

than the net 7.0%. In summary, our spatial simulations provide
B C

A

FIGURE 3

An IFNg-induced hybrid tumor subset can provide limited protection to bystander epithelial tumor cells. (A) Still images of a CPM simulation of IFNg-
secreting T cells within a tumor with long-range IFNg spreading, intratumoral heterogeneity, and PD-L1-mediated IFNg inhibition. Left color scheme:
lattice sites are colored according to IFNg level; T cells are black, and epithelial (E) and hybrid (E/M) tumor cells are red and green, respectively.
Other color schemes: T cells are black, and tumor cells are colored according to IFNg (middle-left), PD-L1 (middle-right), and ZEB1 (right) levels.
Elapsed simulation time is 2410 minutes. (B, C) Violin and box plots showing the IFNg production rate of T cells (B) and the IFNg concentration
sensed by epithelial tumor cells (C). In (B), results are shown for a tumor with negative feedback of PD-L1 on IFNg, and in (C) for tumors without
IFNg inhibition (left), inhibition of IFNg by PD-L1 (middle) or by TGFb (right). Colors denote heterogeneous (blue) or homogeneous tumors (red; only
median is shown in (B)). Plots are based on data 2100-2410 minutes after initialization and 5 simulations per condition.
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evidence for a potential protective effect provided by a small

subpopulation of hybrid tumor cells towards the remainder of the

tumor population owing to PD-L1-mediated immunosuppression.
2.4 Population-level responses may hide
the relationship between PD-L1 expression
and EMT status

In al l invest igated ODE models with or without

immunosuppression, we found a clear relation between EMT and

PD-L1 status, predicting PD-L1 to be lowest for epithelial cells,

intermediate for hybrid E/M cells, and highest for mesenchymal

cells. However, it is unclear whether this relation can be uncovered

in experimental data when studying tumor cells at population level.

Therefore, we investigated the relation between EMT status, ZEB1,

and PD-L1 within spatial simulations implementing scenarios with

short-range IFNg spreading at the invasive front of a tumor. Note

that we utilized scenarios without intratumoral heterogeneity in

order to prevent this source of heterogeneity from detecting

relationships between markers. Because TGFb accumulation may

occur at the invasive front in carcinomas (27, 28), we simulated

tumors with either a homogeneous TGFb field or a TGFb gradient

(Figure 4A and Videos S2, S3), in the absence or presence of IFNg
inhibition (either by PD-L1 or by TGFb).

Within tumors with homogeneously distributed TGFb or with a
TGFb gradient, the overall relationship between PD-L1 membrane

and ZEB1 expression is as expected, with a higher PD-L1 expression

being accompanied by a higher ZEB1 expression (Figures 4B–D).

For instance, for tumors with a TGFb gradient, those without IFNg
inhibition have both the highest PD-L1 and ZEB1 levels. However,

between these two TGFb tumor types, the relationship between PD-

L1 and ZEB1 expression is not as straightforward. Specifically, when

there is no IFNg inhibition or PD-L1-mediated IFNg inhibition,

tumors obtain a similar level of PD-L1 expression regardless of the

shape of the TGFb field (Figure 4B; blue and orange), whereas

tumors with a TGFb gradient reach a much higher ZEB1 expression

(Figure 4C; blue and orange). Moreover, in the case of IFNg
inhibition by TGFb, tumors with a TGFb gradient obtain a

considerably lower PD-L1 (Figure 4B; green) but a similar ZEB1

level compared to those with a uniform TGFb field

(Figure 4C; green).

We subsequently examined the temporal relationship between

PD-L1 membrane expression and EMT status on a single-cell level.

For all tumors that are isotropic with regard to TGFb, our models

predict that the number of hybrid cells continues to increase over

time (Figure 4E). This coincides with an increase in ZEB1

(Figure 4C), yet PD-L1 levels approximately reach a steady state

(Figure 4B). This also applies to tumors with a TGFb gradient and

IFNg inhibition by TGFb (Figures 4B, C, E), although in that case

the number of hybrid cells reaches a steady state. There is a minor

continued increase in the number of fully mesenchymal cells in this

setting (Figure 4E). Only in tumors with a TGFb gradient and no

immunosuppression or PD-L1-mediated IFNg inhibition, PD-L1

expression continues to increase over time (Figure 4B). To

conclude, an increase in the number of hybrid E/M or
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mesenchymal cells coincides with an increase in EMT marker

ZEB1 in all studied scenarios, yet PD-L1 expression does not

always keep increasing along with ZEB1. For individual tumor

cells, however, we do observe the expected positive correlation

between PD-L1 and ZEB1 expression in each scenario (Figure S4).

This relation is most evident at high IFNg levels (i.e., the top edge in
each panel) in tumors with a TGFb gradient. This implies that

studying tumors at a population level may conceal the relationship

between PD-L1 membrane expression and EMT status.
3 Discussion and conclusion

In the current study, we created mathematical and spatial

models of the crosstalk between EMT and IFNg-induced PD-L1

expression and showed that immunosuppression and heterogeneity

across tumor cells and space lead to a highly complex relationship

between EMT status and PD-L1 expression in cancer. Adding

immunosuppression in the form of a negative feedback loop from

PD-L1 on IFNg affects this relationship only quantitatively,

diminishing the differences in PD-L1 levels between the EMT

phenotypes. The effect of immunosuppression through inhibition

of IFNg by TGFb, on the other hand, results in a negative

correlation between PD-L1 expression and TGFb within each

EMT phenotype. When combining PD-L1- and TGFb-mediated

IFNg inhibition (through the multiplication of the two shifted Hill

functions involved), the observed effects are consistent with those of

each inhibition mechanism individually. Note that a different type

of interaction between these inhibitions, such as synergism or

antagonism (34), could potentially affect this outcome.

Embedding the above model versions in spatial simulations of

immune-infiltrated tumors, we demonstrated that IFNg-induced
partial EMT of a tumor cell subpopulation can provide limited

protection to bystander tumor cells by limiting their exposure to

IFNg. Lastly, we showed that studying EMT status and PD-L1

expression at a population level may conceal their relationship. Our

findings contribute to a more comprehensive understanding of the

interaction between EMT and the immune response, which is

essential for developing novel diagnostic and therapeutic options

for cancer patients.

An interesting prediction from our models is that even though

IFNg-induced EMT gives rise to a continuous increase in average

ZEB1 expression over time (Figure 4C), average PD-L1 expression

may reach a steady state (Figure 4B). A potential underlying reason

is that local fluctuations in IFNg cause fluctuating PD-L1 levels that
may conceal the relation between PD-L1 and ZEB1 expression

(Figure S4). In addition, the EMT-induced upregulation of PD-L1 is

relatively small compared to the initial IFNg-induced PD-L1

upregulation. Moreover, note that our models (including the

model on which our extensions are based, i.e. Burger et al. (19))

predict hybrid E/M cells to have only slightly increased (Figure 1B)

or even lower (Figure 2B) PD-L1 expression compared to epithelial

cells, especially in the absence of IFNg. This is contradicted by a

recent mathematical model presented by Sahoo et al. (35), which

predicts an almost equal (high) level of PD-L1 for the hybrid and

mesenchymal phenotypes. The model-predicted difference in PD-
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L1 expression between the hybrid E/M and epithelial states suggests

that it is necessary to perform temporal experiments at a single-cell

level to accurately capture the relationship between PD-L1

expression and EMT status (similar to Figure S4). Thus, future
Frontiers in Immunology 0813
research should further characterize this difference, including its

context and cell-line specificity.

The complexity of the relationship between PD-L1 expression

and EMT status, and the influence of immunosuppression and
B

C

D

E

A

FIGURE 4

Mean PD-L1 expression need not correlate with EMT status. (A) Still images of a CPM simulation of IFNg-secreting T cells at a tumor invasive front
with short-range IFNg spreading, a TGFb gradient, and no IFNg inhibition. Top color scheme: lattice sites are colored according to TGFb level.
Second color scheme from the top: T cells are black, and epithelial (E), hybrid (E/M), and mesenchymal (M) tumor cells are red, green, and blue,
respectively. Other color schemes: T cells are black, and tumor cells are colored according to (from top to bottom) TGFb, IFNg, PD-L1, and ZEB1
levels. Elapsed simulation time in minutes is displayed above the stills. (B, C) Average (bold line) and standard error of the mean (SEM; ribbon) of PD-
L1 membrane (B) and ZEB1 (C) expression of tumor cells over time. (D) Average (bold line) and SEM (ribbon) of PD-L1 membrane expression as a
function of ZEB1 expression over time. (E) Average (bold line) and SEM (ribbon) of the number of tumor cells per EMT phenotype (indicated in
legend) over time. Plots in (B–E) are based on 10 simulations per condition, and results are shown for tumors with a uniform TGFb field (left panels)
or a TGFb gradient (right panels). The absence or mode of IFNg inhibition is indicated in the legend.
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spatial distribution of cytokines IFNg and TGFb, have relevant

diagnostic implications. Both PD-L1 and EMT scores have been

proposed as biomarkers for selecting patients responding to PD-1/

PD-L1 blockade therapy (36, 37). However, the numerous

mechanisms and factors affecting the expression of PD-L1 and

EMT regulators, such as ZEB1, complicate their use as selective

biomarkers (6, 38, 39). Regarding PD-L1, our model indeed predicts

that a low expression may be attributed to a lack of an active

immune response (initial PD-L1 level in Figure 4B). Alternatively,

the PD-L1 level could have been high initially, suppressing the

immune response and consequently decreasing the expression of

PD-L1. Therefore, using PD-L1 as a predictive biomarker may

prevent the treatment of a subset of patients who, despite their low

to moderate PD-L1 expression, have a high probability of

responding. For ZEB1 as a biomarker, a major difficulty lies in

the fact that its absolute expression may depend on the shape of the

TGFb field (Figure 4C), as our simulations predict. Moreover, since

diverse signaling pathways regulate ZEB1 activity (40), a ZEB1high

tumor status is not necessarily associated with an ongoing

immune response.

Furthermore, our findings support the hypothesis that T cell

suppression by a hybrid E/M subpopulation in tumors with

considerable IFNg spreading may contribute to collective

immunoevasion by decreasing the overall IFNg level, albeit only

slightly (Figure 3C). Several processes may play a role in this limited

protection provided by hybrid E/M cells to other tumor cells in our

simulations. First, the small effect size may partly be attributed to

the aforementioned minor difference in PD-L1 expression between

hybrid E/M and epithelial cells. Second, in our simulations, a

substantial number of hybrid cells escape the tumor on account

of their increased motility (Figure 3A). Note that this is in contrast

with experimental observations and mathematical modeling

predictions in breast carcinoma where hybrid cancer stem cells

(CSCs) were found to typically reside in the tumor interior (41, 42).

This distribution originated from differential EMT-inducing signals

in the interior and outer regions of the tumor. Nevertheless, these

findings do not exclude the possibility that hybrid (or fully

mesenchymal cells) escape the tumor, as this was not specifically

investigated. For example, the mathematical model of Bocci et al.

(42) did not consider migration of hybrid or mesenchymal CSCs.

Third, in our models we consider the IFNg production by T cells to

increase instantly upon detaching from a hybrid tumor cell. In

reality, the slightly increased PD-L1 level of hybrid cells compared

to epithelial cells may contribute to a sustained state of T cell

exhaustion (20), resulting in long-term impaired IFNg secretion.

For these reasons, the protective effect of the hybrid tumor subset

over the remainder of the tumor population may be larger than

predicted here. Even if this is not the case in reality, only a minor

IFNg reduction may already be highly relevant, e.g., if it lowers the

IFNg level beyond a certain efficacy threshold of the cytopathic and

cytostatic effects of IFNg (33). If so, therapeutically targeting the

hybrid subpopulation may increase the overall IFNg concentration
beyond said threshold, enhancing, e.g., the IFNg-mediated killing of

bystander epithelial tumor cells. In the future, it would therefore be

useful to expand our models with the dynamics of tumor growth

and T cell-mediated killing, to evaluate the importance of the
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predicted decrease in IFNg. As an example of a similar approach,

Benchaib et al. (43) describe tumor growth dynamics and IFNg-
induced dormancy in their mathematical model of the interaction

between cancer and immune cells in the lymph node. Their

simulations predict three possible outcomes that coincide with the

main phases of the immunoediting process, namely tumor

elimination, equilibrium, and evasion.

In our multi-scale spatial simulations, we make two more

assumptions regarding T cells that would likely affect our model

predictions quantitatively. First, we consider the ratio of T cells to

tumor cells to be 1:40. Although this ratio represents a realistic

scenario, lower ratios have been observed in some tumors, for

example in glioblastoma (44). Naturally, in such tumors with very

limited T cell infiltration (immunologically cold tumors), the effects

predicted by our models will be less pronounced. Second, we

consider T cells not to consume IFNg. However, given that IFNg
has been shown to increase the abundance of the T cell population

(45) as well as their migration and cytotoxicity (46), T cells likely

take up IFNg to a certain extent. Still, given the low T cell:tumor cell

ratio, we expect that this additional consumption has only a minor

effect on intratumoral IFNg concentrations. Moreover, to our

knowledge, there is no evidence indicating that T cells

preferentially consume large quantities of IFNg relative to

tumor cells.

We propose that one promising therapeutic strategy for

combating not only tumor immunoevasion but also cancer

metastasis involves interfering with the pathways that control the

interplay between EMT and PD-L1. Increasing efforts already focus

on searching for opportunities to therapeutically interfere with

EMT in cancer (reviewed in 47). Potential therapeutic candidates

include upstream signaling pathways, such as the TGFb signaling

pathway, and molecular drivers of EMT. Blocking TGFb signaling

may also hinder its T cell-suppressive effects and is therefore an

especially interesting approach. Nevertheless, our model-based

analysis suggests that IFNg is a more prominent driver of PD-L1

expression than EMT-driven PD-L1 expression viamiR-200, which

is consistent with our recent bioinformatic analysis of cancer patient

data from the Cancer Genome Atlas (39). As such, we expect

combination therapies of agents targeting EMT and the PD-1–PD-

L1 interaction to be most effective for enhancing the antitumor

immune response. Consistent with this, co-administration of

TGFb-blocking and anti-PD-L1 antibodies provoked antitumor

immunity and tumor regression in metastatic urothelial cancer by

facilitating T cell infiltration (48). We conclude that there is ample

potential for therapeutic exploitation of the EMT–PD-L1 axis.

Our multi-scale models have three important limitations. A first

limitation is that we markedly accelerated the EMT and PD-L1

regulatory network dynamics relative to their true cellular and

spatial dynamics to reduce computation time. As a consequence,

PD-L1 expression in our simulations was established on a time scale

of seconds instead of hours, and a full EMT transition required

minutes instead of days (cf. Figures 1D–F in 19). For the long-range

IFNg spreading scenario, this merely implies that in practice more

time is needed for a subpopulation of hybrid cells to emerge and

suppress the immune response. In actual tumors with short-range

IFNg spreading, however, the brief T cell-tumor cell interactions in
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our simulations might be insufficient to induce PD-L1 expression,

let alone an EMT. Still, CD8+ T cells normally form conjugates with

antigen-expressing tumor cells that can last minutes to hours (49),

presumably exposing tumor cells to IFNg for a sufficient period to

induce PD-L1 expression and consequently trigger EMT.

A second limitation of our simulations is that we modeled the

difference in motility between the EMT phenotypes only based on

cell surface interactions, and we did not differentiate between the

migratory behavior of cells in a partial EMT or mesenchymal state.

Future efforts should focus on the implementation of a more

sophisticated cancer invasion model, such as the cellular Potts-

based model recently presented by Pramanik et al. (50), to better

characterize how different modes of cell migration contribute to

cancer metastasis as a consequence of EMT–PD-L1 crosstalk.

Lastly, a third limitation of our work is that we considered

CD8+ T cells to be the only source of IFNg in our models, even

though it is well established that other immune cells in the TME

can also secrete this cytokine. Examples include CD4+ T cells,

natural killer (NK) cells, and NK T cells (51). A recent study even

found the production of IFNg by CD4+ chimeric antigen receptor

(CAR) T cells to be considerably higher than that of CD8+ CAR T

cells in a model of B-cell malignancy (52). Since these additional

cellular components could potentially affect how our simulations

replicate tumor biology, it would be worth including them (and

the effects of additionally produced IFNg) in future model

versions. This also applies to the cellular sources of TGFb,
which include tumor cells, regulatory T cells, fibroblasts, and

macrophages (21). We currently described this cytokine with a

static field (either uniformly distributed or with a gradient) but it

could instead be modeled dynamically. Note that such an effort

would benefit from additional experiments to obtain reliable

production and cellular uptake rates.

In conclusion, we extended an existing mathematical model and

embedded it in multi-scale spatial simulations to describe the effects

of immunosuppression and spatial heterogeneity on the crosstalk

between EMT and IFNg-induced PD-L1 expression. Our analysis

demonstrates that the relation between PD-L1 expression and EMT

status is highly complex, and depends on the forms of

immunosuppression established by the tumor as well as on spatial

heterogeneity concerning cytokines influencing these pathways.

Experimental validation of the hypotheses presented here based

on temporal, single-cell measurements will be required to shed

further light on the relationship between PD-L1 expression and

EMT status. Ultimately, these insights may contribute to the

development of novel therapeutic strategies for effectively

combating metastatic dissemination as well as immunoevasion.
4 Materials and methods

4.1 ODE models

4.1.1 IFNg–PD-L1–EMT model
The IFNg–PD-L1–EMT model (19) uses appropriate miRNA–

mRNA dynamics from the theoretical framework by Lu et al. (53)

(see Supplementary Information) to combine the simplified TCS
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model (24) with a model for IFNg-induced PD-L1 expression,

which is based on an extension of a published JAK–STAT model

(54). See Supplementary Information for the model definition and

used parameters.

4.1.2 Negative feedback of PD-L1 on IFNg
Even though the negative feedback of membrane-bound PD-L1

on the production of IFNg is not mediated by direct transcriptional

regulation, for simplicity, we used a shifted Hill function to model

this regulation. The shifted Hill function for activation and

inhibition of A by B is defined as

HS(B, lBA) = H−(B) + lBAH
+(B), (1)

H−(B) =
1

1 + ( B
B0
A
)nBA

, (2)

H+(B) = 1 − H−(B), (3)

where the weight factor lBA represents the fold change in the

production rate of A due to B, with lBA  > 1 for activation and lBA
  < 1 for inhibition. The Hill coefficient nBA represents the

cooperativity of the interaction, while the threshold B0
A is the

concentration of B at which the value of H− equals 0.5. The

IFNg–PD-L1–EMT model uses the concentration of IFNg (in

nM) as input. Here, we model the IFNg (I) concentration with

the following ordinary differential equation (ODE):

dI
dt

= gIH
S(PM , lPM ,I) − kII : (4)

The meaning of parameters and their utilized values are provided in

Table 1. We chose the basal production and degradation rate of IFNg
arbitrarily and varied the former to simulate different levels of IFNg
exposure. Note that upon embedding our ODEmodels into multi-scale

spatial simulations (see below), we utilized IFNg production and

cellular uptake rates from the literature. To our knowledge, there are

no experimental data available in which both IFNg secreted by T cells

and the tumor cell membrane PD-L1 expression are measured. For

simplicity, we chose the value 0.1 for lPM ,I to allow for a considerable

inhibitory effect, and the value 2 for nPM ,I . PM 0I was loosely based on the

half-functional rule defined in Huang et al. (55), which states that a

regulatory link should have an approximately equal chance of being

functional or not functional. Note that we performed a sensitivity

analysis to study the impact of these parameter values on the model

predictions (Figure S1, left panels).

4.1.3 TGFb–SNAIL1 model
For the TGFb–SNAIL1 submodel, we adapted the TGFb–miR-

200 and SNAIL1–miR-34 modules of the revised CBS model (56,

see Supplementary Information; originally published by 57). Our

key modifications are the exclusion of the autocrine TGFb–miR-

200 feedback loop and the double-negative SNAIL1–miR-34

feedback loop. Because we later implement the ODE models in

multi-scale models wherein tumor cells respond to extra-cellular

TGFb, our revised submodel did not need to describe TGFbmRNA.

Instead, we consider the protein TGFb to be produced at a constant
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rate and to be degraded linearly, which is effectively identical to

having a fixed TGFb concentration as input. The revised TGFb–
SNAIL1 submodel consists of the following ODEs for TGFb (T),

SNAIL1 mRNA (mS), and SNAIL1 protein (S):

dT
dt

= gT − kTT , (5)

dmS

dt
= g0mS

+ gmS
H+(T)H−(S) − kmS

mS, (6)

dS
dt

= gSmS − kSS : (7)

All initial conditions (i.e., the initial concentrations of T ,mS, and S)

are set to 0. At the beginning of a simulation, the levels of TGFb and
SNAIL1 mRNA swiftly become positive because of their baseline

production rates, which in turn triggers the production of SNAIL1

protein. Parameter meanings and utilized values are provided in

Table 2. Note that, for consistency, we use g and k to denote

production and degradation rates. As with IFNg, we use arbitrary

values for the production and degradation rate of TGFb and vary

the former to simulate different TGFb exposure levels.

To create our extended model, we connected the TGFb–SNAIL1
submodel to the central IFNg–PD-L1–EMT model (see Figure 2A).

Note that we converted the output SNAIL1 concentration, which was
Frontiers in Immunology 1116
in nM in Zhang et al. (56) into number of molecules in order to use

SNAIL1 as input in the IFNg–PD-L1–EMT model. For consistency,

we converted SNAIL1 mRNA to number of molecules as well. As in

Jolly et al. (24) and Burger et al. (19), we use a cell volume of 10000

μm3, such that 1 nM amounts to approximately 6020 molecules (6.02

× 1023 · 10−9 · 10000 × (10−5) 3). To properly convert units, we thus

multiplied model parameters g0mS
, gmS

, and JmS1 with 6020. In

addition, we matched the range of TGFb within which bifurcations

occur to that of the CBS model by modifying parameters g0mS
, gms

,

and JmS0.

4.1.4 Inhibition of IFNg by TGFb
Modeling the individual components of pathways involved in

the TGFb-mediated inhibition of IFNg secretion is a complex task.

As for PD-L1-mediated IFNg inhibition, we also used a shifted Hill

function to model this regulation in a phenomenological manner.

In this case, we model the IFNg concentration (I) with the following

ODE:

dI
dt

= gIH
S(T , lT ,I) − kII: (8)

Parameter meanings and utilized values are provided in Table 1. In

the absence of experimental data on the relationship between extra-

cellular TGFb and T cell IFNg release, in selecting the shifted Hill

function parameter values we took into account the same
TABLE 2 Variables and parameters used for the TGFb–SNAIL1 module.

Prod. rate g Degr. rate k

TGFb protein T gT 0-0.3 nM h−1 kT 1 h−1

SNAIL1 mRNA mS g0mS
1500 molecules h−1 kms

0.09 h−1

gmS
600 molecules h−1

SNAIL1 protein S gS 17 h−1 kS 1.66 h−1

Threshold B0A Hill coefficient nBA

Act. mS by T JmS0 0.1 nM nnt 2

Inh. mS by S JmS1 4.0334 × 106 molecules nns 1
The top panel shows variable names and production and degradation rates; the bottom panel shows parameters for the Hill functions of the interactions. Parameter values were either taken from
the revised CBS model by Zhang et al. (56) or modified (shade). g0mS

is the baseline production rate of SNAIL1 mRNA. The production rate of TGFb was varied to simulate different TGFb levels.
TABLE 1 Parameters used for the model extensions representing the immunosuppressive effects of PD-L1 and TGFb.

Prod. rate g Degr. rate k

IFNg I gI 0-0.5 nM h–1 kI 1 h–1

Threshold B0A Hill coefficient nBA Max. fold change lBA

Inh. I by PM PM 0I 6×104 mol. nPM ,I 2 lPM ,I 0.1

Inh. I by T T0
I 0.1 nM nT ,I 2 lT ,I 0.1
The top panel shows the production and degradation rate of IFNg; the bottom panel shows parameters for the shifted Hill functions of the interactions. The parameter values were not directly
obtained from the literature but were selected in this study. The production rate of IFNg was varied to simulate different IFNg levels.
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considerations as for the negative feedback of PD-L1 on IFNg. We

again conducted a sensitivity analysis to examine the effects of these

parameter values on our model predictions (Figure S1, right panels).

4.1.5 Combined IFNg inhibition model
In our combined model with two forms of IFNg inhibition, we

model the dynamics of IFNg with the following ODE:

dI
dt

= gIH
S(PM , lPM ,I)H

S(T , lT ,I) − kII: (9)

Note that an interesting alternative to the utilized product term of

the two individual shifted Hill functions would be a combination

Hill function (34), which allows for the modeling of synergistic or

antagonistic effects.
4.2 Multi-scale models

We embedded our ODE models with separate PD-L1- or

TGFb-mediated IFNg inhibition in multi-scale models of T cell-

infiltrated tumors using the cellular Potts model (CPM) framework

(25, 26), which was previously used for simulating EMT (58) and T

cell-tumor cell interactions (59–62). The CPM is a lattice-based

technique wherein cells consist of a collection of lattice sites that are

assigned a specific ‘spin’ value to indicate their belonging to a

particular cell. The models enable cellular movement through

minimization of the Hamiltonian (H), a global energy function

defined as

H = Hsort + Hl + HAct : (10)

The term Hsort describes cell surface interactions and a cell area or

volume constraint that considers deviations from a target cell area

or volume. As we employed two-dimensional simulations, the term

‘area’ applies here. Hsort is calculated with the following equation:

Hsort = o
(i, j)(i0, j0)

neighbors

J(t(s (i, j)), t(s (i0, j0)))(1 − ds (i,j),s(i0 ,j0))

+ ςa o
spin   types  s

(a(s ) − At(s ))
2, (11)

where (i, j) and (i0, j0) are neighboring lattice sites with respective x

coordinates i and i0 and y coordinates j and j0, J(t , t 0) represents the
surface energy between cells of types t and t 0, s represents the spin

of a cell, ds ,s 0 denotes the Kronecker delta, ςa represents a weighting

term for the cell area constraint, a(s ) is the current area of a cell,

and At(s) is the target area of cells with type t . We distinguished

between epithelial (E), hybrid E/M (H), and mesenchymal (M)

tumor cells based on ZEB1 mRNA expression (mZ) as calculated

with the ODE model. Cells transitioned as follows: E to H: mZ  ≥

235 molecules; H to E: mZ  ≤ 145 molecules; H to M: mZ  ≥ 715

molecules; and M to E: mZ  ≤ 370 molecules. These cut-off values

correspond roughly to the average expression level during each

transition as predicted by our ODE models. Cells could not directly

transition from a mesenchymal to a hybrid phenotype. To mimic

the ‘invasion’ of hybrid and mesenchymal tumor cells, we set their
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surface energies with medium (med) lower than those with tumor

cells. Conversely, we set JE,med higher than JE,E to reflect the adhesive

properties of epithelial tumor cells. To prevent the migration of T

cells (Tcell) out of the tumor, we set JTcell,med higher than their

surface energies with tumor cells.

The Hamiltonian of our models additionally included the term

Hl that represents the surface area constraint of cells and is

calculated with the function (63)

Hl = ςlo
s
(l(s ) − Lt(s ))

2, (12)

where ςl represents the weight of the perimeter constraint, l(s ) is
the actual perimeter of a cell, calculated as the number of boundary

interfaces with neighboring lattice sites of a different spin, and Lt(s )
represents the target perimeter for cells with type t . In order to

promote the emergence of roundish cells, we set Lt to the ratio of

the perimeter of a circle to its area (2
ffiffiffiffiffiffiffiffiffi
pAt

p
), with the area

corresponding to the target area of a cell of type t (following 59).

Additionally, we set ςlTcell< ςlM< ςlH< ςlE , causing T cells to deform

most easily and epithelial tumor cells to most strongly retain a

roundish shape.

Lastly, the active migration of T cells was driven by the term

HAct that describes the Act model wherein actin dynamics cause cell

protrusions that in turn drive cell motility (64). HAct is calculated

with

HAct =
ςAct

MaxAct
(GMAct(u) − GMAct(v)), (13)

where ςAct is a weighting term of the Act model, and MaxAct is the

maximum actin activity value, which is assigned to lattice sites that

are newly incorporated by a cell. The actin activity Act of a lattice

site decreases with 1 after each Monte Carlo step until it reaches 0.

GMAct(u) and GMAct(v) represent the geometric mean actin

activities around sites u and v, respectively. The geometric mean

activity around site u is calculated with

GMAct(u) =
Y

yϵV(u)

Act(y)

0
@

1
A

1= V(u)j j

, (14)

where jV(u)j is the second-order Moore neighborhood of site u.

This implements a positive feedback mechanism that favors updates

from site u into a neighboring site v with a lower actin activity. We

only applied HAct to T cells and employed parameters for amoeboid

cells (64). The resulting average migration speed was approximately

7 μm min−1, which is consistent with values previously measured in

TC-1, EL4, and EG7 tumors (65, 66). To prevent T cells from

breaking due to actin protrusion dynamics, we employed the

connectivity constraint described by Merks et al. (67). Tumor

cells only moved passively via cell surface interactions based on

Hsort and Hl .

The simulation space comprised a square area representing the

TME within which T cells and tumor cells were restricted to move. We

derived the production rate of IFNg by T cells and its rate of cellular

uptake from the literature (see Supplementary Information). T cells

were considered to continuously produce IFNg. Because T cells were

almost always in contact with tumor cells during our simulations, this
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is expected to closely resemble reality in which T cells may primarily

produce IFNg during periods of cognate antigen recognition. We

simulated two different extents of IFNg spreading by modifying the

cellular uptake rate of IFNg (see Supplementary Information).

Simulations either had a uniform TGFb field or a TGFb gradient

(see Supplementary Information). To enable all tumor cells to respond

to extracellular TGFb, we included the TGFb–SNAIL1 submodel in the

ODE models without IFNg inhibition or with PD-L1-mediated IFNg
inhibition. The space had a scale of 2 μm per lattice site and was 700 ×

700 μm and 400 × 400 μm in size for long-range and short-range IFNg
spreading simulations, respectively. To mimic the typically low T cell:

tumor cell ratios observed within tumors (68), we simulated T cells and

tumor cells at a 1:40 ratio. In long-range and short-range IFNg
spreading simulations, T cells were initiated randomly within

respectively a circular tumor comprising 480 tumor cells or the

middle-outer cell layers of an invasive front comprising 200 tumor

cells. T cells were frozen inmotion and not secreting IFNg for the initial
10 minutes to allow tumor cell ODE dynamics to reach a steady state.
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Simulations had a temporal scale of 0.6 seconds per Monte

Carlo step, and output was generated every 10-minute and 1-

minute interval for long-range and short-range IFNg spreading

simulations, respectively. ODE dynamics were accelerated 1800

times relative to CPM and PDE dynamics in order to make

simulations less time-consuming and thus computationally

feasible. CPM simulation parameters are provided in Table 3. In

some of our simulations, we implemented intratumoral

heterogeneity (see Supplementary Information).

4.3 Simulation and analysis

We used COPASI (COmplex PAthway SImulator) (RRID:

SCR_014260) for ODE model simulations (72). For CPM

simulations, we used the Morpheus framework (RRID:

SCR_014975) (73). We performed analysis in R (R Project for

Statistical Computing, RRID:SCR_01905) (74) with RStudio

(RStudio, RRID:SCR_000432) (75) and the tidyverse (76) packages.
TABLE 3 Cellular Potts simulation parameters.

Parameter Value Description Ref.

Js ,s 0 JE,E = 2; JE,H = 5; JE,M = 5; JH,H = 14; JH,M = 14; JM,M = 14; JE,Tcell = 0.5; JH,Tcell =

0.5; JM,Tcell = 0.5; JTcell,Tcell = 0.5; JE,med = 3; JH,med = 1; JM,med = 1; JTcell,med,low = 2;

JTcell,med,high = 15

Surface energies between cell types: JTcell,med,low for TGFb
gradient simulations, JTcell,med,high for other simulations

–

At Atum = 452 μm2 Target area for a cell of type t (30,
59)

ATcell = 140 μm2

Lt 2
ffiffiffiffiffiffiffiffiffi
pAt

p
Target perimeter for a cell of type t (59)

ςa ςa,tum = 1 Strength of cell area constraint (59)

ςa,Tcell = 1

*ςl ςl,E = 0.25 Strength of cell perimeter constraint (59)

ςl,H = 0.2

ςl,M = 0.15

ςl,Tcell = 0.1

ςAct ςAct,Tcell = 20 Strength of actin protrusion dynamics (64)

MaxAct 20 Actin activity value assigned to lattice sites newly
occupied by T cells

(64)

gI 1200 molecules min−1 Basal production rate of IFNg by T cells (69)

*kI kI,Tcell = 0 min−1 Uptake rate of IFNg: kI,short for short-range IFNg
spreading simulations, kI,long for long-range IFNg

spreading simulations

(68,
70)

kI,tum,short = 2100 min−1

kI,med,short = 420 min−1

kI,tum,long = 0.021 min−1

kI,med,long = 0.0042 min−1

DI 5430 μm2 min−1 Diffusion coefficient of IFNg (71)
frontier
The values of starred (*) parameters were based on the cited references but slightly modified. E = epithelial tumor cell; H = hybrid tumor cell;M = mesenchymal tumor cell; tum = all tumor cells
independent of EMT phenotype; Tcell = T cell; med = medium.
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The release of tumor antigens during traditional cancer treatments such as radio- or

chemotherapy leads to a stimulation of the immune response which provides

synergistic effects these treatments have when combined with immunotherapies.

A low-dimensional mathematical model is formulated which, depending on the

values of its parameters, encompasses the 3 E’s (elimination, equilibrium, escape) of

tumor immune system interactions. For the escape situation, optimal control

problems are formulated which aim to revert the process to the equilibrium

scenario. Some numerical results are included.
KEYWORDS

mathematical model, immunotherapy, chemotherapy, synergy, optimal control
1 Introduction

The release of tumor antigen during traditional cancer treatments, such as radio- (1) or

chemotherapy (2), can lead to a stimulation of the innate immune response which, in some

cases, is able to trigger protective antitumor immunity with possibly long-lasting effects (3, 4).

For example, a well-documented abscopal effect of radiation therapy (i.e., the reduction of

tumor metastases in areas well outside the field of radiation) is hypothesized of being immune

mediated (5–8). These stimulatory effects are the basis for an observed synergy some of these

therapies have with immunotherapy, e.g., check-point blockades.

Mathematical models of tumor growth and treatment have a long history going back to

the 1980s with research unabatedly continuing (e.g., see (9)). Probably the earliest works on

tumor-immune interactions are Stepanova’s paper (10) and (11) by Kuznetsov et al. while

mathematical models including immunotherapies are more recent [e.g (12–20)]. Capturing

all aspects of tumor-immune interactions in a mathematical model is difficult as the

competitive interactions between tumor cells and the immune system are complex, to say

the least, and still are the topic of intense medical research. While large-scale, agent-based,

PDE, or hybrid models are more precise, they suffer from the inabilities to determine a large

number of parameters.
frontiersin.org0121

https://www.frontiersin.org/articles/10.3389/fimmu.2023.1303814/full
https://www.frontiersin.org/articles/10.3389/fimmu.2023.1303814/full
https://www.frontiersin.org/articles/10.3389/fimmu.2023.1303814/full
https://www.frontiersin.org/journals/immunology
https://www.frontiersin.org
http://crossmark.crossref.org/dialog/?doi=10.3389/fimmu.2023.1303814&domain=pdf&date_stamp=2024-01-19
mailto:urszula.ledzewicz@p.lodz.pl
https://doi.org/10.3389/fimmu.2023.1303814
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/journals/immunology#editorial-board
https://www.frontiersin.org/journals/immunology#editorial-board
https://doi.org/10.3389/fimmu.2023.1303814
https://www.frontiersin.org/journals/immunology


Ledzewicz and Schättler 10.3389/fimmu.2023.1303814
In this paper, we consider a qualitative, low-dimensional

mathematical model (21). Rather than analyzing the dynamical

system for a specific set of parameters, the aim of a qualitative

analysis is to understand the totality of all the possibilities the model

allows for. Especially for nonlinear models this is an important

aspect in pointing out both mathematical limitations and

complexities of the underlying dynamics. Motivated by the papers

(10, 11, 22, 23) here we consider a model for tumor immune system

interactions which in addition to tumor volume and immuno-

competent cell densities includes as a third separate variable tumor

antigen. This model retains the main aspects of tumor immune

system interactions called the three E’s of cancer immunoediting

(24, 25). These are (i) elimination: the immune system is able to

completely eradicate the tumor; (ii) equilibrium: adaptive immunity

is able to maintain cancer in a benign state (tumor dormancy) (26),

and (iii) tumor escape: tumor growth overcomes or evades the

actions of the immune system (27). From a practical (therapeutical)

point of view, the first case will never be seen while therapy will not

be able to save the patient in the last. Only when it is possible to

influence the dynamics (that is, tumor growth) through treatment

which will lead to positive changes on a permanent basis, i.e., even

after treatment has been stopped, a cure is possible. This requires

that the system can be reverted back to the equilibrium situation.

Optimal control problems are optimization problems in time in

which the full range of possibilities to influence the dynamics of a

system, i.e., without a priori restrictions on these structures, is

considered. This is very different from a “best in class” argument

sometimes wrongly also called optimal control in many

publications where only a limited number of possibilities is

considered, often by mere simulations. Typically in optimal

control problems the aim is to transfer the state of a dynamical

system from a given initial point into a desired set of terminal states.

This is accomplished by minimizing some suitably chosen criterion

subject to the dynamics of the system and other constraints that

need to be satisfied. Solutions then are functions of time which

describe the best actions relative to the chosen criterion.

Historically, there has been great success in applying optimal

control to engineering problems (moon landing, autopilots on

airplanes) and economics (portfolio optimization) while medical

applications with its uncertainties in the dynamics—these are

generally based on ad-hoc modeling premises, not like in physics

on first principles—and usually a large parameter uncertainty in the

model lack similar success stories. Nevertheless, the scheduling of

therapeutic agents over time has all the characteristics of an optimal

control problem (28) and there is an increasing bulk of literature in

which optimal control is applied to medical problems, e.g., see (19,

29–33). The aim is to minimize some objective related to tumor

burden and quality of life of the patient while the underlying system

follows the processes of tumor development and treatment

interactions. While direct clinical applications are a mere

possibility for the future in our opinion, currently the use of

optimal control techniques lies more in understanding the

dynamics of mathematical models proposed to study medical

processes (which contributes to a validation of these models)

while solutions to optimal control problems can be helpful in
Frontiers in Immunology 0222
identifying realistic therapy protocols that possibly can be

explored in medical trials and practice (28, 31). The contributions

of our paper lie in this direction. We formulate an optimal control

problem for a qualitative mathematical model of tumor immune

system interactions which considers the transfer of the state of the

system from a malignant initial condition (corresponding to a

tumor escape situation) into a benign state (corresponding to the

equilibrium scenario) and show how geometric properties of the

dynamics help in formulating and understanding the proper goal of

treatment. We discuss the complexities of obtaining optimal

controls in this case and highlight some numerical results.
2 Methods

A low-dimensional, qualitative model for tumor immune

system interactions under chemo- and immunotherapy is

formulated as a dynamical system and analyzed mathematically.

For the medically relevant scenario of tumor escape (malignant),

optimal control problems are formulated whose solutions would

revert the system to the equilibrium case (benign).
2.1 Mathematical model

We consider the following dynamics (21) for tumor immune

system interactions based on classical papers by Stepanova (10) and

Kuznetsov et al. (11):

_x = xx 1 −
x
x∞

� �
− qxy − axu, (1)

_y = a(1 − bx)yz + g − dy − k yu + nyv, (2)

_z = sx + yxu − mz, (3)

State variables are the tumor volume x, the immunocompetent

cell density y, and tumor antigen z. The variable y is a non-

dimensional, order of magnitude quantity which is related to

various types of T-cells activated during the immune reaction and

summarily represents the actions of the immune system. The

variables u and v represent time-varying dose rates u = u(t) at

which chemotherapy is given and a time-varying immune boost

v = v(t). For simplicity, drug dose rates and concentrations are

identified. (It is well-known how to deal with the required changes if

standard pharmacokinetic models are included (34). All Greek

letters and a and b are parameters which for the time under

consideration are assumed constant. The meaning of variables

and parameters is given in Table 1.

Most of the terms in the equations are standard. Log-linear

terms of the Skipper model (35) are used to formulate the damage

done to the tumor through the concentrations of the agents and a

logistic growth model is used for the tumor volume. This is merely

for sake of specificity and analogous results hold qualitatively, for

example, for a Gompertzian growth function. Equations 1, 2 follow
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the classical papers by Stepanova (10) and Kuznetsov (11) and have

been taken over with only small changes. Equation 3 extends these

earlier 2-dimensional models to include a direct link between tumor

antigen z and the immuno-competent cell density y. This has led to

the modified term a(1 − bx)yz used in Equation 2. In (10) this term

instead was taken of the form a(1 − bx)y2 with the justification that

tumor antigen would be proportional to the tumor volume thus

generating the factor y2 in the interaction term as tumor antigen is

not considered separately in that model. In (2) we have therefore

replaced one the factors y with z restoring a direct link between

these two variables. Equation 3 is based on a similar equation in (36)

and models the evolution of tumor antigen. It is assumed that the

tumor produces antigen z at rate s which results in an intrinsic (i.e.,

not therapy induced) immunogenicity of the tumor. Antigen is

cleared by the immune system at rate µ which leads to the creation

of immune effector cells which generate a stimulating effect onto the

proliferation of lymphocytes and thus a positive influx into the

compartment determining the immunocompetent cell density y.

This effect is represented by the term ayz in Equation 2. The term

yxu models the immuno-stimulatory aspect of therapy assuming

that the tumor produces antigen at a dose dependent rate yu with y
modeling the therapy induced immunogenicity of the tumor.
2.2 The three E’s of immuno-editing

Depending on the value of the parameters, the dynamical

Equations 1–3 properly replicate the full variety of medically

realistic scenarios. In order not to be confusing with the medical

notion of equilibrium, we use the terminology stationary point for

the states which are obtained as solutions when the derivatives in

Equations 1–3 are set to zero. There always exists a tumor-free

stationary point given by w0 =  (0,   gd ,  0). It is stable if xd < qg and
unstable if xd > qg. Intuitively, stability means that solutions of the

dynamics which start near w0 converge to w0 in time. The relevant

term is a difference between products of tumor stimulating

parameters (the tumor growth rate x and natural death rate d of

immune cells) and tumor inhibiting parameters (the influx g
stimulating the immune system and the effectiveness q of the
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immune system fighting the tumor). Stationary points with

positive tumor volumes x∗ are zeros of a cubic polynomial Q = Q

(x) computed by eliminating y∗ and z∗ from the equations _y = 0 and

z ̇ = 0. Given the logistic growth model used in Equation 1, only

zeros in the range 0< x∗ < x∞ are viable solutions for the

tumor volume.

The three E ’s of immuno-editing correspond to the

following scenarios:

2.2.1 Elimination
This situation arises if the tumor-free stationary point is stable

and no stationary points with positive tumor volumes exist. All

solutions of the dynamics converge to the tumor-free stationary

point, i.e., the actions of the immune system are eliminating the

tumor. While this is not a relevant scenario medically—in fact, it

will never be observed—it nevertheless is part of the complete

picture of tumor immune system interactions.

2.2.2 Equilibrium
This situation arises once the tumor-free stationary point

becomes unstable and there exists a stationary point with small

tumor volume x∗ (and generally up-regulated y∗) which is stable.

We call this stationary point ‘benign’. There are two different

scenarios mathematically which correspond to the medical notion

of equilibrium: In the simpler one, the benign stationary point is the

only stationary point with positive tumor volume and all

trajectories converge to it. In the second case, called the bi-stable

scenario, there exist three stationary points with positive tumor

volumes labelled 0 < x∗,b < x∗,u < x∗,m < x∞. We call the stationary

point with lowest tumor volumes, x∗,b, benign and the one with

highest tumor volume, x∗,m, malignant. This is merely terminology,

but it is somewhat justified by the fact that typically the tumor

volume x∗,b is small with high y∗,b while x∗,m is high (close to

carrying capacity) with low y∗,m. Both the benign and malignant

stationary points are stable and we call their regions of attraction

(i.e., the set of all initial conditions (x0,y0,z0) from which the

solution of the dynamics converges to the respective equilibrium

point) the benign, respectively malignant regions. The third

stationary point x∗,u is unstable and there exists a surface (its 2-
TABLE 1 Variables and parameters.

variable interpretation parameter interpretation

x
x∞

tumor volume
tumor carrying capacity

x
q

tumor growth rate
tumor-immune interaction

y immunocompetent cell density a
b
g
d

tumor antigen stimulated proliferation rate
inverse threshold for tumor suppression
rate of influx into y from primary organs

death rate of T-cells

z tumor antigen s
µ

intrinsic immunogenicity of the tumor
elimination of antigen by the immune system

u concentration of a cytotoxic agent a
k
y

chemotherapeutic killing parameter on x
chemotherapeutic killing parameter on y
therapy induced boost to immunogenicity

v concentration of an immunotherapeutic agent n immune boost
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dimensional stable manifold) that passes through it which separates

the benign from the malignant region, the so-called stability

boundary. (For 2-dimensional systems the terminology separatrix

is common (37)). Depending on where the initial condition for the

system lies, as time evolves, for the system without any outside

interventions the state will converge either to the benign stationary

point— and this also corresponds to the medical equilibrium

scenario—or it will converge to the malignant stationary point in

which case tumor escape occurs. In a rather precise mathematical

sense, the bifurcations (changes in stability) which arise as the

values for parameters change characterise the transitions from the

medical state of equilibrium to the one of tumor escape.

2.2.3 Escape
In addition to the situation just described, it is also possible that

there exists just one viable equilibrium point which, however, has

high tumor volume x∗ and low y∗, i.e., is malignant. In this case,

unless somehow by means outside of the modeling done here a

change in the values of the parameters can be achieved, after the

termination of any treatment the state of the system will always

converge to the malignant equilibrium point and it is not possible to

revert to the medical condition of equilibrium. In this case, a cure

is elusive.

We illustrate the role of the stability boundary in the bi-stable

scenario through a 2-dimensional representation in Figure 1.

Formally, we have dropped Equation 3 and replaced z in

Equation 2 by the equilibrium relation µz = sx. This thus is not
directly related to Equations 1–3, but is merely intended to give an
Frontiers in Immunology 0424
illustration of the underlying geometric scenario. Mathematically it

will look the same, but not quite as clearly visible, in a higher-

dimensional setting. Figure 1 faithfully represents the dynamics in

the bi-stable case when both a stable benign and malignant

stationary point exist. Obviously, whether or not this is the case

depends on the parameter values, but it will hold true for an open

set, i.e., for a whole range of values. We note that the same feature is

present in the original models by Stepanova (10) and Kuznetsov

(11), but also in a more recent in spirit similar 2-dimensional model

by Bekker et al. (37) (where a slightly simplified dynamics has been

used). In that paper the effects of various immunotherapies on

shifting the stability boundary are considered for the model. All

these low-dimensional mathematical models clearly point out the

stability boundary as the defining structure for tumor immune

system dynamics. Such a stability boundary only exists in the

bistable scenario and for therapy is the only relevant case.
2.3 Formulation of treatment as an optimal
control problem in the bi-stable scenario

From a practical point of view, only if the current state of the

system (initial condition) is malignant the question of treatment

arises. Treatment then should aim to move the state into the benign

region, possibly in an efficient way or, in other words, one simply

wants to minimize the use of agents to limit side-effects. If ‘tumor

escape’ can be reversed to the ‘equilibrium’ condition through

therapy by moving the state of the system into the benign region,
FIGURE 1

A 2-dimensional illustration of the bi-stable scenario showing the benign stationary point (x∗,b,y∗,b) in green, the saddle point (x∗,u,y∗,u) in black and
the malignant stationary point (x∗,m,y∗,m) in red. The dashed red curve is the stability boundary which separates trajectories which converge to the
benign stationary point (above the red curve) from those which converge to the malignant stationary point (below the red curve).
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then—but this assumes that parameter values will not change—after

therapy is halted convergence to the benign equilibrium point

will occur.

Formulating the problem as an optimal control problem can

help with singling out reasonable therapy protocols obtained by

minimizing some criterion. For the problem considered here, the

initial condition is the present state of the system, desired terminal

states are in principle all points in the benign region, the dynamics

is given by Equations 1–3, and other constraints that need to be

considered are related to the side effects of therapy. Optimal

controls then give the protocols on how to administer the

therapeutic agents in time which are ‘best’ relative to the chosen

criterion. Formulating this criterion is a relevant step in this process.

If the objective function does not properly represent the overall goal

of therapy results may simply not give beneficial suggestions for

therapy protocols. When formulating this criterion to be

minimized, the following aspects thus must be taken into account:

(1)Minimizing the objective must induce the system to move into

the benign region. For this aim, the geometric shape of the boundary

between the benign and malignant regions matters, but there exist

many ways to realize such an objective. Here we use a penalty term

of the form Vxx(T) + Vyy(T) + Vzz(T) evaluated at the terminal

point w(T) where V
!

= (Vx ,  Vy ,  Vz) is a suitable vector oriented to

point from the benign into the malignant region (as we shall

minimize the objective). Generally, one wants to minimize the

tumor volume, but it also is the aim to up-regulate the

immunocompetent cell density. Thus Vx should be positive while

Vy may be allowed to be negative.

(2) Side effects of the therapies have not been included in the

modeling. Hence these must now be incorporated indirectly by

including penalty terms into the objective which limit the overall

amounts of drugs given. The total amount of drugs given are

measured by the so-called AUC (‘area under the curve’) in

pharmacology. This quantity is given by the integral over the

dose rate of the drugs:
Z T

0
u(t)dt and

Z T

0
v(t)dt. Alternatively, a

priori constraints on these amounts could be fixed and then

the question would be how to best administer these amounts

in time. In the literature often quadratic terms are used for the

controls for mathematical expediency, but they have no

pharmacological meaning.

(3) Mathematically, the existence of a solution needs

to guaranteed.

All these considerations led us to formulate the following

objective:

J = J(u, v) = Vxx(T) + Vyy(T) + Vzz(T)

+
Z T

0
(Au(t) + Bv(t) + C)dt : (4)

The objective Equation 4 is a weighted average of ‘good’ and

‘bad’ terms with the components of the vector V
!

and the

coefficients A, B and C weights. These are variables of choice

which need to be chosen to strike a balance between the benefit

at the terminal time T and the overall side effects. As it is standard in
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engineering approaches, these coefficients should be calibrated to

fine-tune the response of the system.
3 Results

Understanding the geometric properties of the stability

boundary gives relevant insights into the possible behavior of ad-

hoc chosen therapy protocols. Given a malignant initial condition, it

is a more than reasonable strategy to apply chemo- and/or

immunotherapy for some time t, probably chosen by medical

guidelines. The time of administration, however, may be crucial.

The example in Figure 2 highlights this importance as it shows that

the timing of therapy can make a crucial difference and that what

might overall constitute a ‘good’ strategy is anything from obvious.

The graphs in the figure show the course of two trajectories in (x,y)-

space (not their evolution in time) when both chemo- and

immunotherapy are applied for time t and then therapy is

stopped. The specific numerical values are irrelevant as we merely

want to illustrate a general phenomenon which always exists in the

bistable scenario, simply caused by the presence of a stability

boundary. The initial segment under therapy is shown as the

magenta curve, the subsequent trajectories without treatment are

shown in red and green, respectively. For the red portion, t = 0.72

and this was not sufficient to move the state of the system into the

benign region so that convergence to the malignant stationary point

occurs. On the other hand, increasing the time just to t = 0.73 the

benign region is reached and subsequently the trajectory converges

to the benign stationary point, i.e., the medical condition called

equilibrium has been achieved. At the time when therapy is stopped,

the states lie close to the stability boundary, but on opposite sides.

For a while both trajectories still trace the stability boundary and in

each case the tumor volume increases for some time and so does the

immunocompetent cell density making it rather impossible to

decide whether the course of action was successful or not.

Separation of the trajectories only occurs when the state gets close

to the unstable saddle point w∗,u where the instability of the saddle

becomes dominant and forces the trajectories to converge to one of

the stable stationary points. Only at that time the separation

between benign or malignant behavior becomes noticeable. If the

state is in the benign region, eventually the reaction of the immune

system will be strong enough to control the tumor. This clearly

points to the importance of transferring the state of the system well

into the benign region. Such an objective is easily incorporated in an

optimal control framework, but it requires some knowledge about

the geometry of the stability boundary.

Considering treatment as an optimal control problem avoids

such fallacies as the solutions can be forced to transfer the state well

into the benign region. For the problem formulated here a

theoretical analysis based on necessary conditions for optimality

[e.g., see (38–41)] singles out the following types of therapy

protocols as optimal (42, 43): (a) drug administration schedules

which alternate between maximum dose-rates and rest-periods, so-

called bang-bang controls in optimal control (43) and (b) specific
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intermittent administrations with particular time-varying dosage

protocols at reduced rates. These rates are determined by

mathematical formulas for what in optimal control theory are

called singular controls. Such protocols can be ruled as being not

optimal for immunotherapy based on a mathematical analysis of

the problem with tools of geometric optimal control theory

(Legendre-Clesch condition (38, 39, 41).

Figure 3 shows a numerically computed candidate bang-bang

solution for the problem with a fixed terminal time T. The panel

shows the controls u and v and a projection of the corresponding

trajectory into (x,y)-space. Segments of the curves which

correspond to immunotherapy only (u = 0 and v = 1) are shown

as a magenta curve and segments of the curves which correspond to

chemotherapy only (u = 1 and v = 0) are shown as a blue curve. The

segment of the curve where both chemo- and immunotherapy are at

full dose (u = 1 and v = 1) is shown as a brown curve and the

segment of the curve where none of chemo- or immunotherapy is

active (u = 0 and v = 0) is shown as a black curve. As before, this is

merely an episodal illustration.

Unfortunately, and contrary to what seems to be claimed in

some publications, there are no “fool-proof” numerical algorithms

(not to mention software) which safely compute optimal controls

for a mathematical problem of the type considered here. The

Hamiltonian function for the control problem is not convex in

the control and this precludes the use of simple two-point boundary

algorithms. Discretization methods are notoriously unreliable when

it comes to locating optimal singular controls often arbitrarily

declaring that optimal solutions have been found simply when
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the value of the objective changes by little. The extremal shown in

Figure 3 was painstakingly computed solving the very sensitive two-

point boundary for bang-bang controls using our own code

verifying that the result was an extremal. In line with the

theoretical results, immunotherapy follows a bang-bang control

and here is active at the beginning to be terminated at the second

switching time t2 = 0.630. The more potent chemotherapy is

activated almost immediately at the first switching time t1 = 0.055

and both therapies are on at full dose until the second switching

time. The bulk of the reduction in tumor volume occurs during this

time-interval. Chemotherapy is terminated at the third switching

time t3 = 1.195 and then only reactivated briefly at the fourth

switching time t4 = 2.4580 close to the end of the therapy horizon.

During the long no treatment phase [t3, t4] the tumor volume first

increases slightly, but then, as the immunocompetent density

increases, starts to decrease again. This behavior is typical for the

evolution of a trajectory in a benign region. Therapy then concludes

with a brief segment of maximum dose chemotherapy after the

prolonged no treatment phase [t3, t4]. While there are no claims

made that the parameter values underlying this calculation are

medically realistic (they were simply used from various sources to

illustrate the structure of possible solutions) and the switching times

are merely given to convey some sense of the timing for this

particular example, both the controls and trajectories follow

reasonable patterns.

The graph in Figure 3 represents a situation when chemotherapy

is significantly more effective than immunotherapy—this was

reflected in the numerical values chosen for this particular
FIGURE 2

Projections of trajectories which administer both chemo and immunotherapy (u ≡ 1 and v ≡ 1) from the initial condition (x0,y0,z0) = (600,0.40,400)
(shown as a blue dot) for time t and then turn off therapy. The initial segment under therapy is shown by a magenta curve, the subsequent
trajectories are shown in red (t = 0.72), respectively green (t = 0.73). After therapy is stopped both trajectories still show virtually the same behavior
for some time (that is, tumor volume and immuno competent sell density evolve the same way in time) before a separation occurs. Only then the
red trajectory converges to the malignant stationary point while the green one converges to the benign one. As this simulation demonstrates, a
small change in the administration time of the agents can make a big difference and this may not be recognizable for quite some time from the time
history of the states.
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computation—and is only meant to be representative for such a

scenario. Depending on the severity of side effects (represented in the

weights of the objective) and the efficacy of the particular agents,

different distributions of the administration of the agents will arise.

Various examples of locally optimal bang-bang controls for a related

optimal control problem are given in (42). Based on our numerical

computations, bang-bang controls (administrations of the agents at

full dose with rest periods) are the commonly observed optimal

protocols for these types of problems.
4 Discussion

We formulated a 3-dimensional model for tumor-immune

system interactions which in an attempt to more closely model the

synergies traditional treatments might have with immunotherapies

includes a separate equation for tumor antigen. For a mathematical

model of tumor-immune interactions to be credible, it is in our

opinion a necessary condition that it encompasses, within its range of

parameters, the full spectrum of medically known tumor immune

system interactions: elimination, equilibrium and tumor escape.
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This holds for Equations 1–3. Including tumor antigen as a

separate state variable is an attempt to model synergistic effects

which traditional treatments (chemotherapy considered here) have

when combined with immunotherapies.

We reiterate that the model is qualitatively, not quantitative.

The aim is to obtain information about the behavior of the

dynamics overall, not about some particular situation. For the

latter, a rather precise knowledge of the parameter values is

required (which simply lies beyond our possibilities). Our

emphasis here was on how understanding the behavior of the

dynamics can help in the search for optimal dosage protocols.

The optimal control problem allows to explore possible therapy

protocols in silico suggesting what could be ‘good’ administration

protocols relative to some chosen mathematical criterion.

Unfortunately, there does not exist off-the-shelf software to solve

such optimal control problems reliably and computing optimal

controls. As there is great freedom in formulating this objective,

there exists the danger of using inadequate criteria for mathematical

expediency leading to not only not beneficial but possibly harmful

outcomes. Thus we emphasize the need for an a posteriori analysis

of the feasibility of the computed therapy protocols. In particular, as
FIGURE 3

Example of a numerically computed candidate bang-bang trajectory: The top row shows the controls u (left, blue) and v (right, red) as functions of
time while the bottom panel shows the projection of the corresponding trajectory into (x,y)-space. The initial point is marked with a red and the
terminal point with a green dot. Black dots show the states on the trajectory where a change in the controls occurs. Initially only immunotherapy is
given (magenta segment), then both chemo- and immunotherapy are active at the same time (brown segment) while immunotherapy is stopped
and only chemotherapy is given along the blue segments. No drugs are administered along the black segment.
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side effects of the therapies are only included indirectly while

minimizing the objective, the feasibility of the computed

strategies from this point of view needs to be checked. It is

believed that solutions to these optimal control problems can aid

in formulating realistic therapy protocols that can be explored in

medical trials and practice.
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Tumor-immune metaphenotypes
orchestrate an evolutionary
bottleneck that promotes
metabolic transformation
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Introduction: Metabolism plays a complex role in the evolution of cancerous

tumors, including inducing a multifaceted effect on the immune system to aid

immune escape. Immune escape is, by definition, a collective phenomenon by

requiring the presence of two cell types interacting in close proximity: tumor and

immune. The microenvironmental context of these interactions is influenced by

the dynamic process of blood vessel growth and remodelling, creating

heterogeneous patches of well-vascularized tumor or acidic niches.

Methods: Here, we present a multiscale mathematical model that captures the

phenotypic, vascular, microenvironmental, and spatial heterogeneity which

shapes acid-mediated invasion and immune escape over a biologically-realistic

time scale. The model explores several immune escape mechanisms such as i)

acid inactivation of immune cells, ii) competition for glucose, and iii) inhibitory

immune checkpoint receptor expression (PD-L1). We also explore the efficacy of

anti-PD-L1 and sodium bicarbonate buffer agents for treatment. To aid in

understanding immune escape as a collective cellular phenomenon, we define

immune escape in the context of six collective phenotypes (termed “meta-

phenotypes”): Self-Acidify, Mooch Acid, PD-L1 Attack, Mooch PD-L1, Proliferate

Fast, and Starve Glucose.

Results: Fomenting a stronger immune response leads to initial benefits

(additional cytotoxicity), but this advantage is offset by increased cell turnover

that leads to accelerated evolution and the emergence of aggressive

phenotypes. This creates a bimodal therapy landscape: either the immune

system should be maximized for complete cure, or kept in check to avoid

rapid evolution of invasive cells. These constraints are dependent on

heterogeneity in vascular context, microenvironmental acidification, and the

strength of immune response.
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Discussion: This model helps to untangle the key constraints on evolutionary

costs and benefits of three key phenotypic axes on tumor invasion and

treatment: acid-resistance, glycolysis, and PD-L1 expression. The benefits of

concomitant anti-PD-L1 and buffer treatments is a promising treatment strategy

to limit the adverse effects of immune escape.
KEYWORDS

tumor-immune cell interaction, agent-based modeling (ABM), metaphenotype,
metabolism, evolution
1 Introduction

Metabolism plays a complex but key role in the evolution of

cancerous tumors. Localized hypoxia due to vascular instability and

dysfunction leads to acidification of the tumor microenvironment.

Decreased pH selects for acid-resistant tumor-cell phenotypes,

followed by the emergence of aerobic glycolysis [i.e., the Warburg

effect (1)]. Further microenvironmental acidification by these

metabolically aggressive cells foments acid-mediated invasion (2–

4). This nonlinear evolutionary trajectory through a range of

metabolic phenotypes has been studied clinically, experimentally,

and theoretically (5–8).

The effect of metabolic processes on the immune system is a

multifaceted interaction between intracellular metabolism of many

varied cell types with the surrounding microenvironment.

Immunometabolism is a growing area of study (9) where systems

biology and mathematical approaches are highly suited to studying

tumorimmune dynamics (10–16), whether using non-spatial

continuum approaches (17) or spatial agent-based models (18).

However, very few tumor-immune models to date have incorporated

the effects of cancer metabolism on immune function (19).
1.1 Metabolism and the tumor-
immune response

Cytotoxic T lymphocytes (CTL, also known as a/b CD8+ effector

T-cells) are key players in adaptive immune response which are

activated via antigen presentation during the body’s initial

inflammatory response and subsequently rapidly proliferate.

Programmed cell death-1 (PD-1) is an inhibitory immune

checkpoint receptor expressed on activated CTLs, and programmed

cell death ligand-1 (PD-L1) is a cell surface marker that activates PD-1

signaling (20). Some cancers constitutively express PD-L1, leading to

the development of anti-PD-1/PD-L1 therapy to counter this immune

escape mechanism. Immune escape or evasion mechanisms may select

for subclonal populations capable of withstanding immune predation

(21), often well before tumor invasion into normal tissue (22).
0231
We investigate two key connections between tumor metabolism

and immune function: acid-inactivation and glucose competition.

Acidic microenvironments have been shown to inactivate otherwise

viable CTLs (23), as cells rescued from low pH environments had the

ability to regain effector function (24). Tumor acidity also promotes

regulatory T-cell (Treg) activity as well as an increase of PD-1

expression on Tregs, indicating that PD-1 blockade may increase

suppressive capacity (25). Tumor-infiltrating CD8+ T-cells require

glucose to support their killing function, hence competing for glucose

with cancer cells dampens their anti-cancer response (26). In

contrast, Tregs avoid competition for glucose through rewired

metabolism away from aerobic glycolysis, which enhances their

immune-suppression function within the tumor (27).

Acid-inactivation and glucose competition may diminish

immunotherapy efficacy, suggesting a potential synergy between

targeting intratumoral pH and immune checkpoint blockade. For

example, combining oral bicarbonate buffering with immunotherapy

(adoptive T-cell transfer, anti-CTLA4, or anti PD-1) increased

responses in murine cancer models, presumably due to increased

immune activity in a less acidic microenvironment (24). Another

study showed that targeting bicarbonate transporters (e.g. SLC4A4)

known to contribute to extracellular pH during progression of

pancreatic adenocarcinomas (PDAC) (28) reduces tumor acidity,

increases activation, cytotoxic activity, and perfusion of CD8+ T-cells,

and sensitizes PDAC-bearing mice to immune checkpoint inhibition

(28). Mechanistic modeling has been used to investigate the

treatment effects of systemic pH buffers (sodium bicarbonate) to

limit microenvironmental selection for acid-adapted phenotypes,

resulting in significantly delayed carcinogenesis in TRAMP mice (7,

29). Buffers reduce intratumoral and peritumoral acidosis, inhibiting

tumor growth (5) and reducing spontaneous and experimental

metastases (30, 31).
1.2 The tumor-immune gambit

The back and forth of cancer treatment and a tumor’s

evolutionary response has been compared to a chess match (32).
frontiersin.org
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Similarly, we show that immune predation of tumors can be likened

to an “immune gambit”, where a temporary sacrifice of (normal

glycolytic) cells on the periphery leads to long-term acceleration of

the invasion of aggressive (highly glycolytic) phenotypes into

surrounding tissue. Vascular dynamics are often abnormal in

tumors whereby areas of poor vascularization are prone to

develop acidic niches. We show that poor vascularization selects

for aggressive phenotypes while high vascularization undergoes low

levels of evolution. This phenomena has a Goldilocks effect, which

occurs only under moderate levels of immune response. The

immune gambit is described as a collective phenotype, which

critically depends on the interplay between local vascularization,

immune infiltration, and immune evasive phenotypes (PD-L1).
1.3 Collective cellular phenotypes:
the “Metaphenotype”

In order to describe the collective nature of phenotypes operating

within the context of surrounding cells and environmental

conditions, we propose the concept of a “metaphenotype”. Each of

these metaphenotypes account for phenotypic traits (e.g. PD-L1

expression or glycolytic rate) as well as surrounding environmental

context (e.g. local glucose or pH concentration), and competition

with neighboring cell types (immune, cancer, normal). A

mathematical model is the ideal testing ground for defining

collective phenotypes because it enables precise characterization of

local context. A simple, contrived example in Figure 1 illustrates the

need to quantify context-dependent selection in this model. This

figure shows the time-evolution of identical phenotypic compositions

that have varied initial spatial configurations (mixed or shell). The

mixed configuration of low glycolysis (blue) and high glycolysis

(purple) phenotypes leads to no evolution. The volumetric

concentration of acid produced by aggressive cells is not enough to

cause invasion when highly glycolytic cells are seeded far apart but

artificially placing the aggressive high glycolysis phenotypes on the

rim leads to invasion from increased volumetric acid via a group-
Frontiers in Immunology 0332
effect. Clearly, both tumor phenotypic composition and neighboring

context are important.
1.4 Mathematical modeling of
immune metaphenotypes

Below, we propose and define six metaphenotypes in the

context of immune escape and immunotherapy (see Figure 2).

Then, we present a hybrid multiscale agent-based mathematical

model that incorporates phenotypic, vascular, microenvironmental,

and spatial heterogeneity to investigate the evolution of aerobic

glycolysis in response to immune predation, over a biologically-

realistic temporal scale (Figure 3). Next, we model immune

predation by T-cells in the metabolically altered tumor

microenvironment, including immune escape mechanisms such

as acid-mediated inactivation of T-cells, T-cell inhibition by

checkpoint ligand expression on tumor cells, and T-cell glucose

deprivation (Figure 4). Finally, we quantify the evolution of

metaphenotypes over time, illustrating the explanatory power of

collective phenotypes in describing the response to buffer therapy

and anti-PD-L1 in mono- and combination therapy (Figure 5).
2 Methods

2.1 Defining collective cellular phenotypes:
immune metaphenotypes

First, we define six collective phenotypes (metaphenotypes)

through the lens of immune escape (see Venn diagram in

Figure 2A). Each metaphenotype is contingent on a recent tumor-

immune interaction and defined in the context of local

microenvironment, with the exception of a “null” metaphenotype:

Immune Desert. The “null” metaphenotype is the lack of collective

behavior: Immune Desert are cells that do not interact with T-cells.

Next, we quantify two PD-L1 metaphenotypes: a counter-attack
FIGURE 1

Collective phenotypes drive acid-mediated invasion. Spatial and temporal evolution of two distinct initial spatial configurations of identical numbers of cellular
phenotypes leads to differential outcomes due to context-dependent selection. A low glycolysis phenotype (blue) and a high glycolysis phenotype (purple)
compete for resources according to the rules outlined in section S1. Top row: a mixed configuration leads to no evolution. Acid-mediated invasion does not
occur because the volumetric concentration of acid produced by aggressive cells is not enough to cause invasion when highly glycolytic cells are seeded far
apart. Bottom row: In contrast, artificially placing the aggressive high glycolysis phenotypes on the rim leads to invasion from increased volumetric acid via a
group-effect. Note: this figure has shorter timescales than subsequent figures, as it is seeded with pre-existing heterogeneity.
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(tumor cell with high PD-L1 expression that has recently interacted

with a T-cell; PD-L1 Attack, yellow), and a mooching PD-L1 (Mooch

PD-L1, blue). As seen in Figure 2B, PD-L1 Attack is high in cells with

high PD-L1 expression while Mooch PD-L1 is high in cells with low

PD-L1 expression, but with neighbors that are high in PD-L1 Attack.

See Box 1, Equations 3, 4. Two metaphenotypes rely on acid-

inactivation: self-acidifying (highly glycolytic cells which secrete

acid; Self-Acidify, pink) and non-producers (reside in acidic niche

but do not produce acid; Mooch Acid, green). As seen in Figure 2C,

Self-Acidify is high in cells with a high glycolytic phenotype, hence

high acid production (see 5). In contrast, Mooch Acid cells have low

glycolytic phenotype (not producing acid) but reside in highly a

acidic niche that inactivates T-cells (Figure 2D). See Box 1, Equations

5–7. We also consider a proliferative phenotype that has recently

divided into empty space (Proliferate Fast; red). See Box 1, Equation

8. Tumor cells also compete with immune cells for glucose (Starve

Glucose; light blue). Figure 2E illustrates that Starve Glucose reside in

areas with a high probability that T-cells die due to low glucose

concentration. See Box 1, Equation 9. Importantly, each of these

metaphenotypes (excluding Immune Dessert; see Equation 2) is

contingent on a recent tumor-immune interaction, allowing us to

track effective collective phenotypes: only metaphenotypes which

survive an immune interaction.
2.2 Hybrid discrete-continuum
multiscale model

We utilize this metaphenotype framework to better understand

and predict tumor-immune interactions using a hybrid discrete-
Frontiers in Immunology 0433
continuum multiscale model built using the Hybrid Automata

Library framework (36). The mathematical model here is an

extension of an experimentally validated multiscale model of cancer

metabolism that incorporates the production of acid and acquired

resistance to extracellular pH (6–8, 37) Figure 3A visualizes the model,

which simulates a two-dimensional slice (panel A) through a tumor via

a coupled cellular automata and partial differential equation model. A

snapshot of multi-scale hybrid cellular automata model is shown (left-

to-right) of the tumor spatial map, phenotypes, T-cells, diffusible

molecules (oxygen, glucose, acid), PD-L1 and immune susceptibility.

Values for parameterization are shown in Table 1. Values for

parameters are typically identical to previous publications using the

non-immune metabolism model (6, 7), except where parameter values

are shown in brackets. In these cases, a parameter sweep is performed

across the full range in order to determine the effect of the parameter

on outcomes and test hypotheses. For convenience, we re-write the full

model description, rules, and cell behaviors in Section S1.
3 Results

3.1 The effect of vasculature renewal and
stability on tumor size and phenotype

In Figure 3, simulations are shown with the absence of immune

predation to establish the model’s baseline dynamics, before

quantifying immune predation in the next figure. The model

tracks two tumor phenotypes: acid resistance and glycolysis

(Figure 3B), which vary according to vascularization settings. The

model contains two vascularization parameters: the rate of new
B C

D E

A

FIGURE 2

Defining metaphenotypes in the context of immune escape. (A) Six collective cellular metaphenotypes are defined as cancer cells with a given
phenotype (e.g. PD-L1), microenvironmental condition (e.g. high acid or low glucose), or neighboring cell. Immune desert is the absence of recent
immune interaction. (B) PD-L1 metaphenotypes depend on the likelihood of T-cell kill as a function of PD-L1 expression of self (PD-L1 Attack) or
neighbor (Mooch PD-L1). (C) Acidification metaphenotypes depend on the rate of acidification contributed by self (Self-Acidify) or neighbors (Mooch
acid). (D) The rate of acid-inactivation of T-cells. (E) Data from ref. 33 (blue dots) was used to parameterize T-cell death rate in low glucose, shown
in Equation 20. The Starve Glucose metaphenotype expression corresponds to low glucose concentrations.
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vessel formation (vascular renewal) in hypoxic conditions and the

average number of days before vessel collapse (vascular stability).

We compare two classifications of vasculature: weak vasculature

(associated with low vessel stability and low rates of vessel renewal)

and intermittent hypoxia (associated with low stability, but high

renewal). Intermittent hypoxia has been shown to be an evolutionary

driver of selection in tumors via environmental changes in glucose,

oxygen, and acidity (see ref. 4 for a recent review).

Figures 3C–E show the average tumor area (C), and tumor

phenotypes (D,E) for simulations across a range of vascular settings

(no immune). Weak vasculature (low stability and renewal) typically
Frontiers in Immunology 0534
results in larger tumors, more acid resistant phenotypes, and highly

glycolytic phenotypes. Weak vasculature induces an acidic niche in

the tumor core, selecting for acid-resistant phenotypes (blue).

Increased turnover enables increased evolution and selection for

aggressive Warburg phenotypes (pink), leading to acid-mediated

invasion into surrounding normal tissue. Intermittent hypoxia (low

vascular stability with high rates of renewal) generally leads to lower

rates of selection and subsequently less invasion (Figure 3B).

Spatial maps of phenotypes are shown over time in Figures 3F, G

alongwith a visualization called “phenotypic barcoding”, which visualizes

the clone size, phenotype and lineage information over time (8) using the
B C D E

F

G

A

FIGURE 3

The effect of vasculature renewal and stability on tumor size and phenotype. (A) Hybrid discrete-continuum model grids. (B) Schematic of
phenotypic trajectory of weak versus intermittent hypoxia vascular conditions. (C–E) N = 10 stochastic realizations are simulated, and the average
tumor area (C), acid resistance phenotype (D), and glycolytic phenotype (E) across 10 values of stability (nmean∈ [0,100] days), and 10 values of
renewal (pang∈ [0,1]). (F) An example of “weak vasculature” (nmean= 20; pang= 0.1). Acidic conditions in tumor core select for acid resistant and
glycolytic Warburg phenotype. (G) An example realization of “intermittent hypoxia” (nmean= 20; pang= 0.9), where selection is limited because of
adequate vascularization within the tumor core. See associated Supplementary Video S2.
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EvoFreq R package (38) (for more information on interpreting

phenotypic barcoding plots, see Supplementary Figure S6). Figure 3F

depicts the process by which weak vasculature selects for aggressive

tumor growth. Acidic conditions in the tumor core (low glucose, low

oxygen, and high pH) cause rapid death of glycolytically normal tumor

cells with low levels of acid resistance. Selection for acid resistance occurs

first (blue phenotypes), followed by selection for highly glycolytic tumor

cells (pink phenotypes) which eventually invade into surrounding tissue.

Conversely, in Figure 3G, intermittent hypoxia conditions result in little

selection. The well-vascularized tumor core limits selection for aggressive

phenotypes. This result underscores the importance of understanding the

baseline vascular conditions beforemodeling the complex dynamics with

the additional immune predation. A snapshot of the intratumoral

oxygen, immune susceptibility (see Equation 21), phenotypes, and pH

is shown at the end of each simulation.
3.2 Immune predation induces an
evolutionary bottleneck

Figure 4 shows the response of two vascular conditions (weak

and intermittent hypoxia) under no immune response (green; aT=
Frontiers in Immunology 0635
0), medium (blue-gray; aT= 10−3) and high (purple; aT= 10−2)

immune response rates. Immune cells are recruited in proportion to

tumor size and response rate, aT.

Immune response tends to suppress tumor growth in weak

vasculature conditions (Figure 4A, left). Compared to baseline

tumor growth, all levels of immune response result in greater

tumor suppression. In contrast, immune predation in intermittent

hypoxia conditions often leads to an initial response but fast

regrowth (Figure 4B, left). This is confirmed by visual inspection

of the phenotypic barcoding visualizations in Figures 4C–J. Weak

vascular conditions select for aggressive phenotypes with little-to-

no immune presence (Figure 4C). The addition of immune cells

only serves to slow an already aggressive tumor (Figures 4E, G, I). In

stark contrast, intermittent hypoxia conditions rarely select for

strong growth in the absence of immune predation (Figure 4D).

Immune predation serves as a selection pressure, in conditions

where there would otherwise be very little selection.

Immune predation under intermittent hypoxia conditions

induces an evolutionary bottleneck for medium immune response

rates (e.g. see F, H), causing fast selection for aggressive growth

compared to the baseline of no immune response. Interestingly, this

effect occurs on a “Goldilocks” scale. The long neck of the bottleneck
FIGURE 4

Immune predation induces an evolutionary bottleneck. (A, B) Tumor area over time (left) and the number of T-cells for weak vasculature (A) and
intermittent hypoxia vasculature (B) conditions), shown for no T-cells (green; aT= 0), medium (blue-gray; aT= 10−3) and high (purple; aT= 10−2)
immune response rates. (C–J) Example simulation stochastic realizations are shown across a range of immune response from low (top) to high
(bottom). Immune predation tends to suppress tumor growth in weak vasculature conditions. In contrast, immune predation induces an evolutionary
bottleneck for medium immune response rates (e.g. see F, H), causing aggressive tumor growth compared to the baseline of no immune response.
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is associated with higher rates of tumor turnover (due to immune

attack), selecting for phenotypes which are 1) inside an immune-

evasive niche or 2) rapidly divide to outgrow immune kill.

Note: Figure 4 does not include immune escape mechanisms,

which will be included in subsequent figures. The temporary bottleneck

may be relevant to treatment with immune checkpoint inhibitors,

enabling immune infiltration and predation of established tumors but

leading to only a partial response (24, 39, 40).
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3.3 Metaphenotypes explain immune
escape under treatment

After establishing the baseline dynamics without (Figure 3) and

with (Figure 4) immune predation, we next consider two treatments

to mitigate immune escape and to reduce tumor growth: anti-PD-L1

and a pH buffer given in isolation or combination. A short window of

treatment is simulated and results are compared to the untreated
B C DA

E F

G H

I

FIGURE 5

Evolution of metaphenotypes under treatment. Outcomes of tumor response and immune escape can be explained by observing the evolution of
metaphenotypes under treatment with anti-PD-L1 (red) and buffer (blue), given in isolation or combination (purple). (A) Tumor area over time (weak
vasculature) (B) growth rate over time (weak vasculature). (C) Tumor area over time (intermittent hypoxia vasculature) (D) growth rate over time
(intermittent hypoxia vasculature). (E, F) Final distribution of metaphenotypes (exlcuding Immune Desert, see Supplementary Figure S7) at t = 300,
repeated for weak vasculature (E) and intermittent hypoxia (F). (G, H) Muller plots showing the frequency of metaphenotypes over time in untreated and
mono- or combination therapy, with snapshots of spatial configurations during and after treatment, with moderate immune predation (aT = 10−2). See
associated Supplementary Videos S3, S4 and Supplementary Figure S7. (I) Summary schematic. Each metaphenotype is ordered from most aggressive to
least aggressive in facilitating acid-mediated invasion and tumor growth under immune predation. This interaction diagram describes the role of two
treatments (anti-PD-L1, buffer) in promoting (green) or inhibiting (red) each metaphenotype. Metaphenotypes names are shown on the left, and defined
mathematically in Box 2. Broadly, the two treatments offset one another by inhibiting the metaphenotypes that the opposite treatment promotes.
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baseline. As seen in Figures 5A–D, combination therapy outperforms

monotherapy in both vascular settings, but vascular dynamics drive

differences in monotherapy outcomes. For example, anti-PD-L1 (red)

therapy does not appreciably slow tumor evolution or growth in weak

vasculature (Figures 5A, B). In contrast, anti-PD-L1 does induce large

tumor remission in intermittent hypoxia (Figures 5C, D), albeit only
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temporarily before a strong relapse. These results are seen across a

range of immune recruitment rates (Figures 5B, D).

The metaphenotypes leading to immune escape are shown in

Figures 5E, F for each treatment scenario. As T-cell recruitment rate

increases left-to-right, tumors evolve metaphenotypes in response

to immune infiltration. Vascularization drives differential selection
BOX 1 Defining metaphenotypes.

Let T(x, y) be a two-dimensional grid representing the time since the last T-cell interaction has occurred within the local neighborhood of grid location (x, y). We define the
tumor-immune interaction grid, I(x, y), where I = 1 if an immune cell has traversed within a cancer cell’s neighborhood within the previous Tw days and I = 0 otherwise at
the current timestep, t.

I(x, y) =
1,   if T(x, y) ≥ t − Tw

0,   otherwise

(
(1)

Metaphenotypes (MP) are defined in such a way that MP expression is scaled from zero to one and each cell can take on multiple MP: ~M = m1,m2,… ,m7f g
where mi ∈ ½0, 1�

2.1.1 MP1: Immune desert
We first consider the abscence of immune interaction: the immune desert metaphenotype, MP1, given by one minus I(x,y) given by Equation 1.

MP1(x, y) = 1 − I(x, y) (2)

2.1.2 MP2: PD-L1 attack
Next, we classify cells which employ the PD-L1 counter-attack, defined as high PD-L1 expression (low probability of T-cell kill; see Equation 17) with a recent T-cell

interaction:

MP2(x, y) = ( 1 − Pk)|fflfflfflffl{zfflfflfflffl}
Prob :  avoiding T−cell kill

� I (x, y)|fflffl{zfflffl}
recent T−cell interaction

(3)

2.1.3 MP3: Mooch PD-L1
In contrast to MP2, cells which interact with T-cells but have low PD-L1 expression can rely on (“mooch”) neighboring cell protection. Here, the metaphenotype is

proportional to neighborhood PD-L1 expression.

MP3(x, y) = Pk|{z}
Prob :  T−cell kill

� 1−I(x, y)|fflfflfflfflffl{zfflfflfflfflffl}
no T−cell interactions

�max
j∈Nm

PD − L1j (4)

where Nm is a Moore neighborhood of Nm = 8 neighbors.
2.1.4 MP4: Self-acidify
As cell increase glycolytic capacity (phenotype value pG), more protons are added. The per cell proton production rate is given by:

pR = fH (1 − B(t)) (5)

where proton production (see Box 2, Equation 14) rate is scaled by buffer treatment concentration, B(t) (34, 35).

MP4(x, y) = PAI (x, y)|fflfflfflfflffl{zfflfflfflfflffl}
Probability of Acid−Inactivation

� �pR|{z}
scaled proton production rate

� I (x, y)|fflffl{zfflffl}
recent T�cell interaction

(6)

where the production rate, p
�
R , is normalized such that any value for phenotype above the buffering capability of a vessel is assumed to be mostly self-acidify

metaphenotype (MP4), while below is assumed to be mostly mooch acid (MP5).
2.1.5 MP5: Mooch acid
Similarly, the mooch acidify metaphenotype occurs when the probability of T-cell acid-inactivation is high, but where the highly acidic microenvironment is not due

to self-acidification.

MP5(x, y) = PAI (x, y)|fflfflfflfflffl{zfflfflfflfflffl}
Probability of Acid−Inactivation

� ( 1 − �pR)|fflfflfflffl{zfflfflfflffl}
scaled proton production rate

� I (x, y)|fflffl{zfflffl}
recent T�cell interaction

(7)

This metaphenotype typically occurs early in simulations in empty regions without tumor or vasculature.
2.1.6 MP6: Proliferate fast

MP6(x, y) = 1 −
Dx,y

Tm|{z}
fraction of cell cycle completed

0
BBB@

1
CCCA� I (x, y)|fflffl{zfflffl}

recent T−cell interaction

(8)

where Di is the time until next division for the cell at location (x, y) and Tm is the inter-mitotic cell division time for a metabolically normal cell.
2.1.7 MP7: Starve glucose
Tumor cells may also compete with T-cells to starve immune cells of glucose, giving rise to the following metaphenotype:

MP7(x, y) = Pg|{z}
Prob: T−cell dies in low glucose

� I (x, y)|fflffl{zfflffl}
recent T−cell interaction

(9)
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of metaphenotypes in baseline untreated dynamics. Weak

vasculature (panel E; untreated) is associated with acidification

metaphenotypes (Self-Acidify, pink; Mooch Acid, green). These

are aggressive, highly glycolytic metaphenotypes that facilitate acid-

mediated invasion. In contrast, intermittent hypoxia (panel F;

untreated) selects for PD-L1-based immune-escape mechanisms

(PD-L1 Attack, yellow; Mooch PD-L1, dark blue).

Treatment alters the type and magnitude of metaphenotype

expression. Anti-PD-L1 selects for acidification metaphenotypes

(Self-Acidify or Mooch Acid) in both vascularization cases. Buffer

treatment eliminates the emergence of both Self-Acidify and Mooch

Acid phenotypes by slowing evolution (e.g. refer to Figure 3B). But

in response, PD-L1 Attack is selected (yellow). Only combination

therapy targets both acidification metaphenotypes and PD-L1

phenotypes. Tracking the response of metaphenotypes to

treatment explains why combination therapy is ideal for

minimizing tumor growth, compared to monotherapy options.

Importantly, only combination decreases the sum total of

metaphenotypes expressed, and specifically targets aggressive

phenotypes (Self-Acidify and Mooch Acid) across both

vascularization scenarios.
3.4 Spatial configuration of
metaphenotypes under treatment

The explanatory power of these defined metaphenotypes is seen

most clearly by observing their spatial arrangement under high

immune predation (see Figures 5G, H and associated Supplementary

Videos S2, S3). For example, weak vasculature (Figure 5G) is associated

with the Self-Acidify and PD-L1 Attack metaphenotypes on the
TABLE 1 Model parameterization.

Parameters Value Units Description

dx 20 μm Diameter of CA grid point

pD 0.005 1/d Normal tissue death rate

p▵ 0.7 1/d Death probability in
poor conditions

pn 5e-4 1/d Necrotic turnover rate

DO 1820 μm2/s Diffusion rate of oxygen

Dg 500 μm2/s Diffusion rate of glucose

DH 1080 μm2/s Diffusion of protons

OO 0.0556 mmol/L Oxygen concentration in blood

GO 5 mmol/L Glucose concentration in blood

pHO 7.4 pH pH of blood

VO 0.012 mmol/L/s Maximal oxygen consumption

kO 0.005 mmol/L Half-max oxygen concentration

kG 0.04 mmol/L Half-max glucose concentration

kH 2.5e-4 – Proton buffering coefficient

Ad 0.35 – ATP threshold for death

Aq 0.8 – ATP threshold for quiescence

pH,min 6.1 pH Maximal acid
resistance phenotype

pH,norm 6.65 pH Normal acid
resistance phenotype

DH 0.003 pH Phenotype variation rate
(acid res.)

pG,max 50 – Maximal glycolytic phenotype

DG 0.15 – Phenotype variation
rate (glycolysis)

tmin 0.95 Days Minimum cell cycle time

smin 80 μm Minimum vessel spacing

smean 150 μm Mean vessel spacing

vmean [5, 100] Days Vessel stability

pang [0, 1] – Angiogenesis rate

TM 1 – Probability T-cell moves

tT 4 – T-cell response delay

aT [1e-
4,1e-1]

– T-cell recruitment rate

bT 10 Days Non-activated T-cell decay

pP,min 5 – Maximal PD-L1 phenotype

pP,norm 2.7 – Normal PD-L1 phenotype

DP [0,1] – Phenotype variation rate
(PD-L1)

de 0.042 Days T-cell engagement duration

(Continued)
TABLE 1 Continued

Parameters Value Units Description

He 6.6 – half-max pH T-cell
engagement time

se 4 – steepness of T-cell
engagement time

Hp 6.6 – half-max pH T-cell
engagement probability

sp 6 – steepness of T-cell
engagement probability

Li 65.35 percent T-cell survival rate in
high glucose

L0 21.78 percent T-cell survival rate in
low glucose

Lg -16.67 percent T-cell glucose
deprivation parameter

DA 100 μm2/s Anti-PD-L1 diffusion parameter

gA 0.5 1/s Anti-PD-L1 natural decay rate

gP 0.001 1/s Cellular bound PD-L1
decay rate
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invasive front of the tumor. Much of the tumor interior is unaffected by

immune cells (Immune Desert), regardless of tumor phenotype.

Treatment with Anti-PD-L1 selects for the aggressive Self-Acidify

metaphenotype, while Buffer selects for PD-L1 Attack on the tumor

rim. Combination therapy is required to achieve maximum tumor

response, resulting in small tumors consisting mostly of non-aggressive

metaphenotypes (Starve Glucose or Proliferate Fast).

In contrast, under intermittent hypoxia vasculature the

Immune Desert comprises a much lower fraction of tumor

metaphenotypes, as this improved vascularization delivers T-cells

into the tumor core. PD-L1 Attack is used near blood vessels and on

the tumor rim, and Self-Acidify does not occur due to low turnover

in untreated conditions. Treatment with Anti-PD-L1 negates

immune escape from PD-L1 Attack, inducing cellular turnover

and subsequently selecting for Self-Acidify and Mooch Acid

metaphenotypes. Combination therapy results in small, slow-

growing tumors with less aggressive metaphenotypes (Mooch PD-

L1 and Starve Glucose).

In both vasculature settings, cells slightly inset from the rim use

metaphenotypes that Mooch Acid and Mooch PD-L1 from cells on

the rim (see Supplementary Videos S2, S3) while cells in regions of

high turnover employ the Proliferate Fast metaphenotype. Starve

Glucose remains at low levels throughout all treatment modalities

and vasculature settings. As seen in the (Supplementary Videos S2,

S3), it is difficult to determine the major driver of immune escape

from the maps of phenotypes alone, as areas of high glycolysis and

high PD-L1 are each spatially heterogeneous and overlapping. There

likely exists heterogeneity in vascular stability and renewal rates

within a single patient’s tumor, which may drive heterogeneous

metaphenotype expression (see Supplementary Video S5).
4 Discussion

Several factors contribute to a lack of responsiveness to immune

checkpoint blockade, including abnormal tumor microenvironment

where poor tumor perfusion hinders drug delivery and increases

immunosuppression (41). Poor vascularization also leads to a

hypoxic and therefore acidic microenvironment, increasing acid-

mediated immunosuppression. The modeling we present here

recapitulates this trend, as immune predation is less effective in weak

vascularized tumors than in intermittently vascularized tumors. The

importance of acidity inmodulating immune response in cancer is only

just beginning to be understood. Our results highlight the potential

utility in buffering agents combined with immunotherapy. Whilst such

buffering agents are not yet used in cancer treatment due to GI

irritability and subsequent patient non-compliance, efforts continue

to develop a buffer therapy that patients can tolerate and that is

convenient to administer (42). Tumor acidosis can also be addressed

bymore indirect means. Some preclinical work has shown the potential

influence of diet on acid buffering, but this remains poorly studied and

may have limited effect on tumor pH (43).

Drugs that alter the vasculature are another possible indirect

method for altering tumor pH. Development of agents that promote

stable tumor vasculature would reduce acidosis and also increase

both immune cell access and systemic-delivered drug penetration.
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However, there are potential risks to increasing tumor vascularity,

regarding increased nutrient delivery and a higher potential for

metastatic spread. Vascular renormalization can be enhanced

through administration of anti-angiogenic agents (e.g., anti-

vascular endothelial growth factor agents) to fortify immature

blood vessels and improve tumor perfusion (44). However, our

results indicate that administration of immune checkpoint blockade

in tumors with increased vascularization may lead to a short-term

good response but poor long-term outcomes as selection for

increased glycolysis occurs. Mathematical modeling allows for

direct comparison of initially identical simulations in the absence

(Figure 3) and presence (Figure 4) of immune predation. We

observe an immune gambit under high vascular renewal

(intermittent hypoxia), due to an evolutionary bottleneck. The

impact of this evolutionary bottleneck is reduced when anti-PD-

L1 is combined with buffer therapy.

Characterization of collective phenotypes into metaphenotypes

enables a straightforward explanation of the effect of treatment in a

complex, multi-scale model. This characterization is necessary, in part,

due to the fact that acid-mediated invasion is a collective phenotype

phenomenon (Figure 1). Immune escape is also, by definition, a

collective phenomenon by requiring the presence of two cell types in

close proximity: tumor and immune. A summary schematic of the

results is shown in Figure 5I. The interaction diagram describes the role

of anti-PD-L1 and buffer in either promoting (green) or inhibiting (red)

each metaphenotype. Broadly, the two treatments offset one another by

inhibiting the metaphenotypes that the opposite treatment promotes.

The two exceptions, starve glucose and immune desert, are both non-

aggressive phenotypes. This summary schematic illustrates the utility of

defining metaphenotypes in the context of treatment to provide insight

into immune-escape dynamics. The most dominant mechanism of

immune escape seen in the model is the lack of immune interactions

(immune desert), especially when the tumor bed is poorly vascularized.

Tumor-expressed PD-L1 is a viable immune-escape mechanism in the

absence of treatment, across a range of vascularization, but treatment

with anti-PD-L1 selects for the two acid-inactivation metaphenotypes

(Self-Acidify and Mooch Acid). Environmental conditions must also

consider neighboring (and self) cellular phenotypes. A cell in acidic

conditionsmay rely on acid-inactivation either by self-production of acid

or mooching from neighboring producer cells, a form of “public good”

(45). Buffer therapy limits selection for self-acidification, driving selection

toward less aggressive metaphenotypes (Glucose Starvation or Immune

Desert). It’s also important to note that mooching metaphenotypes only

occur in the presence of non-mooching phenotypes. Because of this, and

the fact that phenotypes of individual cells change only slowly (upon

division), mooching phenotypes are not expected to be a viable long-

term immune escape strategy, but limited to transient, local patches co-

localized with non-moochers. However, in a model where the ratio of

two phenotypes is determined stochastically, for example, a population of

both phenotypes could coexist for a longer period of time.

It would be of interest to test the predictions of this model, and

as described above, previous experimental exploration of acid-

mediated invasion and immune suppression aligns with the

findings of our paper (3, 7, 19, 24). New technology has enabled

spatially resolved transcriptomics which can quantify cellular

heterogeneity in context of spatial information (46). However, the
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metaphenotype as a dynamic spatiotemporal metric is a challenge

to measure (47), since most spatially resolved methods of

interrogating a tumor in vivo are either destructive or of low

resolution, and therefore lack the needed temporal component.

Novel in vivo live-imaging technologies are one possible route to

investigate how the different cellular phenotypes in the tumor

environment change over time in response to emergent

physiological changes and to therapeutic interventions (48).

Another option would be the use of organoid cultures(e.g. 49),

especially in conjunction with a 3D printer that could initialize

different spatial configurations of the cells and environment for

testing of hypotheses (50, 51).

The modeling framework presented here is not without its

limitations. For example, 1) it is a two-dimensional representation

of a three-dimensional tumors, 2) tumors may be heterogeneous in

vasculature conditions, 3) we ignore directed motion of immune

cells, and 4) parameters are an estimation based on literature values

but may in reality be patient-specific. We also note limitations

regarding the fundamental biological assumptions made in the

model. For one, we are modeling the dominant form of cellular

metabolism, namely the glycolytic and aerobic respiration pathway,

but this is not the only source of cellular energy. Other forms

involving glutamate, lactate, and more have been observed in tumor

cells and would potentially alter how cells evolve in different

environments. Another simplification involves the dynamics of

immune response. T-cell activation, recruitment, engagement, and

tolerance are all highly complex processes involving numerous cell

types and cytokines, dynamic expression of different surface

markers, and processes that work on many different timescales.

Here we have limited ourselves to the influx of active T cells and not

modeled upstream processes, nor immunosuppression generated by

factors other than checkpoints and pH (e.g., regulatory T cells and

other suppressive cells, TGF-beta and other suppressive secreted

factors, and variable tumor antigenicity). These additional elements

of immune response and tumor escape would certainly be worthy of

further investigation in future work but will of course add

significant complexity.

The intimate feedback between a growing tumor and the

homeostatic tissue it is invading drives both ecological and

evolutionary dynamics that should not be ignored in modern

cancer therapy. The results we presented here indicate that

treatments that modulate context may turn out to be just as

important as those that target the tumor.
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Dysregulated FGFR3 signaling
alters the immune landscape in
bladder cancer and presents
therapeutic possibilities in an
agent-based model
Daniel R. Bergman1, Yixuan Wang1, Erica Trujillo2,
Anthony A. Fernald2, Lie Li2, Alexander T. Pearson2,
Randy F. Sweis2 and Trachette L. Jackson1*

1Department of Mathematics, University of Michigan, Ann Arbor, MI, United States, 2Department of
Medicine, Section of Hematology/Oncology, The University of Chicago, Chicago, IL, United States
Bladder cancer is an increasingly prevalent global disease that continues to cause

morbidity and mortality despite recent advances in treatment. Immune

checkpoint inhibitors (ICI) and fibroblast growth factor receptor (FGFR)-

targeted therapeutics have had modest success in bladder cancer when used

as monotherapy. Emerging data suggests that the combination of these two

therapies could lead to improved clinical outcomes, but the optimal strategy for

combining these agents remains uncertain. Mathematical models, specifically

agent-based models (ABMs), have shown recent successes in uncovering the

multiscale dynamics that shape the trajectory of cancer. They have enabled the

optimization of treatment methods and the identification of novel therapeutic

strategies. To assess the combined effects of anti-PD-1 and anti-FGFR3 small

molecule inhibitors (SMI) on tumor growth and the immune response, we built an

ABM that captures key facets of tumor heterogeneity and CD8+ T cell

phenotypes, their spatial interactions, and their response to therapeutic

pressures. Our model quantifies how tumor antigenicity and FGFR3 activating

mutations impact disease trajectory and response to anti-PD-1 antibodies and

anti-FGFR3 SMI. We find that even a small population of weakly antigenic tumor

cells bearing an FGFR3 mutation can render the tumor resistant to combination

therapy. However, highly antigenic tumors can overcome therapeutic resistance

mediated by FGFR3 mutation. The optimal therapy depends on the strength of

the FGFR3 signaling pathway. Under certain conditions, ICI alone is optimal; in

others, ICI followed by anti-FGFR3 therapy is best. These results indicate the

need to quantify FGFR3 signaling and the fitness advantage conferred on bladder

cancer cells harboring this mutation. This ABM approach may enable rationally

designed treatment plans to improve clinical outcomes.
KEYWORDS

agent-based model, bladder cancer, FGFR3, immune checkpoint inhibition, CD8+
T cells, Fas/Fas ligand, perforin/granzyme, antigenicity
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1 Introduction

Bladder cancer, any tumor that originates in the urinary bladder,

is the tenth most commonly diagnosed cancer worldwide, and its

prevalence is increasing globally (1). While treatment options for

bladder cancer have expanded in recent years, the 5-year survival rate

remains low, highlighting the clinical need for new therapeutic

approaches (2, 3).

In recent decades, there have been significant advancements in

developing innovative therapeutic options that target tumors with

specific molecular perturbations (2). These novel treatment options,

referred to as targeted therapies, have revolutionized the approach

to managing several cancer types (2). Within the complex landscape

of bladder cancer, genomic analysis has revealed that about 80% of

early-stage bladder cancers exhibit frequent alterations in fibroblast

growth factor receptor 3 (FGFR3) that lead to both over-expression

and constitutive activation, even in the absence of its natural ligand

(4, 5). These mutations in FGFR3 lead to both increased

proliferation and survival of bladder cells, making this protein not

only a potent oncogenic driver in bladder cancer but also a

predictive biomarker of response to FGFR3 small molecule

inhibitors (5, 6). Evidence has also linked the presence of FGFR3

mutations to a lack of immune infiltrate, specifically CD8+ T cells

(7), highlighting the need to understand the role of this mutation in

perturbing the immune response.

In addition to small molecular inhibitors targeting FGFR3

mutations, immune checkpoint inhibition (ICI) is another avenue

of therapeutic efficacy. Monoclonal antibodies targeting immune

checkpoint pathways have yielded favorable outcomes for some

patients with bladder cancer (8). Nevertheless, the objective

response rate to these treatments alone remains disappointingly

low, and FGFR3 mutations potentially hinder the impact of ICI

immunotherapy (9).

Given the modest efficacy of targeted small molecule inhibitors

and monoclonal antibodies when administered as monotherapies,

synergistically combining potent immune checkpoint and specific

FGFR3 inhibitors may improve therapeutic response rates.

Emerging clinical data indicate combinations are feasible and

suggest improved efficacy (10, 11). However, determining the

optimal and most effective dosing strategies while minimizing

toxicities remains elusive, underscoring the need for further

exploration and innovation.

Mathematical modeling is a tool that has been successfully

deployed to enhance our understanding of biological systems,

including how to combine multiple therapeutics to improve efficacy.

Ordinary differential equation (ODE) modeling has been used to

predict patient responses to intermittent androgen deprivation in

prostate cancer (12) and has demonstrated promising results in

informing a pilot clinical study treating patients with metastatic

castration-resistant prostate cancer (13). Similar work has been

undertaken with PARP inhibitors for the treatment of ovarian cancer

(14). In bladder cancer, ODE models have been used to understand

immunotherapy response (15–17). We previously analyzed a model of

FGFR3mutation in bladder cancer, considering the therapeutic efficacy

of combination ICI and a small molecule inhibitor (SMI) of

FGFR3 (18).
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Such ODE models have been most commonly used due to their

high level of abstraction resulting in computationally tractable,

often reductionist systems that can be calibrated to time course

data and be used to predict with high accuracy scalar metrics such

as tumor volume. The limitation of these models is their lack of

spatial context and intra-compartment cellular heterogeneity.

Partial differential equation (PDE) modeling, accounting for the

spatial context and thereby cell-cell interactions, has been used to

study cancer immunotherapies (19). Agent-based models (ABMs),

moreover, provide a modular, mechanistic framework to

incorporate these features and further interrogate the dynamic

processes that determine tumor evolution and response to

therapy (20–24). In particular, they include cell-cell interactions,

hybrid modeling of diffusive molecules, and therapeutic

interventions (25, 26). Additionally, some models include other

aspects important to cancer biology such as evolution and the

extracellular matrix (27, 28). Even while techniques are being

developed to calibrate these computationally expensive, stochastic

models to real-world data (29–31), ABMs are situated to integrate

domain expertise and bioinformatics analyses in a unified

framework that can both generate and test hypotheses to advance

basic and translational science (32).

In this paper, we develop a 3D multiscale, ABM of the tumor

immune landscape to predict, understand, and suggest ways to

improve ICI and small molecule inhibitor therapies that target the

frequently mutated FGFR3 receptor in bladder cancer. The ICI we

consider here is anti-PD-1 monoclonal antibodies that block

signaling in the PD-1/PD-L1 axis. We also use the model to gain

a robust understanding of how FGFR3 mutations affect the immune

system and ultimately impact the efficacy of combining these two

therapies. We simultaneously explore the impact of heterogeneity in

antigen expression by tumor cells, resulting in differential activation

of T cell-mediated killing pathways. As higher antigen levels have

been correlated with more perforin/granzyme activity in CD8+ T

cells (33), we assume that cytotoxic T lymphocytes (CTLs) employ

perforin/granzyme to eliminate high antigen tumor cells but resort

to Fas ligand (FasL) for the elimination of low antigen tumor cells.

We first show how the response to ICI monotherapy depends on the

tumor composition–both antigenicity and FGFR3 mutation status–

and the resulting immune infiltrate. We then look at how FGFR3-

targeted therapy can improve upon ICI therapy and work

synergistically to improve outcomes in certain contexts. Finally,

we identify how the strength of the constitutively active FGFR3

pathway can alter these results in a clinically relevant manner.
2 Methods

We employ a 3D, on-lattice ABM that includes heterogeneous

tumor cells and CTLs as agents. Throughout, we use “immune

cells”, “CTLs”, and “CD8+ T cells” interchangeably. Tumor cells

have three dimensions along which they can differ from one

another: antigenicity, FGFR3 mutation, and FGFR3 dimer

concentration. Parent tumor cells pass all three characteristics

onto their daughter cells. Tumor antigenicity and FGFR3

mutation are binaries divided into low vs. high and wild type vs.
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mutant, respectively. FGFR3 dimer concentration is a continuous

state variable governed by kinetic equations (Section S1.6. Tumor

cells secrete immune stimulatory factor (ISF) into the local

neighborhood of the tumor microenvironment (TME) depending

on their antigenicity with high antigen (HA) tumor cells

contributing more than low antigen (LA) tumor cells. Tumor

cells possessing the FGFR3 mutation will be able to undergo

ligand-independent dimerization of their FGFR3 monomers,

leading to changes in their proliferation and apoptosis rates. In

addition, this FGFR3 signaling limits the CTL infiltration rate into

the TME (Section 2.3) Moreover, our hybrid, continuous-discrete

ABM includes two diffusible therapeutic agents: an anti-FGFR3

small molecule inhibitor and an anti-PD-1 monoclonal antibody.

Each agent has its own pharmacokinetic (PK) model. Further

details of these PK models and the effects of these agents can be

found in Section S1.6) and Section S1.8), respectively.

Figure 1 is a schematic diagram of the algorithm for simulating

the ABM. The TME is initialized with 100 tumor cells near the

center of the TME. No immune cells are present initially. The

simulation is discretized into uniform time steps. For each iteration

of the modeling loop, FGFR3 state variables are updated first,

followed by tumor events. Each tumor cell can either attempt to

proliferate or undergo apoptosis. Next, PD-1/PD-L1 state variables

are updated, followed by immune events. Each immune cell can
Frontiers in Immunology 0344
perform one of six actions: proliferation, death, migration,

conjugation with a tumor cell, deactivation, and activation-

induced cell death (AICD). After immune events are completed,

apoptotic tumor cells are removed from the ABM. If it is time to

administer the next round of therapy, it is added into the central

compartment of the corresponding PK model. Otherwise, the

model goes into the next iteration. Below is a selection of details

about the how tumor and immune cell events are decided for each

cell, and how FGFR3 and PD-1/PD-L1 related concentrations are

calculated at each update. Full models details can be found in the

Supplement. Model parameters are chosen from literature when

available. Otherwise, they are estimated to be biologically

reasonable values. See the Supplement for model parameters.

Because of the stochasticity of the model, we run ten simulations

per parameter set to understand the behavior and outcomes of the

ABM more comprehensively.
2.1 Tumor cell events

During each tumor time step Dt = 15min, for each tumor cell, a

random tumor event is chosen based on the probabilities of

proliferation and apoptosis. The probability of each event

occurring during this time step follows an exponential
FIGURE 1

A flowchart describing the simulation algorithm.
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distribution with a given rate of event. Tumor cells proliferate at a

cell-dependent rate, which is the sum of a base rate aT and an

FGFR3-induced rate increase. This increase is directly proportional to

the active FGFR3 dimer fractional occupancy fD, defined as the ratio

of the concentration of active dimers on this tumor cell to the average

concentration of total FGFR3 on tumor cells harboring the FGFR3

mutation. Proliferation of tumor cells is density-dependent, i.e. when

the number of neighbors exceed a certain threshold, the tumor cell

cannot proliferate. Moreover, tumor cells undergo apoptosis at a base

rate dT. FGFR3 signaling decreases the rate of apoptosis and this

decrease is dependent on fD of each tumor cell.

Tumor cells with low antigenicity have a fitness advantage

compared to HA tumor cells in that LA tumor cells produce less

ISF and are eliminated by CTLs at a slower rate. See Section 2.2 and

Section S1 for further details.
2.2 Immune cell events

A static vasculature model is included to model the influx of

therapeutic agents and immune cells (Section S1.3). Blood vessels

are located on the border of the ABM lattice and lattice sites here are

referred to as “perivascular”. Immune cells are recruited into the

TME after each tumor update based on the size of the tumor at the

start of the iteration. We assume that the rate of immune cells

arriving in the TME is directly proportional to the tumor size. These

new immune cells are placed randomly at empty perivascular lattice

sites, from which they enter the TME.

To account for the faster timescale of immune cell migration,

immune time steps are set to Dtimm = 7.5min. At each time step, an

immune event is randomly chosen from proliferation, apoptosis,

movement, conjugation with a tumor cell, exhaustion and AICD,

based on the probability of each event. The probability is calculated

from the rate of each event in a similar way as tumor events.

Immune cells proliferate at a base rate of aI unless the immune

cell is either currently conjugated with a tumor cell or has already

become exhausted. The proliferation rate is increased based on the

local ISF concentration. As with tumor cells, immune cells must

have sufficient space to proliferate. Immune cells undergo apoptosis

at a base rate of dI at all times. If the CTL is engaged with a tumor

cell when it is undergoing apoptosis, the CTL stops attacking the

tumor cell. Non-exhausted immune cell move in the TME at a

constant rate of movement,m. To allow for persistent movement in

a single direction, and to improve simulation efficiency, immune

cells move nmove steps at a time, with each step moving to a

neighboring lattice site. The direction of movement is chosen

randomly, but movement tends towards the direction with higher

concentrations of ISF, accounting for the distance between lattice

sites in the Moore neighborhood. Detailed calculations of

movement gradient is found in Section S1.5.3. Unengaged, active

immune cells attempt to conjugate with a non-apoptotic,

neighboring tumor cell at a constant rate, b. If the immune cell

successfully engages the tumor cell, then the immune cell is labeled

as engaged and starts to eliminate the tumor cell. We assume that

immune cells employ the perforin/granzyme pathway to clear the
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HA cells, eliminating them in 30min (33). By contrast, immune cells

use the Fas/FasL pathway to clear LA tumor cells, taking 2h to

successfully induce apoptosis in the target cell. This difference in

targeting mechanism follows from observations that in the absence

of antigen, T cells preferentially employ FasL to target tumor

cells (33).

Conjugation ends when either the tumor cell becomes apoptotic

or the immune cell becomes exhausted. All immune cells in the

model are assumed active upon reaching the TME and thus express

PD-1 and are thus subject to PD-1 signaling, which can trigger

exhaustion (34). The rate at which immune cells become exhausted

is affected by the concentration of the PD-1-PD-L1 complex,

following a Hill function. Exhausted immune cells wait to die and

otherwise affect the system only by taking up space. Furthermore,

immune cells can undergo AICD at a constant rate of da when they

go long periods without conjugating with a tumor cell (35, 36).
2.3 FGFR3 effects

To compute the amount of FGFR3 signaling and the effects of an

FGFR3 inhibitor on tumor cells, we employ a global method

developed in (37). Rather than using local concentrations of

receptors, inhibitor, and complexes as state variables in an ordinary

differential equation (ODE) for every tumor cell, we divide the TME

into regions and update state variables averaged within these regions.

To account for intra-region heterogeneity, we further divide each

region into three subregions: non-mutantoccupied, mutant-occupied,

and tumor-free. Section S1.6 contains full details of the system of

ODEs describing FGFR3 dimerization, reactions between monomers,

dimers and the FGFR3 inhibitor, diffusion of the inhibitor, as well

as pharmacokinetics.

As discussed in Section 2.1, FGFR3 signaling alters tumor cell

fate decisions by increasing the proliferation rate and decreasing the

apoptosis rate. We also assume that FGFR3 signaling has

downstream effects on the immune system. In accordance with

observations that harboring an FGFR3 mutation correlates with

lower CD8+ T cell infiltration (7), we assume that FGFR3 signaling

decreases the immune recruitment rate by a factor dependent on the

average fD value across all FGFR3 mutant tumor cells.
2.4 PD-1/PD-L1/aPD-1 effects

To determine the amount of PD-1 signaling on each immune

cell, we make use of another implementation of a global method

(37) similar to that used for FGFR3 inhibitor and a quasi-

equilibrium assumption. We first solve reaction-diffusion

equations for PD-1 inhibitor reacting with PD-1 on immune cells

to obtain the average free PD-1 across all regions in the TME. This

quantity is used as an initial condition for solving the PD-1-PD-L1

reaction to obtain the concentration of PD-1-PD-L1 complex,

which determines the rate of exhaustion of immune cells as

described in Section 2.2. Details of the equations are found in

Section S1.8.
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3 Results

3.1 ICI response depends on
tumor composition

We first analyze the effect of ICI on tumor growth and its

efficacy’s dependence on the initial composition of the tumor. The

initial FGFR3 mutant cell proportions are varied between 0% (wild

type, WT), 50%, and 100% (mutant, Mut). The initial tumor

antigenicity proportions are similarly varied between 100% low

antigen (LA) cells, 100% high antigen (HA) cells, and a 50-50 split.

At initialization, these features are assigned independently so that all

included pairings are equally represented at the start of a simulation.

We first observe that the 100% HAWT tumors (Figure 2A, bottom-

left) regress spontaneously even without treatment, indicating that at

least one of these fitness advantages (loss of antigenicity or gain of

FGFR3 mutation) must be acquired for progression. If only one is

acquired, tumors grew, but ICI alone is successful (Figure 2A, bottom

row and left column). Importantly, this indicates that HA tumors

retain sensitivity to ICI despite an FGFR3mutation.We also note that

in the LAWT case, ICI does eventually result in elimination, but only

after the tumor nearly reaches carrying capacity. Finally, the

remaining four panels represent tumors with a subpopulation of

LA Mut cells, and none of these respond to ICI.

To understand the role of the immune response in effecting

these outcomes, we looked at the CTL infiltrate throughout the

TME at a time point prior to any of the observed peaks in tumor

burden. We measure CTL infiltrate here as the percentage of all cells

in the TME that are CTLs. In other words, before the tumor began

to shrink. Thus, we selected Day 20 for the control arm and Day 12

for the ICI arm. In the control arm, only HA WT tumors regressed

and contained more than 12% CTLs on Day 20 (Figure 2B, top
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row). The dashed line indicates the 12% mark. In the ICI arm,

however, the total CTL infiltrate was not an effective predictor of

tumor response as no threshold could be drawn to divide

responders and non-responders agnostic to initial tumor

composition (Figure 2B, bottom row). Response under ICI was

more driven by antigen burden and absence of FGFR3 activation.

We next quantified the change in tumor composition under

control and ICI. In both of these arms, the more fit cells (LA and

Mut) gradually take over the tumor (Figures 2C, D). Under ICI, this

shift accelerates so that the fitter, more immune-evasive cells

compose more of the tumor at endpoint (Figure 2D). That is, the

failure of ICI produces a tumor population with faster growth

dynamics and more resistant to immune clearance.
3.2 Infiltration of immune cells depends on
tumor composition

To further understand the role of tumor composition on the

efficacy of the immune response, we measured the spatial

colocalization of CTLs within the tumor. Analogous to tissue

sections, we first considered the density of CTLs within the

middle z-slice of the tumor (Supplementary Figure 1). We found

that significant shifts in the CTL density occurred between the WT

and the mixed mutant tumors (Figure 3A). Specifically, within a

given antigenic status (columns of A), the comparison between blue

(WT) and red (mixed mutant) always produces a significant

difference in CTL density in both the control and ICI arms. Note

we only show comparisons of single-step changes in the

composition and within therapy arms. More specifically, we only

show significant differences between neighboring colors of the same

column or neighboring columns of the same color. We observe that
A B

DC

FIGURE 2

Response to ICI depends on tumor composition. (A) Mean tumor size (solid lines) and ±1 standard deviation across each simulated initial tumor
composition and under control (black) and ICI (blue). (B) Box plots of CTL infiltrate as percentage of all cells at Day 20 (control, top row) or Day 12
(ICI, bottom row). Green (pink) panels indicate the condition does (not) result in tumor elimination. Dashed line in top row indicates a threshold
separating these two outcomes. (C, D) Time series of tumor composition under control (C) and ICI (D). In (D), some are cutoff due to the tumor
being completely eliminated across all replicates.
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this mutation-dependent pattern persists over time (Figure 3B) by

computing the active CTL density in this convex hull throughout

the simulation and grouping by therapy (rows) and antigen status

(columns). The active CTL density in the absence of mutant tumor

cells is consistently higher than that in the presence of mutant

tumor cells, with the exception of the time period of tumor

elimination observed in the rightmost column of Figure 3B.

To see if the immune activity was uniform throughout the

tumor mass, we looked at the density of active and exhausted CTLs

as a distance from the tumor center. By computing the probability

density function (PDF) normalized by the volume of the spherical

shell of each bin, we can identify the radii at which these immune

cell phenotypes are enriched (Figures 3C, D). Note that as these are

PDFs, their integral is 1, meaning these curves do not contain

information about the total number of cells in each compartment.

This allows a comparison between the relative enrichment on the

same set of axes. The red curves in each panel show the tumor

density, giving a baseline to compare against that is nearly uniform

up to the leading edge of the tumor where this curve rapidly drops

to 0. In the control case, both the active (blue) and exhausted (black)

CTLs peak just inside the leading edge of the tumor and decrease

towards the tumor center in most conditions. Under ICI, these

peaks occur deeper in the tumor and the decrease in density

towards the tumor center is less pronounced. This increased

depth of penetration on ICI occurs despite the measurement

occurring 8 days earlier than the control case, indicating that the

CTLs are benefiting from ICI even far from the vasculature.
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3.3 Anti-FGFR3 targeted therapy synergizes
with ICI

We next introduced a small molecule inhibitor of FGFR3 into the

simulations to characterize potential synergies with ICI. To focus on

the outcome of these simulations and make comparisons to mouse

model experiments, we report the model metrics on Day 25, a typical

endpoint for the mouse model experiments. Indeed, the in silico

growth curves in Figure 2A show similar trends as our previously

published mouse model experiments (18) (Supplementary Figure 2).

Using a Gaussian kernel to smooth the outcomes at Day 25, we see

that anti-FGFR3 monotherapy does decrease Day 25 tumor burden

for tumors with mutants present, as illustrated by the red peaks of the

PDFs lying to the left of the black peaks in the middle and right

column of Figure 4A. Nonetheless, the relative efficacy of anti-FGFR3

monotherapy compared with ICI depends on the antigenicity of the

tumor, as seen by the different relative positions of blue and red peaks

in the middle and right column of Figure 4A. Specifically, targeted

therapy is most effective with LA tumors (top row) and least with HA

tumors (bottom row). Measuring the efficacy of these therapies by

their reduction in tumor cell count compared to control (Figure 4B),

they exhibit synergistic effects, i.e., more than the sum of the

individual effects, in tumors with LA mutants, i.e., the tumors that

did not respond to ICI alone.

We then looked at the composition of the TME at the Day 25

endpoint. We first looked at the relative abundances of tumor

subtypes and observed only modest shifts in composition across
A B

DC

FIGURE 3

CTL infiltration is sensitive to tumor composition and ICI. (A) Density of active CTLs within convex hull of tumor in the middle z-slice on Day 20
(control, top row) and Day 12 (ICI, bottom row). Significant differences at the 0.05 (*), 0.01 (**), and 0.001 (***) levels are shown for “neighboring”
initial conditions. “Neighboring” meaning one change in either the initial antigenicity or the initial mutant proportion. (B) Time series of active CTL
density in convex hull in control (top row) and ICI (bottom row). Mean (solid line) ±1 standard deviation (shaded area) shown. C-D. PDF density of
tumor (red), active CTL (blue), and exhausted CTL (black) compartments at Day 20 (C, control) and Day 12 (D, ICI). These are computed with respect
to the lattice-based volume of the spherical shell at each radius.
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therapies conditioned on the initial composition (Figure 4C).

Notably, there is a slight increase in the proportion of non-

mutants (LA/blue and HA/yellow) under targeted therapy in the

mixed mutant tumors (middle column). Regarding CTL infiltration

into the tumor, the targeted therapy does increase the CTL

colocalization with tumor cells, but only by a modest amount

(Figure 4D). This helps explain the synergy between these two

therapies: the anti-FGFR3 therapy neutralizes the proliferation and

apoptosis advantages with little change in immune activity, while

ICI increases the immune activity.
3.4 FGFR3 signal strength modulates
optimal therapy

Having identified the synergy between these two drugs, we next

test the sensitivity of this synergy to the FGFR3-mediated fitness

advantages. We focus on the two cases in which we could achieve

upwards of 30% reduction in tumor burden by Day 25: HA mixed

mutants and HA mutants. We test the following four therapy

schedules to compare against the control: FGFR3 monotherapy,

ICI monotherapy, FGFR3 followed by ICI (FGFR3 1st), and ICI

followed by FGFR3 (ICI 1st) (Supplementary Figure 3). In the two

combination therapies, the first therapeutic option is given in weeks

2-3 and the second is given in 3-4 (Supplementary Figure 3). For

each of these schedules, we test 50 parameter combinations of the

FGFR3-related proliferation and apoptosis parameters. In Figure 5,

we display these on the x- and y-axes, respectively, by computing

the proliferation rate and expected time to apoptosis assuming the
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FGFR3 dimerization reaction is at equilibrium without targeted

therapy. For each of these 50 parameter combinations, we identify

the minimal therapy that leads to the maximal response, which we

define using a decision diagram (Supplementary Figure 6). Briefly,

we focus on a 30% reduction, i.e., some response, and a 90%

reduction, i.e., a near complete response.

With a heterogeneous population with regards to the FGFR3

mutation, low proliferation rates of FGFR3 mutants results in a

situation in which ICI monotherapy results in at least 90% reduction

in tumor burden on Day 25 relative to control (Figure 5A). At higher

proliferation rates, ICI monotherapy cannot produce even a 30%

reduction (Supplementary Figure 7A). Instead, at a proliferation rate

of 1.75d−1, combination therapy sequenced so that ICI is given first

can result in 30% or 90% tumor reduction when apoptosis occurs on

the time scale of years or weeks, respectively. At proliferation rates

above 1.75d−1, these therapies are ineffective with one exception.

With HA mutants, the pattern is similar but with one notable

difference. At lower proliferation rates, ICI monotherapy does produce

a 30% reduction in tumor burden (Supplementary Figure 7B), but

combination therapy is necessary to elicit a 90% reduction by Day 25

(Figure 5B). This is due to the longer timescale for ICI to reduce the

tumor burden (Supplementary Figure 2.1). Indeed, anti-FGFR3

monotherapy produces a stronger response initially due to its direct

effect on tumor fitness and its faster pharmacokinetics (Supplementary

Figures 4, 5). One consequence of this slower response to ICI is that the

maximal tumor burden peaks at a high value. Even in the parameter

regions in which ICI monotherapy results in 90% tumor reduction, this

peak can be more than double the peak with ICI followed by targeted

therapy (Supplementary Figure 2.1).
A B

DC

FIGURE 4

FGFR3-targeted therapy has a modest effect on both tumor burden and composition. (A) Gaussian kernel-smoothed histograms of tumor burden at
Day 25. (B) Percent reduction of tumor burden on Day 25 for each therapy relative to control. (C) Tumor composition on Day 25 for each therapy
and initial composition. Missing bars indicate all replicates experienced tumor elimination by Day 25. (D) Active CTL density in the convex hull of the
middle z-slice of tumor on Day 25. Same color scheme as A.
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4 Discussion

We present here the first ABM of bladder cancer growth with

FGFR3 mutation and an adaptive immune response under

combination ICI and targeted therapy. The model predicts that

highly antigenic tumors that elicit a perforin-based response from

CTLs respond to ICI (Figure 2A) unless constitutively active FGFR3

signaling greatly accelerates tumor cells cycling (Figure 5). This

response is driven by deeper penetration of CTLs towards the

tumor center, resulting in an accumulation of these cells in both

active and exhausted states (Figures 3C, D). When a highly antigenic

tumor is entirely composed of cells harboring an activating FGFR3

mutation, anti-FGFR3 therapy may be necessary to minimize tumor

burden as ICI shifts the balance in the tumor-CTL interactions

towards tumor cell lysis and away from CTL exhaustion

(Supplementary Figure 2.1).

When a tumor contains even a small population of lowly antigenic

tumor cells, for which CTLs rely on Fas/FasL to induce tumor cell

apoptosis, the tumor becomes resistant to both therapies whether alone

or in combination. Though these two drugs can exhibit synergy in

these conditions, the reduction in tumor burden does not exceed 27%

in our model. Across all therapies, the LA mutant compartment

dominates the tumor (Figure 4C, red bars). This occurs even as these

therapies successfully bring CTLs within the tumor boundary

(Figure 4D). This raises a concern that these two therapies may

reduce tumor burden in the short term but at the cost of creating a

more resistant tumor phenotype. These findings are consistent with

emerging clinical data which indicate that combination therapy has

relatively high response rates but low duration of response (11). With

additional therapies that can successfully control this resistant

population, adaptive therapeutic strategies may prove most

efficacious, providing at least a control on tumor growth, while

foreclosing on the possibility of complete tumor regression (38).

Recent data from the EV-302 study has shifted front line therapy

to combination of the anti-PD-1 antibody pembrolizumab given with

enfortumab vedotin, an antibody-drug conjugate (39).With this shift,

understanding the optimal strategy for anti-FGFR therapy becomes

even more salient as there is no current standard of care in the second

line. Our analysis suggests that FGFR3 status coupled with

antigenicity will likely provide key indicators to guide clinicians in
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the event that this front line therapy fails. While work remains to

validate our model and translate the results to human patients, our

algorithmic decision tree (Supplementary Figure 6) and the resulting

outcome landscapes (Figure 5) portend the potential for clinicians to

make use of these model-derived results to achieve desired patient

outcomes. This highlights a strength of mechanistic and dynamic

modeling, namely the ability to identify key correlates and explain

their contribution to biological outcomes.

This study operated under the assumption that aberrant FGFR3

signaling directly decreased CTL infiltration into the TME. A

mechanistic link has not been firmly established, but emerging

evidence supports this assumption (7, 40). Further research into the

mechanisms bywhich FGFR3 signaling alters the immune landscape will

be critical to fully elucidate why FGFR3mutant bearing tumors suppress

immune infiltration and how this can be overcome therapeutically.

This is also the first ABM to consider multiple mechanisms of

lytic activity carried out by CD8+ T cells. The assumption that the

fast perforin/granzyme pathway is used to eliminate HA tumor cells

but the slow FasL pathway is used for LA tumor cells contributes to

the different outcomes predicted by the model. While there is

evidence that antigenicity plays a role in how a T cell attacks a

target tumor cell, it remains unclear how specific this action is and

how it may vary by antigen affinity or phenotypic changes in the

lifespan of a T cell. Information-theoretic approaches have recently

been used to predict the maximal number of distinct antigen

concentrations a CAR T cell can theoretically recognize given the

constraints of the downstream signaling pathways (41). Studies

building on this approach will quantify what T cells are capable of

distinguishing in terms of antigen and what other factors may

modulate this capability. This will in turn allow for more accurate

modeling of tumor-immune interactions as mediated by antigen.

This study is not without limitations. Model parameters are largely

selected from the literature and not constrained by the particular

disease model we are considering. Furthermore, while these results do

qualitatively agree with past research, a more rigorous and quantitative

approach with direct experimental evidence would strengthen the

claims and make them more readily applicable. Finally, with a model

of this size and modularity, it is difficult to assess the sensitivity of our

results to modeling assumptions and parameters as we would expect

this space to be highly nonlinear.
A B

FIGURE 5

Strength of FGFR3 signaling pathway affects therapy selection. FGFR3-mediated maximum proliferation rate for mutants shown on x-axis. FGFR3-
mediated expected time to apoptosis for mutants shown on y-axis. FGFR3 mutant fitness increases towards top-right. Color of tile at each
parameter pair indicates the minimal therapy required to get the maximum observed response. We binned responses to not effective (reduction<
30%), effective (30% ≤ reduction < 90%), and highly effective (reduction ≥ 90%). If both monotherapies (or both staggered combination therapies) are
equally effective, both are indicated here. (A) For HA tumors with a mix of WT and mutants. (B) For HA tumors with only mutants.
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By resolving the above questions and concerns using an

interdisciplinary approach involving in vitro and in vivo model

systems as well as other computational approaches such as

bioinformatics, we can iterate on this process to create a more

robust in silico model of bladder cancer. Such a model will feed

forward into these very pipelines with new mathematically-based

hypotheses that can accelerate our discovery of rationally designed

treatment plans to improve clinical outcomes.
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Mechanistic learning refers to the synergistic combination of mechanistic

mathematical modeling and data-driven machine or deep learning. This

emerging field finds increasing applications in (mathematical) oncology. This

review aims to capture the current state of the field and provides a perspective on

how mechanistic learning may progress in the oncology domain. We highlight

the synergistic potential of mechanistic learning and point out similarities and

differences between purely data-driven andmechanistic approaches concerning

model complexity, data requirements, outputs generated, and interpretability of

the algorithms and their results. Four categories of mechanistic learning

(sequential, parallel, extrinsic, intrinsic) of mechanistic learning are presented

with specific examples. We discuss a range of techniques including physics-

informed neural networks, surrogate model learning, and digital twins. Example

applications address complex problems predominantly from the domain of

oncology research such as longitudinal tumor response predictions or time-

to-event modeling. As the field of mechanistic learning advances, we aim for this

review and proposed categorization framework to foster additional collaboration

between the data- and knowledge-driven modeling fields. Further collaboration

will help address difficult issues in oncology such as limited data availability,

requirements of model transparency, and complex input data which are

embraced in a mechanistic learning framework
KEYWORDS

mathematical modeling, machine learning, deep learning, ODE (ordinary differential
equation), mechanistic learning
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GRAPHICAL ABSTRACT

Data and knowledge both drive the progress of research and are the cornerstones of modeling. Depending on the emphasis, both data-driven (ex-
emplified by machine and deep learning) and knowledge-driven (exemplified by mechanistic mathematical modeling) models generate novel results
and insights. Mechanistic learning describes approaches that employ both data and knowledge in a complimentary and balanced way.
1 Introduction

An increasing understanding of cancer evolution and

progression along with growing multi-scale biomedical datasets,

ranging from molecular to population level, is driving the research

field of mathematical oncology (1). Mathematical oncology aims to

bridge the gaps between medicine, biology, mathematics, and

computer science to advance cancer research and clinical care.

Both data and understanding of cancer biology contribute to this

aim. Furthermore, modeling in the context of clinical application

poses a range of challenges that need to be met in order to ensure

practical translation: data sparsity, heterogeneity, and source bias

need to be accounted for, while the complexity of the model has to

remain balanced regarding flexibility, interpretability, and

explainability. Finally, one must consider the risk of model

overfitting, together with robustness and generalization strength.

Data science may be defined as “a set of fundamental principles

that support and guide the principled extraction of information and

knowledge from data” (2). Here, problem-solving is approached

from the perspective of a learning process accomplished through

observing diverse examples (3). Relationships between various types

of input data (e.g., omics and imaging) and outcomes (e.g., overall

survival) are abstracted where a mechanistic understanding of a

relationship is missing or otherwise not accounted for. In this

context, we refer to it as “data-driven” modeling. For oncology,

data-driven approaches address a variety of applications to further
Frontiers in Immunology 0253
scientific progress and task automation. Prime examples include

predictions of drug response, tumor subtyping, and outcome as well

as auto-segmentation of tumors on imaging.

An alternative is to formulate a specific guess on how relevant

variables interact between input and output through the formulation of

a mathematical model. Bender defines a mathematical model as an

“abstract, simplified, mathematical construct related to part of reality

and created for a particular purpose” (4). Here the formulation of

deliberate approximations of reality through equations or rules is key

(5). In turn, the quality and limits of this approximation, which we refer

to as “knowledge-driven” modeling, are validated with data.

Independent of the use of a data science or a mathematical modeling

formulation, “data” and “knowledge” are indispensable. The emphasis

on data and knowledge may vary leading to the terminology of “data-

driven” and “knowledge-driven” modeling (6). The fluid boundaries

between these concepts motivate their combination.

The evolving field of mechanistic learning (7, 8) aims to describe

synergistic combinations of classical mathematical modeling and data

science (9, 10). In this review, we provide an overview of the key aspects

of these approaches, explain possible ways of combining them, present

a selection of examples, and discuss how mechanistic learning can

thrive in mathematical oncology. In doing so, we aim to draw

awareness to similarities and synergies between knowledge- and

data-driven modeling, noting that this combination could help push

mathematical oncology into the clinic as reliable, data-supported, and

explainable models in the context of oncology (11).
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2 Contrasting “knowledge-driven” and
“data-driven” modeling”

As per definition, data- and knowledge-driven modelling are

complementary perspectives for approaching research questions.

Here, we address similarities and differences to understand

synergies at the interface of these fluid concepts.
2.1 Knowledge-driven modeling
approximates biomedical understanding

According to Rockne et al. (1), the goal of knowledge-driven

modeling is to describe the behavior of complex systems based on an

understanding of the underlying mechanisms rooted in fundamental

principles of biology, chemistry, and physics. While the formulation of

the “model”, i.e. the approximation of reality, is flexible, the

overarching aim is to gain a deeper understanding of processes

driving the system’s behavior often through simulation and analysis

of unobserved scenarios. Here, mathematical formulas or systematic

processes are purposefully crafted to reflect key aspects of reality with

inevitable simplifying assumptions. For example, dimensionality is

reduced, dynamic processes are approximated as time-invariant, or

biological pathways are reduced to key components (12).

Conceptualizing these assumptions requires a deep understanding of

the biomedical processes and modeling goals. These demands are met

through interdisciplinary collaboration and validation. In the absence

of experimental data, it is still possible to analyze and simulate to

expose dynamics emerging frommodel building blocks (13–15). These

extrapolations beyond the range of validation data are rooted in the

confidence in the quality of the approximation of the biomedical

reality, i.e. the quality of the knowledge and its implementation.

It is tempting to suggest that knowledge-driven models are

inherently interpretable. Yet, the implementation of chains

of relationships can formulate complex inverse problems.

Subsequently, post hoc processing through parameter identifiability

and sensitivity analyses is key (16, 17). This can identify previously

unknown interactions between system components to generate

hypotheses for experimental and clinical validation.

Knowledge-driven modeling has successfully been applied to

investigate different aspects of cancer including somatic cancer

evolution and treatment. We refer the interested reader to recent

review articles (18, 19) covering for instance different fractionation

schemes for radiotherapy (20, 21), the onset and influence of

treatment-induced tumor resistance (22), or cancer evolution (23). A

popular application of knowledge-driven models is the simulation of in

silico trials for hypothesis generation in simulated cohorts (24–26).
2.2 Data-driven models extract information
from data

A common understanding of data-driven modeling (e.g. - machine

learning, deep learning and classical statistics) is the creation of insight

from empirical examples (27). A performance metric (28, 29) is
Frontiers in Immunology 0354
optimized to uncover patterns and relationships between input data

and output task. The validity of data-driven models should be studied

carefully, in particular the dependency of the results on the chosen

performance metric (29). It is also key to consider the optimization

convergence. If this process fails, the model will be uninformative.

Purely data-drivenmodels do not readily leverage the community’s

understanding of the system under study but instead often employ

highly parameterized models. The many degrees of freedom allow

flexibility to approximate complex and mechanistically unknown

relationships, e.g. deep neural networks act as “universal function

approximators’’ (30). New information can be extracted from the

data through this structuring but the extensive parameterization may

obscure how the decision process is formed. Post hoc processing is

required to uncover the nature of the approximated relationship

through interpretability and explainability analysis (31). The models’

flexibility also makes them vulnerable to overfitting. Appropriately

large amounts of training data and stringent data splits for fitting

(training) and validation (32) are necessary to mitigate this risk. Data

quantity and quality, i.e. its task specificity and ability to cover a variety

of relevant scenarios, are equally important.

Generally, the application focus differs from that of knowledge-

driven models. Generalization beyond the observed data space is

often challenging (33). It is essential to rely on robust training

regimes (34) and consider model limitations as performance is

compromised in scenarios not (sufficiently) covered by data (33).

In summary, data-driven approaches are powerful tools for

knowledge generation. In oncology, data-driven approaches have

previously contributed substantially to scientific progress and

process automation (35). To name just a few examples, (un-)

supervised machine learning has greatly supported areas of drug

response prediction (36, 37) and molecular tumor subtype

identification (38, 39), whereas generative models and deep

learning have revolutionized computer vision tasks such as

volumetric tumor segmentation (40, 41), image-based outcome

predictions (42, 43) and automated intervention planning.
2.3 Identifying similarities and boundaries
between knowledge-driven and data-
driven modeling

Table 1 summarizes and contrasts key characteristics of the extremes

of purely data- and knowledge-drivenmodeling, yet boundaries between

these models remain fluid for many applications. The fundamental steps

of data- and knowledge-driven modeling have parallels despite varying

terminology: a subset of data is used to construct and calibrate themodel,

then further data is necessary for validation and refinement. In data-

driven modeling, we first formulate the learning task (i.e. identifying

features, labels, and loss function), and architecture selection. In

knowledge-driven modeling, we start by deriving equations/

mathematical rules. Both algorithms are subsequently compared to

real-world data to optimize hyperparameters (i.e., structural model

implementations) and to learn model parameters for fitting. The same

optimization principles apply but the extent to which mechanistic priors

are accounted for in the design of the objective function varies. Finally,
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validation, ideally on independently sourced data, is performed to assess

the model’s performance.

Given these similarities and differences, it is important to

account for possible challenges upon combining approaches.

Model bias or conflicting information generated by addressing the

same task with differently motivated approaches needs to be
Frontiers in Immunology 0455
carefully considered. At the same time, there exists ample room

to harness synergies between knowledge and data-driven modeling

under the umbrella of mechanistic learning. Specifically, differences

regarding data requirements, model complexity, extrapolation, and

application regimes imply that a combination of both approaches

may mitigate individual limitations. For example, parameters of a

mechanistic mathematical model can be estimated by a deep

learning algorithm from complex multi-omics data or knowledge-

driven descriptions can be used to constrain the large range of

possible solutions of a complex data-driven approach to a

meaningful subset. In the following sections, we provide a

detailed overview of how these combinations can be achieved and

provide real-world application examples to motivate these.
3 Facets of mechanistic learning

“Mechanistic learning” (7, 8) can take on many facets by shifting

the emphasis of the “data” and “knowledge” paradigms upon model

design and fitting. While a partition of mechanistic learning into

simulation-assisted machine learning, machine-learning-assisted

simulation, and a hybrid class for approaches falling between these

definitions is intuitive at first (44), it fails to describe the variety of

hybrid approaches.We suggest amore abstract classification (Figure 1):
• Sequential - Knowledge-based and data-driven modeling

are applied sequentially building on the preceding results

• Parallel - Modeling and learning are considered parallel

alternatives to complement each other for the

same objective

• Extrinsic - High-level post hoc combinations

• Intrinsic - Biomedical knowledge is built into the learning

approach, either in the architecture or the training phase
Whereas sequential and parallel combinations make a

deliberate choice of aspects of data- and knowledge-driven

models to coalesce, extrinsic and intrinsic combinations actively

interlace these. Thus, the complexity with respect to

implementation and interpretation grows from sequential to

intrinsic combinations. While most implementations readily fit

into one of these four classes, we emphasize that we do not

consider the combinations as discrete encapsulated instances.

Instead, we view all synergistic combinations on a continuous

landscape between the two extremes of purely knowledge- and

data-driven models (Figure 2).
3.1 Sequential combinations

Sequential approaches harness knowledge and data-driven aspects

as sequential and computationally independent tasks by disentangling

the parameter/feature estimation and forecasting steps. They strive to

attain mechanistic learning objectives by interlinking inputs from one

approach with another. This could involve utilizing data-driven

methods for estimating mechanistic model parameters or
TABLE 1 General conceptual differences between knowledge-driven vs.
data-driven modeling.

Knowledge-
driven modeling

Data-driven modeling

The current “knowledge” drives
the implementation of an
educated guess regarding the
studied relationship.
Example: Modeling of tumor
growth based on the assumption
of an exponential
time dependency.

The empirical reality is approximated
through a (complex) relationship.
Example: A time series of tumor growth data
is approximated by a long-short-term-memory
network comprising thousands of parameters.

Data serves the purpose of
validation of the implemented
estimate of reality.
Example: The assumption of
exponential tumor growth does
not allow fitting of an observed
tumor volume trajectory.

Empirical observations dictate the extraction
of information.
Example: Tumor recurrence can be predicted
from imaging. Interpretability analysis
revealed that tumor shape was driving
this prediction.

Generate novel hypotheses for
causal mechanisms.
Example: The addition of a
reasonable but previously
unknown mechanism to the
model enables reproduction of
experimental results.

Isolate relevant inputs from empirical
datasets for a given output.
Example: Principal component analysis is
used to show main factors to explain the
variance in the data

Deductive capability:
extrapolation to predictions
about behaviors not present in
original data
Example: A model described
tumor response to a single
radiotherapy fraction well.
Predictions of tumor response to
multiple fractions are possible.

Inductive capability: interpolation of data
with limited extrapolation horizon
Example: Prediction if a tumor responds to
radiotherapy (represented in the training
data) - this model cannot predict if the tumor
will still respond if we change the delivery (i.e.
fractionation) of the treatment.

Predict or describe dynamics of
the overall system.
Example: By modeling
thousands of individual cells the
overall dynamic growth
response of a tumor is observed.

Infer dynamics from the overall system while
governing equations and parameters are not
exactly known
Example: The prediction of cell states based
on environmental and transcriptomic data

Small but specific data set is
needed for validation
Example: 2-3 diffusion-weighted
MRI scans suffice to fit a
mechanistic tumor growth
model to data of an
individual patient.

Large number of parameters (thousands,
millions or more), requiring data-intensive
training/fitting
Example: For the prediction of tumor response
to radiotherapy, 100s of patient images were
used to train a deep convolutional
neural network.

Limiting factor(s): Quality of
assumptions; parameter
sensitivity
Example: If the underlying
assumptions do not hold up
upon model fitting, the model
needs to be reworked.

Limiting factor(s): Quality and quantity of
data; model structure such as choice of
features (inputs)
Example: A large number of diverse training
examples are needed to fit a
complex architecture.
Some aspects here are taken from Baker et al. (9).
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implementing feature selection in a data-driven model guided by

mechanistic priors. Although sequential frameworks are

straightforward to implement and interpret, often their

computational demands increase significantly, taking into account

both computational requirements and the limitations inherent in the

individual approaches (e.g., data requirements, accuracy of

prior knowledge).
Frontiers in Immunology 0556
3.1.1 Domain knowledge to steer data-driven
model inputs and architecture choices

In medical science, data availability remains a key challenge (45).

However, there often exists a strong hypothesis regarding the driving

features of a specific prediction task. A simple but effective means of

improving the performance of data-driven algorithms is a deliberate

choice of model architecture, data preprocessing, and model inputs.
FIGURE 1

Examples of mechanistic learning structured in four combinations: Parallel combinations (top left) with examples of surrogate models and neural
ordinary differential equations (ODEs). Data- and knowledge-driven models act as alternatives to complement each other for the same objective.
Sequential combinations (bottom left) apply data- and knowledge-driven models in sequence to ease the calibration and validation steps. Extrinsic
combinations (top right) combine knowledge-driven and data-driven modeling at a higher level. For example, mathematical analysis of data-driven
models and their results or as complementary tasks for digital twins. Intrinsic combinations (bottom right), like physics- and biology-informed neural
networks include the knowledge-driven models into the data-driven approaches. Knowledge is included in the architecture of a data-driven model
or as a regularizer to influence the learned weights.
FIGURE 2

The mechanistic learning landscape shows room for the combination of data-driven and knowledge-driven modeling. We suggest that purely data-
driven or purely knowledge-driven models represent the extremes of a data-knowledge surface with ample room for combinations in different
degrees of synergism. Further, in the left-bottom corner with almost no data nor knowledge, any modeling or learning technique is limited.
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For example, focusing the input of a deep neural network to disease-

relevant subregions of an image boosted classification performance in

a data-limited setting (46), and expert-selected features were used to

reduce data requirements of image processing tasks dimensionality

and data requirements of image processing tasks (47). Similarly

important is a deliberate choice of model architecture (48–50). For

instance, while convolutional blocks are the staple for computer

vision tasks, similar approaches exist for sequential data (e.g.

sequence-to-sequence transformers, recurrent neural networks, or

graph-based models (51, 52)). While no mechanistic modeling is

conducted per se deliberate feature and architecture selection includes

additional information. Ultimately, features can also be identified by

knowledge-driven modeling (53, 54).

3.1.2 Mechanistic feature engineering
Feature engineering is the process of designing input features

from raw data (55). This process can be guided by a deeper

understanding of the underlying mechanisms, including physical

and biochemical laws or causal relationships.

Aspects of a mechanistic model can serve as input features to or

outputs from machine learning models. This strategy of

“mechanistic feature engineering”, was used by Benzekry et al. to

predict overall survival in metastatic neuroblastoma patients (56).

First, a mechanistic model of metastatic dissemination and growth

was fitted to patient-specific data. Then, a multivariate Cox

regression model predicted overall survival from available clinical

data with or without patient-specific mechanistic model

parameters. They found that including the fitted mechanistic

model parameters greatly enhanced the predictive power of the

regression. One problem in this truly sequential setting is that it is

difficult to address uncertainty propagation. Therefore, a

challenging limitation persists, as the propagation of uncertainties

and prediction errors may amplify within the context of the

complete framework.

3.1.3 Data-driven estimation of mechanistic
model parameters

A common problem in knowledge-driven modeling for

longitudinal predictions is parameter identifiability and fitting

given limited data and complex systems of equations. The

bottleneck lies in the lack of a detailed understanding of the

mechanistic relation between input data and desired output,

rather than a purely computational limitation.

Similar to using mechanistic feature engineering for data-driven

model inputs, data-driven approaches can also be employed to

discover correlations within unstructured, high-dimensional data to

provide inputs to knowledge-driven models. Depending on the

specific application a range of methods are possible: imaging data

are preprocessed by convolutional architectures, whereas omics data

could be processed with network analysis, graph-based, or standard

machine learning models. These correlations are then harnessed to

predict the parameters of a mechanistic approach. Importantly, each

model is implemented and trained/fitted independently, implying a

high-level, yet easily interpretable combination. This sequential

combination harnesses the ability of data-driven models to extract

information in the form of summarizing parameters from high
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dimensional and heterogeneous data types. Importantly, the type of

data required for such analysis needs to meet the criteria of

knowledge-driven (e.g., longitudinal information) and data-driven

(e.g., sufficient sample size) approaches alike - this may restrict

applicability in light of limited data quality or excessive

noise. Similarly, limitations such as robustness and prediction

performance for the estimated parameters should be considered.

In practice, Perez-Aliacar et al. (57) predicted parameters of

their mechanistic model of glioblastoma evolution from fluorescent

microscopy images. This combination of models has also

been suggested in the context of data-driven estimation of

pharmacokinetic parameters for drugs (58). Moreover, data-

driven models enable parameter inference by studying parameter

dependencies of simulation results through approximate Bayesian

computation (59, 60) or genetic algorithms (61).

3.1.4 Data-driven estimation of mechanistic
model residuals

Another sequential construct consists in using machine

learning models to predict the residuals of a mechanistic model

prediction. Kielland et al. utilized this technique to forecast breast

cancer treatment outcomes under combination therapy from gene

expression data (62). Initially, a mechanistic model of the molecular

mechanisms was calibrated with cell line data to enable patient-

specific predictions. Subsequently, various machine learning models

were employed to predict the residuals of the mechanistic model

from the available expression of more than 700 genes. While the

performance of the combined strategy was comparable to using

machine learning alone, it offered three advantages. First, the

mechanistic model provided a molecular interpretation of

treatment response. Additionally, this approach facilitated the

discovery of important genes not included in the mechanistic

model. Hence, this approach can potentially incorporate emerging

biological knowledge and new therapeutics without additional data

required for machine learning alone. Note that this sequential

strategy facilitates the inclusion of both mechanistically

understood features and others that may not be as clear, a

common scenario in treatment forecasting.

In summary, sequential combinations are attractive due to their

clear path toward implementation and interpretation with limitations

due to prerequisites on data, mechanistic understanding or

uncertainty propagation. While future directions may dive deeper

into harnessing more complex input data (e.g. multi-omics,

multimodal) for mechanistic model inputs, the technical

advancement for sequential combinations remains dictated by the

progress in the individual fields.
3.2 Parallel combinations

Parallel combinations blend advantages of purely data- or

knowledge-driven models without changing the anticipated

evaluation endpoint. These are alternatives for the same task as a

purely data- or knowledge-driven approach and hence aspects

concerning data requirements, implementation, model robustness,

and performance can be compared. This makes them attractive for
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high-stakes decision scenarios, such as clinical application (e.g.

tumor growth prediction).
3.2.1 Neural networks as surrogate models
Many phenomena in oncology can be readily formulated using

large systems of equations. However, solving large models comes at

a high computational cost. Utilizing methods such as model order

reduction aids in optimizing the computational efficiency of the

solving process. This approach typically demands substantial

mathematical expertise and is not suitable for time- or resource-

constrained scenarios such as real-world clinical deployment.

Neural networks, as universal function approximators, offer an

efficient alternative. In practice, data-driven models are trained on

numerical simulation results and approximate a solution to the

system of equations. The inference step of the successfully trained

model takes a fraction of the computational resources compared to

the full mechanistic model (63, 64).

A related concept is the generation of vast amounts of

“synthetic” training data (65) based on a small set of “original”

data points. While synthetic training data can improve the accuracy

of many learning-based systems, care needs to be taken to prevent

encoding faulty concepts or misleading biases into the training data

that are not present in reality (66, 67). Any uncertainty or bias

introduced during the training of the synthetic data generator is

inherent in the resulting samples. This limitation could easily be

overlooked within downstream tasks, underscoring the importance

of meticulously designing a surrogate model.

For example, Ezhov et al. (68) introduced a deep learning model

performing inverse model inference to obtain the patient-specific

spatial distribution of brain tumors from magnetic resonance

images, addressing the computational limitations of previous

partial differential equation (PDE)-based spatial tumor growth

and response models. A similar brain tumor growth model based

on an encoder-decoder architecture trained on 6,000 synthetic

tumors generated from a PDE model (69).
3.2.2 Neural ordinary differential equations —
neural networks as discretized ordinary
differential equations

The term “neural ordinary differential equation”, or “neural

ODE” originated from the notion of viewing neural networks as

discretized ODEs or considering ODEs to be neural networks with an

infinite amount of layers (70–72). In that sense, the knowledge-driven

approaches using ODEs and the data-driven approach using neural

networks are parallel perspectives of the same concept. While not

every data-driven model can be interpreted as discretized ODEs and

not every question for ODEs can be answered by a discretization to a

neural network, neural ODEs can often be a helpful concept to

translate between knowledge- and data-driven modeling. More

generally, a neural ODE can also be seen as a differential equation

that uses a neural network to parameterize the vector field. As such,

this approach offers advantages over neural networks, including high-

capacity function approximation and easy trainability, together with

the extensive available theory and tools for the numerical treatment of

differential equations. In addition, the continuous-time regime of
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differential equations allows treating irregular time series data in a

natural way (73).

Neural ODEs have already been used for a variety of tasks in

oncology ranging from genome-wide regulatory dynamics (74) and

breast tumor segmentation in medical images (75) to time-to-event

modeling (76). Importantly, neural ODEs can generate realistic

synthetic data, such as longitudinal patient trajectories. As these

synthetic patient data are anonymous, regularly sampled, and

complete (i.e. no missing data) they address key challenges of

medical data analytics: data privacy, limited data, missing data,

variable data quality, and sampling time points. Synthetic patients

can be shared across institutes as high-quality samples to train

large-scale models, ensuring compliance with international data

privacy regulations (77).

3.2.3 Learning a mechanistic model equation
While oncology research generates vast amounts of data,

extracting and consolidating mechanistic understanding from data

is a laborious process reliant on human experts. Symbolic regression

allows for automated and data-driven discovery of governing laws

expressed as algebraic or differential equations. This method finds a

symbolic mathematical expression that accurately matches a dataset

of label-feature pairs. Two prominent symbolic regression techniques

are genetic programming-based optimization (78) and sparse

regression (79). In genetic programming, closed-form expressions

are represented as trees and evolved such that trees with high

goodness-of-fit are selected for further exploration. In sparse

regression strategies, the target expression is assumed to be a linear

combination of certain “basis functions”, and L1 regularization is

used to select and weight a small combination of them.

Despite remarkable success in physics (78), symbolic regression

applications in oncology are still scarce. In one example, by

Brummer et al. (80), sparse regression was employed to estimate

a system of ODEs from in vitro CAR T-cell glioma therapy data.

Compared to knowledge-based models, this data-driven approach

offers new insights into the biological dynamics as the model form is

not constrained.

However, estimating derivatives from high noise and sparse

longitudinal measurements, like many from clinical oncology,

remains challenging. Several groups have used variational

formulations of ODEs and PDEs in the optimization step without

relying on estimating derivatives from noisy and sparse data (81–83).

Bayesian approaches applied to genetic programming have also

proven successful in situations where existing non-Bayesian

approaches failed (84). Other promising directions in oncological

research are Koopman theory (85) and the universal differential

equation framework (86), where neural networks are used to model

all or part of a differential equation, facilitating the discovery of

governing equations, or parts of them, in cases where data are limited.
3.3 Extrinsic combinations

Extrinsic combinations make use of both mechanistic and data-

driven approaches to address different aspects of the same problem

or to post-process the output of a data-driven implementation.
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3.3.1 Digital twins
Originating from analogies in manufacturing and engineering,

the concept of digital twins (87–89) has recently gained interest in

the oncology community. A digital twin is an in silico patient “twin”

that recapitulates important patient characteristics and is used to

simulate alternative treatment strategies and forecast disease

progression (90). In the context of precision medicine, this

implies that alternative treatment scenarios are simulated with the

digital twin to select an optimal strategy. Hence, predictive

modeling of longitudinal information regarding the expected

patient trajectory is provided. The computational framework

behind the digital twin can be based on mechanistic, data-driven,

or a combined set of algorithms. We highlight the potential of

combining mechanistic and data-driven modeling as side-by-side

tasks, covering different aspects of one unifying digital twin.

Typically, for mechanistic digital twins, a mathematical

framework describes the dynamics of tumor size, morphology,

composition, and other biomarkers (91). The data-driven analogy

is represented by machine learning algorithms, e.g., k-nearest

neighbors but also more advanced architectures, to provide a

prediction of the endpoint of interest based on established

databases (92, 93). Both knowledge- and data-driven models

enable the real-time adaptation of treatment protocols by

simulating a range of scenarios. Importantly, harnessing the

strengths of each method should be considered for optimal

results. For instance, a data-driven prediction task could inform

on patient subgrouping and identify likely outcomes, whereas

mechanistic modeling would explore personalized treatment

alternatives. Generally, digital twins can also serve as “virtual

controls” to benchmark the efficacy of the patient’s current

treatment regimen (94, 95). Wu et al. provide an in-depth review

regarding the specific application example of digital twins for

oncology applications including a mention of the roles of data-

driven image analysis and knowledge-driven modeling. The trade-

off between application focus and computational complexity of a

digital twin has to be considered in light of the data available which

may restrict the feasible complexity and performance. Limitations,

such as the requirement for longitudinal data, the complexity of

mid-treatment adjustment in clinical settings, and the overall

complexity regarding a high-stakes decision process need to be

accounted for (89).
3.3.2 Complementary postprocessing:
mathematical analysis of data-driven models and
data-driven analysis of mathematical simulations

Data-driven approaches are trained to optimize a performance

metric, but performance alone is not driving a model’s application

in (clinical) practice. Here, quantification of the uncertainty of

model results, model robustness, as well as interpretability to

explain why a model arrived at a certain conclusion are equally

important (96). These questions are usually studied under the term

explainable AI; for a survey we refer to Roscher et al. (97). Progress

in advanced explainable AI dictates a mechanistic interpretation of

a model’s decision-making process (98).
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Addressing many of the questions related to deep learning is only

possible using mathematical methods, i.e., challenges in the field of

data-driven models are transformed to mathematical conjectures that

are subsequently (dis)proven. This approach ensures that the results

generated by models are mathematically reliable and transparent and

thus better suited for clinical implementations.

Numerous examples underscore this point and provide

motivation for employing intricate architecture designs based on

mathematical formulations. A specific instance involves learning a

specialized representation that elucidates cancer subtyping from

multi-omics inputs, including transcriptomic, proteomic, or

metabolomic data (77).

Data assimilation techniques bridge numerical models and

observational data through optimization of starting conditions.

Typical examples are Kalman or particle filter methods (99, 100),

which can improve the accuracy of numerical predictions. For the

interpretation and validation of simulation results, tools from data-

driven modeling can be used to detect patterns in simulations (101).

This approach is already performed in research fields outside the

oncology domain (102). A prime example is the post-processing of

complex numerical weather forecasting predictions using deep

learning to boost overall performance (103, 104). Within

oncology applications, machine learning and Bayesian statistics

have also been used for uncertainty quantification which is

important for clinical translation (105–107).
3.4 Intrinsic combinations

This combination incorporates a mechanistic formulation

within a machine learning model either upon training as a

contribution to the formulated objective function or a priori as a

way of choosing the architecture of the data-driven model. As such,

these are densely interconnected combinations.

3.4.1 Regularizing the loss function using
prior knowledge

Mechanism-informed neural networks such as physics-

informed neural networks (PINNs) (108, 109) use mechanistic

regularization upon training, i.e., equation-regularization, by

guiding the possible solutions to physically relevant ones. The loss

function combines performance loss with a regularization term

assessing the deviation from a predefined set of equations. This

approach reduces overfitting and ensures physically meaningful

predictions. The final neural network will not satisfy the equations

exactly but approximate them for the areas where training data is

available. PINNs can be valuable for deciding whether an equation

can be used to describe data by considering several related equations

as regularizers.

Equation-regularization has previously been shown to enhance

both the performance and interpretability of data-driven

architectures. In the context of oncology, one example includes

the modeling of tumor growth dynamics (110). Ayensa-Jiménez

et al (111) used physically-guided NNs with internal variables to
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model the evolution of glioblastoma as a “go-or-grow” process

given constrained resources such as metabolites and oxygen. The

model-free nature of their approach allows for the incorporation of

data from various boundary conditions and external stimuli,

resulting in accurate tumor progression predictions even under

different oxygenation conditions.

3.4.2 Incorporating knowledge into the machine
learning model architecture

Rather than optimizing a network architecture through

regularization, biology-informed neural networks constrain the

model architecture to biological priors from the start. Typically in

the context of network analysis, biological priors such as known

interactions between genes and/or transcription factors are translated

to nodes and edges in a graph (112, 113). The network is constrained

to an established connectivity profile which greatly reduces the model

complexity compared to a fully connected network. Similar to

transfer learning where a different data-rich scenario is used to

pretrain a model prior to refining specific weights on the limited

target data, this approach uses expert insight to preset connections

and weights. Lagergren et al. (114) proposed biology-informed neural

networks that learn the nonlinear terms of a governing system,

eliminating the need for explicitly specifying the mechanistic form

of a PDE as is the case for PINNs. They tested their approach on real-

world biological data to uncover previously overlooked mechanisms.

Another example is given by Przedborski et al. (115) who used

biology-informed neural networks to predict patient response to anti-

PD-1 immunotherapy and present biomarkers and possible

mechanisms of drug resistance. Their model offers insights for

optimizing treatment protocols and discovering novel therapeutic

targets. Indeed, this approach has found several applications, e.g., for

the prediction of prostate cancer (112) and drug discovery (116).

Despite similar naming conventions, biology- and physics-informed

neural networks refer to distinct approaches. The latter distinguishes

itself by integrating biological realism and enhancing interpretability

for applications that predominately rely on multi-scale, multi-source

data (such as omics). However, profound insight regarding the

formulated biological process is indispensable. PINN applications

regularize, i.e. do not strictly constrain implying more flexibility yet

less interpretability.

Finally, in the context of generative approaches, differential

equations have previously been incorporated into (deep) neural

networks through variational autoencoders. While current

examples were obtained from medical applications other than

oncology (117, 118), they represent elegant solutions to allow for

dynamic deep learning despite limited data, given careful

hyperparameter tuning.

3.4.3 Hierarchical modeling
Hierarchical nonlinear models, also referred to as nonlinear mixed

effects models, are a widely used framework to analyze longitudinal

measurements on a number of individuals, when interest focuses on

individual-specific characteristics (119). For instance, early in drug

development, pharmacokinetics studies are carried out to gain insights
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into within-subject pharmacokinetics processes of absorption,

distribution, and elimination (120). Typically, a parametric nonlinear

model describing drug concentration change over time (individual-

level model) is coupled with a linear model describing the relation

between pharmacokinetic parameters and individual features

(population-level model). One of the simplest population-level

models is the random intercept model, which models individual

parameter values as normally distributed around a typical value. This

enables information sharing through each individual’s contribution to

determine the typical value, while simultaneously allowing individual

parameters that match the observed measurements. Moreover, in

contrast to the sequential approach (section 3.1.3), hierarchical

models allow for the propagation of uncertainty between the

individual-level and population-level models. Applications in

oncology range from tumor growth (121) to mutational dynamics in

circulating tumor DNA (122) or metastatic dissemination (123).

Interestingly, hierarchical models have the potential to benefit

from more sophisticated data-driven approaches to integrate high-

throughput data, such as omics or imaging (8). This can be done by

changing the linear covariate model with more complex machine

learning algorithms able to capture complex relations between the

parameters of the individual-level model and the high dimensional

covariates (124, 125), and/or by using Bayesian inference (38).
4 Conclusion and perspective

Recently, machine and deep learning have become ubiquitous

given their indisputable potential to learn from data (126).

However, it is evident that medical applications, especially in

oncology, are currently constrained by the extent and diversity of

available data. Moreover, clinical translation involves high-stakes

decisions that need to be backed up by evidence. The oncology field

must address the critical challenges of limited data availability,

model transparency, and complex input data. To overcome these

bottlenecks, we need data-efficient, comprehensible, and robust

solutions. Despite the growing interest in mechanistic

mathematical modeling for medical applications, the success and

opportunity of data-driven models must be taken into account.

Strategically integrating knowledge- and data-driven modeling in

mechanistic learning represents a logical progression to tackle the

challenges in mathematical oncology. It aims to facilitate accurate,

personalized predictions, leading to a more comprehensive

understanding of cancer evolution, progression, and response.

Here, we identified opportunities for synergistic combinations

and provided a snapshot of the current state-of-the-art for how such

combinations are facilitated for oncology applications. We

highlighted similarities in the mathematical foundation and

implementation structure of optimization processes and pointed

out differences with respect to data requirements and the role of

knowledge and data in these approaches. It is important to structure

the growing landscape of models at the interface of data- and

knowledge-driven implementations. We hence propose systemizing

combinations in four general categories: sequential, parallel,
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intrinsic, and extrinsic combinations. While sequential and parallel

combinations are intuitive and easily implemented, intrinsic and

extrinsic combinations incorporate a stronger degree of interlacing

that requires a deeper understanding of both data science and

mathematical theory. The choice of analysis tool should always keep

in mind the quality, size, and type of data and knowledge in light of

the underlying research question. An intentional combination of

machine learning and mechanistic mathematical modeling can then

leverage the strengths of both approaches to tackle complex

problems, gain deeper insights, and develop more accurate and

robust solutions. Mechanistic learning can take on many facets and

is foreseen to grow in importance in the context of mathematical

oncology with a particular focus on explainable AI, handling of

limited data (e.g. efficient architecture design, data augmentation),

and generation of precision oncology solutions. In this review, we

discussed only the core concepts. Given the fluid boundaries

between data- and knowledge-driven models and in light of the

variety of approaches within each of these domains, an exhaustive

listing of all combinations is infeasible. However, several future

directions stand out. For instance, hybrid modeling with Bayesian

statistics, deep generative approaches, or specific training regimes,

including semi-supervised (contrastive) or reinforcement learning,

are worth mentioning. Finally, despite the positive notion regarding

mechanistic learning, certain limitations persist within both

separate and combined approaches. Specifically ethical

considerations should be addressed. These may arise from data

privacy, algorithmic bias, or the clinical implementation of

hybrid models.

Finally, with this work we strive to motivate a more active

exchange between machine learning and mechanistic mathematical

modeling researchers given the many parallels in terms of

methodologies and evaluation endpoints, and the powerful results

produced by mechanistic learning.
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Designing combination therapies
for cancer treatment: application
of a mathematical framework
combining CAR T-cell
immunotherapy and targeted
radionuclide therapy
Vikram Adhikarla1*, Dennis Awuah2, Enrico Caserta3,
Megan Minnix4, Maxim Kuznetsov1, Amrita Krishnan2,
Jefferey Y. C. Wong5, John E. Shively4, Xiuli Wang2,
Flavia Pichiorri3 and Russell C. Rockne1*

1Department of Computational and Quantitative Medicine, Beckman Research Institute, City of Hope
National Medical Center, Duarte, CA, United States, 2Department of Hematology and Hematopoietic
Cell Transplantation, Beckman Research Institute, City of Hope National Medical Center, Duarte,
CA, United States, 3Department of Hematologic Malignancies Translational Science, Beckman
Research Institute, City of Hope National Medical Center, Duarte, CA, United States, 4Department of
Molecular Imaging and Therapy, Beckman Research Institute, City of Hope National Medical Center,
Duarte, CA, United States, 5Department of Radiation Oncology, City of Hope National Medical Center,
Duarte, CA, United States
Introduction: Cancer combination treatments involving immunotherapies with

targeted radiation therapy are at the forefront of treating cancers. However,

dosing and scheduling of these therapies pose a challenge. Mathematical models

provide a unique way of optimizing these therapies.

Methods: Using a preclinical model of multiple myeloma as an example, we

demonstrate the capability of a mathematical model to combine these therapies

to achieve maximum response, defined as delay in tumor growth. Data from

mice studies with targeted radionuclide therapy (TRT) and chimeric antigen

receptor (CAR)-T cell monotherapies and combinations with different intervals

between them was used to calibrate mathematical model parameters. The

dependence of progression-free survival (PFS), overall survival (OS), and the

time to minimum tumor burden on dosing and scheduling was evaluated.

Different dosing and scheduling schemes were evaluated to maximize the PFS

and optimize timings of TRT and CAR-T cell therapies.

Results: Therapy intervals that were too close or too far apart are shown to be

detrimental to the therapeutic efficacy, as TRT too close to CAR-T cell therapy

results in radiation related CAR-T cell killing while the therapies being too far apart

result in tumor regrowth, negatively impacting tumor control and survival. We show

that splitting a dose of TRT or CAR-T cells when administered in combination is

advantageous only if the first therapy delivered can produce a significant benefit as

a monotherapy.
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Discussion: Mathematical models are crucial tools for optimizing the delivery of

cancer combination therapy regimens with application along the lines of

achieving cure, maximizing survival or minimizing toxicity.
KEYWORDS

radionuclide, combination therapy, myeloma, CAR T cells, daratumumab, mathematical
model, targeted alpha therapy
1 Introduction

Chemotherapy and external beam radiation therapy have been

traditional approaches for treating hematological malignancies.

External beam radiation therapy has typically been employed for

treatment of solitary plasmacytomas and as a palliative measure for

more widespread disease (1, 2). The primary disadvantage of

external beam radiotherapy is the toxicity to normal cells present

near malignant cells in the bone marrow. Thus, its role has been

limited in the treatment of hematological malignancies. In contrast,

immunotherapy-based approaches have been employed in standard

regimens and have led to significant improvements in patient

disease remission (3). The dysregulation of the immune system in

multiple myeloma (MM) and its targeting by immunotherapies has

been a key reason for immunotherapy success (4). In particular,

Chimeric Antigen Receptor T cells (CAR-T cells) have recently

come to the fore due to their efficacy against several hematological

malignancies including MM, leukemia and B-cell malignancies (5).

CAR-T cells are T cells that have been engineered to target a

receptor on the tumor cells thus binding them to tumor cells for

direct effect. B-Cell Maturation Antigen (BCMA) targeting CAR-T

cells have recently been approved by the FDA for treatment of MM

(6). While these novel immunotherapies have created a significant

impact, most patients still experience relapse, leading to

unsuccessful treatment (7), supporting the need to develop novel

combinatorial approaches for complete disease eradication.

Targeted radionuclide therapy (TRT) is a form of radiation

therapy in which a radionuclide delivering radiation is attached to

an agent that targets tumor cells (8). The advantage of TRT is that it is

both highly targeted and delivered systemically. In addition, the

radionuclide can be chosen with a half-life that is appropriate for

balancing efficacy and toxicity of the treatment. For example, we have

shown that the targeted alpha particle therapy (TAT) with 225Ac

conjugated to the CD38 receptor targeting antibody daratumumab

demonstrated superior efficacy without added toxicity in treatment of

disseminated multiple myeloma in a mouse model as compared to a

beta particle emitter 177Lu (9). The shorter range (< 100 mm) but

higher potency (given by their high linear energy transfer) of alpha

particles emitted from 225Ac and its daughters was crucial in targeting

the cancer cells but sparing the normal tissue cells in the bone

marrow. While TAT was associated with increased survival, it alone

did not result in curative responses. To address this limitation of
0266
radionuclide therapies, we and others (10–12) have investigated the

addition of immune-based therapies to TRT as a potentially curative

combination therapy approach.

Selecting the dosing, timing, and sequencing of any combination

therapy approach experimentally is challenging due to the number of

possible combinations to be tested; therefore a more efficient method

of experimental design to achieve optimal therapy regimens is useful

and increasingly becoming essential (13). Fortunately, mathematical

models aided by experimental data exemplify a way for achieving

optimal combination of therapies. Combining multiple therapies can

result in synergistic, additive or antagonistic effects. Methods have

been proposed to quantify (14, 15) and optimize (16–18) these effects.

Combination therapy optimization using mathematical models can

be performed at several levels depending on our knowledge of the

system parameters (19). Many types of therapy combinations have

been investigated using mathematical models (20). In particular,

mathematical models of tumor-immune system dynamics have

been proposed to optimize and personalize immunotherapies (21–

23) either on their own or in combination with chemotherapy (24).

Additionally, mathematical modeling of radiation therapy using the

linear-quadratic model (25) to optimize patient-specific treatment

regimens has been investigated for decades (26, 27). The proposed

radiobiological models have been used to study both tumor and

normal tissue radiation dose-response effects (28–30). The modeling

efforts using radiobiological models and their variations span both

external beam, brachytherapy as well as targeted radionuclide

radiotherapies (30–35). Recognizing the synergy between

immunotherapies and radiation therapy, mathematical models

utilizing the external beam radiation therapy and immunotherapies

have been proposed (36, 37) in order to tailor the dose of external

beam radiation therapy to elicit systemic immune response as well as

to study the effect of radiation therapy on different immune

populations (38, 39).

We recently proposed a mathematical model for optimization

of targeted radionuclide therapy with CAR-T cell therapy (40). The

model considered the tumor response to targeted radionuclide and

CAR-T cell therapies as monotherapies and preclinical data from

each set of monotherapy experiments was used to characterize the

model. Different timing schedules of TAT and CAR-T cell therapies

were tested in silico, and it was shown that the timing between the

two therapies for maximizing the survival metrics was highly

dependent on the tumor proliferation rate. Elucidating the
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mathematical parameters relevant for multiple therapies gives a

novel way of investigating the dosing, timing, and the sequence of

combination therapies and generate in silico therapeutic regimens

that can then be tested in vivo.

Here we validate the mathematical model against experimental

data where the timing of the CAR-T cell therapy is varied keeping

the TAT dosage and timing constant. Model parameters are

elucidated from the experimental data to optimize the timing of

CAR-T cell therapy post-TAT by maximizing the progression-free

survival. The effect of fractionated dosing of both TRT and CAR-T

cell therapies on the survival metrics is also studied. In addition,

multiple dosing strategies for TRT and CAR-T cell therapies are

tested to analyze whether the splitting and scheduling of the doses

result in improved tumor control or survival.
2 Methods

2.1 Mathematical model

The framework of the combined mathematical model for TRT

and CAR T-cell therapy dynamics is given by the set of differential

equations as described below (Figure 1) (40). This simplified model

considers only the tumor cells, CAR-T cells, and action of the TRT.

dNT

dt
= rNT − H(t − tTRT )kRxTNT − H(t − tCAR  T)k1NTNC (1)

dNR

dt
=  H(t − tTRT )kRxTNT − H(t − tCAR  T )k1NRNC − kclNR (2)

dNC

dt
= k2(NT + NR)NC − H(t − tTRT )kRxCNC − qNC (3)

kRxi =  aiR0e
−l(t−tTRT ) +

2biR2
0

g − l
(e−2l(t−tTRT ) − e−(l+g )(t−tTRT ))gl (4)

Here, NT and NR represent the number of tumor cells that are

unirradiated and irradiated respectively. NC represents the number
Frontiers in Immunology 0367
of CAR-T cells in the system, and k1 and k2 represent the killing

rate of tumor cells by CAR-T cells and the proliferation/exhaustion

rate of CAR-T cells respectively. q and kcl are the clearance rates of

CAR-T cells and irradiated tumor cells from the system. tTRT and

tCART are the time points at which TRT and CAR-T therapy are

given via a Heaviside function H(t). The parameters a and b are

radiobiological constants from the linear-quadratic model with b =

0 for high linear energy transfer alpha particle-based therapy. The

parameter R0 is the initial dose rate given as R0 = h Ainj, where Ainj

is the injected radioactivity. Parameters, values, and units are given

in Table 1. The immune system as well as other populations of

normal cells are not considered in this simplified model. The

subscript i in equation (4) indicates the type of cell population

which can either be T for tumor or C for CAR-T cells.
2.2 Experimental data

To benchmark the model and to optimize the timing of CAR-T

and TRT therapies, data on monotherapies of TRT using 225Ac-

daratumumab targeting CD38 receptor and CAR-T cells targeting

CS1 receptor as well as combination of these therapies was analyzed

(11). Briefly, NOD.Cg-Prkdcscid Il2rgtm1Wjl/SzJ mice (NSG; 6–10

weeks old; Jackson Laboratory) (IACUC 21034) were engrafted

with 5 × 106 MM.1S eGFP-ffluc lines intravenously (I.V.) and

randomized into groups 6 days post tumor injection (day 6),

based on bioluminescence imaging (BLI). All mice were followed

weekly over the course of therapy using BLI to measure tumor

burden. Day 0 was taken as the day MM.1S cells were inoculated in

the mice. Six groups of mice (n = 8 each except CAR-T only group)

with multiple myeloma are considered: (a) Untreated mice serving

as controls (Group-0) (b) TRT (day 7) only post tumor inoculation

(Group-T7) (c) TRT (day 7) and CAR-T cells (day 18) (Group-

T7C18) (d) TRT(d7) and CAR-T cells (d25) (Group-T7C25) (e)

TRT (d7) + CAR-T (d32) (Group-T7C32) and (f) CAR-T cell

monotherapy administered on day 7 (n = 7) (Group-C7). For

groups c, d, and e, the CAR-T cell doses were planned to be

administered on day 14, 21, and 28 respectively. However, due to
BA

FIGURE 1

(A) Antibody-based TRT and CAR T-cells therapy modalities. (B) Schematic of the mathematical model of TRT and CAR-T cell therapy.
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experimental logistical considerations, the actual dates of

administration were 18, 25, and 32 respectively. BLI images and

raw data can be found in the experimental publication (11).
2.3 Benchmarking model parameters

The tumor proliferation rate r was calculated from untreated

control tumor data by fitting an exponential function to the

individual mice tumor burden trajectories over time as measured

with BLI (Supplementary Figure 1). The average BLI measurement

on day 7 post inoculation and the average proliferation rate r across

all untreated mice was then used to back calculate what the BLI

would have been on day 0 based on the exponential tumor growth

formalism. A single BLI to tumor cell conversion factor was then

calculated by taking the ratio of BLI flux on day 0 and the number of

injected MM.1S cells. For the treated groups, the following

parameters and quantities were held constant based on the

experimental conditions: CAR-T cell dose (NC0), injected
Frontiers in Immunology 0468
radioactivity (A0), effective TRT decay rate (l), and initial tumor

burden (NT(t = 0)). Other parameters (r, h, aT, aC, k1, k2, q and kcl)
were allowed to vary and were optimized simultaneously for all

cohorts yielding a single parameter set for all mice. This approach

identifies parameters for CAR-T cell and tumor cell radiosensitivity,

tumor proliferation, CAR-T cell and TRT killing rate and TRT

clearance that are specific to the MM.1S myeloma cell line, the CS1

CAR T-cells and the 225Ac-daratumamab therapies across

treatment groups. The parameter set that is common and shared

across treatment groups for all mice is referred to henceforth as the

global parameter set.

Once the global parameter set for TRT and CAR-T cells therapy

was calculated as above, these parameter values were set as initial

conditions for individual mice to allow for individual mice

variations across the parameter set. Thus, mice-specific

parameters were calculated by allowing the individual parameters

to vary by +/- 50% from the global parameter values. Mice-specific

parameters included: r, aT, k1, q and kcl. For individual mice data

optimization, h, aC, and k2 were held constant to the global

parameter set.
2.4 Optimizing single administration of
CAR-T therapy with respect to TRT and
influence of therapy interval on
model parameters

The benchmarked global parameter set was used to test the

optimal timing of CAR-T cell therapy post TRT. With TRT

injection on day 7 after MM.1S cell inoculation, the time of CAR-

T cell delivery was varied from day 8 (following day administration)

until day 50 (43 days following TRT). Progression free survival

(PFS) was calculated for each scenario. Progression-free survival

was defined as the amount of time from the start of TRT for the

tumor burden to attain the same size as at the start of treatment. If

no reduction in tumor burden was observed, the PFS was set to zero

days. CAR-T cell therapy timing that maximized the PFS was taken

as the optimal therapy timing.

The influence of variation in individual model parameters on

the optimal timing of CAR-T cell therapy after TRT was tested. For

this purpose, the parameter set obtained from fitting the model to

individual mice tumor trajectories (with 50% uncertainty from

global parameter set) was used. The minimum and maximum

values of the individual parameters were calculated from this

parameter set and a new synthetic parameter set was created with

parameters randomly and uniformly generated between these

limits. Using this synthetic parameter set, the range of CAR-T

injection days that resulted in the maximum PFS was calculated. In

this manner, 1000 synthetic parameter sets were generated by

sampling the parameters 1000 times. The resulting histogram of

CAR-T injection days for maximum PFS was generated by

summarizing the data from all 1000 simulations. For visualization

purposes, the dependence of PFS on TRT to CAR-T therapy

interval for five synthetic parameter set runs is shown and a

histogram of CAR-T infusion days that maximized the PFS for

each of these 5 parameter sets is shown. Similar analysis was done
TABLE 1 Constants and global parameters for the mathematical model
estimated from experimental data.

Parameter Symbol Value Comments

Effective decay constant
(1/day)

l 0.07 Accounts for
biological
clearance and
physical decay

Tumor proliferation
rate (1/day)

r 0.208 Global
parameter set
optimized value

Clearance rate of irradiated
tumor cells (1/day)

kcl 0.45 Global
parameter set
optimized value

CAR-T cell killing
rate (1/day/cell)

k1 3.01x10-7 Optimized
from data

CAR-T cell proliferation/
exhaustion rate (1/day/cell)

k2 2.34 × 10−14 Global
optimized and
kept as constant
for
individual mice

CAR-T cell death rate (1/day) q 0.035 Global
parameter set
optimized value

Tumor cell
radiosensitivity (1/Gy) *

aT 1.43 Global
parameter set
optimized value

CAR-T cell
radiosensitivity (1/Gy) *

aC 1.01 Global
optimized and
kept as constant
for
individual mice

Activity to dose conversion
factor (Gy/day/mCi)

h 1.44 Global
optimized and
kept as constant
for
individual mice
*Note that the radiosensitivity coefficients incorporate the effect of the radiobiological
effectiveness of high linear-energy transfer radiation as is the case in 225Ac alpha
particle therapy.
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for parametric variation with 10% and 30% uncertainty

(Supplementary Figure 3).
2.5 Impact of TRT and CAR-T cell therapy
dosing and scheduling on survival metrics

Both TRT and CAR-T cell doses were varied between 20% of

the experimental dose to 200% of the experimental dose. For TRT

this range was 1.48 to 14.8 kBq and for CAR-T cells it was from 0.2

to 2 million cells. Both therapies were simulated with the model as

monotherapies in silico to evaluate the impact of therapy dose on

the time to minimum tumor burden (tmin), the progression free

survival and the overall survival (OS). Overall survival was defined

to be the time interval between the tumor cell injection and the time

at which the number of tumor cells reaches 1011. The minimum

dose demonstrating an advantage in PFS was noted. Time to

minimum tumor burden (tmin) is defined as time difference

between the start of the first treatment and the day of the

minimum tumor burden. If no reduction in tumor was observed

tmin was set to zero. The impact of two doses of TRT or two doses of

CAR-T therapy were tested. Mathematically, this is done by adding

the second TRT or CAR-T therapy term to Equations (1) through

Equation (4). For TRT, two doses of 3.7 kBq each were simulated

with variable timing between them. For the CAR-T cell therapy, two

doses of 0.5 million cells with variable timing between them were

simulated. Minimum therapy interval demonstrating an advantage

in PFS was noted.
2.6 Optimizing multiple administrations of
CAR-T and TRT treatments

Based on the evaluation of tumor burden at different CAR-T

and TRT dose levels, a multiple administration dosing scheme was

created. A single dose of 7.4 kBq of TRT was administered for

maximum efficacy while two separate doses of 1 million CAR-T

cells each were administered. The therapies were administered in

silico in an alternating fashion with the TRT dose given in between

two CAR-T doses. While other regimens can also be explored, we

tested this dosing scheme here.

Based on the above dosing schemes, a strategy for maximizing PFS

was tested. First, CAR-T cell therapy (1million cells – dose 1) was given

on day 7. The timing of sequential TRT (7.4 kBq) and the subsequent

CAR-T cell therapy (1 million cells – dose 2) was varied. Tumor

burden, PFS and OS were calculated for each of the simulated

therapeutic scenarios. To test the effect of model parameter

variability on the optimal timing of the doses, the parameter limits

from individual mice fits with 30% variation from baseline parameters

are used to randomly generate 100 synthetic parameter sets, which was

observed to sufficiently characterize the distribution. For visualization,

two synthetic parameter sets are simulated and creation of histograms

demonstrating the range of TRT and CAR-T therapy timings that

yielded the highest PFS are shown.
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3 Results

3.1 Benchmarking model parameter set for
individual mice

Due to the variability in response among mice within a

treatment group, we fit the model to each mouse tumor growth

curve, allowing 50% variation in the parameters from the global

parameter set (Figures 2A–E). PFS for each group (Figure 2F) show

that treatment group with TRT dose on day 7 and CAR-T cell dose

on day 25 resulted in the greatest PFS. Large uncertainty in PFS was

found for treatment with TRT on day 7 and CAR-T cell therapy on

day 32, suggesting that the overall efficacy of the combination

therapy decreases and becomes highly uncertain if the interval

between therapies is too long. Analogous to Figure 2, the model-

data fit using global parameters is provided in the supplement

(Supplementary Figure 2).
3.2 Optimizing single administration of
CAR-T therapy with respect to TRT and
influence of therapy interval on
model parameters

The global parameter set was used to simulate variable CAR-T

therapy intervals post-TRT. Temporal dynamics of tumor and

CAR-T cell numbers are shown in Figure 3A. PFS curves from 5

synthetic parameter sets (including the benchmarked one in black)

are shown in Figure 3B. There is a range of therapy intervals for

which the PFS is maximum (black arrow). The CAR-T cell

administration day that yielded the maximum PFS for each of

these curves is plotted (Figure 3C). The procedure for generation of

histogram of optimal CAR-T cell therapy administration day for

maximizing PFS using these 5 synthetic datasets is also shown. The

histogram created from 1000 synthetic parameter sets shows a well-

defined peak at day 27-28 post-tumor inoculation (Figure 3D)

indicating this to be the CAR-T cell therapy administration day

for maximizing PFS. The synthetic parameter sets used for the

results shown incorporate 50% variability from the global

parameter set. Similar results are obtained with 10% or 30%

uncertainty in parameters (Supplementary Figure 3).

Figure 3E shows the parameter variation between groups. aT is

seen to be increasing with increased interval between therapies –

indicating that more of the tumor reduction is due to TRT rather

than CAR-T. Thus, the group-specific parameters show that the

effectiveness of CAR-T therapy is lower with increased intervals

between the therapy. Similarly, the value of k1 (CAR-T cell killing

rate) is lower and q (CAR-T cell persistence) is higher indicating

again the reduced effectiveness of CAR-T cell therapy. These results

can potentially point to a changing landscape of tumor cell

mutations with increased tumor burden. This reduced

effectiveness of CAR-T cell therapy with increased therapy

interval is not captured with the overall survival metric obtained

from the model.
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B C

D E

A

FIGURE 3

Optimizing the timing of CAR-T cell therapy after TRT and parametric variations attributed to treatment intervals. (A) Temporal development of
tumor and CAR-T cells based on the global parameter set with TRT administered on day 7 and CAR-T cell therapy administered on one of the days
from day 8 to day 50. (B) PFS calculated from day of TRT. Results of 5 synthetic parameter set runs are shown with global parameter set in black. For
the global parameter set, maximum PFS is observed when CAR-T cells are delivered between day 25 and 34. Note that there is a range of CAR-T
cell administration dates that yield highest PFS (black arrow). (C) The day when the PFS was maximum for each simulation run from B is shown along
with the corresponding histogram demonstrating how the variability in parameters between different simulation runs impacts the variability in day of
optimal CAR-T cell infusion. (D) Histogram showing the range of CAR-T injection days for which the maximum PFS was found with 1000 synthetic
parameter set simulations. CAR-T cells infused on day 27 on average had the highest probability of maximizing PFS. (E) Distributions of model
parameters for individual mice tumor growth curves are shown with parameters limited to ±50% of the parameters obtained from the benchmarked
parameter set for (1) d7 TRT only (2) d7 TRT + d18 CAR-T cell therapy. (3) d7 TRT + d25 CAR-T cell therapy. (4) d7 TRT + d32 CAR-T cell therapy. (5)
CAR-T cell monotherapy.
B C

D E F

A

FIGURE 2

Dynamics of tumor growth in response to TRT and CAR-T combination therapies. Datapoints show the tumor cell numbers calculated from the
experimental BLI data while the curves show the model fits to data. Individual mice parameters were limited to ±50% of the parameters obtained
from the global parameter set. (A) TRT D7 only (B) TRT D7 + CAR-T cell D18 therapy. (C) TRT D7 + CAR-T cell D25 therapy. (D) TRT D7 + CAR-T cell
D32 therapy. (E) CAR-T cell D7 therapy. (F) PFS obtained for each treatment group. The TRT D7 + CAR-T cells D25 therapy group demonstrated the
highest PFS.
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3.3 Impact of TRT and CAR-T cell therapy
dosing and scheduling on survival metrics

Figures 4A, B show the impact of reduction in injected

radioactivity on tumor burden and survival metrics. Figures 4C, D

show the analogous impact of dose reduction in CAR-T cell numbers.

In both cases, no reduction in PFS is observed below a certain dose

level (about 6.3 kBq for TRT and 0.7 million cells for CAR-T cells).

Doses below this level only result in slowing down of the disease

burden. Overall survival is seen to linearly increase with increasing

dose indicating the dose proportional gain in survival time.

Reducing the TRT dose (Figure 4F) of the first cycle to 3.7 kBq

does not give an advantage in the PFS indicating that a critical dose

is required initially for a multiple dose cycle. The highest PFS is

found when the entire 7.4 kBq dose is delivered on day 7. Thus the

7.4 kBq dose that has been used in the experimental group is used

for further simulations and the TRT dose is not split into two.

Similar effects were observed when a 1 million CAR-T cell dose is

split into two.

The impact of splitting TRT and CAR-T doses and varying the

interval between these doses is shown (Figures 4E–H). At 3.7 kBq

per TRT dose and 0.5 million cells per CAR-T dose, the second dose

does not show improved PFS if it is administered after 5 days (after

day 12) after the first dose (on day 7). The dependence of overall

survival on therapy interval is seen to be low, with OS comparable
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across different therapy timing. However, this metric does not

capture the parametric changes that happen when therapy

interval is decreased (Figure 4D).
3.4 Optimizing multiple administrations of
CAR-T and TRT treatments

After the first dose of CAR-T cell therapy, the timing of the

following dose of TRT and CAR-T cell therapy needs to be

optimized to yield maximum PFS (Figure 5A). If any of the

therapies are given too close to each other, the resulting death of

CAR-T cells due to radiation results in lower PFS. Similarly, having

the therapies spaced too far apart can also result in lower PFS due to

loss of benefit of the combination. The maximum PFS is observed

when timing the second therapy close to the point when the tumor

volume returns to the baseline. The creation of histograms for TRT

and CAR-T therapies administration days that yielded the

maximum PFS is shown (Figure 5B) using two synthetic

parameter sets as examples. The procedure is analogous to the

histogram creation in Figure 3C except that here there are two

therapy sequence timings to be optimized (TRT and CAR-T dose 2)

instead of one. Based on 100 synthetic parameter set simulations

(Figure 5C) the maximum PFS is seen when TRT is delivered on day

33 and dose 2 of CAR-T cell therapy is given on day 56.
B

C D

E F

G H

A

FIGURE 4

Impact of dosing and scheduling of TRT and CAR-T cell therapies on tumor burden and survival. Impact of TRT dose on (A) tumor volume and
(B) Survival metrics. Impact of CAR-T cell therapy dose on (C) tumor volume and (D) Survival metrics. A threshold of approximately 6.3 kBq for TRT
and 0.7 million CAR-T cells is required to observe an increase in PFS. Impact of timing of second dose of TRT on tumor burden (E) and survival (F).
Impact of timing of second dose of CAR-T cell therapy on tumor burden (G) and Survival (H). When splitting the doses, the TRT dose was 3.7 kBq
while CAR-T cell dose was 0.5 million cells for each administration. At these doses, the second dose needs to be given before day 12 for either TRT
or CAR-T therapy to note any advantage in PFS. The model predicts that 7.4 kBq single dose or 1 million CAR-T cell dose that are split into two
doses have a minimal effect on survival (D,E blue arrow).
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4 Discussion

In this work we show a modeling framework of combined TRT

and CAR-T cell therapy applied to experimental data. We have

elucidated the parameters that are relevant for this combination in a

murine model of multiple myeloma. We show that splitting of

therapy doses is advantageous only if the first therapy can produce a

significant benefit on its own. The model provides a quantitative

framework to optimize the dosing of immunotherapies and targeted

radionuclide therapies.

We optimized the TAT and CAR-T model parameters such that

a single parameter set with 50% uncertainty can explain the

differences in the tumor burden curves between individual mice.

Such an approach can facilitate in silico optimization of the two

therapies, where a single parameter set is associated with each of the

therapies. While the introduction of uncertainties in the parameters
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results in better individual tumor curve fits, more information about

CAR-T cell dynamics within the system can be highly informative

regarding the model parameters. In particular, the value of CAR-T

cell proliferation (k2) was predicted to be small relative to other

rate constants.

The optimized value of tumor proliferation rate (r = 0.21 day-1) is

smaller than the one calculated from untreated controls (r = 0.27 day-1)
which is used for BLI to tumor cell number conversion. There can be

two reasons for this. First, the long-term growth of the tumor burden

could be sigmoidal in nature instead of exponential as assumed in the

model resulting in slowing down of the tumor growth at later stages as

compared to the initial stages. Secondly, it could be that the post-

treatment phenotype of the tumor cells could be more resistant and

could grow slower in comparison to the pre-treatment phenotype. Such

a scenario would also support the reduced effectiveness of CAR-T cell

therapy when the interval between the therapies is increased
B C

A

FIGURE 5

Optimization of multiple dosing schedules. The timing of the following sequential therapies was optimized: CAR-T cell therapy (dose 1 always on
day 7) + TRT + CAR-T cell therapy repeated dose (dose 2), by maximizing the PFS. (A) Progression-free survival (PFS) shown as a function of TRT and
CAR-T dose timings following the first CAR-T dose given on day 7. The tumor burden curves corresponding to different zones of the PFS map are
also shown. (B) Example histogram creation of TRT and CAR-T cell dose timings that yielded the highest PFS based on two synthetic parameter sets.
It should be noted that combination of both TRT and CAR-T therapy timings contribute to maximizing the PFS. The TRT and CAR-T histograms
cannot be viewed in isolation. (C) TRT and CAR-T histograms created using 100 synthetic parameter sets generated within 30% uncertainty from
global parameter set. Of these 100 synthetic parameter set simulations, maximum PFS was found roughly 400 times when the TRT injection was
delivered on day 33 and CAR-T cells were infused on day 56. For each parameter set simulation, a PFS map as in (A) is observed – thus there are
multiple CAR-T and TRT administration days that yield highest PFS.
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(Figure 3E). The resistance of tumor cell population to therapy can be

mitigated by combination therapy approaches targeting two different

types of treatment sensitivities. Gatenby et al. (41) introduced the

ecological evolutionary dynamics concept of ‘first strike-second strike’

approach (42) to strategically sequence therapies for tumor cure. The

first strike reduces the size and heterogeneity of the tumor cell

population while the second strike(s) pushes the population below a

critical threshold that eventually results in tumor cell eradication.

Relevant to the combinations used in this work, radiation therapy

could be considered the tumor debulking treatment prior to CAR-T

cell therapy (43).

Based on the mathematical model, it might be feasible to delay

the delivery of the CAR-T cell dose post-TRT (CAR-T cells on day

25 vs 32), since the overall survival might increase. However, it

comes at the cost of higher uncertainty in the PFS indicating that

other factors that are not captured in the model might influence

tumor growth that might let it escape treatment. Notably, the

parameter evaluation for TRT + d32 CAR-T cell treatment

indicates lower efficacy of CAR-T cells compared to other

treatment combinations. This increased therapy interval can also

potentially increase the mutational burden of the tumor and might

lead to reduced therapy effectiveness.

In the current work, the optimization of multiple therapy

combinations is done with the goal of maximizing PFS. Another

strategy could be minimizing the tumor burden with the goal of

curative response. For different therapy regimens, it could be tested

whether tumor burden predicted by the model would be low

enough for cure in contrast to a strategy for maximizing PFS,

thus giving the model the flexibility to test different scenarios.

The mice experiments used in this work have been performed

on immunocompromised mice. Thus, the effect of radiation on

stimulating immune system is not present in this mouse model.

This data presents a cleaner model system for elucidating the effect

of CAR-T cells on the tumor volume by eradicating the influence of

other immune system components that can affect tumor volume.

The impact of radiation on the immune system will need to be

incorporated for optimizing therapeutic regimens in humans.

Biological variability in both preclinical and clinical realms is a

determinant of heterogeneous response to therapies both in terms

of efficacy and toxicity. To this end, the model assumes that a set of

model parameters is shared between the mice in the same group,

albeit with some uncertainty. Here we have chosen the model

parameters within a group to vary by 50% from the group mean.

This uncertainty level was chosen to capture expected variation in

mice groups based on our previous experience (40); and is enough

to demonstrate the differences in mean response to therapy between

the groups while at the same time accommodating qualitatively

reasonable fits to individual mice. In patients, the model can be

personalized better by delivering multiple cycles of therapy and

evaluating the patient response to individual doses to tailor the next

dose or therapy sequence. To this end clinical trials evaluating

targeted radionuclide therapy using 225Ac-DOTA-Dara (Clinical

trial identifier: NCT05363111) and CS1-CAR-T cell therapy

(Clinical trial identifier: NCT03710421) as monotherapies in

multiple myeloma patients are being evaluated to study patient

response (toxicity and efficacy) to these agents. The combination of
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these therapies can bring synergistic effects and unique challenges.

Radiation from TRT can give rise to non-specific immune response

of CAR-T cells and might result in T-cell activation and priming.

Abscopal effects of radiation that might be based on systemic

responses can also result in increased efficacy compared to model

predictions. A possible side effect especially relevant to targeted

alpha particle therapies like 225Ac is the impact of these agents on

the tumor vasculature. Depending on the specific tumor, its

vasculature and the radiation dose delivered, a complex non-

linear relationship might exist for vasculature killing that might

impact the delivery of subsequent therapies. Studying the spatio-

temporal nature of tumor response to different doses while at the

same time imaging the accumulation of these agents in tumors (as

being done in the 225Ac-Dara trial NCT05363111) can be key to

develop more sophisticated mathematical models that can further

optimize therapeutic regimen with targeted radionuclide therapies.

An obvious result is that higher dose of a therapy, the higher

chance of cure; suggesting that the shorter the interval between two

cycles of a therapy, the better the tumor reduction to the limit that

CAR-T cells are not significantly damaged by the radiation.

However, the interval between therapies cannot be shortened

indefinitely. Reduced interval between TRT and CAR-T cell

therapy results in death of CAR-T cells. On the other hand,

reduced interval between two CAR-T cell doses or two TRT doses

can be equivalent to a single high dose of that therapy. The radiation

dose to organs at risk needs to be considered in a way that the

rejuvenation of the organ at risk yields a therapeutic advantage

when delivering a second cycle of the therapy. In the case of TAT, it

could be the bone marrow while CAR-T cell toxicity can be in the

form of cytokine release syndrome. Thus, a combination therapy

where the two toxicity risks are unrelated to each other is seen to

provide the best tumor control and delay tumor growth. Thus, the

rationale for use of immunotherapies with TRT as part of a therapy

regimen is strong and justifies its use for further investigation.
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Mathematical modelling of
stem and progenitor cell
dynamics during ruxolitinib
treatment of patients with
myeloproliferative neoplasms
Tobias Idor Boklund 1*, Jordan Snyder 1,
Johanne Gudmand-Hoeyer 1, Morten Kranker Larsen2,
Trine Alma Knudsen2, Christina Schjellerup Eickhardt-Dalbøge2,
Vibe Skov 2, Lasse Kjær2, Hans C. Hasselbalch2,
Morten Andersen 1†, Johnny T. Ottesen 1†

and Thomas Stiehl 1,3†

1Centre for Mathematical Modeling - Human Health and Disease, IMFUFA, Department of Science
and Environment, Roskilde University, Roskilde, Denmark, 2Department of Hematology, Zealand
University Hospital, Roskilde, Denmark, 3Institute for Computational Biomedicine and Disease
Modeling, RWTH Aachen University, Aachen, Germany
Introduction: The Philadelphia chromosome-negative myeloproliferative

neoplasms are a group of slowly progressing haematological malignancies

primarily characterised by an overproduction of myeloid blood cells. Patients

are treated with various drugs, including the JAK1/2 inhibitor ruxolitinib.

Mathematical modelling can help propose and test hypotheses of how the

treatment works.

Materials and methods: We present an extension of the Cancitis model, which

describes the development of myeloproliferative neoplasms and their

interactions with inflammation, that explicitly models progenitor cells and can

account for treatment with ruxolitinib through effects on the malignant stem cell

response to cytokine signalling and the death rate of malignant progenitor cells.

The model has been fitted to individual patients’ data for the JAK2 V617F variant

allele frequency from the COMFORT-II and RESPONSE studies for patients who

had substantial reductions (20 percentage points or 90% of the baseline value) in

their JAK2 V617F variant allele frequency (n = 24 in total).

Results: The model fits very well to the patient data with an average root mean

square error of 0.0249 (2.49%) when allowing ruxolitinib treatment to affect both

malignant stem and progenitor cells. This average root mean square error is

much lower than if allowing ruxolitinib treatment to affect only malignant stem or

only malignant progenitor cells (average root mean square errors of 0.138 (13.8%)

and 0.0874 (8.74%), respectively).

Discussion: Systematic simulation studies and fitting of the model to the patient

data suggest that an initial reduction of the malignant cell burden followed by a

monotonic increase can be recapitulated by the model assuming that ruxolitinib
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affects only the death rate of malignant progenitor cells. For patients exhibiting a

long-term reduction of the malignant cells, the model predicts that ruxolitinib

also affects stem cell parameters, such as the malignant stem cells’ response to

cytokine signalling.
KEYWORDS

mathematical modelling, ordinary differential equations, myeloproliferative neoplasms
(MPN), parameter estimation, JAK2 V617F, ruxolitinib, blood cancer, stem cells
1 Introduction

The Philadelphia chromosome-negative myeloproliferative

neoplasms (MPNs) are a group of slowly progressing

haematological malignancies primarily characterised by an

overproduction of myeloid blood cells (1). Without treatment,

they result in severe complications such as thrombosis, bleeding,

infections (1), bone marrow failure, and progression to acute

myelogenous leukaemia (2). The three most common MPN

subtypes, essential thrombocythaemia (ET), polycythaemia vera

(PV), and primary myelofibrosis (PMF), are diagnosed according

to World Health Organisation (WHO) and International

Consensus Classification (ICC) criteria (3), including mutational

status, elevation of different cell counts (red, white, and platelets),

and bone marrow morphology. A frequent common factor for the 3

subtypes of MPNs is the driver mutation JAK2 V617F (hereinafter

referred to as just JAK2) which is present in approximately 55% of

ET patients, 98% of PV patients and 60% of PMF patients (3). Other

known driver mutations in MPNs are found in the genes CALR and

MPL. A subset of patients with MPN carries none of these

mutations, and these patients are referred to as being triple-

negative (3). In the cases where a driver mutation is present, it

results in overactivation of the JAK-signal transducer and STAT-

signalling (4).

The hematopoietic system is responsible for the formation of

blood cells. It consists of cells of different maturity levels, starting

with the least mature haematopoietic stem cells (HSCs) in the bone

marrow (5), continuing with the more mature so-called progenitor

and precursor cells, and ending with the fully mature cells in the

peripheral blood. All haematopoietic cells are derived from the

HSCs. HSC proliferation needs to fulfil two roles: maintaining the

HSC pool and producing more mature committed cells that will

eventually become fully mature. The hematopoietic system is

subjected to a complex regulatory network which adapts the

production of mature cells to the current state of the organism. It

is believed that MPNs develop from a single mutated stem cell that

proliferates and slowly produces both mutated stem cells, mutated

progenitors, and consequently also mutated mature cells (3). If this
0277
mutated stem cell and its offspring have a proliferative advantage

over the wild type cells, the mutated clone will expand and

potentially cause an MPN disease. It is estimated that the time

from the acquisition of the mutation to MPN diagnosis is multiple

decades (3, 4). Over even longer time scales, the mutated clone may

outcompete and completely eradicate the wild type cells if

not treated.

The most common treatments of patients with MPN are

hydroxyurea, a cytoreductive treatment that helps control the

number of blood cells (2), and interferon-a-2a, a cytokine which

is mainly depleting the bone marrow of mutated stem cells by

driving them to differentiate (6). In this work, we focus on

modelling the treatment with another drug: ruxolitinib (RUX), a

JAK1/2 inhibitor that works by targeting the JAK1 and JAK2

kinases (4, 7) (see section 2.1.3 for more details about modelling

the effects of treatment with RUX). RUX is indicated for the

treatment of disease related symptoms in myelofibrosis patients

and in PV patients who are resistant or intolerant to hydroxyurea,

but to our knowledge its effects on the abundance of mutated cells is

not yet fully understood. Studies show that RUX reduces symptom

burden, spleen size, and elevated blood cell counts, thereby

increasing the quality of life of the treated patients (2, 8–11), and

the drug also has anti-inflammatory effects (8, 9). Mouse studies

suggest that RUX primarily targets progenitors and precursor cells

(12). An in vitro study of another JAK inhibitor, AZD1480, shows

that stem cells may escape the effects of JAK inhibition (9, 13). If

stem cells also escape the effects of RUX, its effects alone are

insufficient to cure the disease. To cure the patients, the mutated

stem cells must be eradicated (9), or, given the slow growth of the

clone, reduced significantly in number. Making measurements of

stem cells is neither economically nor technically practical in a

routine clinical setting, and therefore it is challenging to quantify

the abundance of mutated cells in the stem cell population.

Clinically, the JAK2 variant allele frequency (VAF, also called the

allele burden) in the peripheral blood is used to monitor treatment

response and disease progression. In patients with MPN, both

heterozygous and homozygous clones are observed with ET being

characterised by heterozygosity and PV by homozygosity (14).
frontiersin.org

https://doi.org/10.3389/fimmu.2024.1384509
https://www.frontiersin.org/journals/immunology
https://www.frontiersin.org


1 https://github.com/TobiasBoklund/Math_Modelling_of_RUX_Treatment_in_MPN.git.

Boklund et al. 10.3389/fimmu.2024.1384509
Thus, a VAF measurement of 50% could in principle mean that

either 100% of cells carry a heterozygous mutation or that 50% of

cells carry a homozygous mutation. In practice, a mixture of wild-

type, homozygous, and heterozygous cells might be the most

probable scenario. In the COMFORT-II study, the median

reduction in JAK2 VAF for 69 myelofibrosis patients during

treatment with RUX was 7.0% (absolute), and 15 out of 69 had a

reduction equal to or above 20% (absolute) after 48 weeks (11). In

the RESPONSE study, among 104 JAK2-positive PV patients

treated with RUX, a gradual response was seen in the mean JAK2

VAF, and after 208 weeks the mean reduction was 40%

(relative) (15).

Mechanistic mathematical modelling is a versatile tool to gain

insight into complex biological processes based on limited data.

Although stem cells are difficult to quantify, we can make inference

about processes on the stem cell level using a mathematical model and

measurements from peripheral blood. Mathematical modelling has for

a long time been an important part of the study of cancers,

haematopoiesis, and haematopoietic malignancies and has been

employed to investigate questions such as stem cell and mature cell

dynamics (16–20) and their role during disease and therapy (21),

mutation acquisition and development (22, 23), clonal selection and

architecture (24, 25), the role of inflammation in haematological

malignancies (26–28), model-based prognostication (29, 30), therapy

modelling (31, 32), and optimisation of therapy (33, 34). In this work,

we extend a previous model of MPN disease dynamics and the role of

inflammation in MPN, the Cancitis model (26, 28). Specifically, we

extend the model by including the effects of RUX therapy in the model

and by adding a progenitor compartment in the hopes of more

accurately accounting for the effects of RUX on different cell types.

The original Cancitis model has been successfully applied to data from

patients with MPN and can capture key features of MPN progression

and treatment with interferon-a-2a (31). Here we extend this work to

model data from patients responding well to treatment with RUX.

The main objective of this work is to understand which effects of

RUX treatment can explain sustained reductions in the JAK2VAF. In

particular, we are interested in investigating whether such sustained

patient responses are possible if RUX does not affect the stem cells at

all, or if an effect on the stem cell level is the most straightforward

explanation for the reduction observed in some patients. Determining

whether or not RUX can affect and potentially eradicate the mutated

stem cells is necessary to determine whether or not RUX

monotherapy can potentially be a cure for MPN diseases and for

predicting the patient response in case of treatment discontinuation.

If the treatment does not affect the mutated stem cells, the effects of

RUX are most probably palliative, and we expect that a patient

discontinuing the treatment would show a disease progression.

Mathematical modelling can help identify the impact of RUX on

different cell types and predict patient responses to changes in the

treatment schedule. A clear picture of the RUX mode of action is also

important for understanding RUX’s role in combination therapy.

Currently, studies of combination therapy with interferon-a-2a and
RUX show promising results (35). To fully understand the effects of

such a combination treatment with possible synergies between the

drugs, a natural starting point is understanding each drug’s

effects separately.
Frontiers in Immunology 0378
2 Materials and methods

The model is implemented in MATLAB version R2023b. A

script simulating the model with and without treatment can be

accessed on GitHub1.
2.1 Mechanistic mathematical model of
MPN disease progression and
RUX treatment

2.1.1 Mechanistic mathematical model of MPN
disease progression

We first describe the model of MPN cell dynamics in absence of

treatment. The new model is a compartmental differential equation

model with compartments for stem, progenitor, and mature blood

cells for both healthy wild type cells and malignant cells carrying the

JAK2 mutation. In addition, there is a compartment of cellular

debris from dead cells and a compartment of the cytokine signalling

affecting the stem cells in the bone marrow. The compartments and

their relations are depicted in Figure 1, an overview of the variables

used is given in Table 1, and the equations used in the model are

given in Equations (1) and (2).

In the model, stem cells are capable of self-renewing as well as

differentiating into progenitor cells, and progenitor cells are again

capable of self-renewing [although to a lesser degree than stem cells

(38)] and differentiating into mature cells. The fraction of cell

divisions resulting in daughter cells adopting the same fate as the

parent cell is referred to as the self-renewal fraction (38, 39). Since

in reality there are many stages of cell differentiation that we lump

together into “progenitors”, we include amplification factors from

each maturity stage to the next. This is a well-established approach

which has already been used in (16). Mature and progenitor cells

can die. We assume that the death rate of stem cells is small enough

as to be negligible, and therefore we exclude stem cell death from

the model. We assume that the JAK2mutation can affect the rates of

these processes, but not their kind. In other words, the wild type and

malignant cell lineages are governed by the same key mechanisms,

i.e. self-renewal, differentiation and death, and thus they obey

equations of the same form but possibly with different

parameter values.

Regulation of the haematopoietic system in our model occurs

via a crowding effect on the stem cells (described in the model by the

functions fx and fy) and feedback through cytokine signalling

(described in the model by the variable s). The crowding effect,

inspired by other modelling works (19, 20, 30, 40), models the

competition for space in the stem cell niche in the bone marrow. If

stem cells cannot reside in the stem cell niche, they lose stemness

due to death or differentiation. In this model, this effect is described

by the monotonically decreasing functions fx and fy in Equation (2)

which are identical to the ones in (28). The cytokine feedback is

modelled by saturating functions, in this case Michaelis-Menten
frontiersin.org
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expressions, that up-regulate the self-renewal fraction of stem cells

through the bone marrow microenvironment. The cytokine level is

up-regulated by the amount of cellular debris, as well as by an

external inflammatory load (representing, e.g., smoking or other

illnesses). Debris from dead cells accumulate and is cleared at a rate

proportional to the cytokine level. It is important to note that the

cytokine level, s, is a lumped parameter that represents different
Frontiers in Immunology 0479
feedbacks in the body, including the immune system’s response to

cell death (both at equilibrium and as a response to externally

imposed cell death) and inflammation.

Using these assumptions, the differential equations describing

the system are given by
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|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
self�renewal

− 1 − py0fy(x0, y0)
s

sy0 + s

 !

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
differentiation

0
BBBB@

1
CCCCA
y0, (1d)
FIGURE 1

Conceptual compartment diagram of the model. See the text for further
description of the model. The lightning symbol represents external
factors affecting the cytokines. HSC, Haematopoietic stem cells; HPC,
Haematopoietic progenitor cells; MBC, Mature blood cells; mHSC,
Malignant haematopoietic stem cells; mHPC, Malignant haematopoietic
progenitor cells; mMBC, Malignant mature blood cells.
TABLE 1 Overview of the variables used in the model.

Variable Description
Expected

maximal order
of magnitude

Source

x0

Number of
haematopoietic stem
cells (HSCs) 1.0 × 105 (36, 37)

x1 Number of
haematopoietic
progenitor cells (HPCs)

2.5 × 106 (36)

x2 Number of mature blood
cells (MBCs)

6.4 × 1011 (36)

y0 Number of malignant
haematopoietic stem
cells (mHSCs)

1.7 × 105 Chosen

y1 Number of malignant
haematopoietic
progenitor
cells (mHPCs)

7.6 × 106 Chosen

y2 Number of malignant
mature blood
cells (mMBCs)

2.7 × 1012 Chosen

a Cellular debris 1.7 × 103 Chosen
and (28)

s Cytokine signal 2.0 Chosen
fro
See Equations (1) and (2) for the corresponding differential equation for each variable.
All variables are considered to have unit 1, i.e. we provide total cell counts.
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_y1|{z}
rate of change of mHPCs

= ay1|{z}
proliferation rate

py1|{z}
self�renewal

− ( 1 − py1 )|fflfflfflfflffl{zfflfflfflfflffl}
differentiation

0
B@

1
CAy1 + Ay0|{z}

amplification

2ay0 1 − py0fy(x0,  y0)
s

sy0 + s

 !
y0

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
influx from mHSCs

− dy1 y1|ffl{zffl}
death

,

 

(1e)

_y2|{z}
rate of change of mMBCs

= Ay1|{z}
amplification

2ay1 (1 − py1 )y1|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl}
influx from mHPCs

− dy2 y2|ffl{zffl}
death

, (1f)

_a|{z}
rate of change of debris

= dx1 x1 + dy1y1 + dx2x2 + dy2y2|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
dead cells

− ea as|{z}
degradation

, (1g)

_s|{z}
rate of change of cytokine signal

= rs a|{z}
production

− es s|{z}
degradation

+ I|{z}
external factors

, (1h)

where fx and fy are given by

fx (x0,  y0)|fflfflfflfflfflffl{zfflfflfflfflfflffl}
crowding function for HSCs

=
1

1 + cxx x0|ffl{zffl}
inhibition by HSCs

+ cxy y0|ffl{zffl}
inhibition by mHSCs

, (2a)

fy (x0,  y0)|fflfflfflfflfflffl{zfflfflfflfflfflffl}
crowding function for mHSCs

=
1

1 + cyx x0|ffl{zffl}
inhibition by HSCs

+ cyy y0|ffl{zffl}
inhibition by mHSCs

, (2b)
An explanation of the sources, estimations, and choices of the

default parameter values used in the model is given in section S1 of

the supplementary. There, we also show a simple sensitivity analysis

of the system. This shows that the model is most sensitive to

changes in px0 and py0 followed by cxx, cyx, ay0 , and sx0 . These

parameters are the most sensitive because they, except ay0 ,

determine the self-renewal fraction of the healthy and the

malignant stem cells, the products px0fx(x0,  y0)
s

sx0 +s
and, py0fy(x0,

 y0)
s

sy0 +s
, respectively, and that the self-renewal fraction is the main

contributor to the overall fitness of each of the cell lines (25).

Analogous results have been reported for other models (20, 24, 29,

30). An overview of the parameter values used in this work can be

found in Table 2. The model is designed to be generally applicable

to patients with MPN, but due to biological variation the parameter

values might vary from patient to patient. In this work, the

parameter values used give a typical course of the disease. For

future reference, we refer to sx0 and sy0 as the half-saturation

constants of the healthy and malignant, respectively, stem cell

response to cytokine signalling.

2.1.2 Steady states of the model
Next, we present the steady states of the model to illustrate the

range of behaviours that can be captured by it. The steady states of the

system in Equations (1) and (2) arise as solutions of complicated

rational equations which we solve numerically. We define a biologically

feasible steady state as a solution to the steady state problem in which

all variables are real and non-negative. For the standard parameter

values given in Table 2, there exist 12 possible steady states of which 5

are biologically feasible. The local stabilities of these steady states are
Frontiers in Immunology 0580
calculated numerically using the eigenvalues of the corresponding

Jacobian matrices, see Table 3. We denote a steady state without any

cells as “trivial”, a steady state with only healthy cells as “healthy”, and a

steady state with only malignant cells as “malignant”.

From Table 3, we see that for the standard parameter values in

Table 2, there exists a locally stable trivial steady state, two locally

unstable healthy steady states, and both a locally stable and a locally

unstable malignant steady state. Thus, two locally stable steady states

exist: a trivial one and a malignant one. However, if one considers the

case with 0malignant cells, i.e. y0 = y1 = y2 = 0 and then disregards the

equations for these variables, only the trivial and the healthy steady

states remain, and in this case the healthy steady state with 9.9 × 104

stem cells, for which the model was calibrated (see section S1 of the

supplementary for more details), becomes locally stable. It may seem

a bit counter-intuitive that the trivial steady state is locally stable both

in the case with and without malignant cells present. However,

numerical experiments show that for the case of only healthy cells

being present, x0, x1, and x2 should all be below 3.24% of their locally

stable healthy steady state values for the system to approach the trivial

steady state, and for the case of only malignant cells being present, y0,

y1, and y2 should all be below 0.10% of their locally stable malignant

steady state values for the system to approach the trivial steady state.

If this is not the case, the system approaches the locally stable healthy

steady state and the locally stable malignant steady state, respectively.

Thus, in conclusion, with the standard choice of parameters in

Table 2, the system approaches the locally stable malignant steady

state unless extremely few cells are present. In the case of only healthy

cells being present, the system instead approaches the (in that case)

locally stable healthy steady state.
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TABLE 3 Biologically feasible steady states for the model in Equations (1) and (2) with the standard choice of parameters in Table 2.

x0 x1 x2 y0 y1 y2 a s Type Stability

0 0 0 0 0 0 0 2.8×10−2 Trivial Locally stable

3.2×103 8.0×104 2.1×1010 0 0 0 1.4×102 1.9×10−1 Healthy Locally unstable

9.9×104 2.5×106 6.3×1011 0 0 0 8.1×102 9.9×10−1 Healthy Locally unstable

0 0 0 1.6×102 6.8×103 2.4×109 4.0×101 7.6×10−2 Malignant Locally unstable

0 0 0 1.7×105 7.6×106 2.7×1012 1.7×103 2.0 Malignant Locally stable
F
rontiers in Imm
unology
 0681
TABLE 2 Parameter values for the model in Equations (1) and (2).

Parameter Description Value Unit Source

ax0 Proliferation rate of HSCs 3.6 × 10−3 day−1 (37, 41)

ay0 Proliferation rate of mHSCs 5.4 × 10−3 day−1 Estimated

px0 Self-renewal fraction for HSCs 0.89 1 Estimated

py0 Self-renewal fraction for mHSCs 0.97 1 Chosen

cxx Constant for HSCs inhibiting HSC self-renewal 5.6 × 10−6 1 Estimated

cyx Constant for HSCs inhibiting mHSC self-renewal 5.2 × 10−6 1 Estimated

cxy Constant for mHSCs inhibiting HSC self-renewal 5.4 × 10−6 1 Estimated

cyy Constant for mHSCs inhibiting mHSC self-renewal 5.0 × 10−6 1 Estimated

sx0 Half-saturation constant for cytokine signal for HSCs 1.4 × 10−1 1 Chosen

sy0 Half-saturation constant for cytokine signal for mHSCs 7.1 × 10−2 1 Chosen

Ax0 Amplification factor from HSCs to HPCs 3.4 × 101 1 Estimated

Ay0 Amplification factor from mHSCs to mHPCs 3.4 × 101 1 Estimated

ax1 Proliferation rate of HPCs 1.1 × 10−2 day−1 Chosen

ay1 Proliferation rate of mHPCs 1.7 × 10−2 day−1 Chosen

px1 Self-renewal fraction for HPCs 0.445 1 Chosen

py1 Self-renewal fraction for mHPCs 0.485 1 Chosen

dx1 Death rate of HPCs 3.7 × 10−3 day−1 Chosen

dy1 Death rate of mHPCs 3.7 × 10−3 day−1 Chosen

Ax1 Amplification factor from HPCs to MBCs 3.2 × 106 1 Estimated

Ay1 Amplification factor from mHPCs to mMBCs 3.2 × 106 1 Estimated

dx2 Death rate of MBCs 1.5 × 10−1 day−1 (36)

dy2 Death rate of mMBCs 1.5 × 10−1 day−1 (36)

ea Degradation rate for a 1.2 × 108 day−1 Estimated

rs Production rate for s 8.6 × 10−2 day−1 (28)

es Degradation rate for s 7.2 × 101 day−1 Estimated

I External up-regulation of s 2 day−1 (28)
fro
A unit of 1 means that the given parameter is dimensionless.
2.1.3 Modelling patient responses to treatment
with ruxolitinib

Now, we discuss how the effects of RUX can be accounted for in

the model. RUX is a non-specific JAK1/2 inhibitor that targets the

JAK1 and JAK2 kinases (7), and it has multiple effects on patients
with MPN. In the following, we investigate potential effects of RUX

on mutated cells. As a readout for therapy effects, we use the JAK2

VAF. Studies have shown that RUX treatment reduces blood cell

counts both in mice (12) and in humans (2, 8, 11). In mice, RUX is

unable to target the mutated disease-initiating stem cells, but it
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depletes erythroid progenitors and precursors (12). As mentioned

in the introduction, an in vitro study of another JAK inhibitor,

AZD1480, shows that stem cells may escape the effects of JAK

inhibition (13). Additionally, RUX gives mild reductions in the

JAK2 VAF in mice and minimal to moderate reductions in humans

with high variability between patients (2, 9), and the reductions are

sustained on therapy (2, 9, 11, 15).

Systematic numerical analysis of the model specified in

Equations (1) and (2) reveals that a sustained reduction in JAK2

VAF can only be achieved if treatment with RUX affects the mHSC

dynamics described by Equation (1d) (see section S3 of the

supplementary for more details). Biologically, this can be

interpreted as a direct effect on the mHSCs or an effect on the

mHSC response to the cytokine signal for these cells. Here, we

choose to interpret one effect of RUX as a reduction of the cytokine-

induced up-regulation of mHSC self-renewal. This is achieved by

letting RUX increase sy
0
. To model the reduction of cell counts and

the targeting of progenitor cells, we also let RUX affect the death

rate of malignant progenitor cells, i.e. we let it increase dy1 . The

numerical experiments with the model also reveal that this effect

alone can give rapid reductions in the blood cell counts, and it can

also reduce the JAK2 VAF in the short term. In the long term,

however, the JAK2 VAF typically increases again when only this

parameter is increased.
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Let esy0 andfdy1 denote the values of sy0 and dy1 , respectively, for a
given patient during treatment with RUX, let rsy0 and rdy1 denote

patient specific parameters describing the strength of a given

patient’s response to RUX treatment in terms of sy0 and dy
1
, and

let cR(t) denote the dose of RUX that the given patient is receiving

measured in mg/day. Then, we assume that the effects of RUX

treatment are dose-dependent in the following way:

esy0 (t) = (1 + cR(t)rsy0 )sy0 , (3a)

fdy1 (t) = (1 + cR(t)rdy1 )dy1 : (3b)

In this work, we consider only the case of rsy0 ≥  0 and rdy1 ≥  0,

i.e. that RUX can increase the values of sy0 and dy
1
. It is worth

pointing out that only relative changes in cR(t) matter, as a scaling of

cR(t) can be compensated for by using the inverse scaling for rsy0
and rdy1 . Using these updated parameter values due to RUX

treatment and collecting some terms from Equation (1) for

brevity, the model takes the following form during treatment:

_x0 = ax0 2px0fx(x0,  y0)
s

sx0 + s
− 1

� �
x0, (4a)
_x1 = ax1 (2px1 − 1)x1 + 2Ax0ax0 1 − px0fx(x0,  y0)
s

sx0 + s

� �
x0 − dx1x1, (4b)

_x2 = 2Ax1ax1 (1 − px1 )x1 − dx2x2, (4c)

_y0 = ay0 2py0fy(y0,  y0)
s

(1+cR(t)rsy0 )sy0+s
− 1

 !
y0, (4d)

_y1 = ay1 (2py1 − 1)y1 + 2Ay0ay0 1 − py0fy(x0,  y0)
s

(1 + cR(t)rsy0 )sy0+s

 !
y0 − (1 + cR(t)rdy1 )dy1y1, (4e)

_y2 = 2Ay1ay1 (1 − py1 )y1 − dy2y2, (4f)

_a = dx1x1 + dy1y1 + dx2x2 + dy2y2 − eaas, (4g)

_s = rsa − ess + I, (4h)

where the f-functions are once again given in Equation (2), and the assumed effects of RUX are highlighted in blue and cyan.
2.2 Data

The largest part of the data used in this work is taken from the

COMFORT-II study (11). The COMFORT-II study was an open-

label phase 3 randomised controlled study that investigated the

safety and efficacy of ruxolitinib vs. best available therapy (BAT) in

219 patients with myelofibrosis (MF). The primary end point of the
study was the percentage of patients with at least a 35% reduction in

spleen volume after 48 weeks, but an exploratory response

assessment included monitoring the JAK2 VAF (42). More

information about the study can be found in (11, 42)2. In the

supplementary of (11), trajectories of the evolution of the JAK2

VAF are presented for 18 individual patients who achieved a

reduction in JAK2 VAF of at least 20% (absolute) after 48 or 72
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weeks of RUX treatment. This is approximately 16.5% of the

patients from the study who were treated with RUX and were

carrying the JAK2 V617F mutation. We include these 18 patients in

our study.

Additional data were obtained from the RESPONSE study (15).

The RESPONSE study was an open-label phase 3 randomised

controlled study that investigated the safety and efficacy of

ruxolitinib vs. BAT in 222 patients with polycythaemia vera (PV).

The primary end point of the study was haematocrit control

through week 32 and at least a 35% reduction in spleen volume

after 32 weeks (43). The study also monitored the JAK2 VAF (15,

43)3. In (15), trajectories of the evolution of the JAK2 VAF are

presented for a number of patients who crossed over from

interferon-a-2a to RUX and for patients who achieved a 90%

(relative) reduction in JAK2 VAF. From the latter category, 6

patients received only RUX, and we include data from these 6

patients in the data used in this work. We assign the numbers 19

through 24 to the patients from the RESPONSE study. These 6

patients correspond to approximately 6% of the patients from the

study who were treated with RUX and were carrying the JAK2

V617F mutation.

It is important to note that we do not have access to the full data

sets from the COMFORT-II and RESPONSE studies but only to the

data shown in the respective publications, which is precisely the

data for patients achieving substantial (defined as above for the

respective studies) reductions in their JAK2 VAF. This is a limited

subset of the patients in the respective studies, and the rest of the

patients in the studies have not responded as well to the treatment.

However, if the model developed here can fit to the patients

experiencing the largest reductions in JAK2 VAF, it seems

reasonable to assume that the model may also fit to patients

achieving a more modest response in their JAK2 VAF as this

requires less drastic changes to the parameters of the model as a

result of the treatment. While it would be optimal to have data for

all levels of response to the treatment, we can still learn about the

most important mechanisms of RUX by considering patients

responding well to the treatment.

We do not have access to changes to the dosing of RUX for the

individual patients. In the COMFORT-II study, the median daily

dose was 40 mg/day for patients with platelet counts above 200 ×

109 L−1 and 30 mg/day for patients with platelet counts between

100×109 L−1 and 200×109 L−1 (11). Both median daily doses were

slightly decreasing over time during the study. Here, we

compromise and assume that the dose for the available

COMFORT-II patients was constant at 35 mg/day, i.e. cR(t) = 35

for these patients. In the RESPONSE study, the initial dose was 20

mg/day (15), and therefore we assume that cR(t) = 20 for these

patients. We once again emphasise that the absolute value of cR(t) is

irrelevant for each patient, and only relative changes matter. The
2 https://clinicaltrials.gov/study/NCT00934544.

3 https://clinicaltrials.gov/study/NCT01243944.
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absolute value is only used to compare the resulting values offsy
0
(t)

and fdy1 (t) between patients. Since we assume a constant daily dose

of RUX for all patients, the time-dependence of fsy
0
(t) and fdy1 (t)

vanishes, and hereinafter we do not write it explicitly.

All patient data used in this work were extracted from plots in

the publications mentioned above using WebPlotDigitizer4.
2.3 Fitting the model to clinical data

We fit the model to the JAK2 VAF of the patients using the

patient-specific parameters rsy0 and rdy1 . For each patient, we

compute the values of rsy0 and rdy1 that give model predictions

the closest to their JAK2 VAF data in a nonlinear least squares

framework as described in section S4 of the supplementary. In all

calculations, the JAK2 VAF is used as a decimal number, but it is

plotted as a percentage as this is what is most commonly done in the

clinic. The quality of the fits is quantified using the root mean

squared error (RMSE). For data points yif gmi=1 and model

predictions ŷ i(ti;  rsy0 ,  rdy1
n om

i=1
, the RMSE is given by

RMSE =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
mo

m

i=1
yi − ŷ (ti;  rsy0 ,  rdy1 )
� �2

:

s

The RMSE is easier to interpret than the sum of squared errors

since, due to the square root, it has the same unit as the data

themselves, and it gives a measure of the typical (but not the mean)

error between the model and the data. For example, an RMSE-value

of 0.05 (5%) means that the typical difference between the JAK2

VAF data and the model predictions is 0.05 (5%).

We use the JAK2 VAF as a proxy for the fraction of mutated

(malignant) cells, and we make the simplifying assumption that all

mutated cells are homozygous. This assumption is motivated by the

observation that the average JAK2 VAF of the 24 patients used in this

work was approximately 76% at the initiation of the respective studies

(see section 2.2 for further description of the data used). If we assume

that all cells in a given patient are mutated and let a denote the fraction

of mutated cells that are homozygous, the JAK2 VAF is given by V =
1
2 (1 − a) + a = 1

2 (1 + a). From this expression, we can calculate that in

the “worst” case where all cells are mutated, if the JAK2 VAF is 0.76

(76%), at least the fraction 0.52 (52%) of the cells must be homozygous.

If not all cells are mutated, an even higher percentage of the cells must

be homozygous. Therefore, we will use the fraction

g(x2,  y2) =
y2

x2 + y2
,

with the output from the model in Equations (1) or (4) as our

best estimate of the JAK2 VAF and thus compare this quantity to

the available measurements.
4 https://automeris.io/WebPlotDigitizer/.
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3 Results

3.1 Model simulations suggest that RUX
must affect both stem cells and progenitor
cells to achieve sustained reductions in the
JAK2 VAF

As described in section 2, our model consists of 8 ordinary

differential equations [see Equations (1) and (2)] describing the

time evolution of the number of healthy and malignant stem cells,

healthy and malignant progenitor cells, healthy and malignant

mature cells, the cellular debris, and a cytokine signal. In this

model, we have interpreted the effects of RUX as affecting the

half-saturation constant of the malignant stem cell response to the

cytokine signal, sy0 , and the death rate of malignant progenitor cells,

dy
1
[see Equations (1) and (3)]. As motivated in section 2.1.3, the

effect on sy0 is needed for the model to achieve sustained reductions

in the JAK2 VAF on therapy (2, 9, 11, 15), and the effect on dy
1

models the reduction in blood cell counts (2, 8, 11) through

targeting of the mutated progenitor cells (12). To show how these

effects synergise, we simulate the population dynamics of healthy

and malignant cells for a typical in silico patient with different

adjustments to the default values of sy0 and dy
1
. Specifically, we are

investigating how to achieve the (relatively) quick and monotonic

reduction in JAK2 VAF that some patients experience.

We initialise the simulations with the initial conditions x0(0)=

1.0 × 105, x1(0)=2.5 × 106, x2(0)=6.4 × 1011, y0(0)=1, y1(0)=0, y2(0)

=0, a(0)=8.1 × 102, and s(0)=1. These initial conditions

approximately correspond to the second healthy steady state in

Table 3, for which the model was calibrated (see section S1 of the

supplementary) with one malignant stem cell added. After 30 years,

the JAK2 VAF has reached approximately 50%, and we initiate

treatment with RUX. Since the effects of RUX on cell kinetics are

not well understood, we consider four scenarios of how the

treatment may affect the parameters of the model: a) RUX has no

effect on the patient. b) RUX affects only the half-saturation

constant for the malignant stem cells, sy0 . c) RUX affects only the

death rate of malignant progenitor cells, dy
1
d) RUX affects both sy0

and dy
1
. These scenarios are based on the hypothesised mechanisms

of RUX interpreted in terms of the model (see section 2.1.3).

Scenario a) illustrates the scenario of a patient not responding to

the treatment. This could for example be a patient who is resistant

to RUX. It also illustrates the behaviour of the model in absence of

treatment. Scenarios b) and c) illustrate the model behaviour when

RUX causes only one of the two hypothesised treatment effects from

section 2.1.3. This illustrates the individual effect of each of the two

hypothesised treatment effects in the model and could illustrate the

scenarios of patients in whom the treatment affects only one of the

two parameters. Finally, scenario d) illustrates the model behaviour

when RUX causes both of the hypothesised treatment effects. The

results of the simulations of all four scenarios are shown in Figure 2.

In all subfigures of Figure 2, we see that the number of

malignant cells and the JAK2 VAF rise from close to 0 and until

treatment initiation at time 30 years. From Figure 2A, we see that if

a) RUX has no effect on the patient, the number of malignant cells

continues to increase before saturating while all the healthy cells are
Frontiers in Immunology 0984
outcompeted, and the JAK2 VAF increases to 100%. From

Figure 2B, we see that if b) the treatment with RUX affects only

the half-saturation constant of the mHSCs, sy0 , the mHSCs are

outcompeted, and the patient is cured, but only after a considerable

period of several decades. However, more mHPC and mMBC are

produced initially due to increased differentiation of the mHSCs,

and both the number of mHPC, the number of mMBC, and the

JAK2 VAF grow during approximately the first year of treatment

before declining. In this simulation, it takes approximately 2 years

before the number of mMBCs returns to its level just before

treatment initiation and approximately 4 years before the JAK2

VAF returns to its level just before treatment initiation. Thus, this

type of effect might actually be harmful to the patient in the first

couple of years. Furthermore, this temporary increase of the JAK2

VAF is not observed, and thus, this effect alone cannot explain the

available data. However, without affecting the stem cells directly, i.e.

their proliferation rate, their maximal self-renewal fraction, their

interactions with each other (the crowding effects), or introducing a

death rate for them (see section S3 of supplementary for plots

showing some of these effects), adjusting the half-saturation

constant of the mHSC, sy0 , is the only possibility for observing a

sustained reduction in the cell counts and the JAK2 VAF. From

Figure 2C, we see that if c) the treatment with RUX changes only the

death rate of the mHPCs, dy
1
, the number of mHPCs, the number of

mMBCs, and the JAK2 VAF will decrease for approximately half a

year and adjust to a new quasi-steady state, but since the mHSCs are

completely unaffected, the number of these continues to grow. After

the initial decline due to the increased death rate of mHPCs, the

number of mHPCs and the number of mMBCs grow slowly with

the mHSCs, and eventually all the healthy cells are outcompeted.

Thus, affecting dy
1
alone is not curative and cannot explain the

monotonically decreasing JAK2 VAF observed in some patients.

Summing up, letting RUX affect only sy0 or dy1 alone is not sufficient

to explain the quick and monotonic reduction in JAK2 VAF that

some patients experience during treatment. However, in Figure 2D

we see that if d) the treatment with RUX affects both sy0 and dy1 , and

the respective parameters are sufficiently increased compared to the

scenario without treatment, both the number of mHSCs, mHPCs,

mMBCs, and the JAK2 VAF may all monotonically decrease during

treatment, and thus the patient will experience remission in both

the long and the short run. Thus, changing both sy0 and dy
1

simultaneously is one mechanism in the model that can explain

the effect of RUX treatment.
3.2 The proposed model can recapitulate
the response dynamics during RUX therapy

To further investigate and quantify the effects of RUX treatment

on the half-saturation constant for the mHSCs’ response to the

cytokine signal, sy0 , and the death rate of the mHPCs, dy
1
, we fit the

model in Equation (4) to individual patients’ data. More precisely,

we adapt the parameters rsy0 and rdy1 describing the size of each

patient’s change in sy0 and dy
1
, respectively, due to the treatment

with RUX to obtain the optimal fits. The results for the individual

patients can be seen in detail in section S6 of the supplementary,
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some representative examples of fits are shown in Figure 3, and all

fits are presented in Figures 4, 5. In these figures, time t = 0 is

defined as the time of the first available JAK2 VAF measurement.

Using the fits, we are able to quantify how much the affected

parameters change for each patient (see Table 4) and to make

predictions of the time dynamics of the JAK2 VAF for each patient

if the treatment is continued (see section S6 of the supplementary).

We also compare the model fits with RUX affecting both sy0 and dy
1

(Figures 3–5) to the cases of RUX affecting only sy0 or dy1 (effectively

setting rdy1 = 0 and rsy0 = 0, respectively, see the figures in section

S7 of the supplementary). It should be noted that the reported

approximate 95% confidence intervals (CIs) are calculated by

sampling 1000 pairs of the parameters from their estimated

approximate joint distribution, simulating the model with the

sampled parameters, and finally taking the middle 95% predicted

JAK2 VAF values of these simulations. The sampling procedure can

produce negative values of the parameters, in which case we choose

to resample the corresponding samples. More details are given in

section S4 of the supplementary.

Figure 3A shows that for patient 1, the model fits very well to

the JAK2 VAF with an RMSE-value of 0.0170 (1.70%) for the JAK2

VAF data and approximate 95% CIs of mean width 0.0978 (9.78%)

for the time shown in the plot. Figure 3B shows another example of

a good fit for patient 2 with an RMSE-value of 0.0253 (2.53%) for

the JAK2 VAF data and approximate 95% CIs of mean width 0.141
Frontiers in Immunology 1085
(14.1%) for the time shown in the plot. Compared to patient 1, the

model predicts that for this patient, RUX treatment affects only dy
1

(since rsy0 = 0), and therefore the reduction in JAK2 VAF is

temporary, and the patient is not cured in the long run. In fact,

this turns out to be the case for 5 out of the 24 patients, namely

patients 2, 3, 13, 15, and 17. This shows that our model is able to

classify patients in terms of their response to RUX, which has the

potential to be of key clinical significance. For these 5 patients, their

JAK2 VAF is initially decreasing and then increasing at later time

points. The fits for these patients are shown in Figures 4, 5 and in

more detail in section S6 of the supplementary. Figure 3C shows the

worst fit of the model to the available data. This happens for patient

3 with an RMSE-value of 0.0739 (7.39%) for the JAK2 VAF data and

approximate 95% CIs of mean width 0.483 (48.3%) for the time

shown in the plot. For this patient, we are therefore very uncertain

about the future development of the JAK2 VAF. Figure 3D shows

another example of a good fit to the data for a patient from the

RESPONSE study with an RMSE-value of 0.0147 (1.47%) for the

JAK2 VAF data and approximate 95% CIs of mean width 0.0853

(8.53%) for the time shown in the plot. This shows that the model

and the data fitting are robust with respect to the medical studies

and the diagnoses of the patients (myelofibrosis in COMFORT-II,

PV in RESPONSE).

Plots showing the convergence of the fitting procedure to the

final fits using all data are shown in section S6 of the supplementary.
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FIGURE 2

A simulation of the stem, progenitor and mature cell counts and the JAK2 VAF based on Equations (1) and (2) with the standard parameters from
Table 2. As initial conditions, we choose x0(0) = 1.0 × 105, x1(0) = 2.5×106, x2(0) = 6.4×1011, y0(0) = 1, y1(0) = 0, y2(0) = 0, a(0) = 8.1×102, and s
(0) = 1. For the plots of cell counts, the green curves represent the number of healthy cells, the solid red curves represent the number of malignant
cells, and the dashed black curves represent the sum of healthy and malignant cells. Treatment is initiated after 30 years in the simulation. (A) No
effect of treatment. (B). sy0 increased to 6 times its standard value during treatment. (C) dy1 to 6 times its standard value during treatment. (D) sy0 and

dy1 to 6 times their standard values during treatment.
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Boxplots of the RMSE-values for all data points as function of the

number of data points used in the fit is shown in Supplementary

Figure S15. Overall, the quality of the fits improves significantly

when more data points are added. The mean RMSE of the fits is 0.25

(25%) when only 2 data points are used in the calculation of the

optimal fit, and 0.09 (9%), 0.05 (5%), and 0.03 (3%) when 3, 4, and 5

data points are used, respectively.

Figure 6 shows histograms of the RMSE-values from fitting the

model to all 24 patients and allowing RUX treatment to affect the

half-saturation constant for the mHSCs’ response to the cytokine

signal, sy0 , and the death rate of the mHPCs, dy
1
, at the same time

and either effect separately. Here, we see that the RMSE-values are

much smaller when allowing RUX treatment to affect both sy0 and

dy
1
than when allowing it to affect only one of them. We obtain a

mean RMSE-value of 0.0249 (2.49%) when both sy0 and dy
1
can be

affected at the same timed compared to 0.138 (13.8%) and 0.0874

(8.74%) when only sy0 or dy
1
can be affected, respectively.

Additionally, when RUX is allowed to affect both sy0 and dy
1
, the

model fits achieve an RMSE-value equal to or below 0.02 (2%) for

14 out of 24 patients (approximately 58.3% of patients) and equal to

or below 0.04 (4%) for 19 out of 24 patients (approximately 79.2%
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of patients). The corresponding numbers are 0 (0%) and 0 (0%)

when allowing RUX treatment to affect only sy0 , and 1

(approximately 4.17% of patients) and 6 (25.0% of patients) when

allowing RUX treatment to affect only dy
1
. Thus, the model fits

much better to the available data in the scenario where RUX

treatment affects both sy0 and dy
1
compared to the scenarios

where it affects only one of the parameters, supporting the

hypothesis that RUX treatment affects parameters in both the

equations for the number of malignant stem cells and the number

of malignant progenitor cells. Plots of the optimal model fits to the

data for the individual patients when allowing RUX treatment to

affect only sy0 or dy1 are shown in section S7 of the supplementary.

Finally, in Table 4 we compare the fitted half-saturation

constant for the mHSCs’ response to the cytokine signal, sy0 , and

the fitted death rate of the mHPCs, dy
1
, before and during RUX

treatment. A graphical illustration with histograms of esy0 and fdy1 is
shown in Supplementary Figure S17. We consider the scenario

where both parameters can change in the presence of RUX. On

average during treatment, sy0 is increased to 21.7 times its pre-

treatment value (an increase from 7.1 × 10−2 to 1.6) with a standard

deviation of 20.9 times, and dy1 is increased to 5.35 times its pre-
A B

C D

FIGURE 3

Model fit to selected individual patients as described in sections 2.2-2.3. rsy0 and rdy1
are the fitted parameters that quantify the strength of the given

patient’s response to RUX treatment in terms of the effect on sy0 and dy
1
, respectively. The solid yellow curves show the optimal fit of the model to

the JAK2 VAF data. In the fit, it is assumed that both parameters rsy0 (response of mHSCs to cytokine signal) and rdy1
(malignant progenitor cell

death) are affected by RUX at the same time. To visualise the impact of each of the two effects (changed response to cytokines and increased
progenitor death) on the JAK2 VAF dynamics, the dashed lines show the time evolution of JAK2 VAF if either rdy1

(blue) or rsy0 (cyan) is set to 0 and

the respective other parameter remains unchanged. The red dots are the data. (A) Patient 1, one of the patients for whom the model fits very well,
and for whom the model predicts that RUX affects both sy0 and dy

1
. (B) Patient 2, a patient for whom the model fits quite well, and the model

predicts that RUX affects only dy
1
( rsy0 = 0). (C) Patient 3, the patient for whom the model fits worst. (D) Patient 20, a patient from the RESPONSE

study for whom the model fits very well, and for whom the model predicts that RUX affects both sy0 and dy1 .
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treatment value (an increase from 3.7 × 10−3 day−1 to 2.0 × 10−2

day−1) with a standard deviation of 2.21 times. Thus, the treatment

seems to have a substantial effect on the cell parameters of the

responding patients. In the summary statistics for the changes in sy0
just mentioned, we have disregarded patients 4, 22, 23, and 24 who

are considered outliers due to them having sy0 increased to 3.19 ×

106, 8.55 × 106, 1.48 × 108, and 229 times their pre-treatment values,

respectively. Similarly, in the summary statistics for dy1 just

mentioned, we have disregarded patients 15 and 17 who are

considered to be outliers due to them having dy1 increased to 29.5

and 37.9 times their pre-treatment values, respectively. See Table 4

for the full details. For the cases where the lower limit of the

approximate 95% CIs of the fitted parameters rsy0 and rdy1 is less

than 0, this should be interpreted as a lower limit of 0 as the optimal

fit is calculated under the conditions rsy0 ≥ 0 and rdy1 ≥ 0.
4 Discussion

In this work, we have proposed a mechanistic model of RUX

treatment in MPN patients. The model is able to capture

quantitative JAK2 VAF dynamics in patients showing significant

VAF reductions in response to RUX. In the model, RUX affects the

malignant HSCs’ response to the cytokine signal and the malignant

progenitor cell death rate. The former is quantified by the half-
Frontiers in Immunology 1287
saturation constant, sy0 , and the latter is denoted by dy1 . The mean

RMSE-value of the fits is 0.0249 (2.49%) when allowing RUX

treatment to affect both sy0 and dy1 . The model suggests that a

RUX-dependent increase of malignant progenitor cell death and a

RUX-dependent down-regulation of the response of malignant

HSCs to the feedback signal are sufficient to reproduce clinical

data. The results should be interpreted as model-generated

hypotheses which require further experimental validation.

To achieve lasting reductions in JAK2 VAF in the model

simulations, as is seen for at least some patients, any kind of

treatment must affect parameters which are linked to the stem

cell population dynamics, i.e. the stem cell proliferation rates and/or

their self-renewal fraction. If a treatment does not affect these

quantities, the model predicts that the treatment will only cause

temporary reductions in JAK2 VAF before it starts increasing again.

This is in contrast to some sources stating that RUX is not able to

target the disease-initiating malignant stem cells in mice (12) and in

humans (9). As 18 of the 24 patients considered in this work have

not had an increase in JAK2 VAF from one measurement to

another, our model predicts that RUX could affect the mHSCs by

inhibiting their response to the cytokine signalling in the bone

marrow, i.e. by increasing the half-saturation constant for the

mHSCs’ response to the cytokine signal, sy0 . However, as seen

from the fitting to individual patients’ JAK2 VAF data, the best fits

for the 5 patients numbered 2, 3, 13, 15, and 17 are obtained by the
FIGURE 4

Model fit to individual patients’ data for patients 1-12 as described in sections 2.2-2.3. The solid yellow curves show the optimal fits of the model to
the JAK2 VAF data. In the fit it is assumed that both parameters rsy0 (response of mHSCs to cytokine signal) and rdy1

(malignant progenitor cell

death) are affected by RUX at the same time. To visualise the impact of each of the two effects (changed response to cytokines and increased
progenitor death) on the VAF dynamics, the dashed lines show the time evolution of JAK2 VAF if either rdy1

(blue) or rsy0 (cyan) is set to 0 and the

respective other parameter remains unchanged. The red dots are the data. Patients 1-12 are from the COMFORT-II study.
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RUX treatment not affecting sy0 but instead affecting only the death

rate of the malignant progenitor cells, dy1 . Thus, it is possible that

RUX treatment does not affect the stem cell parameters in some

patients, but that it does so in others. The 5 patients in this data set

for whom the best fits are obtained by having RUX not affecting

stem cell parameters are precisely the ones experiencing an initial

reduction in JAK2 VAF followed by a monotonic increase at the

later time points. The final patient experiencing an increase in JAK2

VAF from one measurement to another is patient 16. For this

patient, the JAK2 VAF increases from measurement 3 to

measurement 4, but then decreases again from measurement 4 to

measurement 5. Therefore, the model predicts that RUX treatment

also affects sy0 for this patient. Thus, our hypothesis from this data

fitting is that if a patient experiences an initial reduction in JAK2

VAF followed by monotonic growth, RUX affects only progenitor

cell parameters for this patient. If this is not the case, most typically

due to monotonic reductions in the JAK2 VAF in this data set, the

model predicts that RUX affects some stem cell parameter for the

given patient, for example sy0 . This hypothesis can theoretically be

tested by making measurements of cell lines and in animal models.

The model predicts that the sustained reductions in JAK2 VAF are

due to a reduction in the number of malignant stem cells. Thus, the

model predicts that for the patients experiencing sustained

reductions in JAK2 VAF, continued treatment with RUX may

ultimately result in a complete eradication of malignant cells.

It is important to point out that the model here is fitted to data

from patients who achieved a reduction in JAK2VAF of at least 20%

(absolute) after 48 or 72 weeks of treatment in the COMFORT-II
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study and at least 90% (relative) in the RESPONSE study, and these

constitute only a subset of the cohorts (approximately 16.5% and

6% of JAK2 positive patients treated with RUX, respectively). Since

we do not have access to the data of the rest of the patients in these

studies, it is impossible to fit the model to their data. However, since

these patients have experienced only modest reductions in their

JAK2 VAF (or maybe even increases), it seems reasonable to assume

that the model could possibly fit to these patients without changing

sy0 in response to RUX treatment. Thus, it is possible that for the

majority of patients, RUX treatment does not affect the stem cell

parameters, but for a minority of patients it does so in addition to

affecting the progenitor parameters. In the latter case we observe

monotonically decreasing JAK2 VAF dynamics.

For patients 4, 22, 23, and 24, the model predicts that sy0 should

be increased to 3.19 × 106, 8.55 × 106, 1.48 × 108, and 229 times its

pre-treatment value, respectively, to obtain the optimal fits. This

seems excessive, but due to the Michaelis-Menten functional form

in which sy0 appears,
s

sy0 +s
, these increases all effectively reduce the

self-renewal fraction of the mHSCs, py0fy(y0,  y0)
s

sy0 +s
, to 0. If sy0 is

sufficiently high, the self-renewal fraction becomes insensitive to

changes of this parameter.

Processes not considered in the model can lead to

disagreements between data and simulations. Some major

potential sources of model error are the following:
• Biological variation between patients: To avoid overfitting

and to keep the model as simple and interpretable as

possible, we have fitted the model to the data by letting
FIGURE 5

Continuation of Figure 4 for patients 13-24. Patients 13-18 are from the COMFORT-II study, and patients 19-24 are from the RESPONSE study.
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RUX affect only two parameters and letting all other

parameters be equal for all patients. In reality, RUX may

affect more than the two parameters investigated.

Furthermore, the remaining parameters most probably

differ between patients and may even vary over time for

each specific individual, e.g. due to differences in age, sex,

BMI, etc. However, changing some parameters, for example

ea, rs, es, and I, results in only minor effects on the cell

counts and the JAK2 VAF (see sections S2 (sensitivity

analysis) and S3 (numerical experiments) of the

supplementary for more details). Therefore, we believe
tiers in Immunology 1489
that we have captured the most important effects of RUX

in this model.

• Assuming constant daily doses of RUX: In the model, we

assume that the patients have received constant daily doses

of RUX. However, in reality, each patient has most likely

received a varying daily dose of RUX dependent on their

response to the drug, including side effects, their doctors’

recommendations, etc. A varying dosing of RUX will most

likely have an impact on the fitted parameter values.

• Comorbidities and other conditions: The patients might have

been affected by comorbidities and other conditions during the
TABLE 4 Overview of the fitted parameters, rsy0 and rdy1 , and the parameter values fsy0 and fdy1 from Equation (3) during RUX treatment for all patients.

Patient Dose/ mg/day rsy0 / (mg/day)−1

(approx. 95% CI)

fsy0/1 fsy0
sy0

rdy1 / (mg/day)−1

(approx. 95% CI)
fdy1

/ day−1
fdy1
dy1

1 35 0.959 (-1.55, 3.46) 2.47 34.6 0.248 (0.166, 0.329) 0.0358 9.66

2 35 0 (-0.226, 0.226) 0.0714 1 0.122 (0.0805, 0.164) 0.0195 5.27

3 35 0 (-6.47, 6.47) 0.0714 1 0.11 (-1.37, 1.59) 0.018 4.86

4 35 9.13e+04 (-1.45e+10,
1.45e+10)

2.28e+05 3.19e+06 0.0994 (-0.0156, 0.214) 0.0166 4.48

5 35 0.861 (0.342, 1.38) 2.22 31.1 0.108 (0.0914, 0.125) 0.0177 4.79

6 35 0.397 (0.394, 0.399) 1.06 14.9 0.118 (0.118, 0.118) 0.019 5.12

7 35 1.43 (-1.04, 3.91) 3.66 51.2 0.155 (0.0971, 0.213) 0.0238 6.43

8 35 0.443 (-0.196, 1.08) 1.18 16.5 0.102 (0.0845, 0.119) 0.0169 4.57

9 35 0.367 (0.0253, 0.708) 0.988 13.8 0.109 (0.0859, 0.133) 0.0178 4.82

10 35 0.245 (-0.000628, 0.492) 0.685 9.59 0.112 (0.0897, 0.134) 0.0182 4.92

11 35 0.221 (-0.632, 1.07) 0.623 8.72 0.12 (0.0812, 0.159) 0.0193 5.2

12 35 1.93 (-0.735, 4.59) 4.89 68.4 0.131 (0.0956, 0.166) 0.0206 5.58

13 35 0 (-0.0839, 0.0839) 0.0714 1 0.161 (0.131, 0.192) 0.0246 6.64

14 35 0.635 (0.0722, 1.2) 1.66 23.2 0.116 (0.087, 0.144) 0.0187 5.05

15 35 0 (-0.527, 0.527) 0.0714 1 0.813 (-0.632, 2.26) 0.109 29.5

16 35 0.125 (-0.199, 0.449) 0.383 5.37 0.143 (0.0923, 0.194) 0.0223 6.01

17 35 0 (-0.173, 0.173) 0.0714 1 1.05 (0.57, 1.54) 0.14 37.9

18 35 0.765 (0.763, 0.767) 1.16 16.3 0.0882 (0.0881, 0.0883) 0.0102 2.76

19 20 1.74 (0.361, 3.12) 2.55 35.8 0.379 (0.305, 0.452) 0.0317 8.58

20 20 3.1 (-0.874, 7.07) 4.5 63 0.198 (0.148, 0.249) 0.0184 4.96

21 20 1.78 (0.784, 2.78) 2.62 36.7 0.176 (0.142, 0.21) 0.0167 4.52

22 20 4.28e+05 (-1.29e+11,
1.29e+11)

6.11e+05 8.55e+06 0.00826 (-0.0264, 0.043) 0.00431 1.17

23 20 7.38e+06 (-2.6e+13,
2.6e+13)

1.05e+07 1.48e+08 0.483 (0.274, 0.693) 0.0395 10.7

24 20 11.4 (-96.5, 119) 16.3 229 0.0268 (-0.0374, 0.0911) 0.00568 1.54
Note that patients from the COMFORT-II trial (numbered 1-18) received a different daily dose of RUX than patients from the RESPONSE study (numbered 19-24).

The fractions
esy0
sy0

and
edy1
dy1

are the ratios between the respective parameters during and before treatment. For the cases where the lower limit of the approximate 95% CIs of the fitting parameters

rsy0 and rdy1 is less than 0, this should be interpreted as a lower limit of 0 as the optimal fit is calculated under the conditions rsy0 ≥ 0 and rdy1 ≥ 0.
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studies. For example, since it is believed that inflammation

affects the development of MPNs (44, 45), inflammatory

processes might impact on the treatment response.

• Modelling precisely one malignant clone: MPNs are known

to be one of the cancers with the lowest number of

mutations (14), making these diseases well suited for this

type of model with only one malignant clone. However,

some patients may have multiple competing malignant

clones. To account for different mutations, the model has

to be extended accordingly.

• Resistance to RUX: The model only implicitly accounts for

potential resistance to RUX. One study has shown that 16 out

of 39 MF patients were considered to be resistant to RUX, of

which 4 were considered to be primary resistant (46). In other

studies, the percentage of patients being primary resistant to

RUX was estimated to be 2-5% (47). In the COMFORT-II

study, approximately 15% of patients discontinued treatment

with RUX due to disease progression (11), signifying either

primary or secondary resistance. Resistance to RUX will be

reflected by low values of rsy0 and rdy1 in the optimal fit.

However, this neglects that resistance can develop over time.

Letting rsy0 and rdy1 be time-dependent would result in a much

more complicated model and in a higher risk for overfitting.
Another source of error are the measurement errors, the size of

which is unknown to us, but which depends on the equipment and

techniques used in the laboratory. In both the COMFORT-II and

the RESPONSE studies, the JAK2 VAF was measured using qPCR

methods (11, 15). Though we do not know the exact size of the

measurement errors, one study of qPCR methods has shown that

for one particular set of equipment and techniques, the standard

deviations of the measurements were 0.012 (1.2%) in a reference

sample with a JAK2 VAF of 0.045 (4.5%) and 0.035 (3.5%) in a

reference sample with a JAK2 of 0.13 (13%) (48). These standard
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deviations are close to the mean RMSE of the model fitted to the

available data (0.0249), and thus the deviations between the model

and the data are of a reasonable order of magnitude. In the data

fitting, we have assumed that the overall errors, i.e. the sum of the

model errors and the measurements errors, are normally distributed

with 0 mean and some variance, s2. This convenient assumption

makes the statistical analysis of the results simple (compared to the

alternatives, see section S4 of the supplementary for more details),

but it is hard to either verify or refute this assumption based on 3-8

data points per patient. The previously mentioned study of different

qPCR methods suggests that the size of the measurement errors

might depend on the true value of the of the JAK2 VAF (48).

However, simple experiments using weighted least squares fitting

gave almost identical results for all patients except patient 15, and

therefore we have chosen to use the simpler ordinary least squares

approach here. Furthermore, least square fitting approaches can be

susceptible to outliers. However, by inspecting the data visually, we

have no reason to believe that any one point is an obvious outlier.

In the results presented, we have chosen to fit the data from

each patient individually, and thus every patient is completely

independent of the other patients. This assumption reduces the

computational costs of the fitting procedure. Fitting parameters

using the framework of mixed effect models is theoretically possible,

however, it increases the computational complexity.

Besides merely testing whether or not specific hypotheses about

RUX effects are compatible with clinical data, the model provides a

quantitative estimate of the size of a given patient’s response to RUX

treatment, uncertainty quantification on these estimates, and

predictions of the future development of the JAK2 VAF. The patient-

specific parameters, rsy0 and rdy1 , can potentially be used to predict

how a given patient will respond to changes in the doses of RUX. For

example, it can be used to predict the future development of the JAK2

VAF if the patient continues or discontinues a specific treatment

protocol (for example due to side effects), and it can be used to calculate

a critical dose that must be given to the patient to achieve eventual

remission. However, such an estimate has to be carefully validated on

real world data, and further refinement of the model, e.g., with respect

to resistance development, might be required.
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Introduction: While radiotherapy has long been recognized for its ability to

directly ablate cancer cells through necrosis or apoptosis, radiotherapy-induced

abscopal effect suggests that its impact extends beyond local tumor destruction

thanks to immune response. Cellular proliferation and necrosis have been

extensively studied using mathematical models that simulate tumor growth,

such as Gompertz law, and the radiation effects, such as the linear-quadratic

model. However, the effectiveness of radiotherapy-induced immune responses

may vary among patients due to individual differences in radiation sensitivity and

other factors.

Methods: We present a novel macroscopic approach designed to quantitatively

analyze the intricate dynamics governing the interactions among the immune

system, radiotherapy, and tumor progression. Building upon previous research

demonstrating the synergistic effects of radiotherapy and immunotherapy in

cancer treatment, we provide a comprehensive mathematical framework for

understanding the underlying mechanisms driving these interactions.

Results: Our method leverages macroscopic observations and mathematical

modeling to capture the overarching dynamics of this interplay, offering valuable

insights for optimizing cancer treatment strategies. One shows that Gompertz

law can describe therapy effects with two effective parameters. This result

permits quantitative data analyses, which give useful indications for the disease

progression and clinical decisions.
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Discussion: Through validation against diverse data sets from the literature, we

demonstrate the reliability and versatility of our approach in predicting the time

evolution of the disease and assessing the potential efficacy of radiotherapy-

immunotherapy combinations. This further supports the promising potential of

the abscopal effect, suggesting that in select cases, depending on tumor size, it

may confer full efficacy to radiotherapy.
KEYWORDS

mathematical modeling, Gompertz law, radiotherapy, immune response, abscopal
effect, immunotherapy
1 Introduction

Immunological experiments during the last two decades have

answered many important questions related to the causal

relationship between chronic inflammation and carcinogenesis.

The presence of inflammatory cells in the cancer milieu raises the

question of the tumor progression despite a likely immune system

reaction to tumor antigens. This aspect is particularly important

since untreated tumors grow according to non-linear, macroscopic,

laws as the Gompertz law (GL) Gompertz (1); Norton (2); Vaghi

et al. (3) or the logistic one (LL) Verhulst (4); Vaghi et al. (3).

Therefore those growth patterns emerge, at a larger level of

magnification, from many microscopic biological factors, which

turn out to be summarized by simple mathematical descriptions.

Since prolonged inflammation is a hallmark of cancer Hiam-

Galvez et al. (5), initiating tumor genesis or supporting tumor

growth, and the global immune response is significantly altered

during tumor progression, immunotherapy is becoming a valid

option in cancer treatment. However, the immune response can be

detrimental rather than helpful [see, for example, Lin et al. (6)]:

individual auto-antibodies play an antagonist role in cancer, but the

agonist auto-antibody in some cancer patients turned out to be

deleterious and harmful.

Some preclinical and clinical evidence confirm the synergistic

action of radiotherapy (RT) and immunotherapy against the tumor

cells Zhao and Shao (7). Although The intrinsic sensitivity to

radiation is patient-specific Puglisi et al. (8); Puglisi et al. (9) and

may depend on different factors, RT is able to ablate cancer cells not

only by directly induced necrosis or apoptosis but also by triggering

an immune response that actively recruits immune cells within the

tumor microenvironment. For example, RT promotes the release of

tumor-associated antigens, which, once processed by antigen-

presenting cells (APCs), prime CD8+ and CD4+ T cells in the

draining lymph nodes. These lymphocytes attack both primary

tumor and metastatic sites, posing the biological basis of the in situ

vaccination driving the so-called abscopal effect Ngwa et al. (10);

Mole (11); Demaria et al. (12): RT induces a systemic behavior that

can activate the immune response against metastasis, i.e., in

locations that are far from the RT-treated primary tumor.
0294
The involvement of the immune system has been demonstrated

in different experimental models such as melanoma Twyman-Saint

Victor et al. (13), colorectal Dovedi et al. (14) and breast cancers

Demaria et al. (15), but the clinical presentation where considered

anecdotal or at least rare.

Its rarity in clinical practice is likely due to the simultaneous

engagement of immune escape mechanisms, such as the

recruitment of regulatory CD4+ (Treg) and myeloid-derived

suppressor cells counterbalancing the anti-tumor CD8+ T cell-

mediated effects, and the tumor release of hypoxia-inducible

factors with pro-survival activity Ji et al. (16).

More generally, susceptibility to the abscopal effect has been

associated with several biological factors, such as tumor size or

oxygen levels in tumor tissues. Indeed, the presence of hypoxic

regions results in both increased resistance to the lethal effect of

radiation mediated by reactive oxygen species (ROS) production

and an immune suppressive tumor landscape ruled by Treg-

recruiting chemokines and impaired APC function McNamee

et al. (17); Castorina et al. (18)

Mathematical modeling approaches have become increasingly

abundant in describing immunotherapy and its synergy with RT

Dewan et al. (19) Agur and Vuk-PavlovićCheck that all equations

and special characters are displayed correctly. (20) Walker and

Enderling (21); Ng and Dai (22); Serre et al. (23) Gong et al. (24)

Marconi et al. (25); Vanpouille-Box et al. (26); Chakwizira et al.

(27); Kosinsky et al. (28); Liu et al. (29); Valentinuzzi et al. (30);

Friedrich et al. (31); Malinzi et al. (32); Bekker et al. (33). Indeed, the

complexity of cancer provides challenges and opportunities for new

developments, and mathematical formulations contribute by

helping to elucidate mechanisms and by quantitative predictions

that can be validated experimentally Agur and Vuk-Pavlović (20);

Altrock et al. (34); Brady and Enderling (35) .

A large part of mathematical models on tumor growth and

therapies are based on sets of coupled differential equations. The

number of equations increases together with the details of the

biological description and this implies a large number of parameters

and initial conditions to be specified. The detailed analyses are often

so complex to require surrogate models for a reliable determination

of the parameters Browning and Simpson (36).
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On the other hand, more economical models introduce a

macroscopic evolution of tumor growth and therapy with fewer

parameters and a coarse-grain dynamical evolution Norton (2);

Wheldon (37); Vaghi et al. (3); Guiot et al. (38); Castorina et al. (39);

Castorina et al. (40).

This is the key point to obtain an effective quantitative control

of the tumor progression. Indeed, microscopic models, which have

the advantage of a deep understanding of the biological dynamics,

of the physiologically-based pharmacokinetic [see for example

Maaß et al. (41)] and of the possible translation to different

populations/diseases, require many parameters and, although

some of them can be determined by previous analyses, the

parametric error propagation will produce a large band of

fluctuation in the prediction of the quantitative evolution of the

disease. Therefore we prefer to apply macroscopic growth laws of

the sigmoid family with two parameters. Our choice of the GL is due

to the result that untreated tumor growth has been better described

by it (see Vaghi et al. (3) for a recent study). Moreover, in a

transplantable rat tumor, it was shown that control and regrowth

curves after radiotherapy could be fitted by the same Gompertzian

law, provided adjustments for the initial lag and the estimated

number of clonogens immediately after irradiation were performed

[Jung et al. (42)]. Gompertzian growth has been assumed to

describe human tumor repopulation during fractional

radiotherapy also in Hansen et al. (43) and by O’Donoghue (44).

The main motivation of the proposed approach is, in our

opinion, its complementary role in the clinical evaluation of

disease progression, often based on macroscopic variables, and

the better parameter identification, thus increasing model

verifiability Braakman et al. (45).

Finally, this method offers a clear description of the complex

interplay between radiotherapy, immunotherapy, and tumor

progression, providing insights for advancing cancer treatment

strategies that harness the abscopal effect.

The paper is structured as follows: the mathematical model, based

on the GL and on the definition of the effective GL parameters, is

recalled in the next section (Appendices A, B and C contain the

corresponding calculations). Different macroscopic growth laws (as

the LL) can be applied, without changing the underlying method. The

emerging phenomenological approach, based on the suitable

redefinition of the two GL parameters to describe the data, is

reported in Section 3. The final sections are devoted to discussion

and to the possible clinical use of the phenomenological model.

2 Methods

The proposed method is based on the mathematical model

reported in detail in Appendices A, B and C in the Supplementary

Materials. In what follows, the assumptions and some exact results

are reported. Then, the phenomenological model is discussed.
2.1 Mathematical modeling

A general classification of macroscopic growth laws is reported

in Castorina et al. (39) Castorina and Blanchard (46). For a
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population N(t) they are solutions of a general differential

equation that can be written as

1
N tð Þ

dN tð Þ
dt

= f N tð Þ �;½ (1)

where f(N) is the specific growth rate and its N dependence

describes the feedback effects during the time evolution. If in

Equation 1 f(N) becomes constant, the growth follows an

exponential pattern.

The untreated tumor progression is described by the GL Norton

(2); Vaghi et al. (3), solution of the previous equation (see Data

Sheet 1) with

f N tð Þ½ � = a − k   ln 
NðtÞ
N0

= k   ln 
N∞

N tð Þ (2)

where a,k,N0 are constants that respectively indicate the

exponential growth, the limiting factor, the initial cell number

and N∞ is the carrying capacity (N∞ = N(0)exp(a/k)).

For untreated tumors, the GL emerges from microscopic,

biological mechanisms where natural/adaptive immunity is taken

into account Berendt and North (47); Gonzalez et al. (48); Castorina

and Carco’ (49) The further effects of immune therapy, I(t), can be

described by a modification of the previous Equation 2 as follows

(see for example Wheldon (37))

1
N tð Þ

dN tð Þ
dt

= k ln 
N ∞

N tð Þ � g I tð Þ (3)

where g is a constant.Notice that the sign of g indicates the

agonist or antagonist effect of the immune response: a negative g
increases the specific growth rate. The variable I(t) generically refers

to the passive immunity resulting from the injection of anti-cancer-

specific monoclonal antibodies i.e., the drug effects. However, it is,

in general, unknown and requires a specific model. An example is

the model of immunotherapeutic drug T11 target structure in the

progression of malignant gliomas Khajanchi and Ghosh (50)

Khajanchi and Banerjee (51).

The general solution of the previous equation and the IT effects on

the tumor progression are discussed in Mathematical Formalism. For

illustrative purposes, two specific cases are analyzed: I(t) = I(0) =

constant and I(t) = I(0)exp(−rt). The role of the therapy can be

assimilated to a redefinition of an effective carrying capacity (in the

first of the two cases) and, in general, in the introduction of effective,

time and therapy dependent, parameters aeff , keff or Neff
∞ , keff ,

whose quantitative relation with I(t) is given in Mathematical

Formalism. The introduction of an effective carrying capacity is well-

known in population dynamics Royama (52). For example, the

invention and diffusion of technologies lift the growth limit. Its

possible time dependence is usually included by (at least) another

differential equation, coupled with the growth equation. This will

increase the number of parameters and initial conditions and,

therefore, in our computational method the two effective parameters

will be determined by data fits, giving a phenomenological indication

about the disease progression.

There are different outcomes following an immune response to

cancer Lin et al. (6): i) a surveillance role that inhibits the initiation and
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progression of the cancer; ii) the possibility that under certain

conditions the immune response may nourish rather than curtail

tumor growth. In other terms, monoclonal antibodies can exert

antagonistic as well as sympathetic effects on tumor growth Lin

et al. (6).

This possibility translates into a direct comparison among the

parameters that describe the immunotherapy effects in Equation 3

and its solutions and the available data. For example, the

determination of the crucial sign of the constant g.
Let us now consider the combination of immune therapy (IT)

and radiotherapy (RT). As a first step, we study the case of

independent effects, i.e. no synergy between IT and RT.

The effect of radiotherapy is described by the linear quadratic

model (LQM). Denoting by N(t−),N(t+) respectively the cell number

before and after the single dose d at time t, the RT effect is given by

N(t+) = N(t−)e−D = N(t−)e−ad−bd
2

(4)

where a and b are constants (numerically b ≃ a/10) and d is the
dose, Van Leeuwen et al. (53). The result in Equation 4 assumes an

instantaneous effect of the RT, which could be, in general, not

strictly applicable. Also, In this case, the therapy and immune

response effects can be translated in the definition of effective

parameters of the GL (see Mathematical Formulation).

The number of tumor cells after nf treatments at time tn,tn+1,tn

+2,…tnf turns out to be (see Mathematical Formalism)

N(t+nf ) = N t0ð Þeln
N∞

N t0ð Þ 1−e
−k tnf

−t0ð Þh i
− �W(tnf ,t0)−Dnf (5)

with the functions Dnf and �W(tnf , t0) as described in

Mathematical Formalism.

According to Equation 5, if

ln
N∞

N t0ð Þ 1 − e
−k tnf −t0

� �" #
− �W(tnf , t0) − Dnf < 0 (6)

the tumor cell number decreases and the time evolution of the

diseases moves toward complete recovery.

Therefore, although RT and IT are considered independent, if

the effects of RT are such that

ln
N∞

N t0ð Þ 1 − e
−k tnf −t0

� �" #
≃ Dnf (7)

then, a small impact of the immunotherapy, �W, can produce a

tumor volume regression. Moreover, the critical conditions in

Equations (6, 7) depend on the fractioning of the radiotherapy,

since different schedules give different values of Dnf and
�W(tnf , t0).

Therefore, the previous conditions correspond to optimal control of

the therapy effects, Khajanchi and Banerjee (54); Khajanchi (55);

Khajanchi and Banerjee (56).

2.2 The synergy between immune and
radio therapies

In the macroscopic framework, the description of the synergy

between RT and IT requires a new term in the specific rate, which
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takes into account the immune response activated by RT, i.e.

1
N

dN
dt

= kln
N∞

N

� �
− g I tð Þ − dY(t)F(d, t) (8)

where d is a constant, F(d,t) is a function of the dose d and of the
time series of the treatments on the tumor, quantifying the cell-

killing effect of the adaptive immune response Y (t), triggered by the

RT. Y (t) is different from I(t) as it represents the outcome of the

active immunization due to antigenic peptides coming from

the disintegration of tissues hit by radiotherapy, and following the

inflammation. To be more specific, Y (t) represents the immune

response to tumor-associated antigens, promoted by the

inflammation context due to the damage perpetrated by RT. Also,

it must be specified that this immune response has a chance to exert

an effect only before evasion mechanisms are established by the

tumor (factors that are not counted in the present model).

If d = 0, F(d,t) = 0 there is no synergy. The specific form of the

function F(d,t) requires a microscopic model, however one expects

that the coupling Y (t)F(d,t), i.e. the immune activation due to RT,

has a typical time decay, t, after the single dose radiotherapy

described by the LQM. For the primary tumor, the parameter d is

small, i.e., d << 1 and the synergy is small. The abscopal effect is

described by considering a finite value of d for metastases that are

far away from the primary tumor location. The result for the time

evolution of the abscopal effect is given in Mathematical Formalism.
3 Results

According to the mathematical approach in the previous section

a phenomenological, simplified, method of analysis of the

experimental data emerges. Indeed, a large part of the therapy

and immune response effects can be assimilated to a redefinition of

the GL parameters, with time and treatment dependence, which

turns out to be detailed enough to compare with data. This

phenomenological, simpler, procedure facilitates the validation of

the model [Braakman et al. (45)] with respect to more complex

analytical approaches, as discussed later.

Moreover, the function I(t),W(t),Y (t) in the previous

differential equations are largely unknown, therefore the data fits

of the effective GL parameters (see the general formulas in

Mathematical Formalism) give model-independent information

about the role of IT and RT.
3.1 Analysis of experimental data -
immune therapy

In ref. Lin et al. (6) the different immune responses to cancer

have been described. The authors highlight the agonist

and antagonist effects of, respectively, AB93 and AB641

autoantibodies for the growth factor receptor TrkB in patients

with breast cancer. After injection of MDA-MB-231 cells in

immunodeficient mice they show the response to treatment, for

different dosages of autoantibodies, measuring tumor growth. In

particular, the data on the effects of AB641 and AB93 on tumor
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progression can be analyzed in the proposed macroscopic approach

by Equation 3, by redefining GL parameters. Initially, one has to fit

the untreated tumor progression data by GL to determine the

corresponding parameters. Then, one repeats the analysis with

immunotherapy. The results are shown in Figure 1, which clearly

reveal the agonist or antagonist role of the different antibodies.

The experimental result in the case of therapy can be fitted by

redefining the GL parameters with respect to the untreated ones

(see Equation S2, Equation S23 and Mathematical Formalism in

Supplementary Material). The values are reported in Table 1. The

agonist effects increase both parameters, producing faster growth,

corresponding to a negative g in Equation 3, whereas the

antagonistic effect induces tumor depletion. Notice that the

change in the GL parameters, i.e. of the therapy, implies a

modification of the exponential rate and the carrying capacity

with respect to the untreated tumor.

Non-linear curve fitting was made using Grace (version 5.1.25)

Dataset Grace (57), data fitted by GL effective parameters are

promising. The correlation coefficients and the root mean squared

relative errors are respectively given by (0.982,0.062),(0.977,0.052),

(0.995,0.051),(0.992,0.058),(0.996,0.04) for AB641/30 (red curve in

Figure 1), AB641/10 (blue), AB93/10 (green), AB93/30 (black

triangle) and untreated case.
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3.2 Analysis of experimental data - RT and
abscopal effect

The abscopal effect has been experimentally studied in Nesseler

et al. (58) by inoculation of undifferentiated fibrosarcoma cells

(FSA1) into immunocompetent mice to simulate primary and

metastatic conditions, successively divided in four treatment

groups: no treatment, anti-PD-1 monoclonal antibody alone, RT

alone, and combination of anti-PD-1 with RT.

Initially, only the effect of RT on the primary has been detected,

showing a critical dose administration for tumor regression

[Figure 2A of ref. Nesseler et al. (58)]. The limited role of anti-

PD-1 on the untreated primary tumor has been observed [Figure 2B

of ref. Nesseler et al. (58)] and it has been checked that the RT on

the primary has no direct effect on the implanted secondary. Finally,

the synergy between IT and RT has been verified by the regression

of the metastasis.

Let us first consider the data on the primary tumor, treated by

RT only, with three treatments of 8 Gy on days 9,10 and 11 after the

injection of the cancer cells. The qualitative analysis [Figure 2A of

ref. Nesseler et al. (58)] clearly indicates that the LQM with

instantaneous cell killing effect is not able to reproduce the

observed effect, due to a delay between the treatments (on days

9,10 and 11) and the regression behavior (i.e., a negative specific

rate), starting on day 15, Lim et al. (59); McMahon (60). Therefore,

more complex dynamics are in place, which, however, can still be

described by a GL pattern. As discussed, the effective parameters

can be time-dependent (see Equation S23-S30 in Mathematical

Formalism) due to the therapy and the results are reported in

Figures 2, 3 respectively for the lower and upper data sets of

Figure 2A of ref. Nesseler et al. (58). The corresponding fitted

effective parameter values are given in Tables 2, 3. The (∗) indicates
that the fitted parameter aeff has a linear time dependence aeff → aeff
(t − t0). This time dependence and the sign change of keff, compared
FIGURE 1

Comparison of the effective GL with data from the literature for
untreated tumor and immunotherapy results. In the graph the
symbols represent real data recorded and the dashed curves
represent the Gompertzian fit, the colors are paired for both results.
Fitted parameters are reported in Table 1.
TABLE 1 GL effective parameters of the comparison in Figure 1 (see
Equation S23 in Supplementary Material.

Monoclonal antibody aeff keff

AB641 (10 mg) 0.0285 ± 0.0037 0.0096 ± 0.0012

AB641 (30 mg) 0.034 ± 0.0054 4.7 ∗ 10−5 ± 1.1 ∗ 10−6

Untreated 0.049 ± 0.0008 0.011 ± 0.00016

AB93 (10 mg) 0.0714 ± 0.0069 0.02 ± 0.0016

AB93 (30 mg) 0.075 ± 0.0085 0.024 ± 0.002
Statistical error based on c2 per degree of freedom.
Parameters in day−1.
FIGURE 2

Effective GL fit of literature data with effective parameters of the
lower data set of Figure 2A of ref.Nesseler et al. (58). Black point and
the dashed line represent respectively real data and Gompertzian
fitting. Blue squares and curve are data and GL fit after the first 8Gy
RT treatment. The red rhombus and curve are data and GL after
three treatments of 8Gy each. Parameters reported in Table 2.
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to the untreated case, signal that the therapy produces a complete

depletion of the tumor size, analogously to the extinction in

population dynamics.

The strong signal of the change of sign in the effective

parameters can also be summarized by plotting the specific rate

(1/NdN/dt), in Figures 4, 5, where its negative value indicates the

complete tumor regression trend.

It should be stressed that the approach with GL effective

parameters, suggested by the more rigorous previous

mathematical model (see Mathematical Formalism), is a

phenomenological one with the aim of a simplified clinical, but

quantitative, understanding of the tumor progression at a more

personalized level (see next discussion section).

The final analysis concerns the abscopal effect, according to

Equation 8 with g = 0. Let us assume: a) an exponential decay of the

immune response with a time delay t between the RT on the primary

and the immunological effect on the secondary; b) the activated immune

system continues its effect on the secondary with an exponential rate

corresponding to the specific rate obtained at the end of the RT.

In other words, if tin is the starting day of RT on the primary, for

t < tin the metastatic site evolves according to the GL progression

with the untreated parameters. At tin the RT starts and the immune

system targets the secondary (see Equation 8 and its solution

reported in Mathematical Formalism). At the end of the RT, the

immunity response continues to reduce the metastasis with an

exponential behavior if the specific rate turns out to be negative.

In Figure 6 the result is depicted, i.e., the abscopal effect,

according to the previous approach, for different values of the

parameter I(0), determining the response of the immune system on

the secondary induced by RT (see Mathematical Formalism).
4 Discussion

The phenomenological approach, based on the previous

mathematical formulation, consists in fitting the specific rate data
Frontiers in Immunology 0698
by GL with effective parameters. Let us recall that the specific rate is

much more reliable than the volume tumor variation, in

determining its progression and the phase of growth or decrease.

We are aware that the coarse-grain proposed approach misses

the detailed dynamics and can be considered an oversimplified

description since the underlying pathways, Ng and Dai (22); Serre

et al. (23); Marconi et al. (25); Liu et al. (29); Valentinuzzi et al. (30);

Friedrich et al. (31); Bekker et al. (33) are summarized by the

macroscopic Equation 8. However, one has to recall that,

independently of the microscopic conditions, a large part of

untreated tumors follow the GL (see Vaghi et al. (3) for a recent

review) and that with a small number of parameters, one gets

quantitative clinical indications for personalized treatments. If, for

example, a patient gets a small specific rate by RT on the primary

tumor, then a small contribution of IT might be able to result in a

complete recovery.

The abscopal effect has been described by a macroscopic

coupling between RT and immune system response, where the

initial progression of the metastasis follows the GL with untreated

primary tumor parameters. This is a reasonable assumption

although the in-situ conditions can produce different results.

According to the specific conditions recalled in the introduction,

choosing the best dose fractionation and timing with respect to

immunotherapy is difficult. Notoriously, the use of protracted RT

schedules (standard fractionation or slight hypofractionation) is

discouraged since radiosensitive lymphocytes are cleared out from

tumor tissues at each fraction delivery, thus preventing their anti-

tumor function, Filatenkov et al. (61). Conversely, large doses per

fraction are effectively immunogenic, Muraro et al. (62). In particular,

doses below 12 Gy are the most suitable for enhancing the anti-tumor

immune response as over such a threshold there is the degradation of

immunogenic cytosolic DNA by an exonuclease, Trex, whose

expression, as evaluated in preclinical experiments, is cell line-

dependent and increases with increasing radiation dose Dewan

et al. (19); Vanpouille-Box et al. (26). On the other side, even very

low doses per fraction (< 1 Gy) seem to activate macrophages against

cancer cells and stimulate T-cell immunity Klug et al. (63). Doses over
TABLE 2 GL effective parameters of the comparison in Figure 2 (see
Equation S23 in Supplementary Material).

Tumor size aeff keff

untreated 0.054 ± 0.0031 0.0164 ± 0.0015

after first dose 0.036 ± 0.0058 0.11 ± 0.017

end of therapy (∗) −5.06 ∗ 10−4 ± 2 ∗ 10−6 −0.464 ± 0.003
Parameters in day−1. Statistical error based on c2 per degree of freedom.
TABLE 3 GL effective parameters of the comparison in Figure 3 (see
Equation S23 in Supplementary Material.

Tumor diameter (mm) aeff keff

untreated 0.135 ± 0.011 0.131 ± 0.11

after first dose 2.82 ∗ 10−3 ± 2 ∗ 10−4 −0.184 ± 0.015

end of therapy (∗) −1.99 ∗ 10−5 ± 6 ∗ 10−7 −0.783 ± 0.002
Parameters in day−1. Statistical error based on c2 per degree of freedom.
FIGURE 3

GL fit of literature data with effective parameters of the upper data
set of Figure 2A of ref.Nesseler et al. (58), where the untreated data
are in black, blue for one shot of 8Gy of irradiation and red for three
8Gy shots. Parameter reported in Table 3.
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12 Gy are involved in the damage of tumor vasculature by activation

of acid sphingomyelinase and production of ceramides, which

culminate in vessel obliteration with subsequent tumor regression

for insufficient nutrient and oxygen supply Song et al. (64). Therefore,

the entire dose range used in clinical practice may be useful to control

tumors and all RT fractionations combined with immunotherapy

deserve clinical investigations.

Recently, old RT techniques simultaneously combining very

different doses within the tumor, namely spatially fractionated

radiation therapy (SFRT), are gaining new interest because of the

assumption that tumor tissues spanning a wide dose range may

benefit from multiple immune activation mechanisms, which

eventually could be further boosted by ICI administration Ferini

et al. (65); Tubin et al. (66). Given the ability of new instrumental

exams to “map” tumor areas with different metabolisms, there is the

possibility of modulating the dose distribution according to the

oxygenation patterns inside the tumor to maximize both direct and

indirect (immune-mediated) lethal effects of radiation Ferini et al.
Frontiers in Immunology 0799
(67); Ferini et al. (68). With the latter approach, complete responses

have been documented earlier than with classic homogeneously-

delivered stereotactic RT doses and before ICI administration, likely

implying rapid immune intervention enhanced and maintained by

the addition of IT Ferini et al. (69).

All of the above considerations require the modeling of tumor

response to RT and IT to help predict the best combination strategy,

also given the inadequacy of current radiobiological mathematical

models to comprehensively explain the results deriving from this

association Ferini et al. (69).

In the proposed mathematical and computational approach, the

fractionization effects are taken into account by the functions Dnf

and �W(tnf , t0) and a spatially non-homogeneous behavior can be

easily implemented. However, a complete discussion requires a

forthcoming devoted analysis.
5 Conclusions

A comprehensive scope of the combined impact of radiotherapy

and immunotherapy is vital for clinical decision-making. Yet,

numerous mathematical models in existing literature prove overly

complex, characterized by an abundance of differential equations,

parameters, and initial conditions, rendering their practical

implementation quite challenging.

In this study, we use a macroscopic mathematical approach that

does not rely on the underlying microscopic dynamics. Instead, we

propose a simplified model of the tumor progression using a

Gompertz law, which involves just two parameters. Moreover,

utilizing numerical solvers of the equations provided in the

appendices is a straightforward process.

Examining how control influences system dynamics under

radiation and/or drug therapy sheds light on the disease’s

temporal progression. This approach holds promise in assisting

clinicians to make informed decisions by providing a clearer

understanding of treatment outcomes, namely, assessing whether

the therapy administered results in full recovery.
FIGURE 4

Specific rate of the lower data set of Figure 2A of ref. Nesseler et al.
(58). The curves represent the specific growth rate day by day, the
response to therapy is highlighted by a negative trend.
FIGURE 5

Specific rate of the upper data set of Figure 2A of ref. Nesseler et al.
(58). The curves represent the specific growth rate day by day, the
response to therapy is highlighted by a negative trend.
FIGURE 6

Progression on the metastatic volume, triggered by RT on the
primary, for different values of the coupling between the immune
system and RT (see Mathematical Formalism).
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Besides its clinical relevance, our approach shows potential for

additional experimental validation of the synergistic impact of the

abscopal phenomenon on treatment outcomes.

We recognize the importance of conducting rigorous

experimental investigations to solidify the theoretical basis of our

approach. By performing targeted studies and gathering more

empirical data, we aim to validate the approach in different

conditions and the significance of the abscopal effect in

influencing therapy outcomes. This experimental validation will

provide a deeper understanding of the interplay between the

administered treatment, tumor response, and the abscopal effect.

Moreover, our future research endeavors will focus on

elucidating the mechanisms underlying the abscopal effect and

quantifying its impact on treatment efficacy. By combining

computational modeling with comprehensive experimental

studies, we strive to enhance our understanding of this

phenomenon and optimize therapeutic strategies accordingly.

Ultimately, we aim to improve patient-oriented outcomes by

harnessing the full potential of the abscopal effect in cancer therapy.
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Mathematical model for untreated tumor growth with GL, immune therapy,
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chemotherapy for non-invasive
bladder cancer treatment
Marom Yosef and Svetlana Bunimovich-Mendrazitsky*

Department of Mathematics, Ariel University, Ariel, Israel
Mitomycin-C (MMC) chemotherapy is a well-established anti-cancer treatment

for non-muscle-invasive bladder cancer (NMIBC). However, despite

comprehensive biological research, the complete mechanism of action and an

ideal regimen of MMC have not been elucidated. In this study, we present a

theoretical investigation of NMIBC growth and its treatment by continuous

administration of MMC chemotherapy. Using temporal ordinary differential

equations (ODEs) to describe cell populations and drug molecules, we

formulated the first mathematical model of tumor-immune interactions in the

treatment of MMC for NMIBC, based on biological sources. Several hypothetical

scenarios for NMIBC under the assumption that tumor size correlates with cell

count are presented, depicting the evolution of tumors classified as small,

medium, and large. These scenarios align qualitatively with clinical

observations of lower recurrence rates for tumor size ≤ 30[mm] with MMC

treatment, demonstrating that cure appears up to a theoretical x[mm] tumor size

threshold, given specific parameters within a feasible biological range. The

unique use of mole units allows to introduce a new method for theoretical

pre-treatment assessments by determining MMC drug doses required for a cure.

In this way, our approach provides initial steps toward personalized MMC

chemotherapy for NMIBC patients, offering the possibility of new insights and

potentially holding the key to unlocking some of its mysteries.
KEYWORDS

mathematical oncology, tumor-immune interactions, individual-based model, drug
dose determination, non-linear dynamics
1 Introduction

Cancer diseases rank as a leading cause of death and a major health concern in modern

society (1). In particular, bladder cancer (BC) is among the most prevalent cancer types in

the world, with approximately 573,000 new cases and 213,000 deaths annually (1). The

highest incidence rates are observed in Europe, North Africa, West Asia, and North

America (2). BC’s high burden on both patients and health-care systems is mainly
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attributed to its intensive treatment and monitoring requirements,

making it one of the most economically costly cancers (3).

Research into the development of cancer cures continues to be a

highly challenging process despite tremendous scientific,

pharmaceutical, and technological progress in recent decades (4–6).

Various studies suggest confronting medical decision-making

challenges via collaboration between healthcare professionals

monitoring and interpreting data to help diagnose or treat patients,

and mathematicians developing new models and computational

simulations to characterize tumors and to pave the road to

personalized medical treatments (7–12). Taken jointly, these

contributions represent a step toward the development of

quantitative methods in the complex and nonlinear biology of

tumors, in particularly, using differential equations (13, 14).

MMC, epirubicin, and gemcitabine are anti-tumor

chemotherapeutic drugs used for non-invasive BC (15, 16). MMC

is an anti-tumor antibiotic discovered in the 1950s from

Streptomyces caespitosus cultures, which selectively inhibits DNA

synthesis by cross-linking complementary strands of the double

helix, leading to cell death (17). Its large molecular weight limits

physiologically systemic uptake in NMIBC, making this drug

generally well tolerated (18).

To mathematically analyze BC’s growth under the treatment of

MMC chemotherapy, we studied the biological phenomenon of

bladder tumor evolution and the current treatment protocols. Over

the past decades, the creation of mathematical models for BC

treatments has been driven by the need to address shortcomings in

existing treatment protocols, such as their limited efficacy and lack of

personalization (19–23). Among these, one study conducted by

Burgos Simón et al. (19) involved the use of two distinct systems of

difference equations. One system models the interactions between

tumor cells and inflammatory cells, while the other addresses the

subsequent phase involving tumor removal surgery, followed by

Bacillus Calmette-Guérin (BCG) immunotherapy treatment. Their

model analyzes hospital-sourced data to describe and predict

fluctuations in tumor size and immune responses. In Shaikhet and

Bunimovich-Mendrazitsky (21), the authors dealt with BC under

BCG immunotherapy treatments, and highlighted the importance of

the interplay of multiple parameters on the success of

immunotherapy. The model in Nave et al. (22) deals with

improvement of BCG immunotherapy for BC by adding

interleukin 2 (IL-2). By following the complex biological processes

of tumor, immune system, and BCG interactions, they provided a

reliable platform for in silico testing of alternative protocols for BCG

instillations and combinations with IL-2. While certain aspects of the

models mentioned earlier (19–23), such as the law of mass action,

form the foundation for our model concerning bladder tumors and

immune cells, it’s noteworthy that these models primarily focus on

immunotherapy. As a result, our approach to model chemotherapy

treatment draws inspiration from the works of de Pillis et al. (24) and

Rodrigues et al. (25) who have specifically constructed models

addressing chemotherapy treatments.

The work of de Pillis et al. (24) models cancer growth on a cell

population level to investigate tumor dynamics. By merging clinical

data from both laboratory mice and human trials together with

established mathematical terms of cell–cell interactions and
Frontiers in Oncology 02104
Michaelis–Menten, they started from the observation of biologists

that cancer growth is controlled by a healthy immune system.

Accordingly, they developed an ODEs system (Equation (0)) that

follows the stimulation of the immune response by tumor cells

under a combination of immune, vaccine, and chemotherapy

treatments:

dT
dt = aT(1 − bT) − cNT − DT − KT (1 − e−M)T ,

dN
dt = eC − fN + g T2

h+T2 N − pNT − KN (1 − e−M)N ,

dL
dt = −mL + j D2T2

k+D2T2 L − qLT + (r1N + r2C)T

−uNL2 − KL(1 − e−M)L + pILI
gI+I

+ vL(t),

dC
dt = a − bC − KC(1 − e−M)C,

dM
dt = −gM + vM(t),

dI
dt = −mI I + vI(t),

D = d (L=T)l

s+(L=T)l
:

8>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>:

(0)

At time t, the populations are represented by T(t) for tumor cell

population, N(t) for total NK cell population, L(t) for total CD8+T

cell population, C(t) for number of circulating lymphocytes, M(t)

for chemotherapy drug concentration in the bloodstream, and I(t)

for immunotherapy drug concentration in the bloodstream. The

characterization of the biological phenomenon was captured

through stability analysis and simulations, revealing cases where

disease progression is very sensitive to the initial tumor size or levels

of specific immune cells. This model provides new insights into

tumor dynamics, especially regarding the desirable tumor-free state.

Rodrigues et al. (25) proposed an ODEs-based model to study

the chronic lymphocytic leukemia (CLL)-immune dynamics under

chemoimmunotherapy. Similar to the approach of de Pillis et al.

(24), they highlighted the role of the immune system in eliminating

cancer cells. This model provides functional structures for

chemotherapy terms with saturating behavior, allowing to model

constant and periodic drug instillation, that can be applied to every

drug that is given periodically. A critical factor in the success of

chemotherapy, as shown in their model and observed by clinicians

(26, 27), is the intensity with which the tumor cells stimulate

immune cell production. This study serves as the foundation for

the formulation of chemotherapy terms in our model.

Realistic and physical modeling of the bladder has been studied

thoroughly in the context of hyperthermia of MMC treatment for

NMIBC, which is a targeted heating of the tumor area (28–31). For

example, the authors in Schooneveldt et al. (28) utilized a convective

thermophysical fluid model, based on the Boussinesq approximation

to the Navier–Stokes equations, to assess the benefits of physically

accurate fluid modeling in NMIBC patients undergoing

hyperthermia treatment. Their analysis, based on Computed

Tomography (CT) scans from 14 BC patients, demonstrated a

significant improvement in temperature prediction accuracy within

the urinary bladder compared to previous model (29). Additionally,

Sadée and Kashdan (31) developed a mathematical model using

conductive Maxwell’s equations to simulate therapy administration

and the Convection-Diffusion equation for incompressible fluid to

study heat propagation through bladder tissue. However, despite the
frontiersin.org
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progress made by biological and mathematical studies of MMC

chemotherapy for BC treatment, the optimal dose and mechanism

of this drug are yet to be determined (18, 32). To the best of our

knowledge, the fundamental oncological aspects of tumor-immune

dynamics for this purpose are absent in the existing studies.

In the current work, we recapitulate the state of the art of

mathematical modeling by presenting in this research a novel

mathematical model describing the dynamics of BC considering

MMC chemotherapy. The proposed model is based on the solution

of a system of three nonlinear ODEs that describes the tumor-

immune dynamics under the assumption that MMC chemotherapy

is administered continuously at a low dose. Notably, in a biologically

feasible parameter regime, a stable tumor-free equilibrium with a

non-trivial structure exists. Moreover, we utilized this stability

condition of this equilibrium for the creation of a new method of

personalized drug dosage determination. There are obvious practical

implications for chemotherapy treatment associated with the ability

to calculate MMC dose. To evaluate our work, we compared the

model simulations with clinical data. In addition, a sensitivity analysis

was conducted to observe how variations in the estimated parameters

affect the count of tumor cells. Ultimately, we discuss some more

general aspects of the therapeutic process.

The rest of the paper is organized as follows: Section 2 introduces

the underlying biological processes of BC dynamics under MMC

chemotherapy treatment, that the model aims to describe. Section 3 is

devoted for the mathematical model formulation. Section 4 presents

the model analysis, including the model’s steady states and their

clinical impact. The results are discussed in Section 5- where

necessary conditions for homeostasis and tumor elimination are

presented, and a new method is proposed for determining a

theoretically patient-specific upper bound of MMC dose. Finally,

Section 6 concludes the biological and mathematical features of the

model, including its clinical potential.
2 Biological background

NMIBC is defined as a growth of malignant tumor cells in the

urinary bladder, superficially developing on the inner surface and

confined to the mucosa or submucosa layers of the bladder wall (33).

The major risk factors are tobacco smoking and specific chemical

exposures in the occupational and general environments (34).

The treatment of BC comprises two phases, transurethral

resection (TUR) and adjuvant therapy. TUR is the standard initial

treatment involving an endoscopic procedure to remove the visible

tumor (35). Although TUR alone is capable of eradicating tumors

completely in some cases, these tumors tend to recur and may

progress to muscle-invasive BC (MIBC) (16, 36). In an attempt to

extend the recurrence-free interval, TUR is followed by the

administration of adjuvant therapy, in the form of intravesical

treatment with immunotherapy or chemotherapy, which is given

via the catheter (16, 36). The focus of our model is on the

chemotherapeutic drug MMC. MMC is instilled in the bladder

via the catheter and is generally safe due to its limited effects on the

bladder (18, 37). After instillation, MMC acts by inhibiting DNA

synthesis and subsequent death of tumor cells (38).
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Despite improved management for decreasing the recurrence

rate and prolonging the progression-free interval, the clinical

effectiveness of MMC is often limited, as the estimated 5-year

recurrence rate varied between 49% to 75%, with a risk of

progression to the muscle-invasive stage (38–43). Moreover, for

this treatment modality, the length and frequency of repeat

chemotherapy instillations are still controversial (38–43).

Clinicians emphasize that the inability to define drug dosage,

treatment frequency, and duration plays a significant role in the

failure of MMC treatment, highlighting the absence of an ideal

MMC regimen as a key issue (18, 44). One way that has shown

enhanced efficacy of MMC is treatment via microwave-induced

hyperthermia of MMC, but the success of this treatment is also

limited (45, 46). Therefore, new strategies are needed to improve

treatment protocols. As the initial step in working towards a new

strategy, we establish the first mathematical model to encompass

both immunological aspects and MMC chemotherapy for BC

treatment, conducting analytical investigations incorporating

various model assumptions. In this preliminary phase, we will

describe BC elimination under MMC chemotherapy.

The cascade of events leading to BC eradication after MMC

treatment can be summarized as follows (see Figure 1): BC tumor

cells, termed here as (T) undergo proliferation (47–51), and effector

cells (E), are produced at a constant rate due to healthy body

homeostasis, i.e., bladder functions are kept within a normal range

(step 0, Figure 1) (52, 53).

MMC (M) instillation (step 1, Figure 1) results in a cascade

effects of tumor elimination:
1. The direct effect: The MMC-DNA interaction leads to the

inhibition of DNA synthesis and the subsequent influences

on the process of cell division. Consequently, a fraction of

urothelial tumor cells (T) undergo arrest of the cell cycle

and apoptosis (step 2, Figure 1) (54–57).

2. The indirect effect: effector cells (E) are activated by

apoptotic tumor cells (T) (step 3, Figure 1) and eliminate

the latter via DCs’ phagocytosis and Cytotoxic T cells’

(CTLs) cytotoxicity (step 4, Figure 1) (55, 58). This

suppression of tumor cells (T) leads to the destruction of

the entire tumor (54, 55).
3 Materials and methods

3.1 Formulation of model equations

Our mathematical model consists of a system of ODEs that

describes interactions between tumor cells and the immune system

under MMC chemotherapy. Specifically, we track the temporal

dynamics of the following three populations: MMC chemotherapy

drug dose, M(t); bladder tumor cells population, T(t); and effector

cells population, E(t). The formulation of the equations was done by

bringing together the specific forms of cell growth, cell-cell

interactions, and drug-cell interactions (see Figure 1):
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Equation for the chemotherapeutic agent MMC (M). MMC

(M) is delivered into the bladder cavity for 1-2 hours by once-a-

week instillations over a 6-week to 8-week period and then once

monthly for 1-year (32, 59–61). Processes of this type introduce

time-dependent discontinuities into the model. The resultant non-

autonomous system may present analytical complexity. Therefore,

at the present stage, we have chosen to simplify and model constant

administration of MMC to the bladder; m ≥ 0 is a constant

parameter of the MMC instillation rate. We obtain Equation (1a):

dM
dt

= −m1 M|ffl{zffl}
washout

+ m|{z}
source 

, (1a)

where µ1 is the washout rate of MMC (M).

Equation for the tumor cells (T). Bladder tumor cells (T),

known for their heterogeneity (62), are assumed here to be entirely

identical for simplification. These cells undergo apoptosis due to

direct cytotoxicity of MMC (M) by inhibiting DNA synthesis (38,

54, 56, 57). Hence, tumor cells,(T), must decrease at an intensity

that is proportional to their encounter with MMC (M). By assuming
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these dynamics have a Michaelis-Menten form with p1 as a rate

constant, and a half-saturation parameter a, we get the term p1TM
M+a .

Upon activation by tumor cells’ (T) apoptosis, effector cells (E)

begin with the subsequent engulfment and destruction of the tumor

cells (T) (54, 55, 58), at a constant rate p2. Based on these processes,

the tumor dynamics can be formulated as follows in Equation (1b):

dT
dt

= −
p1MT
M + a|fflffl{zfflffl}

killed by MMC 

− p2 ET|fflffl{zfflffl}
killed by immune cells 

+ r T 1 −
T
k

� �

|fflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflffl}
growth 

, (1b)

Here, the number of tumor cells (T) increases due to natural

growth, as indicated by the third term following the logistic growth

law; r is the tumor growth rate and k represents the tumor’s carrying

capacity. In this context, we suggest that the carrying capacity k

represents a state of no-cure or even death within the biological

context. Hence, our focus is only on the range 0 ≤ T ≤ k.

Equation for the effector cells (E). CTLs and dendritic cells

(DCs) are immune cells represented by the term effector cells (E).

DCs reside in the bladder (63), so we assume that effector cells (E)
FIGURE 1

The model interactions of BC cells and immune system as a result of MMC chemotherapy (presented with parameters and the cascade steps are
numbered inside ovals as outlined in the text). Note that parameters without a direct influence from one cell type to another (p3) or those defined
solely by detailed mathematical terms in system (1) (r,k,a) are exclusively present in system (1). This image was created with BioRender.com.
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proliferate at a constant rate d0, in alignment with previous

mathematical models that describe antigen-presenting cells

(APCs) (64, 65). Apoptotic urothelial tumor cells (T), given by

the term p1TM
M+a , induce the activation of effector cells (E) at a

constant rate g (54, 55, 58). The Michaelis-Menten form of this

term accounts for the limited nature of this recruitment (66). In

addition, the term p3TE describes the effector cells' (E) deactivation

via an encounter with tumor cells (T) (54, 55). The natural mortality

rate of effector cells is µ2. Hence, effector cells (E) satisfy the

following Equation (1c):

dE
dt

= d0|{z}
source 

− p3 ET|fflffl{zfflffl}
deactivation 

− m2 E|{z}
death 

+ g p1TM
M + a|fflfflfflffl{zfflfflfflffl}

activation 

: (1c)

Thus, the tumor-immune interactions of NMIBC under MMC

chemotherapy are modeled by the following system of ODEs:

dM
dt = −m1M +m,

dT
dt = −T p1M

M+a + p2E
� �

+ G Tð Þ,

dE
dt = d0 + g p1TM

M+a − E p3T + m2ð Þ :

8>>>>>>>><
>>>>>>>>:

(1)

Where:

G(T) = rT 1 −
T
k

� �

With initial conditions:

M(0)  ≥  0,                T(0)  ≥  0,                   E(0)  ≥  0:

Note that the requirement above that for all t ∈ [0,∞),0 ≤ T(t) ≤ k,

is just a biological constraint of the model. Without assigning a specific

value to bound the tumor cell count, k and, consequently, T(t) can

theoretically represent any number of tumor cells.
3.2 Estimation of parameters

For the model to be complete, we carefully estimated parameter

ranges so that they are realistic and correspond to values found in

biological studies, while some were determined by the model to

yield meaningful results in simulations, consistent with reported

phenomena in the literature (see Table 1). The parameters, drawn

from animal models, cell lines, and human tumor samples, are

utilized for exploratory model analysis. Therefore, it is important to

note that it is unsafe to use them in clinical settings with human

cancer patients, as refinement through separate work based on

clinical research findings is mandatory before further utilization.

The interpretation of all parameters below should be considered

within the context of their respective roles in the ODEs system

(Equation 1).

• The decay rate of MMC - µ1:
Removal by metabolism, tissue binding and minimal absorption

across the bladder epithelium are the primary factors for MMC (M)

decay in urine (16, 67, 71). MMC (M) elimination rate µ1 = 21.05
Frontiers in Oncology 05107
[day-1] is derived from the mean constant rate of absorption and

degradation, reported by Dalton et al. (67). From the assumption of

exponential decay, the biological half-life of MMC (M) is t1=2 =
ln 2

21:05½day−1� = 47:4 minutes. There have been numerous studies that

support this result (37, 72, 73). One of them, the work of Gao et al.

(37), confirms that approximately 6% − 16% of the MMC dose was

present in the bladder tissue at the end of the 2 hours treatment

period [see Table 1 in (37)]. Even when using the same sources,

MMC half-life can vary, because there is a substantial intra and

inter-patient variability in degradation and absorption constant

rates based on various factors, such as incomplete bladder

emptying during treatment, urine acidity and hydration status

(72, 73).

• The MMC instillation rate - m:
A widely accepted protocol for a single MMC treatment session

is 40 mg in 50 ml sterile water administered intravesically for 2 hours

(74–77). Therefore, we considered the corresponding drug dose,

m0, that was calculated as follows (the molecular weight of MMC

is 334 g/mol (78)): m0 = (Protocol dose)×(Mw of MMC) = ( 40 mg
50 ml ) 

( g
103 mg ) ( 1mol

334 g ) ( 106mmol
1 mol ) = 2:395½mmol=ml� = 2, 395½mM�. Given

the hypothetical nature of continuous drug administration for

hundreds of days, we used a relatively small amount of drug to

preserve a total amount similar to that given in a single treatment.
TABLE 1 List of the model variables and parameters descriptions

Variable Description Unit

M(t) MMC chemotherapy drug
amount at time t

[mM]

T(t) Bladder tumor cells
population at time t

Cells

E(t) Effector cells population at
time t

Cells

Parameter Description Estimate Source

µ1 Decay rate of MMC 21.05[day−1] (67)

m Instillation rate of MMC 6.561 [µM/day] (32, 59),
Calculated

r proliferation rate of tumor
cells (T)

(0.01-0.045)
[day-1]

(20)

k Carrying capacity of tumor
cells (T)

(0.09-
1)×109[cells]

(20, 68)

p1 Inhibition rate of (T)
by MMC

(0.12-0.2)
[day-1]

(56)

a Half-saturation constant 1×102[mM] Estimated

p2 (T) cells inhibition rate by
(E) cells

(3.7-5.5)×10-6

[cells-1day-1]
(22, 69)

d0 Constant production rate of
effector cells

1.032×105

[cells×day-1]
(52)

g Effector cells' (E)
activation rate

9.12[day-1] (70)

m2 Effector cells' (E) death rate 9.12[day-1] (24)

p3 Effector cells' (E)
deactivation rate

(1.1-1.59)×10-6

[cells-1day-1]
(24)
fr
o
All parameters used are strictly positive.
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This strategy aims to simplify the real two-hour treatment, which is

generally considered safe for the local administration area (18, 37), and

may reduce the risk of theoretical over-toxicity. Over-toxicity is

indirectly addressed in this work through the consideration of drug

doses below the highest recommended values in the literature, as

discussed in the results section. Therefore, we chose to scale by t =

365 days which is close to the number of simulated days, to get the drug

instillation rate:m = m0

t = 2,395½mM�
365 days = 6:561½mM=day�. We chose to use

these units because they are compatible with in vitro experiments that

were done by Ojha et al. (56, 79). While practical pulsed therapy will be

discussed in future work, the rationale for assuming and supporting the

validity of our approach in scaling the drug instillation rate, including

simulations comparing the effects of this administration on large and

low MMC doses, is provided in Subsection 4.2 of the

Supplementary Information.

• The inhibition rate of urothelial tumor cells by MMC- p1:
According to Ojha et al. (56), a 24 hours exposure to 5µM of

MMC (M) induced 12-20% apoptotic cell death in non-invasive

tumor tissue samples from patients. Hence, a reasonable first

estimate is the range:

p1 = (0:12 − 0:20) ½day−1�:
• The saturation of the killing effect on urothelial tumor cells

by MMC - a:
The half saturation constant was calculated from model

simulations, to be 100[µM]. This theoretical value facilitates

scenarios representing tumor persistence and elimination with

treatment, and the observed activation of effector cells' anti-tumor

activity through modulation of anti-tumor immunity compared to

the no-treatment case (55, 58).

• The constant production rate of Effector cells - d0:
We use the information that during homeostasis, DCs are the only

subset of effector cells (E) which is capable of continuous replacement

with new cells (53). DCs undergo a limited number of divisions in the

spleen or lymph nodes, and are replenished at a rate of nearly 4.3 × 103

cells per hour (52). Hence, d0 = 4:3� 103½cells� hour−1� = 1:032�
105½cells� day−1�. The explanation for assuming constant effector cell

production and the rationale behind choosing this value are provided

in Subsection 4.1 of the Supplementary Information.
4 Model analysis

We establish the biological validity of the model through positive

invariance property, i.e., every solution of the system (Equation (1))

with positive initial conditions remains in the positive orthant R3
+.
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The invariance of positive orthant is quite useful for us to formally

verify the safety properties of our dynamical system. Since the model

variables describe biological and chemical elements represented by

nonnegative values in real processes, it is important that we do not

obtain negative values. Thus, we first prove the positivity of the

solutions (see proof in the Supplementary Information). Next, the use

of positive invariance property allows us to explore the model’s

equilibrium points from a biological perspective, including their

stability analysis and an oncological interpretation to formulate the

desired mathematical conditions for cure.
4.1 Steady states and stability analysis

The model [system (1)] is characterized by four nonnegative

equilibria (see Supplementary Information for details on the steady-

state derivation). In the absence of a straightforward biological

interpretation for the parametric form of the cancer equilibria, we

decided to analyze their stability numerically in the Supplementary

Information, and to focus solely on disease-free equilibrium points

which are summarized in Table 2. The stability analysis is performed

for themodel with and without chemotherapy. For convenience, I1 and

I2 denote the terms p2d0
m2

,
p1

m
m1

( m
m1
+a), respectively, when appeared in the text.

With the formulation described in the Supplementary

Information, we can now investigate the local stability of the

linearized model by studying the Jacobian matrix J of the system,

given by Equation (2):

J =

∂ F1
∂M

∂ F1
∂T

∂ F1
∂ E

∂ F2
∂M

∂ F2
∂T

∂ F2
∂ E

∂ F3
∂M

∂ F3
∂T

∂ F3
∂ E

2
6664

3
7775

=

−m1 0 0

− p1T
M+a +

p1TM
(M+a)2

r − 2r
k T − p2E − p1M

M+a −p2T

g p1T
M+a −

g p1TM
(M+a)2

−p3E + g p1M
M+a −p3 T − m2

2
6664

3
7775 : (2)

The following subsections present a stability analysis of the

nonnegative equilibria: first, in the absence of chemotherapy (4.1.1),

and second, under continuous therapy (4.1.2).
4.1.1 Homeostasis equilibrium
(without treatment)

EB1 = (M*,T*, E*) = 0,   0,  
d0
m2

� �
,

TABLE 2 Summary of the stability characteristics for the nonnegative equilibria solutions of system (1), in the absence of chemotherapy (m = 0) and
with therapy (m > 0).

Treatment Equilibriua M∗ T∗ E∗ Stability

m = 0 EB1 0 0 d0
m2

r < I1 locally stable

m > 0 EB2 m
m1

0 d0
m2

r < I1 + I2 locally stable
No point is shared by both cases.
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At this equilibrium, there are no tumor cells, and the immune

cells exhibit a homeostatic net production value dictated by the ratio

between constant production and natural mortality of these cells,

E∗. This value, regardless of stability condition to be discussed

separately, reflects the equilibrium itself as a non-adverse event, as

the killing rate of tumor by immune cells, p2, is not a factor in EB1.

Therefore, we conclude that the bladder maintains homeostasis.

The eigenvalues of the Jacobian evaluated at equilibrium are:
�l = ½−m1;−

d0p2
m2

+ r;−m2�.
Thus, all eigenvalues are negative if:

−
d0p2
m2

+ r < 0,⇒ r <  
d0p2
m2

:   (3)

Hence, if the condition in Equation (3) is satisfied, then every

solution of the original system (1) that starts near EB1 converges to

EB1 as t→ ∞. That is, the homeostasis equilibrium EB1 equilibrium

is locally asymptotically stable when r < I1 and unstable when r > I1.

Simulations in Supplementary Figure S1 illustrate that the tumor

rapidly disappears for parameters that satisfy the stability criterion.

From an oncological perspective, the term I1 can be interpreted

as the intensity of tumor killing by the immune system [more

specifically, effector cells (E)]:
Fron
1. The numerator, d0p2, is the product of the daily production

rate of effector cells (E), and the daily killing rate of tumor

cells (T) by effector cells (E), respectively. Therefore, this

term reflects the potential daily killing rate of tumor

cells (T).

2. The net daily rate of this killing process is obtained as d0p2
is divided by the mortality rate of effector cells (E), µ2.
Accordingly, stability condition (3) characterizes the range of

the tumor growth rate r, for which immune activity I1 is capable of

killing tumor cells, to a stage where the immune system is in

homeostasis. For smaller values of I1, the tumor’s growth rate

dominates and the tumor-free equilibrium destabilizes.

4.1.2 Tumor-free equilibrium (under treatment)

EB2 = (M∗,T∗, E∗) =
m
m1

,   0,  
d0
m2

� �
:

At this point, no tumor cells are present, and the immune

system is in homeostasis, as outlined for EB1. One might wonder,

however, how an equilibrium in which chemotherapy is present in

the system can indicate a cure for a disease. We resolve this issue by

referring back to the model’s structure. The term m
m1

reflects a very

small amount of MMC. Recall that the instillation rate, m, is

obtained by division of the drug dose m0, by t, which is close to

the number of simulated days. Moreover, in EB2, m is divided by

MMC washout rate, µ1. Using the estimated parameters of the

model, this value is of 0.311[µM], implying that beyond 99.99% of

the drug dose m0 was cleared, i.e., without side effects or toxicity. In

other words, we suggest that this equilibrium point indicates cure

only under the assumption that there remains a small amount, M∗,
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of MMC in the bladder (under continuous therapy for a prolonged

period of time).

Stability: The eigenvalues of the Jacobian at this equilibrium are:
�l = ½ − m1, r −

p2d0
m2

−
p1

m
m1

( m
m1
+a) ,−m2�: Therefore, all eigenvalues are

negative, if:

r <
p2d0
m2

+
p1

m
m1

m
m1
+ a

� � : (4)

The tumor-free (cure) equilibrium EB2 is locally asymptotically

stable when r< I1 + I2 and unstable when r > I1 + I2.

A biological understanding of this criterion may be introduced

as follows. At equilibrium, the first term on the right hand, I1, is the

net daily killing rate of tumor by immune cells, as highlighted in

condition (3). In the same way, the second term, I2, is the net daily

killing rate of tumor by MMC chemotherapy:
1. I2 involves the MMC source, m molecules of drug that are

introduced daily, multiplied by the killing rate of tumor

cells via MMC effects, p1, to give the daily MMC efficacy.

2. This efficacy, p1m, is limited by MMC decay, at a daily rate

µ1, and the saturation effect given by the Michaelis-Menten

form, with a half-saturation parameter, a.
Therefore, the right hand of (4) reflects the sum of all the killing

effects of the tumor, by both the immune system and chemotherapy

treatment. When this total killing rate is greater than the tumor

growth rate r, the tumor-free equilibrium is stable (numerical

simulation appears in Supplementary Figure S4). Should the

tumor growth rate, r, be larger, the tumor’s strength governs the

process and the equilibrium loses stability. The criterion shows

the ranges for r, within which constant MMC treatment, together

with effector cells (E), can clear the tumor to a state where, similar to

EB1, the immune system is in homeostasis, free from side effects.
5 Results

We begin with formulating conditions for disease-free states

through stability analysis. Subsequently, we compare the behavior of

model simulations to clinical data, and conduct a numerical parameter

sensitivity analysis on estimated parameters. Furthermore, we present

an application in MMC dosage determination.
5.1 Mathematical conditions for
tumor extinction

It is a main interest to identify the criteria for which tumor is

cleared. Two equilibrium points in the current model exhibit the

desired result of a healthy bladder, i.e., T = 0:

1.Homeostasis:When tumor is untreated, the body relies solely

on its immune cells for defense. With respect to EB1, the

homeostasis equilibrium, the stability criterion (4), to maintain

the state of no tumor cells:
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r <  
p2d0
m2

: (3)

2. Tumor-free equilibrium: A similar stability-criterion was

found for EB2, the tumor-free equilibrium:

r <
p2d0
m2

+
p1

m
m1

m
m1
+ a

� � : (4)

The competition of immune cells alone or in combination with

chemotherapy against tumor cells is reflected in each criterion here

by tumor killing and tumor forming activities, respectively. That is,

as outlined in criterion (3), the destructive mechanisms of the

immune system alone against tumor cells are strong enough to

eliminate tumor cells only up to a certain threshold, I1, which is the

upper bound for the tumor growth rate, r. This theoretical threshold

increases in the criterion outlined by Equation (4), as MMC’s killing

ability, I2, is added to the immune killing ability I1. As a result, the

synchronization of all tumor killing effects enables to eliminate even

more rapidly growing tumors, i.e., r ∈ (I1, I1 + I2). For smaller

destruction rates in each criterion, the tumor’s proliferation

capacity dominates, resulting in the destabilization of EB1 and EB2.
5.2 Model examination

We are now interested in comparing the above model [system

(1)] with data obtained from biological studies as well as previous

mathematical models, as described below and in Table 1 and

Supplementary Table S2. Computer simulations were performed

using fifth-order adaptive step Runge-Kutta integration, as

implemented in the ode45 subroutine of MATLAB, to visualize

approximations to the solution for the model ODEs. We also tested

ode23s for systems with varying time scales involving cells and

molecules. However, results showed no observable difference

compared to the ode45 solver, indicating both are suitable for

simulations. We start by illustrating distinct case scenarios of the

disease as captured by our model. Then, we study the behavior of

our model when confronted with oncological research.

Since no geometrical considerations are being taken in this

paper, we used the term tumor size in the meaning of the number of

tumor cells. To incorporate oncological terminology into the model,

we followed the methodology outlined in (20) to translate the

prognostic factor ‘tumor size’ for recurrence in BC (80) into

tumor cell count. The tumor surface area was calculated assuming

a circular shape and a 3-cells depth to determine the volume using

the length of cell being approximately 10µm. Given that 1mm3 ∼
106 cells (81), the formula of the number of tumor cells is:

#Cells  = p(radius)2h�  106

≈ p �  (radius½mm�)2 �  3 �  (10−2½mm�) � 106  ½cells�
1  ½mm3� :

(5)

The presence of recurring or residual tumors after TUR has

been documented in the literature (39, 82). Therefore, we use the

reasonable assumption that the diameter of each residual tumor is

not more than the length of resection. Utilizing the formula given in
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Equation (5) we derive the corresponding initial tumor cells count,

T(0), with regard to the initial clinical tumor sizes.
5.2.1 Theoretical simulations
We simulated three types of scenarios according to the initial

tumor cell count. The choices for tumor sizes based on the

information that small BC tumors typically range from less than

20[mm] in diameter (83), with the lower limit of sensitivity for

detecting BC tumors ranging from 5 to 10[mm] (84). Medium

tumors are defined within the range of 20-50[mm], while large

tumors are classified as > 50[mm] in the study of Loloi et al. (83):
1. The initial tumor cell count for a tumor of “small” size T(0)

= 5.3 × 106, corresponding to a size of 15[mm].

2. The initial tumor cell count for a tumor of “medium” size T(0)

= 1 × 107, corresponding to a size of 20.6[mm].

3. The initial tumor cell count for a “large” tumor T(0) =

6.62×107, corresponding to a size of 26.5[mm]. This value is

below the highest reported value of 75[mm], where

successful tumor resections were performed, as noted

in (85).
In each numerical simulation, we showed the evolution of

tumor in time with and without treatment. The simulated “small”

tumors can be eliminated by the immune system (effector cells) only

for initial tumor size of T(0)< 7.36 × 106 (see Figure 2A), and if

untreated, tumors with greater T(0) grow until they reach the

carrying capacity. With the killing effects of MMC, as specified

above, all treatment simulations resulted in decreased tumor cell

counts (T), compared to the no-treatment scenario (see Figures 2A-

C). However, MMC could eliminate “small” tumors for initial

tumor size which is T(0) ≤ 2.93 × 107. This suggests that MMC

has a curative effect within a certain range of initial tumor cell

numbers, which, for the results in Figures 2A–C, falls within 7.36 ×

106≤ T(0) ≤ 2.93 × 107. If the number of cells exceeds a theoretical

threshold for “large” tumors, the treatment will not be sufficient to

cure BC (see Figure 2C). It is noteworthy that even when initial

tumor sizes fall below this theoretical threshold, variations in model

parameters, such as increased tumor growth rate r or decreased

immune production rate d0, can result in a rise in tumor cell count,

manifesting as tumor cell count beyond the theoretical threshold.

To demonstrate this influence on tumor cell count, we conducted

simulations with parameter variations (see Subsection 4.3 of the

Supplementary Information).

The next step is to investigate the behavior of effector cells (E).

In all simulations (Figures 2A-C), MMC treatment resulted in a

higher effector cell counts compared to the untreated scenario.

This is particularly evident in simulations with larger initial tumor

sizes (Figures 2B, C), and subtly visible in Figure 2A due to the

logarithmic scale of the y-axis; a zoom plot revealed a gap between

treated and untreated scenarios, declining from about 1,700 cells

after 1 day of simulation to approximately 50 cells only after 250

days. Studies of Hori et al. (54, 55) indeed suggest that

immunosuppressive cells called regulatory T-cells (Tregs) which

regulate effector cells counts, are reduced by MMC.
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A

B

C

FIGURE 2

The behavior of urothelial tumor cells (black lines) and effector cells (blue lines), with (solid lines) and without (dashed lines) continued application of
MMC. Initial conditions are found in the Supplementary Information. (A) Tumor elimination with and without chemotherapy. The elimination is
slightly faster under continued application of MMC chemotherapy. (B) Cure only under chemotherapy. Without treatment there is a logistic growth
of tumor cells (T), so there is no cure. (C) Tumor persistence with and without chemotherapy. Effector cells decrease, but more significantly
without treatment.
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Regarding treatment outcomes, in cases where a cure is

achieved, effector cell counts consistently increased throughout

the entire simulated time (Figures 2A, B), approximately starting

from the end of day 1 after the initial reduction. The initial

reduction during the first day in all simulations (Figures 2B, C)

reflects tumor burden (p3ET) in Equation (1c), which, for given

parameters and initial conditions, determines the sign of the term
dE
dt . Subsequently, a possible interpretation is that the dynamics are

determined by the treatment outcome: an increase in effector cells

over time if treatment is successful (T declines), or a decrease if

tumor persistence occurs (T increases). Distinct behavior is shown

in treatment failure (Figure 2C), showcasing an interesting case

with a slight decrease in effector cell count from 1 day after

treatment to the end point of the 400-day simulation. This can be

explained by the larger initial tumor size, as all other initial

conditions were identical to those in the other simulations. In

other words, beyond Tregs regulation, tumor cells may indirectly

induce a slight decrease in effector cells by triggering Tregs elevation

beyond a specific threshold. Hori et al. (54, 55) do emphasize that

cancer cells induce activation of Tregs, which play a role in

controlling immune escape in cancer. The combined effects of

MMC and the immune system’s killing effects appear insufficient

for the complete eradication of tumor cells in this case.

5.2.2 Qualitative comparison to
oncological studies

The model is designed to find generic qualitative insights

intrinsic to its structure. Accordingly, simulations should not be

interpreted as predictions. In the absence of specific observed

clinical data, we refer to our approach as ‘qualitative agreement’,

based on the available observations and a comparison with

literature consistency. We first confronted the model output to

studies of NMIBC without MMC chemotherapy. In two studies (80,

83) that focused solely on TUR, larger-sized tumors were associated

with a higher likelihood of developing postoperative complications

and death. The model simulations without treatment show that

indeed increasing the initial tumor size changed tumor dynamics

from tumor elimination to tumor persistence (see Figures 2A-C).

Under the model assumption of tumor size, our simulations

demonstrate similar behavior: tumors that exhibit a cell count

below 7.36 × 106[cells] (< 17.68[mm]) are eliminated by the

immune system, and for values above this threshold, no cure

is evident.

In the assessment of treatment success, a step toward validation

involves addressing the following inverse problem: given the

prescribed dose of MMC in the reported protocol, what is the

maximum threshold of initial tumor size, under the model for

achieving a tumor-free state? To solve this problem, we varied the

initial condition of tumor cell count, T(0), while keeping all other

parameters and initial conditions unchanged (see calculations and

simulations in the Supplementary Information). We used clinical

research studies that analyzed the impact of a single MMC

instillation post TUR surgery in patients with low-risk BC (tumor

size of 30[mm] or less):
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1. In the study by Solsona et al. (86), a 24-month follow-up

revealed a significant increase in the recurrence-free

interval, along with reduced recurrence and tumor rates

per year in the MMC group compared to the control group.

Our simulations, utilizing the study dosage, establish a

threshold of 1.21×107[cells], corresponding to a tumor

diameter of 22.67[mm] (see Supplementary Figure S7).

2. The prospective study of Ersoy et al. (87), showed no

recurrence of patients during the follow-up period of five

years. Utilizing their dosage plan, the model attained a

threshold of 2.14 × 107[cells], corresponding to a diameter

of 30.14[mm] (see Supplementary Figure S8).
Given that no tumor-immune specific parameters can be

extracted from these studies, the model simulations can only

hypothesize that a curative effect may extend to tumors up to a

certain x[mm] size. That is, the resulting values only allow us to

demonstrate the technical ability to calculate thresholds. However,

simulations with treatment do demonstrate curative effects up to a

diameter that exceeds those without treatment, thereby

underscoring the positive impact of MMC compared to the

control group.

In (86), recurrence was observed in some patients of study. This

can be modeled by the inter-patient variability on the biological

level- such as different tumor growth rate, different immune cells

production rate, as shown in Subsection 4.3 of the Supplementary

Information. We conclude that the obtained threshold values for

cure state are dependent on the specific choice of the parameters

which reflects a specific tumor-immune condition of the patient.

This way we can resolve the slight changes in values from the range

in these clinical studies.
5.3 Sensitivity analysis

We conducted sensitivity analysis on all model parameters (see

Figure 3). The analysis was performed with respect to the tumor cells

count (T) at day 365 in the treatment case, which implies that at this

specific time point, the total drug dosage administered to the

hypothetical patient equals the dose of a single chemotherapy

treatment (recall scaling of MMC dosage in Section 3). Following the

methodology outlined by (88), we employed Latin hypercube sampling

to generate 1000 samples, and chose the range of each parameter from

1/2 to twice its values in Table 1, adopting the strategy described in

(89). These samples were then used to calculate the partial rank

correlation coefficients (PRCC) and the p-values with respect to the

tumor cells count (T) at day 365. We observe that parameters

promoting anti-tumor dynamics, including the sources (input)

parameters of chemotherapy and the immune system (m, d0), along

with the killing and activation rates of the tumor by these elements (p1,

p2, g), demonstrate negative correlations with tumor size. Conversely,

parameters that promote tumor growth and anti-tumor dynamics—

the growth rate of the tumor (r), deactivation of immune cells (p3),

mortality rate of immune cells (µ2), and chemotherapy washout rate
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(µ1)—exhibit positive correlations with tumor size. Overall, Figure 3

reveals that the parameters p2, r, and d0 have the greatest influence on

tumor growth. In the quest for a deeper understanding of the influence

of two parameters, µ1 and a, which can be estimated in various ways in

the absence of empirical or consensus data, we conducted uncertainty

analysis (see Section 6 in the Supplementary Information).
5.4 Application for MMC
dose determination

Clinicians often consider ‘dosage determination’ as a critical

aspect in improving MMC delivery and optimizing patient

outcomes (39, 44). While variety of MMC chemotherapy

treatment programs are available (90), new auxiliary tools are yet

necessary to precisely determine the amount of MMC required to

cure a specific BC patient.

To facilitate the process of personalized dose determination, we

propose a new bio-mathematical algorithm of MMC for the

treatment of BC patients. We use the following assumptions

regarding the initial conditions of system (1), to describe patient

state after MMC treatment:
Fron
• The completeness of tumor resection- during the TUR

procedure almost all of tumor cells are removed, i.e., T(0)

≈ 0. Support for this assumption is found in the biological

literature (16, 36, 91).

• The vast majority of MMC is cleared (92, 93), so that M(0)

≈ 0. Therefore, we can choose e = m
m1

which is negligible,

such that M(0) = e.
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• There is a homeostatic production of immune cells, i.e., E(0) ≈
d0
m2
. This assumption is reasonable since MMC is generally safe

due to its limited effects to the local area of administration

(18, 37).
This way, system (1) introduces small perturbations from the

entries of the tumor-free equilibrium, EB2. As a next step, we will

manipulate the expressions for stability criterion (4) of EB2:

m <  
m1a  

p2d0
m2

− r
� �

r −   p2d0m2
− p1

m1

: (6)

To ensure that the condition in Equation (6) is biologically valid for

MMC instillation rate, m, it is essential to verify that the right hand of

(6) is positive. We obtain the condition given by Equation (7):

p2d0
m2

< r <  
p2d0
m2

+  
p1
m1

: (7)

Note that the range for r is valid only if both the numerator and

denominator of the right-hand side of criterion (6) are negative.

Utilizing local stability condition for EB2, the dynamical system

suggests cure. The obtained criterion (6) enables the calculation of

an upper bound for the MMC dose at which treatment is successful,

based on theoretically patient-specific parameters. A step-by-step

description of the algorithm can be found in Figure 4. The

algorithm categorizes patients into two groups; One group for

theoretical patients eligible for dose calculation—where the model

facilitates determining a dose below the clinically recommended

maximum. This indicates that the model identifies a dosage interval

within which a cure, according to the model’s criteria, is achieved.
FIGURE 3

Statistically significant PRCC values (p-value< 0.01) for T(t) at day 365.
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FIGURE 4

Algorithm for MMC drug dose determination in treating BC patients. This image was created with BioRender.com.
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Should the upper bound surpass the recommended maximum, we

interpret this as over-toxicity, emphasizing the significance of

considering the recommended range. It is important to note that,

in this particular case, the recommended range is within the

curative range. Yet, for enhancing the specificity of the curative

range, future efforts will require a focus on determining a lower

bound for the curative range, in addition to restricting it by the

upper bound. The second group, labeled as ‘theoretical non-

responders’, consists of patients excluded due to theoretically

specific parameters not meeting the cure conditions (6) − (7) or

receiving an insignificantly small calculated dose.

To demonstrate the robustness of the method for a large number

of patients in a 3-D plot, we adopted a systematic approach through

virtual experiments with variations of all parameters except r which is

determined by the algorithm. The algorithm was used for 2,000

different hypothetical patients to understand how parameters affect

the performance of the method (see Figure 5). Variations of

parameters from Table 1 were performed, but such that I1 < r

holds. This choice enabled us to exclude instances where parameter

sets do not provide positivity of MMC dosage. Thus, the focus was on

cases for which a feasible MMC dosage could be calculated; excluded

cases are viewed as theoretical non-responders, i.e., further

investigation is required beyond the scope of this paper. For each

patient, criteria (6)−(7) provided a range of growth rates r for which

MMC dosage is positive. For each one of the calculated intervals of r

values, one value was chosen randomly by the Matlab rand function,

and for this value an upper bound for therapeutic MMC dosage was

calculated in units ofmg. It is noteworthy to observe that intervals of r

with higher values are observed alongside higher values of d0 and p2.
6 Discussion

Arguments regarding MMC’s role in curing NMIBC have been

made in many articles (56, 58, 75). This study adds a quantitative

basis to these considerations, by showing that under the model
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assumptions, the complex biological processes of NMIBC, the

immune system, and MMC interactions can be captured by a

relatively simple 3-dimensional system. The model exhibits four

non-negative equilibrium points, which depend on chemical and

biological related parameters. The nontrivial dependence of the

dynamics on tumor growth (r) is emphasized as oncologically

relevant. Particularly, the model analysis in biological context

suggested the following distinct dynamical patterns, which are

explicitly dependent upon the appropriate range of r (see

Supplementary Figures S1-S4). Under no treatment, m = 0,

homeostatic phase of a healthy bladder is conserved for low

tumor formation rates r < I1, meaning that the immune system

alone is capable of clearing bladder tumor cells. The tumor is

eradicated exponentially fast as immune activity I1 increases.

Violation of this condition results in a logistic expansion of the

tumor. When MMC is administered, m > 0, it is important to note

that stability of tumor-free equilibrium, means that as soon as

MMC chemotherapy is added, the killing effects of chemotherapy

are added to the process, enabling the elimination of tumors with a

faster growth rate than the homeostatic phase, r < I1 + I2. For high

tumor formation rates r > I1 + I2, in view of the limited killing effects

of the immune system and MMC, it is impossible to cure tumors

that proliferate very rapidly.

In light of the increasing prominence of mathematical models in

cancer research (7), our model did add new elements into the current

discussion on treating BC patients, as well as detecting

hypothetical properties that are not evident in experimental studies.

Chemotherapy protocol investigation is one of these features. Based

on a distinctive viewpoint of local stability, we designed a new

method to calculate an upper bound to the drug dose, m0, for

which chemotherapy is successful. At its current stage, this method

remains theoretical, offering valuable insights into the structural

dynamics of the model and its capacity to accommodate unit

conversion factors relevant to drug measurements via stability

analysis. The analytical procedure allows to classify patients into

two groups given a theoretically specific set of patient’s parameters:
A B

FIGURE 5

The model algorithm applied for 2,000 hypothetical patients. (A) Ranges for parameters r, such that m is positive. The blue and red dots correspond
to the left and right interval endpoints in (7), respectively. The observed intervals are depicted in the figure using a zoom-in view to enhance
visualization. (B) Upper bounds for MMC dosage. The upper bound for each hypothetical patient was computed using criterion (6).
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those who will benefit from the treatment and those who will not.

When the upper bound of MMC amount cannot be calculated or is

negligible, the model output does not suggest cure. Otherwise, it is

possible to determine the individual drug dosage as shown in

Figure 4. We concluded that this kind of range is clinically relevant

because it may potentially reveal the effectiveness of the treatment

protocol in a nontrivial way compared to classic pharmacological

studies which are PK/PD-model-based (9). Furthermore, only a

limited number of clinical MMC dose comparison studies have

been conducted. For example, in (94), the researchers performed a

prospective, randomized study to compare 30 mg and 40 mg of

MMC dose for BC patients. This approach is realistic since it provides

the actual biological results. However, due to the impracticality of

testing all possible dosing options in clinical trials, the efficacy of these

studies is inherently constrained.

The clinical observation that low-risk bladder cancer (BC)

patients form an inhomogeneous group, that can be stratified by

tumor size (95), is highlighted in the model through simulations

(Figures 2A-C). The simulations suggest that chemotherapy success

depends on the initial tumor size, but also on model parameters (see

Figure 3). As described in the literature (59), our simulations

demonstrate the effectiveness of MMC that in some cases offers a

better cure, and even provide a theoretical threshold of tumor cells

number that can be eliminated, given a hypothetical specific set

of parameters.

To enable the results above to help doctors evaluate the risks of

MMC treatment protocols for BC patients individually, it is

essential to measure specific clinical parameters for each one of

them. In other words, the presented parameter values and ranges

are not asserted as the single possible choice; rather, they serve to

demonstrate the adaptability of incorporating biological data into

modeling. The eventual refinement of all model parameters will be

dictated solely by future findings in biological research. To begin

with, the assessment of the tumor growth characteristics in patients

in vivo to calibrate the growth rate, r. Currently, we are not aware of

any in-vivo method to continuously track the value for this

parameter. With regard to the measurement of the MMC’s

properties in the human bladder, it is necessary to investigate the

specific washout rate µ1 and killing capacities of MMC for

calibration of the killing parameter p1 and the Michaelis-Menten

half-saturation constant a. One step in this endeavor involves the

establishment of a bio-bank comprising patient-derived BC

organoids for the assessment of drug responses (96). Similarly,

progress has been made with the examination and count of tumor

infiltrating lymphocytes (TIL) in biopsy samples (97). However,

immune cells (CTLs and DCs) production and death rates- d0, µ2,

respectively, are yet to be found in thorough measurements

supported by extensive datasets.

Current model was created to formulate explicit mathematical

relations, such that a balance between analytical tractability and

biological credibility was maintained. However, this study has

limitation by its exclusion of the spatial structure of tumors.

Existing models recognize the significance of incorporating the

spatial structure of tumors for obtaining realistic results (98–100).

Another limitation is exclusion of the heterogeneity within tumor

and immune cell populations; specific subpopulations like BC stem
Frontiers in Oncology 14116
cells and Tregs are acknowledged in biological literature for their

association with resistance to MMC treatments (54, 56). For

instance, the autophagy process, known to be involved in BC

resistance to MMC, is associated with BC stem cells (56).

Furthermore, the lack of characterization of specific behaviors in

immune cell subpopulations, such as the regulatory role of Tregs in

tumor dynamics (63, 101), may lead to potential misconceptions

about immune system mechanisms. This is evident in the

assumption of constant effector cell production (d0). It does not

include important aspects of effector cell proliferation, where DCs

play a vital role in adaptive immunity by presenting antigens and

activating T cells. Activated DCs can migrate to lymph nodes to

prime naïve T cells (63), while Tregs regulate these immune

responses. These processes significantly influence effector cell

dynamics. Toward an in-depth understanding of the underlying

biology, future work should address these limitations.

Finally, MMC is currently considered one of the most effective

chemotherapy treatments after TUR to prevent NMIBC. In this

paper, we propose theoretical explanation for the fact that still, a

substantial percentage of patients fail the treatment (38–43). It is

possible that treatment failure results from tumor size, as described in

the literature (86, 87) and shown in Figure 5, or from an improper

selection of the drug dose, m0, that is implicitly reflected in the drug

instillation rate, m, of the model. In this context, improper is defined

as a set of parameters that are theoretically patient-specific and do not

meet the conditions required by this mathematical method for cure.

In particular, as outlined in the sensitivity analysis section, and as

evident from the illustrated behavior in Figure 3, for higher values of

parameters p2 and d0, in some cases yield higher values of growth rate

r such that MMC dosage could be calculated. However, this does not

guarantee a valid upper bound for dosage. Upon proper extensions

and a thorough validation, the model can potentially pave the way for

developing predictive tools for BC growth and determining curative

drug dosages.
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the recurrence of solitary non-muscle invasive bladder cancer and tumor infiltrating
lymphocytes. Croatian Med J. (2012) 53:598–604. doi: 10.3325/cmj.2012.53.598

98. Lazebnik T. Cell-level spatio-temporal model for a bacillus calmettendash;
gueacute;rin-based immunotherapy treatment protocol of superficial bladder cancer.
Cells. (2022) 11:1–15. doi: 10.3390/cells11152372

99. Lazebnik T, Aaroni N, Bunimovich-Mendrazitsky S. PDE based geometry model
for BCG immunotherapy of bladder cancer. Biosystems. (2021) 200:104319.
doi: 10.1016/j.biosystems.2020.104319

100. Lazebnik T, Bunimovich-Mendrazitsky S. Improved geometric configuration
for the bladder cancer bcg-based immunotherapy treatment model. In: Bebis G,
Gaasterland T, Kato M, Kohandel M, Wilkie K, editors. Mathematical and
Computational Oncology. Springer International Publishing, Cham (2021). p. 63–7.
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