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Editorial on the Research Topic

Lessons from external quality control in laboratory medicine: important
implications for public health!
s

1 Introduction

Laboratorymedicine has gone a longway from the optical and olfactory analysis of urine
in the 16th century to modern day laboratory diagnostics, where even a small amount of
nucleic acid from human pathogens can be detected out of a matrix of a variety of other
molecules. Moreover, currently, up to 80% of medical decision making is supported by
laboratory analysis, highlighting the substantial impact of laboratory medicine on public
health (Salinas, 2023). The need for reliable laboratory results, regardless of testing site or
method, gained international attention when a survey by Belk and Sunderman showed that
42% of laboratory results for glucose and 49% for hemoglobin were of insufficient quality
(Belk et al., 1947). Then, as now, those figures were unacceptable and posed a clear threat to
public health. This publication is often cited as the kick-off for the success story of external
quality assessment (EQA) schemes, also known as proficiency testing (Doxiadis et al.,
2024). Today, EQA schemes are a mandatory part of various national and international
guidelines like the Clinical Laboratory Improvement Amendments of 1988 (CLIA) of the
United States of America (USA) (Clinical laboratory improvement Amendments of 1988)
or the Guideline of the German Medical Association (Richtlinie der Bundesärztekammer
Rili-BÄK) (Bundesärztekammer, 2023). In addition, laboratories seeking accreditation,
e.g., according to ISO 15189, are obliged to participate in external quality assurance
procedures (ISO, 2023).

The organization of EQA schemes is mostly done by non-profit organizations like
INSTAND e.V., CAP or UK-NEQAS and some commercial institutions like BioRad
and all institutions are accredited according to ISO 17043. Although the guideline
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provides a good framework for the organization of high-quality
EQA schemes, EQA providers still face some hurdles such as
the provision of suitable samples for the quality assessment.
One intensely discussed Research Topic is the commutability of
EQA samples, meaning their exchangeability with patient samples.
In their opinion paper, Vierbaum et al. address the currently
published models of commutability assessment and discuss them
in the context of feasibility particularly for the providers of
EQA schemes.

This feasibility is especially challenged when new analytes or
methods are introduced to the in vitro diagnostic market. A growing
market is focused on point-of-care testing (POCT, also known
as bedside diagnostics) and the analytical increase in this area of
laboratory medicine has also been observed by Luppa et al. for
the detection of glucose with a rise in participating laboratories in
the POCT glucose EQA program in Germany. In addition, they
put the EQA results for HbA1c and POCT-glucose in perspective
to the current diagnostic methodology of tests for diabetes as
well as morbidity and mortality of diabetes patients, showing
that the quality of the measurement of HbA1c clearly improved
over time.

The positive impact of accreditation status and analytical
methods on the likelihood of satisfactory results in the detection
of Escherichia coli in environmental samples by Canadian
environmental testing laboratories was demonstrated by Sreya et al.
and the authors propose an implementation of regulated EQA

schemes in drinking water safety plans.
New clinical variants of bacteria challenge laboratories and

physicians alike, and therefore it is important to include these
variants in quality assessments for training and for testing the quality
of the assays used. In support, Kremser et al. showed a positive effect
of using new clinical variants for EHEC/STEC, B. burgdorferi and
MRSA/cMRSA in their longitudinal evaluation of EQA schemes
for the detection of these bacteria using nucleic acid amplification
techniques (NAAT).

Bacteria pose a growing threat to public health
due to increasing antimicrobial resistance (AMR)
(Antimicrobial Resistance Collaborators, 2022; The Lancet,
2024). Therefore, the correct identification and subsequent
susceptibility testing of bacteria is of paramount importance for
therapy and care of infectious diseases. Here, Lindenberg et al.
examined 17 years of EQA schemes for bacterial identification

and susceptibility testing and showed that while the quality of
bacterial identification remained consistently high, the quality
of AMR testing was affected by laboratory type as well as
changes in testing guidelines and unregulated adherence to these
guidelines.

The recent COVID-19 pandemic and the Mpox outbreaks
have brought the detection of viral genetic material by NAAT
into the focus of specialists and manufacturers. In particular,
new NAAT methods for whole genome (WG) sequencing and
the subsequent encouragement by authorities to use this method
have raised questions about the current quality of these methods.
Interestingly, Camp et al. identified hurdles in building next-
generation sequencing capacity in diagnostic laboratories in
Austria, but the overall quality of analyses was good, with
a few exceptions that clearly showed improvement in quality
over time.

While the pandemic shifted the focus from classical
laboratory medicine more to the detection of infectious
diseases, other analytes gained also in importance. Accordingly,
Kirschfink et al. observed an increasing interest in complement
EQA programs since 2016. While the pass rates for
C3, C4, C1 inhibitor antigen and activity determinations
provided good proficiency testing results, the activation
pathways showed greater variance, especially for pathological
samples, highlighting the need for further improvement and
harmonization.

However, there is also room for improvement for well-
established biomarkers such as high-sensitivity (hs)-CRP. Weiss
et al. were able to show that there is a positive trend towards
harmonization, based on EQA data. However, the persistence of
manufacturer-specific differences underlines the further need for
meta-analytics stratified by assay in order to gain a meaningful
insight into the usefulness of this marker for cardiovascular risk
assessment. Similarly, the analyses by Toll et al. show the interesting
evolution of the EPO EQA program, that was first introduced in
2017, from its first steps till now. It highlights the difficulties and
opportunities of new EQA surveys for blood and serummarkers and
the potential impact of referencematerials andmethods is discussed
further. Kremser et al. also emphasized the need for international
reference materials based on their longitudinal evaluation of EQA
schemes for cancer antigen tumor markers. The methods used by
the different laboratories showed high precision within methods
but considerable variability between methods, underlining the
fact that the same patient should only be monitored with the
same method.

For EQAs the meaningful analysis and interpretation
of statistical data is extremely important. While most EQA
programs can only be evaluated based on the consensus
mean or results from expert laboratories due to the lack
of a reference method and reference material, these are
established for some markers such as steroid hormones. In
their study, Vierbaum et al. were able to determine the accuracy
of several immunoassays for the detection of testosterone,
progesterone and 17β-estradiol in serum based on EQA data.
Whereas improvement in standardization is required for
accurate analysis and thus clinically reliable interpretations, one
manufacturer showed increasing accuracy over the observed
time period.

Unfortunately, the statistical analysis of analytes in biological
matrices such as blood or urine is not as simple, as the values
are not guaranteed to follow a normal distribution. Seifert et al.
propose a logit transformation for the analysis of data points
near 0% or 100% to generate a symmetric distribution with
zero center, so that parametric statistical methods can be used
without bias.

And while generating reliable laboratory results is important
for medical diagnosis, one important factor should never be
overlooked: The patient is more than just a measurable analyte.
In a medico philosophical article Reiber’s hypothesis and theories
are discussed to promote the need and opportunity for CSF
diagnostic reports that integrate all patient data rather than looking
at individual markers, which serves better care for the individual
patient but can also help reducing costs for the healthcare system
as a whole.
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2 Conclusion and perspective

Overall, this Research Topic on external quality control in
laboratory medicine provides an excellent overview of the impact
and importance of proficiency testing in different areas of laboratory
diagnostics and public health. The different authors from various
areas of laboratory medicine have not only provided a well-rounded
picture of proficiency testing tools and the impact of the obtained
results on public health and quality of care but, most importantly,
have also shared their critical thoughts and opinions on current
principles and future opportunities for EQA in the years to come.
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Introduction

External quality assessment (EQA) programs in medical laboratory diagnostics are
necessary for gaining insight into the analytical performance of a large number of analytes
across laboratories. The evaluation of EQA results is either based on consensus values
of individual measurement procedures (MPs) or is accuracy-based using a reference
measurement value (RMV) as target value for all MPs if a reference MP (RMP) has
been established for the analyte. RMPs achieve the highest possible analytical accuracy
as they are, ideally, matrix-independent and are comparatively insensitive to interfering
substances. In contrast, MPs of a lower metrological order, as are commonly used for
routine diagnostics in medical laboratories, can be affected to varying degrees by the
sample matrix and components. That is depending on the analytical performance of the
respective MP.

Thus, if an RMV can be assigned as a target value to the EQA material (EQAM),
EQA programs can serve as measurement trueness controls (1). However, this presupposes
that the EQAMs are suitable for measurement with all MPs (2). Since control materials
(CMs) are usually processed, their exchangeability with patient samples, also known
as commutability (3–5), should be aimed for and is increasingly being called for in
professional circles. Due to the required use of pathological analyte concentrations, and
the need for samples for up to several hundred participating laboratories, the use of native
single donor samples in EQA schemes is not feasible from an ethical point of view, and
pooling and spiking of CMs is common. In addition, CMs are commonly stabilized by
means of stabilizing additives or lyophilization. While the RMPs used to assign target
values ideally remain unaffected by the processed nature of EQAMs, individual routine
MPs might be affected, resulting in artificial shifts in MP-specific bias. MP-specific effects
on the analysis due to the processing of the material tend to be more critical for analytes
with a more complex or possibly tertiary structure, such as proteins (6, 7), than for lower
molecular mass analytes with a simpler structure, such as urea. Thus, if observed bias are
in part due to a lack of commutability of the EQAM, an EQA evaluation is only possible
within the MP collectives based on the consensus value and not on the level of accuracy.
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Hence, it is clear that the use of commutable CMs is beneficial
to improve quality assurance in medical laboratories. However,
the investigation of commutability poses enormous challenges
for EQA providers worldwide and requires elaborate practice-
oriented concepts.

Models for commutability assessments

Commutability assessment approaches were originally
developed in the field of clinical chemistry, where RMPs are
established for some analytes and higher order reference standards
exist. However, possible influences of matrix effects on the
measurement results for CMs are relevant in all disciplines, e.g.,
hematology, immunology or virology, and the statistical models
for assessing the commutability of CMs described in guidelines can
be transferred to analytes in other fields to the extent possible.

It is recommended measuring the analyte in at least 30 native
patient samples and measuring CMs using as many MPs on the
market as possible. The measurement results of two MPs in any
combination can then be correlated, recommended as Deming
regression (3), or as a difference in bias plot, also known as a Bland-
Altman plot (4, 5). If an RMP is available for the analyte in question,
the measurement results of all MPs can only be correlated with the
RMVs. A range is then defined based on the correlations of the
patient sample values and used as a commutability criterion for
the CMs.

The relevance of such models for assessing commutability of
processed CMs is beyond question, but the challenges involved
in the practical implementation of such theoretical models are
virtually impossible for EQA providers to realize. Consequently,
limitations prevail that necessitate consideration and awareness as
discussed in the following.

Recruitment of donors for
commutability assessment and
limitations

To obtain correlations of the measured values that are
representative of patient samples, these should cover the broadest
possible concentration range of the respective analytes. Recruiting
30 donor materials takes great effort and pushes the limits of what
is feasible. Firstly, the targeted selection of suitable donors requires
a pre-characterization of numerous patients. Secondly, and most
critically, the donation of samples in the range of pathological
values is ethically debatable. But MPs can deliver conspicuous
results, especially in high or low concentration ranges (8, 9), so
that including such patient samples in commutability assessments
might be crucial. To avoid freezing patient samples, which can
cause, for example, changes in protein structures, all donations
for commutability assessment must be collected and processed
on the same day and measured immediately by as many MPs as
possible. But some analytes have a high biological variability, so a
pre-characterization of patients at a certain time would not assist
in patient selection to cover the desirable broad concentration
range with the fresh specimens. For example, blood parameters, like

glucose or electrolytes, fluctuate substantially depending on food
intake or fluid balance (10).

Definition of acceptability criteria and
limitations

Ultimately, it is questionable whether even 30 patient samples
are sufficient to represent the diverse patient profile and to make
a fundamental statement on the commutability of CMs on this
basis. Moreover, these models for commutability assessment do not
take into account the fact that patient samples may also contain
interfering substances for individual MPs, especially those from ill
or medicated patients. The fundamental question that arises when
we assess commutability is what are suitable criteria for selecting
reference patient samples.

While the criteria for commutability of CMs might be
narrowly defined based on exemplary patient samples, possible
MP weaknesses may be missed. The IFCC Working Group states
that MPs with inadequate precision are not suitable for assessing
commutability with the Bland-Altman plot, as this might impact
the assessment (4). When using the Bland-Altman plot with
medically-diagnostically defined criteria, patient samples might
also appear to be non-commutable if inadequately precise MPs are
included in the assessment. However, when assessing a material,
where should the line be drawn between what is considered to be
adequate and inadequate in terms of an MP’s precision? The line
is blurred between whether measurement differences are caused by
inadequate precision or material effects.

The assessment of commutability of CMs, of course, depends
largely on the strictness of the criteria. The commutability criteria
in the Bland-Altman plot can be defined and subjectively justified in
different ways. Tight criteria can lead to inconclusive results as the
values of the CMs including the measurement uncertainties must
fit the criteria (6). Due to this leeway in defining the criteria for the
Bland-Altman plot on the one hand, and, the statistically defined
criteria for the Deming regression on the other, it is not surprising
that an application of both models for one and the same data set
yields different results (11).

The role of measurement performance
of MPs

The evaluation of EQA results based on RMVs can reveal a
bias in an MP and insufficient standardization of a diagnostic test
system. Biased results can indicate an MP’s lack of accuracy, yet
bias can also be caused by an EQAM’s lack of commutability.
However, it is hard to identify the contributions of these two
parties to an observed measurement bias. It should be noted that
the analytical selectivity of an MP to interferences also determines
whether it is affected by matrix effects or sample additives. Analyses
of data from past EQA surveys show that MPs of the market-
leading manufacturers deliver measurements with varying degrees
of robustness and accuracy. However, individual MPs manage to
reliably deliver very precise and some also very accurate results
(12, 13), even when measurements are conducted on EQAMs of
a processed nature.
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Lack of specificity or low robustness of certain MPs have
also been identified in studies with clinical samples and are
the core reason behind unreliable laboratory diagnostics (14,
15). Measurement results should be reliable, especially for
“conspicuous” patient samples, e.g., for samples from patients
under the influence of medication, where undesirable disturbances
in the analysis can occur more frequently (16).

The measurement of creatinine is an example of a clearly
divided distribution of INSTAND EQA results depending on
whether kinetic or enzymatic methods were used for the analysis.1

The results from interlaboratory testing, classified as a category
1 EQA scheme, on samples assessed as commutable (17) show
that serum creatinine measurements were more accurate using
enzymatic methods than kinetic ones (18–20). The Jaffe method
reagent is known to be sensitive toward reacting with several
interfering components in serum such as glucose, bilirubin, or
hemoglobin, which is consequently critical for measurements on
icteric or hemolytic samples. Thus, a lack of specificity in the kinetic
creatinine measurement produces overestimated values, especially
in the case of lower creatinine concentrations (21, 22).

For other measurands in clinical chemistry, there are no means
of metrological traceability for the values. For example, there
are no high-order MPs or primary standards for procalcitonin
measurement (23). In such circumstances, a high variability
in EQA results is not surprising and an evaluation of the
analytical performance of a laboratory can only be made based on
consensus values.

Challenges for EQA providers

Commutability assessment studies are quite feasible for
certified reference materials that are usually produced on a large
scale. However, the situation is different for EQA providers who
offer EQA schemes for many analytes in laboratory medicine and
who manage a high throughput of batches per scheme and year.
Consequently, an enormous number of studies would be necessary
to investigate the commutability of the high number of different
EQAM batches. With the requirement for commutable CMs,
EQA providers are challenged by what is feasible and financially
viable. The high number of patient samples required for material
assessment, even in pathological concentration ranges, appears very
paradoxical and practically impossible to implement when one
considers that processed materials are deliberately used in EQA
schemes, particularly for ethical reasons. Severely ill patients in the
areas of hematology, immunohematology, and oncology, including
those undergoing therapy, cannot have large quantities of blood
taken so that EQA schemes can be conducted with several hundred
participating laboratories or numerous commutability studies can
be performed to characterize the EQAMs. Also for ethical reasons,
samples from patients with rare diseases cannot be included in
such surveys. The availability of patient materials for studies is also
severely limited if the collection of the material is associated with
increasedmedical intervention, as in the case of cerebrospinal fluid.

1 INSTAND RV-Online [Online]. Available online at: http://rv-online.

instandev.local/index.shtml?lang=en.

The applicability of the models for assessing commutability is thus
severely limited to clinical chemistry parameters.

Commutability assessments of EQAMs is far from feasible
for MPs that are less prevalent on the market, and especially
for in-house products. EQA providers can only include the
market-leading MPs in commutability studies in cooperation with
representative measurement centers.

In order to significantly reduce the effort for EQA providers
to provide commutability studies for all EQAM batches, it is
sometimes assumed that the results of a study can also be applied
to identically produced CMs. However, it is known that lot-to-lot
variability can occur even with identically produced sample or assay
batches (24). Occasional effects in EQAM batches are represented
by a conspicuous and unusual scattering in the MP-specific value
distribution, e.g., as observed in 2022 in an INSTAND EQA scheme
for the quantitation of 17β-estradiol (12). Samples with such
conspicuous results must be excluded from the EQA evaluation.

Overall, the effort needed for the commutability studies is a
challenge that cannot currently be overcome in practice. EQA
providers can only check in bullet points and to a limited extent
the commutability of the EQAMs. Due to limitations in the
implementation of commutability studies, which include the lack
of availability of patient samples with pathological concentrations, a
focus on market-leading methods, and varying criteria definitions,
the information obtained from these studies should be balanced
against the enormous effort that they entail. Obtaining a broader
andmore comprehensive picture is certainly scientifically desirable,
however, the inevitable limitations of the assessments, costs, and
EQA fees become incompatible with client needs. Hence, it appears
that the only way to achieve progress regarding the challenge
of assessing the commutability of EQAMs in a practical manner
necessitates the cooperation of sample manufacturers, national
metrology institutes, and IVD manufacturers and cannot be
handled by EQA providers alone.

Ultimately it is the aim of EQA providers to offer the most
suitable CMs possible to support reliable measurement results in
medical laboratories. Comparative studies with patientmaterials on
a smaller scale and empirical values from the literature can provide
valuable indications whether significant sample effects are expected
for an EQAM.

Relevance of the exact study design

The widespread dissemination of the theoretical commutability
assessment models in medical and scientific communities has led to
increased demand for commutable CMs. In reaction to this, CMs
are increasingly being declared commutable without providing
more detailed information on the study design.

Commutability is not a property that can be attributed
exclusively to the material but must be regarded as being a direct
result of the exact study design (25). At the very least, information
needs to be provided about the MPs and the defined assessment
criterion involved in order to gain an accurate picture of amaterial’s
commutability. The complexity of commutability assessments is
often not considered in its entirety in professional circles and by
CM end users. In light of the fact that the implementation of
commutability studies necessitates major and minor limitations,
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uncommented statements on the commutability of CMs should
always be interpreted critically.

Conclusion

The aim of EQA providers is to promote quality assurance
in medical laboratories. Thus, it is in their interest to provide
EQAMs that are as suitable as possible for the purpose of
the EQA. However, the models for commutability assessment
of CMs are only theoretical models that reach their limits in
practice in terms of their practicability. Assessing all EQAM
batches is simply not manageable and sporadic assessments come
up against several limitations. In particular, the availability of
patient samples with pathological concentrations is critical and
a focus on market-leading MPs is necessary. Statements on
commutability must necessarily be interpreted within the context
of the entire study design. Ultimately, the information gained from
these assessments should be balanced against the enormous effort
involved, and practice-oriented concepts need to be developed,
which would greatly benefit from the cooperation between all
parties involved, EQA providers, sample manufacturers, national
metrology institutes, and IVD manufactures in internationally
active networks.
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As hormonal disorders are linked to several diseases, the accurate quantitation of
steroid hormone levels in serum is crucial in order to provide patients with a
reliable diagnosis. Mass spectrometry-based methods are regarded as having the
highest level of specificity and sensitivity. However, immunoassays are more
commonly used in routine diagnostics to measure steroid levels as they are more
cost effective and straightforward to conduct. This study analyzes the external
quality assessment results for the measurement of testosterone, progesterone
and 17β-estradiol in serum using immunoassays between early 2020 and May
2022. As reference measurement procedures are available for the three steroid
hormones, the manufacturer-specific biases were normalized to the reference
measurement values. The manufacturer-specific coefficients of variation were
predominantly inconspicuous, below 20% for the three hormones when outliers
are disregarded, however there were large differences between the various
manufacturer collectives. For some collectives, the median bias to the
respective reference measurement value was repeatedly greater than ±35%,
which is the acceptance limit defined by the German Medical Association. In
the case of testosterone and progesterone determination, some collectives
tended to consistently over- or underestimate analyte concentrations
compared to the reference measurement value, however, for 17β-estradiol
determination, both positive and negative biases were observed. This
insufficient level of accuracy suggests that cross-reactivity continues to be a
fundamental challenge when antibody detection is used to quantify steroids with
a high structural similarity. Distinct improvements in standardization are required
to provide accurate analysis and thus, reliable clinical interpretations. The
increased accuracy of the AX immunoassay for testosterone measurement, as
observed in the INSTAND EQAs between 2020 and 2022, could be the result of a
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recalibration of the assay and raises hope for further improvement of
standardization of immunoassay-based steroid hormone analyses in the
coming years.

KEYWORDS

external quality assessment (EQA), proficiency testing (PT), steroid hormones,
immunoassays, accuracy, standardization, testosterone, progesterone and 17β-estradiol

1 Introduction

Hormones are biochemical messengers that play a key role in
regulating the complex processes of human metabolism. Steroid
hormones, such as testosterone, progesterone and 17β-estradiol,
control the gender formation and maturation, as well as human
reproductive processes.

Steroid hormone disorders are linked to a wide variety of health
impairments, e.g., menstrual cycle disorders, puberty disorders, and
infertility in men and women caused by hypogonadism (Corona
et al., 2011; Skałba and Guz, 2011; Kleine and Rossmanith, 2013;
Basaria, 2014; Beneke et al., 2015; Klein et al., 2017). This is often
accompanied by mental stress for those affected. Pediatric
indications also need to be considered, as many steroid disorders
of the adrenal cortex first arise in childhood (Salonia et al., 2019;
Yadav and Sharma, 2023). In addition to providing diagnostic
results, steroid hormone levels are also measured in serum
during fertilization and treatment monitoring (Aubard et al.,
1997; Gleicher et al., 2000; Strawn et al., 2000; Zitzmann and
Nieschlag, 2000; Diemer et al., 2016; Thomsen et al., 2018;
Barbonetti et al., 2020; Armeni et al., 2021). Furthermore,
elevated hormone levels in serum can be caused by hormone-
producing tumors, both in the adrenal cortex and the gonads
(Kleine and Rossmanith, 2013; Beneke et al., 2015).

The high biological variability in hormone levels, caused, for
example, by circadian rhythms, individual daily variability,
temporary stressors, and the menstrual cycle (Beneke et al.,
2015), makes the accurate and reliable determination of hormone
levels even more important for diagnostic purposes and treatment
monitoring. Gas chromatography (GC) or liquid chromatography
(LC) coupled mass spectrometry (MS) is the most reliable method to
quantify hormones and is thus considered the “gold” standard
(Krone et al., 2010; Stanczyk and Clarke, 2010; Conklin and
Knezevic, 2020). However, the procedure is both costly and time-
consuming and requires a highly qualified laboratory staff.
Therefore, immunoassays are currently still the primary method
used for routine clinical measurements. However, previous studies
have found discrepancies in the measured serum concentrations of
sex hormones between the different immunoassays and in relation
to the MS-based reference results (Holst et al., 2004; Wang et al.,
2004; Coucke et al., 2007; Soldin and Soldin, 2009; French, 2013;
Schofield et al., 2017; Zhou et al., 2017). These discrepancies in
immunoassay results indicate differences in the specificities of the
antibodies used or inappropriate tracers in the competitive assay
formats as well as a lack of standardization of the measurement
methods. Efforts to standardize immunoassay methods with respect
to MS-based reference methods have been underway for many years
(Vesper et al., 2008; Vesper and Botelho, 2010; Vesper and Botelho,
2012; Greaves et al., 2016). Moreover, certified reference materials

(CRM) for testosterone, progesterone and 17β-estradiol
measurements have been existing for several years (Koumantakis,
2008; Zhou et al., 2017; NIST, updated 2020) and can be used to
standardize the respective immunoassays.

This study examines whether these standardization efforts have
led to an improvement in testosterone, progesterone and 17β-
estradiol immunoassay analytics in recent years. The analysis is
based on the manufacturer-specific results of an external quality
assessment (EQA) scheme conducted by INSTAND - Society for
Promoting Quality in Medical Laboratories e.V. between early
2020 and May 2022.

2 Materials and methods

2.1 Sample materials–preparation and
properties

In each EQA survey, two serum samples with different
concentrations of testosterone, progesterone and 17β-estradiol
were distributed to the participating laboratories for quantitative
analysis. The specific analyte concentrations were obtained by
spiking pooled human sera with synthetic steroid hormones. The
material was stabilized with 0.02% sodium azide and sampled in
2 mL aliquots. The stability and homogeneity of the EQA samples
were in line with DIN EN ISO/IEC 17043:2010. The liquid samples
were stored at −18°C until they were dispatched to participants at
ambient temperature.

2.2 Reference measurement procedure

Reference measurement procedures (RMP) are internationally
recognized analytical methods of the highest metrological order,
making the reference measurement value (RMV) ideally qualified as
a target value for the evaluation of laboratory performances in
external quality controls. The RMVs for testosterone,
progesterone and 17β-estradiol were determined by the
INSTAND calibration laboratory, which is accredited according
to DIN EN ISO/IEC 17025:2018 and DIN EN ISO/IEC 15195:
2019. As established RMP for the three steroid hormones,
isotope dilution GC-MS (GC-ID/MS) was used. Metrological
traceability was established using primary reference standards
(Testosterone NMIJ CRM 6002-a, progesterone NMIJ CRM
6003-a, 17β-estradiol NMIJ CRM 6004-a). In order to assign
testosterone values, samples were spiked gravimetrically with
1³C₂-testosterone as the internal standard and equilibrated, then
precipitated with aqueous KOH, centrifuged, and the supernatant
was extracted into dichloromethane. Derivatization was performed

Frontiers in Molecular Biosciences frontiersin.org02

Vierbaum et al. 10.3389/fmolb.2024.1345356

14

https://www.frontiersin.org/journals/molecular-biosciences
https://www.frontiersin.org
https://doi.org/10.3389/fmolb.2024.1345356


with cyclohexane-HFBA and subsequently extracted into
cyclohexane phase. GC-MS measurements were done at m/z
680 and m/z 682 (Thienpont et al., 1994). For progesterone
measurements, samples were spiked gravimetrically with 1³C₂-
progesterone as the internal standard and equilibrated, then
extracted into n-hexane. This was followed by centrifugation and
evaporation of the supernatant to dryness. Derivatization was
performed with HFBA in cyclohexane. GC-MS measurements
were done at m/z 510 and m/z 512. In order to assign target
values for 17β-estradiol, the samples were spiked gravimetrically
with 1³C₂-estradiol as the internal standard, equilibrated, then
extracted into dichloromethane, followed by a clean-up step with
Sephadex LH-20. Derivatization was performed with cyclohexane/
acetone/HFBA. The GC-MS measurements were done at m/z
664 and m/z 666 (Siekmann, 1984). Six measurements were
performed for each target value (two measurements per day on
three consecutive days). Measurement uncertainty was assigned to
each target value on the basis of a measurement uncertainty budget.

2.3 EQA procedure

The INSTAND EQA scheme for measuring testosterone,
progesterone and 17β-estradiol is conducted worldwide six times
a year (surveys T1 to T6). Two serum samples with two different
concentrations (see Section 2.1.) are used per survey (samples S1 and
S2). The participating laboratories determine concentrations of
testosterone, progesterone, and 17β-estradiol and report on their
results via the platform RV-Online (http://rv-online.instandev.de).
In addition to submitting the quantitative results for the three
steroid hormones, participants are to provide INSTAND with
information on the respective device, reagent and method used.

As an RMP is available for testosterone, progesterone and 17β-
estradiol, the RMV served as the target value for the evaluation of the
EQA results, regardless of the test assays or devices used by the
laboratories. For all three steroid hormones, the EQA passing
criterion for certification was a deviation from the target value of
no more than ±35% according to the rules set out in the guideline of
the German Medical Association for quality assurance of medical
laboratory analyses (Rili-BÄK) (Bundesärztekammer, 2023).

2.4 Data analysis and statistics

The EQA results for testosterone, progesterone and 17β-
estradiol were analyzed for the manufacturer collectives for
surveys 2020-T1 to 2022-T3. The number of reported results
were generally low for the T2 surveys, making a manufacturer-
specific analysis statistically less meaningful. Therefore, only the five
other surveys (T1, T3 - T6) were considered in this study.
Accordingly, the raw data of twelve surveys in total were analyzed.

Values that scattered farther than 4-fold the standard deviation (SD)
of the various collectives were defined as outliers and excluded from the
statistical analysis. This definition of outliers primarily excludes gross
errors from the analysis that are most likely due to a sample mix-up or a
reporting error by individual participants. Thus, ten testosterone results,
fourteen progesterone results, and thirteen 17β-estradiol results were
excluded (for raw data see Supplementary Table S1).

For all three analytes, the test manufacturer collectives with the
highest number of participants per survey were considered,
i.e., Abbott (AB), bioMérieux (AX), Siemens and Roche (RO).
Siemens consisted of five sub-collectives that showed discrepant
results. Therefore, the Bayer Healthcare (SI (BG)) and DPC
Biermann (SI (DG)) collectives were presented separately in the
analyses. The Dade Behring (SI (BW)), the Siemens Healthineers
(SIE) and the Siemens Medical Solutions Diagnostics (SI) collectives
had only sporadic participants and were excluded from the analyses.
In the case of testosterone, the rather small Tosoh Bioscience (TH)
collective was also included as the number of participants increased
over the period under observation. See the raw data for details on the
assays and devices used by the participating laboratories
(Supplementary Table S1).

The distribution of the manufacturer-specific inter-laboratory
results for testosterone, progesterone and 17β-estradiol were
presented longitudinally as boxplot diagrams. The whiskers of the
boxes were defined to stretch from the first quartile −1.5 ×
(interquartile range) to the third quartile +1.5 × (interquartile
range). Further statistical information is provided in
Supplementary Table S2. As an RMP is available for all three
analytes, the assay-dependent deviations from the RMV were
calculated for the EQA results and normalized to the RMV,
hereafter designated as bias. The distributions of the bias results
for testosterone, progesterone and 17β-estradiol were visualized as
boxplot diagrams for sample 2. The normalized manufacturer-
dependent biases were examined in relation to the EQA
evaluation criterion of ±35% for all three steroid hormones in
accordance with the Rili-BÄK guideline
(Bundesärztekammer, 2023).

The distribution of the absolute EQA results for the three steroid
hormones is provided in the (Supplementary Figure S1).

The EQA results were correlated with the RMV in order to check
whether the relative bias of individual manufacturer collectives
might indicate a concentration dependency. The manufacturer-
specific regression lines could be compared with the y (RMV) =
RMV reference line as well as the lower and upper EQA
limit of ±35%.

In order to obtain an impression of the value scatter within the
individual manufacturer collectives, the coefficients of variation
(CV) were calculated for all three steroid hormones.

Basic statistical analyses were performed using JMP 17.0.0 from
SAS Institute (Cary, North Carolina, United States).

2.5 Image generation

The overlay images were generated using the Gnu image
manipulator software 2.10.8.

3 Results

This study evaluates the quality of inter-laboratory
measurements of testosterone, progesterone and 17β-estradiol
conducted between early 2020 and May 2022. In a total of twelve
EQA surveys, 2,972 results for testosterone, 2,146 for progesterone
and 2,292 for 17β-estradiol were reported by 280 participating
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laboratories (Supplementary Table S1). After selecting the collectives
and eliminating outliers (see Section 2.4.), 2,314 results for
testosterone, 1,743 results for progesterone and 1,904 results for
17β-estradiol from 128 laboratories were presented graphically
(Supplementary Table S2).

High variation within the manufacturer collectives was found
for the three steroid hormones throughout the period analyzed. The
whisker ranges reveal that the results of the different collectives do

not overlap for some EQA samples (Supplementary Figure S1).
While the individual manufacturer collectives showed a clear trend
towards increased or decreased levels compared to the overall results
for testosterone and progesterone detection, there was a
concentration-dependent bias for 17β-estradiol determination
(Figure 1C, Supplementary Figure S1C).

When normalizing the results of the individual EQA surveys to
the RMV, the overall results for testosterone showed a slight

FIGURE 1
Assay-dependent EQA data for testosterone (A), progesterone (B) and 17β-estradiol (C) measurements in human sera from 2020-T1 to 2022-T3,
normalized to the respective reference measurement value (RMV). Only the results for the S2 samples are shown and are representative of all samples.
The surveys with EQA samples with low concentrations, testosterone level <6 nmol/L, progesterone level <15 nmol/L or <25 nmol/L, and 17β-estradiol
level <300 pmol/L, are labeled in the upper part of the boxplot diagram. Total data is shown as a grey box for the respective survey. The colored
boxes show the manufacturer-specific EQA results. The horizontal red line represents the EQA criterion of ±35% of the target value, as determined by
reference measurement procedure. For all boxes, the whiskers stretch from the first quartile −1.5 × (interquartile range) to the third quartile +1.5 ×
(interquartile range). Values outside of this range are shown as dots, but only for the overall results.
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tendency towards underestimation, while for progesterone there was
a slight tendency towards overestimation (Figure 1). These
tendencies seemed to be partly caused by the deviation of the AX
collective, which often exceeded the EQA limit of ±35% of the RMV.

In the case of testosterone, the median of the AX collective
consistently showed clear deviations from the RMV of −19.7%
to −52.2% for all EQA samples up until 2020-T6 (Figure 1A).
After 2021-T6, the median of the AX collective deviated less
from the RMV for most EQA samples and was even consistently
less than −25%. The SI (BG) collectives showed a lower median than
the RMV, with a bias down to −36.6% for several EQA surveys. The
median bias of the TH collective varied between −35.0% and
+32.4%. Interestingly, the upward deviations were only observed
in samples with testosterone concentrations above 20 nmol/L
(Supplementary Figure S1A). For samples with lower
concentrations, the median bias of the TH collective tended to be
negative. A correlation of the inter-laboratory test results with the
RMV and a comparison of the manufacturer-specific regression
lines with the y (RMV) = RMV identity line confirmed that the bias
of the TH collective was concentration dependent (Figure 2). A
slighter concentration dependency could also be assumed for the AX
collective when the regression line was compared with the −35%
EQA limit, since a higher percentage deviation was found for low-
concentration testosterone samples than for high-
concentration ones.

For progesterone, the median bias of the AX collective was often
observed to be above the +35% EQA criterion and even up to +58.9%
for sample S2 in 2020-T1 (Figure 1B). In individual EQA surveys,
the SI (DG) collective median was also slightly below the −35%
EQA criterion.

In the case of 17β-estradiol, the overall results showed the
highest upward and downward median bias compared to the
median bias for testosterone and progesterone measurement
(Figure 1C). Upward deviations of the median of the AB
collective were observed for 17β-estradiol concentrations below
600 pmol/L, while for higher concentrations, the results were

either closer to the RMW or showed a downward deviation. The
results of the SI (BG) collective were remarkably high in the case of
17β-estradiol concentrations above 1,000 pmol/L (Supplementary
Figure S1C). In contrast, the medians of the SI (DG) collective were
consistently low for all EQA samples regardless of the concentration.
However, it should be noted that, over the analyzed period, there was
a trend towards more negative deviations in the medians of the SI
(DG) collective. Since the beginning of 2021, participants of the SI
(DG) collective often struggled to meet the −35% EQA
criterion (Figure 1C).

For quantitation of all three steroid hormones, the outlier-
adjusted CVs were below 25% with a few exceptions for some
manufacturer collectives (Figure 3 and Supplementary Figure S3).
In the case of testosterone measurement, the CVs were consistently
below 10% for the AB and RO collectives. This also applied to the
RO collective for progesterone measurement. CVs were consistently
below 15% for the AX and RO collectives for 17β-estradiol
measurement. Individual cases of remarkably high CVs were
observed for various test collectives for all three sex hormones,
however these reached a maximum value of 45% (see
Supplementary Figure S3B).

4 Discussion

Considering the number of health impairments linked to
hormonal disorders (Beneke et al., 2015), reliable and accurate
hormone quantitation is essential in order to provide patients
with accurate diagnoses and treatment monitoring. However,
publications have been reporting for years on the insufficient
level of standardization of immunoassays for steroid hormone
analysis (Vesper et al., 2008; Vesper and Botelho, 2010; Vesper
and Botelho, 2012; Greaves et al., 2016). Certified reference materials
are available (Zhou et al., 2017; NIST, updated 2020), but most of the
test kit manuals do not provide any information about the
traceability of the applied standard samples used to create the

FIGURE 2
Assay-dependent EQA data as represented here by testosterone quantitation correlated to the reference measurement value (RMV). Each color
shows the EQA results of a specific assay collective with the respective regression line. The y (RMV) = RMV correlation line is shown as a reference line
(black dashes). The solid black lines represent the accepted EQA criterion of ±35%.
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respective standard curve or used for 1- or 2-point recalibration. In
addition, manufacturers rarely include comparative data with the
results of MS-coupled procedures, which are considered the “gold”
standard (Krone et al., 2010; Stanczyk and Clarke, 2010; Conklin and
Knezevic, 2020). Even though the lack of specificity and selectivity of
immunoassays and their disadvantages compared to GC- or LC-MS
procedures are well known (Wang et al., 2004; Shackleton, 2010;
French, 2013; French, 2016), they are currently still the method of
choice in routine measurement as they are practical to carry out and
have a high throughput rate. The number of laboratories
participating in the EQAs that use MS-coupled methods for
steroid hormone determinations has increased in recent years but
remains below 10%: around 3% of all 17β-estradiol results, 7% of all
testosterone results, and around 8% of all progesterone results (see
the raw data in Supplementary Table S1).

This study investigates the quantitative EQA results for
testosterone, progesterone, and 17β-estradiol in human serum
from twelve INSTAND surveys conducted between early
2020 and May 2022.

The immunoassay-specific results for all three steroid hormones
still showed considerable differences. For some EQAs, there was no
overlap in the results of different manufacturer collectives when
values exceeding the whisker range were disregarded (Figure 1 and
Supplementary Figure S1). The EQA results of individual collectives
distinctly stood out for progesterone, whereby the overall results of a
particular sample overlapped considerably with those of another
sample that was twice as concentrated. This was observed with the
S2 sample in 2021-T6 and the S1 sample in 2022-T1
(Supplementary Figure S1B).

Normalizing the testosterone, progesterone and 17β-estradiol
levels to the RMV allows a comparison to be made of the accuracy of
the different immunoassays, even across the several EQA samples
and surveys. The median bias of the different collectives was up to
approximately 50% for the measurement of both testosterone and
17β-estradiol, and almost 60% for the determination of progesterone
(Figure 1). In the case of the 17β-estradiol measurement, the
S2 sample in 2022-T1 proved to be an exception with a

considerably higher percentage deviation between the
manufacturer-dependent results. While both Siemens sub-
collectives had similar median biases compared to the other EQA
samples, the other three collectives showed substantially higher
upward deviations. One can assume that a cross-reacting
compound in this particular sample interfered with the
measurement of 17β-estradiol in the AX, RO, and especially the
AB immunoassays (Sturgeon and Viljoen, 2011; Wauthier et al.,
2022), however the compound did not interfere with the
measurement of testosterone or progesterone (Figure 1). An
interfering substance in an EQA sample may be either of
endogenous origin in the serum matrix or due to artificial
additives which are used during sample preparation for the
purpose of stabilization or spiking. Since the manufacturing
process of the EQA sample remained the same for all of the
analyzed EQA surveys, it can be assumed this was not caused by
an artificial additive in this sample. The fact that test kits from other
manufacturers were not impacted by this presumably interfering
compound shows that the immunoassays in these kits may be more
effectively protected against cross-reacting substances than the
methods mentioned above.

The high structural and steric similarity of the numerous derivates
in the steroid family means that differentiation by antibody detection is
difficult due to cross-reactivity (Krasowski et al., 2014; Yamamoto et al.,
2014; Beneke et al., 2015) and thus poses a major challenge for the
immunoassay measurement of steroid hormones. Test manufacturers
list several cross-reacting molecules in their test manuals, e.g., in
progesterone analyses, the rate of a cross-reaction with 11-
deoxycorticosterone is 1%–4% depending on the test. In the test
manuals for testosterone measurement, much higher interference
rates of up to 34% are reported for 11β-hydroxy-testosterone and
11-keto-testosterone. Krasowski et al. found higher cross-reactivities for
testosterone measurement than for progesterone and 17β-estradiol
determination in the Roche Diagnostics Elecsys assays (Krasowski
et al., 2014).

The many possible interfering substances can lead to both an
over- and underestimation of testosterone, progesterone and 17β-

FIGURE 3
The coefficients of variation (CVs) for the assay-dependent EQA results for testosterone measurements from 2020-T1 to 2022-T3 are shown for
samples S1 and S2 for each survey. The results of the surveys are independent of one another and thus the CVs are only linked longitudinally to better
visualize the changes over time.
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estradiol levels (Sturgeon and Viljoen, 2011). In general,
overestimated steroid hormone levels in serum can result in the
erroneous diagnosis of hormonal diseases and cause avoidable
uncertainty among patients. Underestimated sex hormone levels
can falsely lead to a presumed case of hypogonadism and, in turn,
unnecessary hormone substitution in patients (Zitzmann and
Nieschlag, 2000; Zitzmann et al., 2006). To avoid misdiagnoses,
hormone measurements should be interpreted with caution,
especially for patients on medication, since cross-reactivity occurs
with drugs that have a high structural similarity, e.g., with
methyltestosterone in some testosterone immunoassays
(Krasowski et al., 2014).

As a consequence, the same immunoassay should be used for
patient monitoring and follow-up in order to minimize discrepant
results and uncertainty for clinicians and patients due to possible
assay-dependent under- or overdetermination in steroid hormone
measurement.

Most manufacturer collectives deviated either upwards or
downwards from the RMV when quantifying steroid hormones,
however some collectives showed deviations from the RMV in both
directions (Figure 1). In the case of 17β-estradiol quantitation,
positive as well as negative biases to the RMV were observed for
all manufacturer collectives, as well as for the total collective. In these
cases, the deviations of the assay collective seemed to depend on the
hormone concentration in the EQA sample (Figure 2,
Supplementary Figures S1, S2).

The testosterone results for the TH collective were remarkably
higher than the RMV for samples with high concentrations, e.g.,
sample S2 in 2020-T6, 2021-T4, 2021-T6 and 2022-T1. In contrast,
samples with concentrations below 6 nmol/L were underestimated,
see sample S2 in 2020-T1, 2020-T4, 2020-T5, 2021-T1, 2021-T3 and
2022-T3 (Figure 1 and Supplementary Figure S1). This
concentration dependency might be due to an imprecise test
calibration or due to insufficient sensitivity in cases of low
steroid hormone concentrations. However, the testosterone
concentrations of the EQA samples were within the measuring
ranges specified in the test manuals of the assay manufacturers
and were within clinically relevant concentrations (Beneke
et al., 2015).

Kanakis and others found that most commercially available
immunoassays used for testosterone quantitation are insufficient for
lower concentrations within the normal reference range for men
(~10 nmol/L to ~35 nmol/L) and the entire reference range for
women (~0.2 nmol/L to ~3 nmol/L). For this reason, slight
androgen excess in female patients cannot be measured by some
of the commercial tests and remains undetected (Kanakis et al.,
2019). This problem is addressed, for example, in EQA samples S1 in
2020-T3 and S2 in 2021-T3 representing elevated female serum
testosterone levels. These elevated levels would likely not be
identified using the AX or the TH immunoassays due to
underestimation (Supplementary Figure S1A). This can result in
an unreliable diagnosis of diseases associated with androgen excess
in women, such as idiopathic hirsutism, PCOS, hyperthecosis ovarii,
late-onset congenital adrenal hyperplasia or testosterone-producing
tumors. Some groups reported challenges in measuring low serum
testosterone concentrations (La’ulu et al., 2018; Cao et al., 2019;
Kanakis et al., 2019). La’ulu et al. described sensitivities for
testosterone measurement with various commercial

immunoassays in concentrations ranging from 0.36 nmol/L to
3.49 nmol/L (Schwartz et al., 1986; Legro et al., 2013; Beneke
et al., 2015; Azziz, 2018; Cussen et al., 2022). On the other hand,
samples with low levels of steroid hormones can also be
overestimated, as interfering substances and cross-reactivities
could overwhelm the measurement of the target analyte. This
would result in unrecognized hypogonadism in patients (Corona
et al., 2011; Skałba and Guz, 2011; Basaria, 2014; Beneke et al., 2015;
Klein et al., 2017).

The same challenges arise when measuring low concentrations
of progesterone (<5 nmol/L) and 17β-estradiol (<40.7 pmol/L)
(Oettel and Mukhopadhyay, 2004; Huhtaniemi et al., 2012;
Shankara-Narayana et al., 2016) in male patients or in women
with depressed levels. For EQA result distribution for EQA
samples with progesterone concentrations <5 nmol/L see also
sample S2 in 2020-T5 and 2021-T2 (Figure 1). For 17β-estradiol,
the lowest concentrations in the EQA scheme were around
150 pmol/L, e.g., sample S2 in 2021-T1 and sample S1 in 2021-
T5. The EQA results reveal clear measurement differences between
the individual collectives (Figure 1 and Supplementary Figure S1).
All in all, an improvement in immunoassay measurements is
especially desirable for samples with low hormone levels and
should be pursued further by the current standardization programs.

While the wide variations within the manufacturer collectives in
testosterone, progesterone and 17β-estradiol immunoassay
measurement revealed issues with accuracy, within-assay
agreement was mainly good, indicating relatively good analytical
precision. The outlier-adjusted scatter within the collectives was
found to be mostly inconspicuous (Figure 3, Supplementary Figure
S3) and similar to the manufacturer’s specifications in the test
manuals. The CVs for the manufacturer collectives were, with
few exceptions, below 15% for all three steroid hormones. For
testosterone quantitation, slightly higher CVs were observed for
the SI (BG), SI (DG) and TH collectives than for the others. This was
most likely due to the lower number of EQA results for these
collectives. In the case of progesterone and 17β-estradiol
determination, the CVs for SI (DG) and SI (BG), and, in the case
of 17β-estradiol, for the AB collective as well, should be interpreted
with caution for the same reason. For all three hormones and all test
collectives, slightly increased CVs were observed over two to three
consecutive surveys. One possible explanation for this could be lot
changes by manufacturers.

Overall, the bias analysis of the testosterone, progesterone and
17β-estradiol data confirmed the findings of previously published
studies, which found that immunoassays were insufficiently reliable
in quantitatively determining sex hormones. A trend towards
standardizing immunoassay detection for steroids has yet to be
observed (Vesper et al., 2014; Lawrenz et al., 2018). However, this
EQA data revealed one exception. The dispersion of testosterone
values between the different assays decreased over the studied
period. This can be ascribed to the development towards a higher
accuracy in the AX collective. Until 2021-T3, the results of the AX
collective had often exceeded the EQA criterion of −35%. Since the
beginning of 2021, the median of the AX collective has remarkably
moved closer to the RMV (Figure 1A). This improvement in
accuracy could be due to a successful recalibration by the
manufacturer. Test system recalibrations have to be performed
under consideration of traceability (Koumantakis, 2008). The
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increased accuracy in testosterone quantitation for the AX
immunoassay since 2021 is a good example of how external
quality control schemes can reveal inadequate test performance, a
matter which can subsequently be discussed with the manufacturers.
This can ultimately help improve analytics and thus promote quality
assurance in medical laboratories.

One limitation of this study is that stabilized and spiked serum
samples were used for the EQAs. However, since manufacturer-
dependent deviations in steroid hormone measurements are also
described for fresh serum samples in other studies (Taieb et al., 2003;
Wang et al., 2004; Coucke et al., 2007; Bell et al., 2012; Cao et al.,
2019), it is rather unlikely that the observed manufacturer-specific
deviations in the EQA results are primarily due to insufficient
commutability of the EQA samples. To make sure that the
manufacturer-dependent deviations from the RMV were not, or
only negligibly, influenced by the artificial nature of the samples,
INSTAND will address this aspect in detail in further studies by
providing fresh, non-processed serum samples.

5 Conclusion

While the scatter within the manufacturer collectives of the EQA
was not critical for the quantitation of testosterone, progesterone
and 17β-estradiol using immunoassays, there were considerable
differences between the manufacturer-specific EQA results. This
revealed the need for distinct improvement in standardization. The
increased accuracy of the AX immunoassay in measuring
testosterone in the INSTAND EQAs between 2020 and
2022 might be due to successful recalibration of the assay and
raises hope for further improvement in the standardization of
immunoassays for steroid hormone analysis in the coming years.
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Background: During the last decade, Germany has seen an increased prevalence
and a redistribution from undetected to diagnosed diabetes mellitus. Due to this
substantial epidemiological development, the number of people with documented
type 2 diabetes was 8.7 million in 2022. An estimated two million undiagnosed
subjects are to be added. Beyond that, the life expectancy of diabetic subjects is
increasing due to more responsive health systems in terms of care. Possible reasons
include improved screening of at-risk individuals, the introduction of HbA1c for
diagnosis in 2010, and the higher use of risk scores. Additionally, quality aspects of
the laboratory methodology should be taken into consideration.

Methods: Epidemiology and clinicalmanagement of diabetes inGermany are presented
in the light of publications retrieved by a selective search of the PubMed database.
Additionally, the data from German external quality assessment (EQA) surveys for the
measurands glucose in plasma and HbA1c in whole blood, reviewed from 2010 until
2022, were evaluated. Above this, data concerning the analytical performance of near-
patient glucometer devices, according to the ISO norm 15197:2013, were analyzed.

Results: Two laboratory aspects are in good accordance with the observation of an
increase in the diabetes mellitus prevalence when retrospectively reviewing the
period 2010 to 2022: First, the analytical performance according to the ISO norm
15197:2013 of the glucometer devices widely used by patients with diabetes for the
glucose self-testing, has improved during this period. Secondly, concerning the EQA
program of INSTAND, the number of participating laboratories raised significantly in
Germany. The spreads of variations of the specified results for plasma glucose
remained unchanged between 2010 and 2022, whereas for HbA1c a significant
decrease of the result scattering could be observed.

Conclusion: These retrospectively established findings testify to an excellent analytical
quality of laboratory diagnostics for glucose and HbA1c throughout Germany which
may be involved in a better diagnosis and therapy of previously undetected
diabetes mellitus.

KEYWORDS

EQA schemes, diabetes prevalence, diabetesmanagement, ISO 15197, glucose in plasma,
HbA1c in whole blood
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Introduction

Diabetes mellitus is a group of common endocrine diseases
characterized by sustained high plasma glucose and elevated
whole blood glycated hemoglobin (HbA1c) concentrations and
resulting clinical signs of persistent hyperglycemia. The chronic
and untreated life-threatening disease is due to either pancreatic
lesions resulting in impaired insulin secretion or peripheral cells
becoming unresponsive to insulin to a variable degree and its
subsequent metabolic effects (so-called peripheral insulin
resistance) (Brutsaert, 2023). The vast majority of affected
patients suffer from type 1 and type 2 diabetes. The high
worldwide burden of diabetes has adverse health effects on
affected individuals, but also economic impacts on the global
healthcare systems.

In Germany, seven million people had documented type-2
diabetes in 2015. In the same year, 32,000 children and
adolescents, as well as 340,000 adults, had type 1 diabetes. Due
to the increasing prevalence data, the number of people with
documented type 2 diabetes was expected to reach 8.7 million in
2022 (Tönnies et al., 2019).

Worldwide, diabetes mellitus and the healthcare resources
required to treat the disease result in challenging high socio-
economic costs. With approx. forty billion €, Germany has the
fourth highest healthcare expenditure on diabetes. Healthcare
costs for affected patients are around twice as high as for
comparable people without diabetes. A large proportion of
healthcare expenditure is spent on treating secondary
diseases of diabetes. Sophisticated disease management
programs can limit the increase in this expenditure
(Deutsche Diabetes Gesellschaft, 2023).

Laboratory medical examinations are of great importance in
the diagnosis and subsequent disease management of diabetes
mellitus (Schleicher et al., 2022). Blood or plasma glucose
measurement has long been a proven analytical method
performed in the central laboratory, but also near-patient
blood glucose measuring devices, which, if subjected to close-
controlled quality assurance measures, allow highly accurate
determinations of plasma glucose. Furthermore, in the last
decade, HbA1c has emerged as a long-term diagnostic
parameter in addition to the already-known assessment for
glycemic control in people with diabetes. It may complement
the determination of glucose in a diagnostically helpful way. The
essential role of HbA1c is that it can be used to make a statement
about the blood glucose control of the last 8–12 weeks and can
thus be applied as a therapy control to reduce possible
consequential damage (Weykamp, 2013). In addition to
diagnosing new-onset diabetes mellitus, the lifelong
monitoring of glucose metabolism is another vital pillar of
treating this disease. Most patients carry out this
measurement by themselves using glucometers with unit-use
test strips daily. This so-called self-measurement of blood
glucose (SMBG) has recently been supplemented by
continuous glucose monitoring (CGM) systems (Lin et al.,
2021), which involves continuous measurement of glucose in
the interstitial body fluid. In addition, CGM-controlled and
partially automated insulin dosing systems are already
on the rise.

Ongoing improvements in SMBG/CGM analytics, insulin
injection technology, and data management have evolved into a
novel modern form of diabetes treatment alongside education/
counseling and adequate drug therapy. Physicians in diabetology-
focus practices, outpatient clinics, and hospitals are thus provided
with more and more data to assess and optimize the quality of the
individual patient’s diabetes situation (Kravarusic and
Aleppo, 2020).

The accuracy and precision of laboratory parameters
undoubtedly have a direct impact on diagnosis and patient care.
All measurements, including those of the pivotal parameter plasma
glucose concentration, are subject to an inherent measurement
uncertainty (Petersmann et al., 2022). Analytical efforts should,
therefore, always aim to reduce the measurement uncertainty in
order to meet the requirements for the diagnosis and treatment of
diabetes. Such efforts have been observed in recent years, including
for HbA1c. For this parameter, the permissible relative root mean
square measurement error in EQA schemes was reduced from ±10%
to ±3% (Bundesärztekammer, 2023). This should improve the
analytical differentiation between the important HbA1c cutoff
values of 39 and 48 mmol/mol (5.7% and 6.5%).

The aim of this article is, therefore, to highlight the changes in
the epidemiology and clinical management of diabetes mellitus that
have been achieved over the last 2 decades and to causally relate
them to the advances in analytical capabilities and improved quality
assurance measures, here, in particular, the External Quality
Assessment (EQA) schemes for the measurands glucose and
HbA1c, executed in Germany.

The International Federation of Clinical Chemistry and
Laboratory Medicine (IFCC) defines EQA as laboratory
performance and method evaluation for regulatory purposes,
focusing on participating laboratories’ or physicians’ education
and support (Blasutig et al., 2023). EQA primarily evaluates the
analytical performance of participants concerning measurands by
comparison to a target consensus value (CV) within a method split
or by comparison of all methods to a reference method value
(RMV). In Germany, EQA schemes are classified as regulatory
based on the valid at the time “Guideline of the German Medical
Association for the Quality Assurance of Laboratory Medical
Examinations (Rili-BÄK)” (Bundesärztekammer, 2023). The
Society for Promoting Quality Assurance in Medical Laboratories
(INSTAND), Düsseldorf, and the Reference Institute for
Bioanalytics (RfB), Bonn, are accredited organizations performing
EQA schemes in laboratory medicine.

Strict quality standards for IVD manufacturers are also
mandatory for a premarket evaluation to ensure the
measurement quality of the respective device. The international
standard ISO 15197 (see below) is a norm applied to blood glucose
monitoring systems.

Materials and methods

Epidemiological data for diabetes mellitus,
gestational diabetes

Epidemiology and clinical management of diabetes in Germany
are presented in the light of publications retrieved by a selective
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search of the PubMed database (search terms were diabetes mellitus
type 1 AND diabetes mellitus type 2 AND epidemiology AND
mortality AND clinical management), as well as by the annual
healthcare reports of the German Diabetes Society (Deutsche
Diabetes Gesellschaft, DDG) and its pertinent guidelines
(including gestational diabetes).

EQA data for glucose and HbA1c

The second data source was the EQA surveys for the
measurands glucose and HbA1c, conducted by INSTAND,
from 2010 to 2022. Each survey (synonym “ring trial”) is
offered six times per year. For the statistical analysis of the
quantitative results for glucose and HbA1c, only the last EQA
scheme of the year, conducted in October, was used since it was
regularly the largest one regarding the number of participants.
Concerning our analysis, the EQA schemes discussed are
evaluated as follows: EQA #100 (clinical chemistry parameters,
including glucose): RMV; #145 (HbA1c): RMV; #800 (glucose
POCT): CV. In each EQA survey, two samples with different
concentration levels (randomly assigned as samples A and B) are
delivered to the participants. These concentrations are chosen to
be within the linear measurement range of all possible methods
used by the participants.

The total numbers per year were analyzed to determine the
dynamics of the participation. We also used the respective RfB
information for the corresponding ring trials. In general, all
participants must report quantitative results together with
additional information on the test kit provider and laboratory
equipment used via the online portal of the respective reference
institution. Table 1 summarizes the number of participants and
applied methods for the INSTAND EQA schemes.

INSTAND offers EQA schemes for glucose in plasma as part of
the clinical chemistry panel (#100) or separate as POCT glucose
samples (#800). We analyzed the value scattering of the respective
results of the EQA #100 (glucose oxidase (GOD) and hexokinase/
Glc-6P-DH method) and #800 (GOD and Glc-DH method)
throughout the whole period 2010–2022 without differentiation
of the methods applied. For HbA1c as the second diabetes
measurement, the EQA organization has used fresh whole blood
samples since 2015, with target values assigned with the IFCC
reference measurement procedure. Therefore, we analyzed this
ring trial only in 2015–2022. Here, we differentiated between

affinity chromatography, ion-exchange HPLC, and
immunological methods.

Statistical methods applied

The result data of the participants for the respective EQA scheme
measurand were recalculated by z-scoring. The z-values are the
numerical values of the positive or negative standard deviations
from the respective CV (for #800) or RMV (for #100 and #145).
The resulting z-value ranges of the EQA participants give an
impression of the scatter of the individual measured values and are
depicted as box-and-whisker plots. The middle line represents the
median, whereas the x in the box represents the mean of the z-values.
The box includes the lower and the upper quartiles (25%–75%). The
whiskers show the minimum and maximum values (±1.5 × the
interquartile range (IQR)). The extremes (below or above ±1.5 ×
IQR) were excluded, as these reported values were mainly
compromised by gross errors (sample mix-up, wrong unit, etc.).
However, in Figure 1, the outliers are also shown to illustrate the
wide scatter of the individual z-values.

Possibly significant changes in the value range over time and in
the number of participants of the respective EQA schemes were then
investigated by linear regression analysis (least squares method).
The degree of association is represented by the coefficient of
determination R2, measured on a scale ranging from −1 through
0 to +1. Complete correlation between two variables being expressed
by either +1 or −1. The significance level for the trend line
slope >0 was set to p < 0.05. All statistical data were calculated
using the Microsoft Excel add-in Abacus 3.0, LABanalytics GmbH,
Jena, Germany.

Determination of the analytical performance
of glucometers according to the ISO
standard 15197:2013

A comparative survey and meta-analysis of publications from
2012 to 2022 was performed. A Medline search in this time frame
selected these publications. Search terms were glucometer OR blood
glucose monitoring system OR BGMS OR plasma glucose analysis
AND ISO 15197. In brief, ISO 15197:2013 claims the following
minimum requirements: First, at least 95% of blood glucose
monitoring system (BGMS) results from three different strip lots

TABLE 1 Characteristics of INSTAND’s EQA schemes. RMV indicates the use of a respective reference method value for evaluation, whereas CV stands for
consensus value mode.

EQA scheme measurand,
additional description

Code
#

Average number of
participants per surveya

EQA evaluation
mode

Number of evaluated device
types/methods

Glucose as part of the clinical
chemistry EQA

100 657 RMV 8/2

Glucose POCT 800 706 CV 28/2

HbA1c 145 701 RMV 17/3 Proportions of methods: 61%
immunological; 25% HPLC; 5% affinity

chromatography

aPer year, there are six EQA surveys for each scheme.
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have to be within ±15 mg/dL at glucose concentrations <100 mg/dL
or within ±15% at ≥100 mg/dL, being compared to a traceable
laboratory method. Second, in a consensus (Clarke) error grid
analysis, at least 99% of results must be within zones A and B.
The different authors checked these requirements.

Results

Prevalence and redistribution of
undiagnosed people with diabetes
in Germany

General prevalence data
Using the search terms, 122 hits in Medline were found. Most

informative for understanding the epidemiological situation in
Germany were the annual health reports of the DDG since 2010.
For years, these health reports (analysis period 2010–2022) have
noted an increasing prevalence of diabetes in the German
population. As a result, the number of people with type
2 diabetes in Germany in 2022 rose to approximately
8.7 million (Tönnies et al., 2019); the number of unreported
cases could be estimated at two million (Deutsche Diabetes
Gesellschaft, 2023). By comparison, the number of diagnosed
diabetes cases in 2015 was seven million.

This increase in diabetes prevalence in Germany was
predominantly accounted for by subjects aged 65 years and

older and those with low educational status, a high body mass
index (>30 kg/m2), and a low physical activity profile
(Heidemann et al., 2016). The authors additionally pointed
out that the life expectancy of persons with diabetes might
have increased more in the last 2 decades than the general
population due to more responsive health systems in
diagnostics and care (Tönnies et al., 2021). Other potential
causes for the increase in prevalence include earlier
identification of affected patients using the laboratory
parameter HbA1c in whole blood for diagnosis and the
increased clinical use of diabetes risk scores (Heidemann
et al., 2016). Together with the observation that there has
been a decrease in undetected diabetes since 2012, these
results suggest that there has been a redistribution from
undetected diabetes to diagnosed diabetes in recent years
(Deutsche Diabetes Gesellschaft, 2020).

Screening of risk factors and risk scores for
type 2 diabetes

To identify patients at increased risk for type 2 diabetes, screening
of asymptomatic individuals based on risk factors or risk scores has
been recommended in the practice recommendations of the DDG for
years (Heidemann and Scheidt-Nave, 2017): Detecting prediabetes
based on fasting plasma glucose, 2-h oral glucose tolerance test
(OGTT) plasma glucose, or HbA1c. Although the benefits of
earlier diagnosis of diabetes are still somewhat unclear, the benefits
of lifestyle intervention in individuals with prediabetes have led the US

FIGURE 1
Box-and-whisker plots of the annual result spreads for EQA scheme #800 (POCT glucose), given as z-values. Samples A and B are shown for each
year. The total sum of results evaluated for this EQA schemewas 17,125. Description of the box-and-whisker plot: Themiddle line represents themedian,
whereas the x in the box represents the mean of the z-values. The box includes the lower and the upper quartiles (25%–75%). The whiskers show the
minimum and maximum values (±1.5 x interquartile range (IQR)). Single points represent outliers.
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Preventive Services Task Force to recommend screening for
prediabetes and type 2 diabetes in nonpregnant adults 35–70 years
of age who are overweight or obese (Goffrier et al., 2017; US
Preventive Services Task Force, 2021). The task force concludes
with moderate certainty that screening for prediabetes and type
2 diabetes and offering or referring patients with prediabetes to
effective preventive interventions has a moderate net benefit.

An indirect approach to determining the risk of diabetes is
using risk scores. These allow the estimation of the statistical
probability that a person will develop type 2 diabetes in a defined
period. Prognostically relevant risk scores allow quantification of
risk using a combination of multiple risk parameters and can
assist in accurately determining the disease risk for individuals
(Deutsche Diabetes Gesellschaft, 2023; Lind et al., 2013).

Gestational diabetes
Since 2012, the German maternity guidelines have

recommended a systematic screening program for gestational
diabetes using an OGTT (Schäfer-Graf et al., 2018). One of the
prerequisites for an effective laboratory screening program is an
accurate and precise determination of the glucose concentration
in venous plasma. Whenever it is impossible to rapidly test the
glucose concentration from whole blood, stabilized blood has to
be sent to the analyzing laboratory. The progress made within the
last decade was the finding that an effective pre-analytical
glycolysis inhibition can only be achieved by using sodium
fluoride combined with an acidic citrate buffer (Gambino
et al., 2009). Without citrate buffering in the blood collection
tubes, false low glucose concentrations may occur, which leads to
undetected gestational diabetes.

Results from EQA schemes concerning the
total number of participants and the spread
of result variations for glucose and HbA1c

Number of participants
In Germany, INSTAND and RfB offer EQA schemes for glucose in

plasma as part of the clinical chemistry panel or separate as POCT
glucose samples. For the second diabetes measurand, HbA1c, both
organizations use fresh whole blood samples with target values assigned
with the IFCC reference measurement procedure since 2015.

In 2010–2022, the POCT glucose EQA schemes significantly
increased participation in both EQA organizations. In contrast,
in the HbA1c dedicated EQA schemes, a substantial increase in
the number of participants could be observed only for RfB. For
INSTAND, the number of participants decreased between
2015 and 2016. This was due to the shift of the sample matrix
from processed to fresh whole blood and the resulting changes in
the delivery of samples. Results are summarized in Table 2 and
can be retrieved from the Supplementary Figures S1A–D.

Spread of variations of the EQA results
For a better understanding, Figure 1 portrays the spread of result

variations throughout the years for the EQA scheme #800 glucose
POCT. The outliers are also shown here to illustrate the wide range
of the individual z-values. The total sum of results evaluated for this
EQA scheme was 17,125.

We found that no significant narrowing of the value spreads
could be observed for the glucose EQA schemes #100 and #800.
The correlations found showed no significant positive or negative
slope. Interestingly, the spreading width of the glucose results in
#100 was constantly lower than the width of results in #800. This
testifies to a constant high quality of the laboratory analysis
in Germany.

The situation is different for the measurand HbA1c. Here, the
samples given out by INSTAND have been commutable since 2015,
when a new whole blood sample matrix was introduced. In the
shorter observation period 2015–2022, significant decreases of result
scattering could be observed for two of the three different methods
for the analysis of HbA1c: ion-exchange HPLC and immunological
methods. Only the affinity chromatography method showed no
significant negative slope. The respective statistical data can be
found in Table 3.

A complete set of the result spreads for the EQA schemes, shown
as box-and-whisker plots, can be retrieved from Supplementary
Figures S2–S6.

Data from international studies concerning
the analytical performance of glucometers

Sufficiently robust BGMS are a prerequisite for appropriate and
safe blood glucose self-monitoring in patients with diabetes. The
measurement accuracy of glucometer devices significantly impacts
the quality of clinical care and therapy adjustment for these patients
(Jendrike et al., 2019). It can be regarded as proven that more
significant errors in SMBG devices lead to greater predicted risks of
undetected hypoglycemia (Breton and Kovatchev, 2010). Strict
accuracy criteria are therefore mandatory for a premarket
evaluation to ensure the measurement quality of BGMS systems.
These criteria are defined in the international standard ISO 15197
(“In vitro diagnostic test systems—Requirements for blood-glucose
monitoring systems for self-testing in managing diabetes mellitus”).
This standard, first published in 2003 (International Organization
for Standardization, 2003), calls for several quality requirements,
among them analytical performance evaluations, to guarantee safe
and reliable glucose measurements.

Regarding analytical performance, requirements on the accuracy
of the respective system (device plus glucose strips) are described in
detail, including evaluation design and minimum accuracy criteria.
In 2013, a revised version of the norm was published with significant
changes like additional stringent accuracy criteria and changes in the
testing procedure (International Organization for Standardization,
2013). These criteria were already described in Materials
and Methods.

Between 2010 and 2020, a series of methodological studies deals
with the compliance of various glucometer systems with the ISO
15197 criteria. Using the search terms, we found 191 hits in Medline;
12 studies were adequate to answer our question. Table 4 displays
the percentages of tested reagent system lots that fulfilled the current
ISO norm 15197:2013 system accuracy criteria. It can be stated that
the percentages increased continuously. This can also be seen in
Figure 2. The regression line has an R2 of 0.2406. Additionally, in an
extensive literature review, 58 studies with 143 different SMBG
systems between the years 2010 and 2017 were evaluated for
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accuracy. It was shown that newer meters were more likely to pass
the ISO 15197:2013 standards (King et al., 2018).

Discussion

German EQA results concerning analytical
quality for glucose and HbA1c and analytical
performance of glucometers

The survey for both glucose EQA schemes showed no significant
change in the spread of result variations over 13 years. For the

HbA1c survey, however, there was a significant tendency towards
narrowed result spreads, which could be seen in the two methods
with the highest number of participants (ion-exchange HPLC and
immunological methods), where the affinity chromatography
method showed no significant change over time.

During the observation, the POCT glucose EQA schemes
showed significant increases in participating laboratories and
diabetes-specialized ambulances in both EQA organizations. In
contrast, in the HbA1c dedicated EQA schemes, a significant
increase in the number of participants could be observed only
for RfB. This can be seen as a sign of a consistently good analytical
quality of laboratory diagnostics throughout Germany, which

TABLE 2 Linear regression analysis concerning the number of participants in the EQA schemes conducted by INSTAND and RfB for POCT glucose and
HbA1c.

Measurand EQA organization Number of investigated years (2010–2022) R2 p

POCT glucose RfB 13 0.932 <0.01

POCT glucose INSTAND 13 0.664 <0.01

HbA1c RfB 13 0.614 <0.01

HbA1c INSTAND 13 0.527a −

aR = −0.726. Not evaluable due to a change of the offered EQA, material.

TABLE 3 Linear regression analysis concerning the calculated z-values, summarized for samples A and B, representing the variability of the individual results
in the INSTAND EQA schemes for glucose (#100 and #800) and HbA1c (#145).

Measurand Number of investigated years (2010/2015–2022) R2 p

Glucose clinical chemistry (#100) 13 0.007 0.689

Glucose POCT (#800) 13 0.066 0.205

HbA1c (#145) affinity chromatography 8 0.120 0.188

HbA1c (#145) ion-exchange HPLC 8 0.245 0.051

HbA1c (#145) immunoassay methods 7a 0.369 0.021

aThe year 2015 was excluded as the number of participants was exceptionally low due to the change in the EQA, material supplied.

TABLE 4 Publications showing percentages of tested reagent system lots that fulfill system accuracy criteria of ISO 15197:2013.

Study author, publication year Number of tested devices/lots % Fulfillment of ISO 15197:2013

Baumstark et al. (2012) 20 45

Freckmann et al. (2012) 34 53

Brazg et al. (2013) 21 29

Hasslacher et al. (2014) 27 48

Link et al. (2015) 12 84

Freckmann et al. (2015) 27 78

Yu-Fei et al. (2017) 19 21

Baumstark et al. (2017) 18 83

Jendrike et al. (2018) 12 75

Klonoff et al. (2018) 18 33

Pleus et al. (2020) 18 78

Pleus et al. (2022) 4 100
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helps clinicians improve diagnostic and follow-up strategies for
patients with diabetes.

The findings for the glucose EQA surveys #100 and #800,
however, must be seen against the background that the samples
delivered by the EQA organization still suffer from a specimen
stability challenge (Wang et al., 2020). The reason is the
instability of fresh blood samples, leading to the favored
delivery of stabilized sample matrices. In particular, for #800,
the matrix effects of such stabilized samples could result in
substantial differences in results between the different POCT
systems. Therefore, the EQA evaluation can only be carried out
according to the consensus value (CV) and not according to the
reference method value (RMV) mode.

As depicted in Table 4, the percentages of tested reagent systems
that fulfilled the system accuracy criteria of the EN ISO norm 15,197:
2013 increased continuously within the last 2 decades. This testifies
to a better analytical quality of glucose measurements within the
framework of BGMS and may also be linked to a better diagnosis of
previously unknown affected patients. However, it must be
mentioned here that the published devices do not necessarily
reflect the entire IVD market.

Nevertheless, hypothetical patient scenarios (Eichenlaub et al.,
2023) can convey to healthcare professionals and patients a novel
understanding of the clinical impact of BGMS accuracy. Despite the
standardization of accuracy assessment procedures and
requirements, the reliability of the BGMS can still be improved
to prevent any adverse clinical events. These are, for example,
delayed therapy adjustment, hyperglycemia due to excessive food
intake, ketoacidosis, and hypoglycemia due to overcorrection.

Another important point that should be mentioned when
evaluating the analytical performance of BGMS is that the
reference measurement procedures used for comparison in
studies have a considerable impact on the resulting
measurement accuracy of BGMS. Since there are systematic

differences between the manufacturers’ reference
measurement procedures used for BGMS calibration and
accuracy assessment, this may have potential implications for
therapy for patients with diabetes. Therefore, further
harmonization of test procedures is desired by various
authors to continue the encouraging trend of ever-improving
diagnostic capabilities (Freckmann et al., 2022).

What we expected for our EQA HbA1c results, corresponds
to the international EurA1c study from 2018: Concerning the
analytical performance of HbA1c measurements, this study
examined the analytical quality for HbA1c in
2,166 laboratories in 17 different European countries (EurA1c
Trial Group, 2018). The results were evaluated according to the
criteria of the IFCC model for analytical quality targets. There
were two groups in the study. One group received fresh whole-
blood samples, and the other lyophilized hemolysate samples.
Only one of 20 participating laboratories did not meet the IFCC
criterion. Substantial differences between countries and between
manufacturer groups were seen by the study group. Germany was
in the group with fresh whole-blood samples and achieved a very
good result with an IFCC bias of −0.2. Overall, there were no
major differences between the fresh whole-blood group and the
group using lyophilized hemolysate samples. The findings are in
accordance with our results, showing consistently good accuracy
of the different HbA1c methods over the entire
observation period.

Systematic screening for gestational
diabetes—situation since 2012

The German maternity guidelines recommend systematic
screening for gestational diabetes using an oral glucose tolerance
test since 2012 (Schäfer-Graf et al., 2018). As a result, the prevalence

FIGURE 2
The percentages of fulfillment of the EN ISO norm 15197 (In vitro diagnostic test systems - Requirements for blood-glucose monitoring systems for
self-testing in managing diabetes mellitus), found in various published studies, are increasing between 2012 and 2022 (R2 = 0.2406).
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of gestational diabetes significantly increased from 4.6% to 6.8%
(2018: 51,318 cases) from 2013 to 2018 (Reitzle et al., 2021). The
number continues to grow until 2021 with a prevalence of 8.5%,
equivalent to several 63,000 cases. This increase can be explained by
several factors: First, in the rise in the age of pregnant women;
secondly, by an increase of the pre-conceptional body mass index of
the fertile group of women; and finally, by the screening effort itself
as a health insurance benefit (Deutsche Diabetes Gesellschaft, 2023).
However, laboratory diagnostics also made its contribution.
Therefore, analytical aspects are worth mentioning here: To
avoid false negative glucose results due to a pronounced
metabolic breakdown of the measurand in whole blood
(Gambino et al., 2009), a national guideline recommends
analyzing the glucose concentration immediately from freshly
drawn venous blood by use of quality-assured POCT devices or
to use citrate-buffered NaF-tubes when the samples have to be
shipped to a laboratory site (Neumaier et al., 2015). This has most
likely a positive impact on the false negative results.

Possible link between reduced diabetes
mortality, better glycemic control, and an
increase in diabetes prevalence by improved
laboratory analytics?

Diabetes is a common cause of increased mortality. A recent study
on more than 50,000 Spanish individuals impressively showed again
that diabetes is associated with a higher premature mortality rate from
cardiovascular disease, cancer, and noncardiovascular non-cancer
causes compared with the general population (Baena-Díez et al.,
2016). Against this background, Chen et al. (Chen et al., 2020)
investigated the link between the mortality rate and the prevalence
of diabetes mellitus in Caucasian populations. The authors found a
significant decline in all-cause mortality since 2000. They concluded
that this falling mortality would likely lead to an increasing prevalence
despite a stable or even declining incidence of diabetes. They discuss the
same public health-related factors as mentioned above, which reduce
mortality risk factors. Among them is the optimization of the quality of
the analytical techniques with improvements in glycaemic control:
Better analytics leads additionally to a higher redistribution rate of
undiagnosed diabetes.

Heidemann et al. (Heidemann et al., 2016) further explained
factors for the rising prevalence of diabetes in Germany. The authors
listed several factors that may be jointly responsible for this observed
shift: Increased life expectancy in people with diabetes compared to
the general population and the broad clinical application of risk
score protocols. Additionally, the drawdown of the cut-off value for
the fasting glucose concentration, as proposed by the American
Diabetes Association (ADA) in 1997 (Expert Committee on the
Diagnosis, 1997) and followed by the WHO 2 years later, combined
with the introduction of HbA1c as a valid diagnostic parameter
potentially contributed to the observed earlier diabetes diagnosis.
However, it must be stated that the diagnostic application of this
measurand requires optimized laboratory analytics in terms
of accuracy.

Another possible link between better glycemic control of
patients with diabetes and optimized laboratory analysis of
HbA1c by use of EQA schemes can be deduced from a study by

Tollånes (Tollånes et al., 2020). The combination of validated patient
data and EQA data showed that patients in offices of general
practitioners who participate in HbA1c EQA surveys have lower
HbA1c levels. The authors conclude that accurate HbA1c results
may improve the diabetes care of the affected patients.

A further Norwegian study investigated various factors that can
lead to over- and undertreatment of hyperglycemia. The study
examined 10,233 individuals with type 2 diabetes. It was found
that a total of 4.1% of patients were potentially overtreated, whereas
7.8% were potentially undertreated, and 11% did not receive an
HbA1c measurement (Tran et al., 2021).

Since POCT methods are already widespread in Europe,
proficiency testing helps to enhance the quality of the used
devices. In particular, for POCT methods measuring HbA1c,
there is still room for improvement. A study by Lenters-Westra
et al. (2014) showed that not all HbA1c POCT devices met the
generally accepted performance criteria. In order to assess the
quality class of new POCT devices, efforts should be undertaken
for an IFCC standardized comparison method, the adaptation of
performance to clinical conditions, and an obligation to register and
participate in EQA for proof of quality and quality assurance
(Lenters-Westra and English, 2019).

Another study on glucose POCT showed that participants being
rated as “failed” in an EQA distribution changed devices more
frequently and were, therefore, able to subsequently achieve better
analytical results (Bietenbeck et al., 2018).

Conclusion and outlook

Even if the retrospective data analysis only indicates, there
appears to be a correlation between lower diabetes mortality,
better glycemic control, and increased diabetes prevalence in
Germany and consistently high-quality laboratory analytics. This
might help to attenuate the high burden of diabetes in terms of its
adverse health effects on those affected, but also in terms of its
economic impacts on the global healthcare systems. Our
assessment of EQA data over time can also be a valuable tool
for monitoring the analytical quality of clinical chemistry
parameters. It might help to raise the awareness of laboratory
professionals for quality concerns.

Good laboratory diagnostics reduce the morbidity and mortality
of diseased patients. Yet, diabetes monitoring technology is still on
the rise. It is becoming increasingly indicated that patients with
insulin-depending diabetes use CGM systems nowadays. The
American Association of Clinical Endocrinology Clinical Practice
Guideline from 2021 recommends the use of advanced technology in
the management of people with diabetes to effectively achieve the
glycemic targets, thereby improving quality and convenience of life,
reducing the burden of care, and offering a personalized approach to
self-testing (Grunberger et al., 2021). However, quality assurance
measures comparable to the EQA protocols described in this study
still need to be established internationally.

Laboratory diagnostics can also help detect patients with slowly
progressive late-onset autoimmune diabetes in adults (LADA).
Anti-islet autoantibodies to insulin (IAA), glutamic acid
decarboxylase (GADA), tyrosine phosphatase-like protein IA-2
(IA-2A), and zinc transporter 8 (ZnT8A) are currently employed
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in the improved diagnostic process (Kawasaki, 2023). Here, too,
EQA programs have already been established in Germany by both
accredited EQA organizations.
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Background: Tumor markers are established laboratory tools that help to
diagnose, estimate prognosis, and monitor the course of cancer. For
meaningful decision-making in patient care, it is essential that methods and
analytical platforms demonstrate high sensitivity, specificity, precision, and
comparability. Regular participation at external quality assessment (EQA)
schemes is mandatory for laboratories. Here, a longitudinal evaluation of EQA
data was performed to assess the performance of tumormarker assays over time.

Methods: Longitudinal data of the cancer antigens (CA) 15-3 (n = 5,492), CA 19-9
(n = 6,802), and CA 125 (n = 5,362) from 14 INSTAND EQAs conducted between
2019 and 2023 were evaluated. A median of 197, 244 and 191 laboratories
participated at the EQAs for CA 15-3, CA 19-9 and CA 125, respectively. Data
evaluation encompasses intra- and inter-manufacturer specific variations over
time, assay precision, and adherence to the EQA limits of ±24% for CA 15-3, ±27%
for CA 19–9 and ±36% for CA 125.

Results: The study showedmedianmanufacturer-dependent differences of up to
107% for CA 15-3, 99% for CA 125, and even 549% for CA 19-9 between the
highest and the lowest methods over the studied period. Regarding the
normalized median of all methods, the values of the most deviant methods
were 0.42 for CA 15-3, 7.61 for CA 19-9, and 1.82 for CA 125. Intra-manufacturer
variability was generally low, withmedian coefficients of variation (CV) below 10%.
As the methods were evaluated according to method-specific consensus values,
most participants passed the EQAs within the acceptance criteria. When the
criteria were consistently set at 24%, the central 90% of participants passed the
EQAs in 78.6%–100% for CA 15-3 (with exception of AX), 89.3%–100% for CA 125,
and 64.3%–100% for CA 19-9.

Conclusion: While intra-method precision of most analytical platforms is
acceptable for all three tumor markers, considerable inter-method variability
was observed over the whole studied period demonstrating the necessity for
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better standardization and harmonization of the methods, development of
international reference materials, and comprehensive commutability studies
with patient samples.

KEYWORDS

external quality assessment, tumor marker, cancer antigen, CA 15-3, CA 19-9, CA 125,
EQA, INSTAND

1 Introduction

Cancer remains a challenge to public health worldwide (Bray et al.,
2021; Sung et al., 2021). As our understanding of cancer biology
continues to advance, so does the need for improved diagnostic tools
for the detection, risk assessment, and monitoring of therapeutic
responses. Tumor markers have risen in prominence as potential
indicators for the presence and progression of cancer (Filella et al., 2023).

Among the diverse array of tumor markers, the cancer antigens
(CA) 15-3, CA 19-9, and CA 125 have emerged as useful tools in the
detection and management of various cancer entities (Stieber and
Heinemann, 2008a). CA 15-3, also known as Mucin-1 (MUC-1), is a
300 kDa carbohydrate antigen found in normal breast and breast
cancer cells (Gang et al., 1985; Duffy et al., 2000). It is also expressed
by other types of cancer, such as lung cancer and gastric cancer, and
appears in elevated levels in the blood serum and plasma of patients
with non-cancer-related conditions like cirrhosis, hepatitis and
benign breast diseases (Duffy et al., 2010).

CA 19-9, also known as Sialyl Lewis-antigen, is a 36 kDa
glycolipid that emerges from the generation of a monoclonal
antibody against a colon carcinoma cell line (DelVillano and
Zurawski, 1983). Elevated levels of CA 19-9 are notably exhibited
in the blood of patients with various malignancies, including gastric,
lung, colon and pancreatic cancers (Lee et al., 2020). Furthermore,
high levels of CA 19-9 in the blood are observed in non-malignant
conditions such as benign pancreatobiliary, hepatic and pulmonary
diseases, and in cases of thyroiditis, diabetes mellitus, and
autoimmune disorders (Trape et al., 2011; Kim et al., 2020).

CA 125, also known as MUC-16, is a 200 kDa membrane
glycoprotein expressed on the surface of ovarian cancer cells
(Charkhchi et al., 2020). It is defined by the monoclonal
antibody OC125, which is derived from human ovarian cancer
cell lines. In addition to ovarian cancer, elevated levels in the
blood are found in conjunction with lung, endometrial,
pancreatic, breast, and colon cancer, as well as with physiological
conditions such as menstruation and pregnancy (Ghosh et al., 2013).
Given its susceptibility of being elevated under a range of
circumstances, CA 125 is used in combination with other tumor
markers, like human epididymis protein 4 (HE4), to assess the risk of
suspicious pelvic masses (Moore et al., 2009; Escudero et al., 2011).

Although extensive research has been conducted on these tumor
markers, challenges persist in achieving standardization and
harmonization across methods (Mongia et al., 2006; Slev et al., 2006;
La’ulu and Roberts, 2007; Passerini et al., 2007; Serdarevic, 2018). In
2005, the Society for Promoting Quality Assurance in Medical
Laboratories (INSTAND) observed a manufacturer-dependent bias of
up to 44% for CA 15-3, 194% for CA 19-9 and 162% for CA 125 as part
of external quality assessment (EQA) results (Reinauer and Wood,
2005). INSTAND is accredited according to ISO17043 and is a

reference institute of the German Medical Association. It has been
conducting EQAs since 1966. Considerable variation has also been
reported in clinical studies that compare different manufacturers
(Stieber et al., 2008b; Holdenrieder et al., 2008; Molina et al., 2008).
This is a matter of concern, as the ability to compare results across
laboratories, manufacturers, and platforms is crucial for the meaningful
interpretation of clinical data. This is particularly true given that the
reference limits of different methods are often similar (La’ulu and
Roberts, 2007). If cancer patients undergoing therapy or post-
treatment surveillance receive tumor marker results from different
laboratories utilizing different methods, the lack of standardization
and harmonization can lead to erroneous interpretations of the
marker dynamics. Furthermore, EQA providers are required to
establish acceptance criteria for method-specific EQA schemes, which
are essential for the interpretation of clinically meaningful results.
Additionally, they must monitor the performance of analytes and
methods over time.

In a recent analysis of EQA data on the current quality of the tumor
markers alpha-feto protein (AFP) and carcinoembryonic antigen (CEA),
for which there are international reference standard materials, we found
a better level of standardization between 2018 and 2022 compared to that
reported in 2005 (Wojtalewicz et al., 2023). In this study we performed a
longitudinal assessment of EQA data for the tumor markers CA 15-3,
CA 19-9, and CA 125 for which international reference standard
materials have not yet been developed. We compared intra- and
inter-method variations between EQA participants using the most
common analytical platforms and tested their adherence to EQA limits.

2 Materials and methods

2.1 Sample materials

Thematrix for the EQA samples was composed of human serum
pools stabilized with 0.02% sodium azide. No other synthetic
substances were added. To reach defined tumor marker
concentrations, the matrix was spiked with non-synthetic tumor
antigens from respective tumor tissue cell lines. Sample
concentrations were selected based on clinical relevance and in
accordance with the guidelines of the German Medical Association
(RiliBÄK). The manufacturer declared and confirmed the
homogeneity and stability of each sample batch. During the EQA
surveys, the liquid samples were stored at 2°C–8°C until shipment.

2.2 EQA procedure

The INSTAND EQA scheme for tumor marker detection is
conducted six times a year on a global scale. There are no exclusions
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for participants. For each survey, participating laboratories receive
two EQA samples with different concentrations. The laboratories
are required to report their quantitative results for CA 15-3, CA 19-
9 and CA 125, along with other tumor markers, and provide
information to INSTAND about the respective analytical
platforms, methods, reagents, and manufacturers. Participating
laboratories report this information via the RV-Online platform
(https://rv-online.instandev.de).

As there is no available reference method for tumor marker
quantification, the consensus value of manufacturer-specific
collectives, calculated using algorithm A (ISO13528, (2022),
Section C3), serves as the target value for evaluating participant
results and laboratory certification. The EQA passing criterion for
CA 15-3 is set at ±24% of the consensus value over the entire
evaluation period. This is in accordance with the RiliBÄK
(Bundesärztekammer, 2023). For CA 19-9 and CA 125, which
are not covered in the current guideline, the EQA criteria are set
at ±27% and ±36%, respectively.

2.3 Data analysis and statistics

In the present study EQA surveys conducted between January
2019 and May 2023 for the tumor markers CA 15-3, CA 19-9 and
CA 125 were examined. As in the previously published tumor
marker study (Wojtalewicz et al., 2023), only data from the three
annual EQAs with the highest number of participants, namely
January, May, and October, were included in the evaluation
(Supplementary Table S1). The lower participant number EQA
schemes have been excluded due to low statistically significance.
In total 14 CA 15-3, CA 19-9 and CA 125 EQA surveys with two
samples each were analyzed.

The EQA samples had different concentrations of the tumor
markers that mirrored the relevant value range for clinical decision
making. This was close to the cut-off values of the so-called reference
range (95th percentile of healthy individuals), which is around
30 kU/L for CA 15-3, 35 kU/L for CA 125, and 37 kU/L for CA
19-9 for most manufacturers and methods, and at slightly or
strongly elevated levels as often seen in different cancer stages.
For better orientation, cut-off values are highlighted with a red line
in the figures.

The EQA data were analyzed in a manufacturer-dependent
manner (Supplementary Table S2). We focused on manufacturer
collectives with a minimum of six participants per survey, resulting
in six collectives for the analysis of the CA 15-3 results, seven
collectives for CA 19-9, and six collectives for CA 125. These were, in
alphabetical order, Abbott (AB), Beckman (BE), bioMérieux (AX),
Diasorin (DO), Roche (RO), Siemens (SI), and Tosoh (TH, for CA
19-9 only).

The results were illustrated using combined dot plots and box
plot diagrams to visualize the distributions of the values in terms of
median, interquartile range, and whiskers and to make them
comparable over time.

The SI collective comprised four manufacturer sub-collectives
consolidated under Siemens. In some EQA surveys, we observed a
multimodality in the SI collective, but to gain a comprehensive
understanding of the value distribution, all results from the SI cohort
were included in the general box plot analysis. Additionally, the SI

collective was divided into subgroups (Supplementary Table S1;
Supplementary Figures S1–S4). Due to the multimodality of the SI
collective, we specifically presented the normalized median for the
more substantial sub-collectives Bayer Health (BG), DPC Biermann
(DG) and Siemens Healthineers (SIE).

The collective median of each survey was normalized in relation
to the overall median of the respective survey. The coefficients of
variation (CVs) were calculated to assess the scatter within the
manufacturer collectives; for the SI collective, the three sub-
collectives BG, DG and SIE were considered separately.

In a further step, the inter-laboratory performance quality of CA
15-3, CA 19-9 and CA 125 as well as the manufacturer-dependent
value distribution were analyzed in relation to the EQA success
criteria. Here the central 80% (10th to 90th percentiles) and the
central 90% (5th to 95th percentiles) of the participants of each
manufacturer were compared to the acceptance criteria of each
tumor marker.

We used jmp 17.2.0 from SAS Institute (Cary, NC,
United States) for the basic statistical analyses. The overlay
images were generated using version 2.10.34 of the Gnu image
manipulation software.

3 Results

The data from the 14 EQA surveys, conducted in January, May
and October between 2019 and 2023, were examined for the tumor
markers CA 15-3, CA 19-9, and CA 125. The participating
laboratories collectively provided 5,492 results for CA 15-3,
6,802 results for CA 19-9 and 5,362 results for CA 125. A
median of 197 laboratories participated at the EQAs for CA 15-3
(minimum 172, maximum 219), 244 laboratories for CA 19-9
(minimum 214, maximum 275), and 191 laboratories for CA 125
(minimum 165, maximum 220). The detailed numbers of results per
manufacturer are displayed in Supplementary Table S2. Regarding
outlier management, sample mix-ups or reporting errors resulted in
the exclusion of 35 results for CA 15-3, 20 results for CA 19-9, and
16 results for CA 125.

3.1 CA 15-3 EQA results

Notable disparities in concentrations of CA 15-3 were observed
across manufacturers, with median variations reaching as high as
107% between BE and SI and the maximum variations reaching as
high as 171% between BE and DO. For other methods, the
differences were lower as displayed in detail in Supplementary
Table S3. The BE collective consistently reported the lowest
values and never overlapped with results from other collectives
(Figure 1A). In contrast, the SI collective often reported the highest
values. Excluding the BE collective from the analysis substantially
reduced the highest manufacturer-specific concentration differences
to 25%, as seen between SI and AX in the January 2021 survey.

The trend of BE consistently reporting the lowest values became
even more apparent when the normalized median differences
between manufacturer collectives (Figure 1B) and the median
values along with the minimum and maximum values of the
normalized median differences for each manufacturer collective
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FIGURE 1
Manufacturer-dependent analysis of CA 15-3 EQA results, encompassing an all-results overview (A), comparisons of manufacturer-dependent
median differences relative to the overall median (B), and evaluations of manufacturer-dependent CVs (C) between 2019 and 2023. Data are presented
for two samples per survey. The gray boxes represent all results for the respective sample, while smaller, colored box plots overlay the total results (blue:
AB, green: AX, cyan: RO, violet: BE, red: SI, ochre: DO). A red line marks the 30 kU/L cut-off value, and black dots denote outliers excluded from the
colored boxes. The whiskers extend from the 1st quartile minus 1.5 times the interquartile range to the 3rd quartile plus 1.5 times the interquartile range.
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FIGURE 2
Manufacturer-dependent analysis of CA 19-9 EQA results, encompassing an all-results overview (A), comparisons of manufacturer-dependent
median differences relative to the overall median (B), and evaluations of manufacturer-dependent CVs (C) between 2019 and 2023. Data are presented
for two samples per survey. The gray boxes represent all results for the respective sample, while smaller, colored box plots overlay the total results (blue:
AB, green: AX, cyan: RO, violet: BE, red: SI, ochre: DO, orange: TH). A red line marks the 37 kU/L cut-off value, and black dots denote outliers
excluded from the colored boxes. The whiskers extend from the 1st quartile minus 1.5 times the interquartile range to the 3rd quartile plus 1.5 times the
interquartile range.
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were considered (Supplementary Table S4). Notably, the BE
collective exhibited the lowest relative median value of
0.54—noticeably lower than the other collectives.

The median intra-manufacturer coefficients of variation (CVs)
for CA 15-3 measurements mostly remained below 10% (maximum
16%), pointing to a high level of assay precision (Figure 1C;
Supplementary Table S5). The only exception to this pattern was
the SI collective, which achieved a maximum CV of up to 23%.
Subdividing the SI collective into sub-collectives showed lower
median CV below 10% (maximum 20% for the SIE subgroup;
Supplementary Figure S1A).

3.2 CA 19-9 EQA results

For CA 19-9, the AB collective consistently reported
considerably higher values and never overlapped with the other
collectives. Its values occasionally reached very high levels of
approximately 560 kU/L. This contrasted starkly with other
companies, where measurements typically did not exceed 200 kU/
L. Conversely, the RO and TH collectives consistently reported the
lowest values for CA 19-9 (Figure 2A). Median variations across
manufacturers reached as high as 549% between AB and RO and the
maximum variations reaching as high as 822% between AB and TH
in May 2022. For other methods, the differences were lower as
displayed in detail in Supplementary Table S3.

Similarly, these trends are even more evident in the relative
collective medians of CA 19-9 when normalized to the overall
median of the sample results (Figure 2B). Excluding the AB
collective from the analysis substantially reduced the maximum
manufacturer-specific differences to 222% when the DO collective,
which had the highest value, is compared with the TH collective,
which had the lowest value in May 2022. Notably, the AB collective
exhibited the highest maximum normalized median difference of
7.61 and a median normalized median of 5.84, indicative of its
substantial deviation from the overall median. Conversely, the
medians for RO and TH for the normalized median were
0.93 and 0.96 respectively, and the TH collective displayed the
lowest maximum normalized median difference of 1.29
(Supplementary Table S6).

The variation within individual collectives was, in fact, quiet low,
with median CVs mostly below 10% (maximum CV 16%). This
indicates a commendable level of assay precision (Figure 2C;
Supplementary Table S5). Nevertheless, it should be noted that the
SI collective sometimes displayed CVs as high as 36%. Dividing the SI
collective into sub-collectives meant that the resulting subgroups,
although still occasionally displaying CVs as high as 35% as in the
case of the DG collective in January 2022 (Supplementary Figure S1B),
had median CVs between 10% and 12% which is comparable to the
other manufacturer collectives (Supplementary Table S7).

3.3 CA 125 EQA results

In the case of CA 125, either the AB or DO collective consistently
reported the highest measured values for each EQA survey. A
noteworthy change was observed in the performance of the BE
collective, which consistently remained in the interquartile range of

the overall box plot (grey box) before 2021, and then its values were
only in the lower whisker range of all results (Figure 3A). Notable
disparities in concentrations of CA 125 were observed across
manufacturers, with median variations reaching as high as 99%
between AB and BE and themaximum variations reaching as high as
151% between AB and BE in October 2021. For other methods, the
differences were lower as displayed in detail in
Supplementary Table S3.

In contrast to −20% to +20% before October 2021, the
normalized median values of the BE collective from October
2021 onwards maintained a very consistent value for CA
125 measurements, with a bias of −30% in comparison to the
overall median (Figure 3B). The AB collective had the highest
normalized median value of 1.54, while the AX and RO
collectives exhibited lower median values of 1.06 and
0.96 respectively (Supplementary Table S8).

Regarding method variability, the SI collective notably exhibited
the highest scatter of results among the manufacturer collectives,
with median CVs reaching 18% (maximum 25%). In contrast, the
other collectives consistently maintained median CVs between 5%
and 8% (maximum 20%; Figure 3C). As for the other CA markers
studied in this paper, the high CVs of the SI collective went down
once it was divided into its sub-collectives (Supplementary Figure
S1C). The median CVs were 8% for BG, 6% for DG and 11% for SIE.
Thus, they are more comparable to the median CVs of the other
manufacturer collectives, which ranged from 5% to 8%, than to the
overall SI collective with a median CV of 18%
(Supplementary Table S9).

3.4 Evaluation of EQA results with respect to
the current assessment limits

For CA 15-3, the AX collective displayed more variability, with
the central 90% exceeding the limits in approximately half of the
samples (Figure 4A). In contrast, the central 90% of values from the
DO collective consistently adhered to the assessment limits for each
sample (100% passing rate: ±24%), thereby demonstrating excellent
performance (Figure 4B). The RO collective’s results closely
mirrored those of the DO collective, with only a minor deviation
occurring twice when the central 90% were not able to pass the lower
assessment limit (92% passing rate) (Figure 4C). The SI collective
consistently exceeded the assessment limits in over half of the
instances and the central 90% of SI passed the assessment limits
only nine times (Figure 4D). Both collectives displayed fluctuations
above and below the threshold. When evaluated separately, the three
SI subtypes (BG, DG, SIE) had passing rates of 93%–96% (Table 1).

In the case of CA 19-9, the AB collective demonstrated
exceptional consistency, with the central 90% not passing the
lower assessment limit in just one instance (96% passing rate)
(Figure 5A). On the other hand, the central 90% of values from
the DO collective consistently remained within the assessment limits
for each sample (100% passing rate: ±27%), demonstrating a robust
performance (Figure 5B). Similar to CA 15-3, the RO collective
delivered commendable results, with only one instance with the
central 90% of laboratories being outside the upper assessment limit
(96% passing rate) (Figure 5C). Notably, the SI collective
consistently exceeded the assessment limit in every instance
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FIGURE 3
Manufacturer-dependent analysis of CA 125 EQA results, encompassing an all-results overview (A), comparisons of manufacturer-dependent
median differences relative to the overall median (B), and evaluations of manufacturer-dependent CVs (C) between 2019 and 2023. Data are presented
for two samples per survey. The gray boxes represent all results for the respective sample, while smaller, colored box plots overlay the total results (blue:
AB, green: AX, cyan: RO, violet: BE, red: SI, ochre: DO). A red line marks the 35 kU/L cut-off value, and black dots denote outliers excluded from the
colored boxes. The whiskers extend from the 1st quartile minus 1.5 times the interquartile range to the 3rd quartile plus 1.5 times the interquartile range.
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except once in October 2020 (Figure 5D). When evaluated
separately, the three SI subtypes (BG, DG, SIE) had passing rates
of 68%–82% (Table 1).

When looking at CA 125, the AB collective also performed
comparably well, with only a single instance where the central 90%
slightly did not pass the upper assessment limit (96% passing rate)

FIGURE 4
Manufacturer-specific evaluation of EQA results for CA 15-3 with respect to the current assessment limits for the AX (A), DO (B), RO (C) and SI (D)
collectives. The green dot represents the median of all results within each respective collective and EQA survey. Assessment limits of ±24% are
highlighted with red lines, while green lines indicate the median for 80% of the results, and a black line signifies the median for 90% of the results.
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(Figure 6A). Both the RO and DO collectives consistently
maintained all values within the assessment limits for each
sample (100% passing rate: ±36%), which reflects a strong
performance (Figures 6B, C). Even the central 90% of the more
variable SI collective exceeded the assessment limit on only 10 out of
28 occasions (Figure 6D). When evaluated separately, the three SI
subtypes (BG, DG, SIE) had passing rates of 89%–100% (Table 1).

When the assessment limits were adjusted so that each tumor
marker had the 24% passing limit as stipulated for CA 15-3 by the
RiliBÄK guidelines (Bundesärztekammer, 2023), the central 90% of
most collectives would still pass on many occasions (Table 1;
Supplementary Figures S5, S6) with passing rates of 79%–100%
for most manufacturers for CA 19-9 (only the 3 SI subtypes
remained below 70%) and 79%–100% for most manufacturers for
CA 125 (only 2 of the SI subtypes remained below 70%).

4 Discussion

The utilization of EQA material for comparative analysis
provides a standardized framework for evaluating laboratory
performance across different assays. While some EQA
institutions in other countries use patient samples, similar
phenomena and variations are observed for both materials
(van Rossum et al., 2024). This study undertakes a thorough
re-evaluation of recent EQA data spanning from 2019 to
2023 for the biomarkers CA 15-3, CA 19-9 and CA 125 and
highlights notable variations in the performance of tumor
marker assays.

The high variability across manufacturers for CA 15-3 was
also reported by Slev et al., who performed a comparative analysis
of seven automated CA assays and found BE consistently yielding
lower results than the SI sub-collective BG (Slev et al., 2006).
Similarly, clinical studies have demonstrated considerable
method dependent differences for CA 15-3 (Molina et al.,
2008), CA 19-9 (Stieber et al., 2008b) and CA 125
(Holdenrieder et al., 2008).

Potential causes of these manufacturer-related differences
include the utilization of distinct monoclonal antibodies across
assays with different binding sites and affinities due to variable
antigen-binding sites, as well as antigen modifications such as
glycosylation and different assay formulations (Price et al., 1998;
Reinauer and Wood, 2005; Partyka et al., 2012; Zeng et al., 2012;
Wojtalewicz et al., 2023). Fortunately, high intra-manufacturer
consistency with CVs below 16% was found for all methods
studied. This is particularly beneficial when the same methods
are applied for monitoring individual patients over time.
However, any transition to another method should be
carefully managed with double measurements using both
methods to minimize disruptions in patient care and ensure
continuity in result interpretation. Notably, the low CVs
observed here align with similar trends seen in previous
marker analyses, such as AFP and CEA, where even lower
CVs were observed (Wojtalewicz et al., 2023). Given that
certified reference materials (CRM) for AFP and CEA already
exist, it is expected that further improvements of CVs for CA 15-
3, CA 19-9 and CA 125 will occur once CRMs for these markers
are developed (Sturgeon, 2016).

It is important to highlight that the consistent CVs, the high
passing rates of the EQA schemes and the considerable differences
between the methods remained stable over the studied time interval.
A comparison between the present study and an earlier one
conducted in 2005 (Reinauer and Wood, 2005) revealed some
changes over the past 2 decades. The maximum differences
observed were 162% for CA 125, 44% for CA 15%–3% and 195%
for CA 19-9. Therefore, manufacturers are urgently called upon to
improve the standardization and harmonization of their methods
and regulative bodies are encouraged to provide CRMs as a basis for
more accurate alignment.

Furthermore, it is imperative that manufacturers conduct
clinical performance studies for their tumor marker assays.
These studies are essential not only to establish method-
specific decision limits for reference intervals in healthy
individuals, but also to evaluate criteria for distinguishing

TABLE 1 Evaluation of EQA results with respect to the current assessment limits and stricter, uniform assessment limits of 24%.

CA 15-3 (±24%) CA 19-9 (±27%) CA 19-9 (±24%) CA 125 (±36%) CA 125 (±24%)

Manufacturer passing (5%–95%)
[n/%]

passing (5%–95%)
[n/%]

passing (5%–95%)
[n/%]

passing (5%–95%)
[n/%]

passing (5%–95%)
[n/%]

AB 24/85.7 27/96.4 26/92.9 27/96.4 25/89.3

AX 14/50.0 24/85.7 24/85.7 26/92.9 22/78.6

BE 22/78.6 26/92.9 23/82.1 28/100.0 28/100.0

DO 28/100.0 28/100.0 28/100 28/100.0 26/92.9

RO 26/92.9 27/96.4 24/85.7 28/100.0 28/100.0

SI 9/32.1 1/3.6 1/3.6 18/64.3 8/28.6

SI—BG 26/92.9 23/82.1 18/64.3 25/89.3 18/64.3

SI—DG 26/92.9 21/75 18/64.3 28/100.0 26/92.9

SI—SIE 26/96.4 19/67.9 19/67.9 25/89.3 19/67.9

TH 24/85.7 22/78.6
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between malignant and benign conditions. Additionally, it is
crucial to develop criteria for estimating prognosis at different
stages of disease and to assess relative increases or decreases in

individual patients to measure therapeutic efficacy. This is
highly important, as clinical decision criteria will differ for
each indication of tumor marker application in cancer

FIGURE 5
Manufacturer-specific evaluation of EQA results for CA 19-9 with respect to the current assessment limits for the AB (A), DO (B), RO (C) and SI (D)
collectives. The green dot represents themedian of all results within each respective collective and EQA survey. Assessment limits of ±27% are highlighted
with red lines, while green lines indicate the median for 80% of the results, and a black line signifies the median for 90% of the results.
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patients. Given the considerable variability among individual
methods, such studies will enhance the clinical relevance of the
assays and optimize their use in patient care.

When differences betweenmethods were related to a normalized
median of all methods, a certain bias has to be taken into account, as
the RO collective was overrepresented in the whole cohort.

FIGURE 6
Manufacturer-specific evaluation of EQA results for CA 125 with respect to the current assessment limits for the AB (A), DO (B), RO (C) and SI (D)
collectives. The green dot represents the median of all results within each respective collective and EQA survey. Assessment limits of ±36% are
highlighted with red lines, while green lines indicate the median for 80% of the results, and a black line signifies the median for 90% of the results.
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Divergent trends in relative medians across individual groups may
be attributed to factors such as interfering substances, matrix effects
and molecular heterogeneity, particularly for CA 19-9 (Denis et al.,
2019; Mahadevarao Premnath and Zubair, 2024). Higher CVs in
individual methods can be attributed to interfering substances
(Sturgeon and Viljoen, 2011), the simple fact of low participant
numbers and variances in assay lot calibration. As reported by Kim
et al., the lot effect can result in variances up to 14.3% for CA 19-9
(Kim et al., 2012).

Consequently, the commutability of EQA materials with patient
samples is crucial. EQA samples were produced using a human
serum-like matrix spiked with the respective tumor antigens from
cell cultures. Importantly, the observed manufacturer-specific
variations are not necessarily attributable to the spiked material,
as similar differences in methods were also observed in plasma
samples (van Rossum et al., 2024), with consistently higher
concentration of CA 19-9 for AB compared to other
manufacturers. Nevertheless, a commutability study with a direct
comparison of artificial and patient material is still pending.

Currently, only the EQA acceptance criteria of ±24% for CA 15-
3 are defined in the German Medical Association’s RiliBÄK guideline,
while criteria for CA 19-9 and CA 125 are not specified
(Bundesärztekammer, 2023). Historically, higher acceptance ranges
of ±27% for CA 19–9 and ±36% for CA 125 have been defined.
These criteria have allowed almost all participants to regularly pass the
EQA schemes. However, such broad ranges mean that changes up to
72% for CA 125 might not be interpreted as genuine disease-related
changes in individual patients, given the high potential for analytical
variability–even when using the same method. Therefore, more
stringent limits would be beneficial to enable the clinical
interpretation of already smaller dynamic tumor marker changes in
individual patients. This approach could help to prevent misdiagnosis
and unnecessary invasive tests, as has been discussed in the context of
HbA1c measurements (Heinemann et al., 2018).

However, if the limit of ±24% was applied to all three markers, the
majority of participants would still pass the EQAs. In contrary, the low
variability within methods suggests that even more stringent limits
could be feasible. Narrowing the acceptance criteria would improve the
quality and reliability of clinical decision-making when interpretating
individual tumor marker dynamics. This would be especially relevant
for monitoring therapy progress in cancer patients or for disease
monitoring after tumor removal. With the new acceptance criteria,
changes of 50% could be interpreted reliably. However, this necessitates
maintaining consistent methods over longitudinal courses, clearly
indicating these methods in laboratory reports and ensuring their
inclusion in electronic reports together with the measured values.
Furthermore, this information should be incorporated into the
newly introduced electronic patient records on a nationwide basis
in Germany.

In addition to these measures, manufacturers are encouraged to
enhance the standardization and harmonization of tumor marker
assays. This includes minimizing manufacturer-specific differences,
optimizing assay performance, and conducting clinical studies.
Continued collaboration between manufacturers, regulatory
agencies, professional organizations, and clinical laboratories is
crucial for advancing the field of tumor marker testing and
improving the quality of patient care (Aarsand and Sandberg,
2014; Tate et al., 2014; Ceriotti, 2016; Plebani, 2016).

Laboratories within the public health network often encounter
challenges during procurement processes, where price
considerations may overshadow concerns regarding assay quality
and performance. It is crucial to emphasize that tumor marker
diagnostics are only valuable if the assays used meet the highest
quality standards which should outweigh economic considerations.
The results of this longitudinal EQA analysis comparing different
methods and manufacturers provide compelling arguments for
selecting appropriate assays. These findings may also encourage
manufacturers to prioritize assay performance and reliability when
developing and calibrating tumor marker assays, thereby enhancing
the quality of oncological diagnostics in public health laboratories.

5 Conclusion

The present study provides a large set of longitudinal data fromEQA
schemes for tumor markers CA 15-3, CA 19-9 and CA 125 assessed by
different methods and manufacturers. While intra-manufacturer
variability was acceptable, inter-manufacturer variability was quite
high, which has severe consequences for application of tumor
markers in patient care. Therefore, better standardization and
harmonization are urgently needed. The development of CRMs and
continuous guidance by regulatory bodies will support this process,
necessitating close collaboration between manufacturers, regulatory
agencies, professional scientific organizations, and clinical laboratories.

Beyond analytical and preanalytical validation, comprehensive
clinical studies on the performance of tumor marker tests as well as
the definition of meaningful clinical decision criteria for various
indications throughout the course of cancer are essential. Improved
and internationally aligned acceptance criteria for passing EQA
schemes will enable a qualified and sensitive interpretation of
longitudinal marker changes in individual cancer patients. These
quality indicators are fundamental and should always take
precedence over economic consideration. Only through the
collaborative efforts of all stakeholders striving for higher quality
standards can diagnostic guidance for cancer patients be improved.
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Introduction: This study presents a longitudinal analysis of external quality
assessment (EQA) results for erythropoietin (EPO) determinations conducted
between 2017 and 2022 with a continuously increasing number of participating
laboratories. The aim of this work was to evaluate participant performance and
methodological aspects.

Methods: In each of the eleven EQA surveys, a blinded sample set of lyophilized
human serum containing one sample with lower EPO concentrations (L) and one
with higher EPO concentrations (H) was sent to the participating laboratories.

Results: A total of 1,256 measurements were included. The median (interquartile
range) fraction of participants not meeting the criteria of acceptance set at 20%
around the robust mean of the respective survey was 9.5% (6.1%–10.7%) (sample
L) and 9.1% (5.8%–11.8%) (sample H) but lacked a clear trend in the observed
period. Some surveys exhibited unusually high interlaboratory variation,
suggesting interfering components in the EQA samples. Different
immunological methods and reagent manufacturers also showed variability in
measurement outcomes to some extent.

Conclusion: These findings highlight the need for continuous quality assessment
in EPO measurements to ensure patient safety and identify areas for further
research and investigation.

KEYWORDS

external quality assessment, proficiency testing, erythropoietin, method precision,
immunoassay

1 Introduction

The quantitative determination of erythropoietin (EPO) in blood is mainly performed
using immunoassays. By measuring serum EPO levels, useful information can be obtained
on various pathogenic changes. The resulting therapeutic algorithms can guide treatment.
Chronic kidney disease, as well as systemic inflammation and malignancies, can lead to a
decrease in EPO biosynthesis and, therefore, to low EPO levels in the blood (Jelkmann,
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2011; Portolés et al., 2021). Higher concentrations can be measured
for secondary erythrocytosis, mostly caused by hypoxemia. In
addition, non-renal anemia results in a higher renal EPO
production and an exponential increase in serum levels
(Artunc and Risler, 2007; Jelkmann, 2011; Bunn, 2013). In
combination with other parameters, EPO also serves as a marker
for possible myeloproliferative diseases (Michiels et al., 2007).
Endogenous EPO levels should also be determined before
injecting erythropoiesis-stimulating agents to treat, for example,
myelodysplasia (Fried, 2009).

An adequate measurement quality is essential for ensuring
patient safety, and a formal proof of the analytical competence to
measure certain parameters—namely, accreditation—is mandatory
or at least recommended in most countries (Zima, 2017). Adequate
treatment and patient safety require reliable test results at a
consistently high standard (Laudus et al., 2022). Clinicians and
especially patients expect precise test results from diagnostic testing
during treatment monitoring, regardless of the laboratory
performing the tests (De La Salle et al., 2017). External quality
assessment (EQA) is used to independently evaluate, continuously
monitor, and compare laboratory performance, and frequent
participation in EQA programs is mandatory for accredited
medical laboratories (Favaloro et al., 2018; Sciacovelli et al., 2018;
DIN EN ISO 15189:2023-03, 2023). It is a helpful tool for accessing
the current status quo and can help to identify areas in need of
improvement (Laudus et al., 2022). Additionally, EQA can assess the
precision of the methodology used by the laboratories (Favaloro
et al., 2018).

Marsden et al. emphasized the need for the establishment of an
EPO EQA scheme in 2006 after they found fluctuations of
2.9–200 IU/L in a sample distribution program involving six
laboratories (Marsden et al., 2006). INSTAND e.V. is an
independent scientific medical society and accredited
organization located in Germany supporting quality assurance in
medical laboratories by performing EQA in laboratory medicine.
INSTAND introduced its first worldwide EQA for EPO
measurements in 2017. Since then, it has been performed twice a
year, and the certificate is valid for 12 months.

In order to observe developments in the general measurement
quality of medical laboratories and their methodology for EPO
measurement, an established EQA scheme with a certain number
of participants and EQA runs is required. This study is the first to
show a longitudinal analysis of the results of the INSTAND EPO
EQA from 2017 to 2022 with participating laboratories from all over
the world. The study also aims to summarize the results of all runs of
this EQA and to present the development of the EPO EQA since its
introduction.

2 Materials and methods

2.1 EPO EQA procedure

A total of eleven surveys of the EPO EQA were performed twice
per year (surveys S1/S2) between 2017 and 2022, which involved an
increasing number of participants from all over the world. For each
survey, every participating laboratory was asked to analyze two
blinded lyophilized human serum samples containing different EPO

concentrations. In this work, the sample with the lower
concentration is always referred to as sample L, and the one with
the higher concentration is sample H. In some cases, specimens were
enriched with recombinant EPO by the sample manufacturer. Due
to an unexpectedly high number of participants in 2020-S1 and
2020-S2, participants were divided into two subsets (2020-S1a and
2020-S1b and 2020-S2a and 2020-S2b), and each received a different
sample set. The lyophilized EQA samples had to be reconstituted
with 1 mL of distilled water for 30 min at room temperature and
then analyzed like a normal patient sample.

Laboratories reported their results and information about the assay
they used to INSTAND via the RV-Online platform (https://rv-online.
instandev.de). Between 2017 and 2022, the EQA criteria of acceptance
(CoA) for EPO were set to a 20% deviation from the robust mean
calculated using Algorithm A (ISO13528:2015, 2020). Laboratories that
reported measurements outside the CoA would not pass the quality
assessment. The German Medical Association has not yet defined a
maximum permissible relative deviation in EQA schemes for EPO.
Therefore, the CoA used for the evaluation of the INSTANDEPOEQA
is based on the mean value of the permissible relative deviations
recommended in the guideline of the German Medical Association
for EQA schemes for other quantitative parameters in clinical chemistry
(Bundesärztekammer, 2022).

2.2 Data analysis

Microsoft Excel (Version 16.56, Microsoft Corporation, Redmond,
WA, USA) was used for data management. The statistical analysis and
visualization of the results were performed using R Studio (Version 4.1.1
(2021-08–10), Rstudio PBC, Boston, MA, USA). Figures were created
using the R-package ggplot2 (Wickham, 2016). The whiskers in the
created boxplots span 1.5 times the interquartile range (IQR) above and
below the box, capturing the middle 50% of the data. The dots mark
outliers, which are defined as observations that exceed 1.5 times the IQR
from either edge of the box.

The mean absolute deviation (MAD) to median ratio was
calculated to evaluate the interlaboratory variation. Data
distribution depending on the immunological methods used by
the laboratories was analyzed. Methods used by the participating
laboratories were enzyme-linked immunosorbent assay (ELISA),
chemiluminescence immunoassay (CLIA), or luminescent enzyme
immunoassay (LEIA). Reagent manufacturers’ dependent data
distributions were analyzed. The manufacturers were Beckman
Coulter, Inc. (BE), Siemens (DPC-Biermann; DG), and IBL
International GmbH (IB). Missing information on test method
and reagent manufacturer, as well as manufacturer collectives
with n < 14, were grouped as “other” due to lack of statistical validity.

Nine measurements each for sample L and sample H were
excluded from the dataset due to suspected sample mix-ups or
data submission errors and were not included in later calculations
(Supplementary Table S2).

3 Results

Overall, 1,256 measurements were evaluated. The first EQA
survey conducted in 2017 had ten participating laboratories. In
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FIGURE 1
General outcome/information of the INSTAND EPO EQA from 2017 to 2022. (A) Number of laboratories participating between 2017 and 2022
(green) and a corresponding trend line (blue) startingwith one survey (S) in 2017 (2017-S1) and continuing with two runs per year (S1/S2) until 2022. (B) The
percentage of measurements outside the criteria of acceptance (CoA; %) calculated for each survey for sample L (red) and sample H (turquoise). The CoA
was defined as ± 20% around the robust mean for the individual surveys shown. (C) Mean absolute deviation (MAD)/median ratio (%) for sample L
(red) and sample H (turquoise) for every survey.
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subsequent years, the number of participants increased to an annual
average of 85 laboratories in 2022 (Figure 1; Table 1). The overall
median (IQR) percentage of participants not meeting the CoA was
9.5% (6.1%–10.7%) for sample L and 9.1% (5.8%–11.8%) for sample
H. Relatively high rates (46.9% and 38.2%, respectively) of
measurements outside the CoA for sample L were observed for
2019-S2 and 2020-S1a (Figure 1; Table 1). The interlaboratory
variation was determined by calculating the MAD/median ratio
for each survey. The overall MAD/median ratio (median; IQR) was
11.0% (7.5%–13.1%) (sample L) and 9.9% (8.8%–10.6%) (sample H)
but showed an unusual peak for 2019-S2 at 25.0% for sample L,
which is in line with the low passing rate for this survey (Figure 1).

The results were also evaluated based on the immunological
methods used by the laboratories (Table 2). Scatterings for the
individual methods are quite low when considered in relation to
the overall distribution of the data. Overall, the method-specific data
distributions were mostly within the quartiles of the total data

distribution. In some cases, the value distribution for ELISA
shifted upwards, especially for the less concentrated samples
(sample L) between 2019-S2 and 2020-S2b but also for sample H
2020-S2a and 2021-S1 (Figure 2). With 824 measurements for
samples L and H combined, CLIA was the most frequently used
method in every survey. LEIA had the lowest frequency, with
118 total observations. ELISA was used 132 times.

Regarding the reagent manufacturer-dependent data analysis,
the most frequently used manufacturer was DG, with
846 measurements for sample L and sample H combined
(Table 3). Manufacturer BE was used 158 times. IB was used the
least (n = 70). IB showed a tendency for higher values, and upward
shifts could be observed in some surveys, especially for sample L
between 2019-S2 and 2021-S1, but also for sample H in the 2019 and
2021 surveys (Figure 3). In some cases, BE tended towards values in
the lower range of the overall distribution and, in some cases, even
outside the lower quartile. One shift outside the upper quartile could

TABLE 1 Robust mean values (IU/L) calculated by Algorithm A (ISO13528:2015, 2020) and measurements outside of the criterion of acceptance (CoA) at ±
20% around the robust mean for each of the eleven surveys (S) from 2017 to 2022 for sample L (L) and sample H (H).

Survey Robust mean (Algorithm A; IU/L) Measurements outside the CoA

2017-S1 (n = 10) 11.0 (L) 1 (L)

47.0 (H) 1 (H)

2018-S1 (n = 35) 10.0 (L) 1 (L)

54.0 (H) 4 (H)

2018-S2 (n = 33) 22.0 (L) 2 (L)

89.0 (H) 0 (H)

2019-S1 (n = 52) 13.0 (L) 4 (L)

35.0 (H) 3 (H)

2019-S2 (n = 49) 6.6 (L) 23 (L)

62.1 (H) 7 (H)

2020-S1a (n = 34) 6.3 (L) 13 (L)

60.1 (H) 4 (H)

2020-S1b (n = 26) 9.9 (L) 3 (L)

48.2 (H) 2 (H)

2020-S2a (n = 32) 12.1 (L) 1 (L)

33.5 (H) 1 (H)

2020-S2b (n = 28) 21.7 (L) 3 (L)

86.1 (H) 2 (H)

2021-S1 (n = 84) 10.2 (L) 8 (L)

22.6 (H) 13 (H)

2021-S2 (n = 75) 16.2 (L) 2 (L)

66.1 (H) 9 (H)

2022-S1 (n = 93) 17.3 (L) 6 (L)

32.9 (H) 5 (H)

2022-S2 (n = 77) 10.2 (L) 8 (L)

16.2 (H) 7 (H)
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TABLE 2 Method-dependent and total median (interquartile range; IQR; IU/L) and respective frequencies in each survey (S) from 2017 to 2022 for sample L
(L) and sample H (H).

Median (IQR; IU/L)
Frequency

Survey CLIA ELISA LEIA other total

2017-S1 10.8 (10.1–11.1) (L) 10.5 (-) (L) 12.2 (-) (L) 10.7 (10.0–11.1) (L) 10.7 (10.4–11.2) (L)

47.9 (45.3–48.4) (H) 41.0 (-) (H) 46.5 (-) (H) 49.1 (47.6–51.9) (H) 47.9 (44.8–48.9) (H)

n = 4 n = 1 n = 1 n = 4 n = 10

2018-S1 9.7 (9.4–10.1) (L) 10.8 (9.9–11.2) (L) 9.9 (9.8–10.0) (L) 9.6 (9.4–10.3) (L) 9.7 (9.5–10.1) (L)

53.6 (53.0–58.2) (H) 46.4 (42.3–51.6) (H) 52.6 (51.5–55.3) (H) 51.2 (46.9–60.8) (H) 53.5 (50.8–58.1) (H)

n = 21 n = 3 n = 3 n = 8 n = 35

2018-S2 21.9 (21.0–22.8) (L) 24.5 (-) (L) 22.5 (21.0–23.5) (L) 22.0 (21.2–25.3) (L) 21.9 (21.0–23.0) (L)

89.9 (84.2–95.5) (H) 95.7 (-) (H) 83.8 (82.8–86.3) (H) 89.8 (85.1–94.7) (H) 89.6 (83.8–95.5) (H)

n = 21 n = 1 n = 3 n = 8 n = 33

2019-S1 12.9 (12.2–13.3) (L) 13.4 (12.8–15.2) (L) 13.2 (12.7–13.8) (L) 13.0 (12.1–13.6) (L) 12.9 (12.2–13.6) (L)

34.6 (32.7–35.9) (H) 36.4 (33.5–37.9) (H) 35.5 (34.0–37.1) (H) 36.9 (35.3–38.0) (H) 35.2 (32.9–36.9) (H)

n = 32 n = 7 n = 4 n = 9 n = 52

2019-S2 6.1 (5.6–7.1) (L) 9.7 (9.1–10.3) (L) 6.4 (6.1–6.8) (L) 5.3 (4.0–8.2) (L) 6.4 (5.5–7.5) (L)

60.6 (57.6–64.6) (H) 68.8 (64.9–70.6) (H) 63.2 (63.1–63.4) (H) 63.8 (56.3–68.9) (H) 62.2 (57.6–66.6) (H)

n = 32 n = 6 n = 2 n = 9 n = 49

2020-S1a 6.1 (5.4–6.4) (L) 9.6 (8.4–12.4) (L) 5.7 (5.7–6.8) (L) 6.7 (5.7–8.3) (L) 6.2 (5.7–6.8) (L)

61.8 (56.2–64.2) (H) 60.6 (54.5–68.8) (H) 58.2 (55.5–59.7) (H) 60.9 (57.7–63.5) (H) 60.5 (55.9–64.2) (H)

n = 21 n = 4 n = 5 n = 4 n = 34

2020-S1b 9.2 (8.6–9.7) (L) 10.3 (9.7–11.3) (L) 9.1 (-) (L) 10.6 (9.5–14.4) (L) 9.4 (8.6–10.2) (L)

50.0 (47.6–51.9) (H) 45.4 (38.3–50.8) (H) 50.2 (-) (H) 46.0 (43.5–51.3) (H) 49.3 (44.6–51.8) (H)

n = 17 n = 5 n = 1 n = 3 n = 26

2020-S2a 12.0 (11.7–12.5) (L) 13.4 (13.2–13.5) (L) 11.7 (11.3–12.3) (L) 11.7 (11.1–13.0) (L) 12.0 (11.7–12.9) (L)

33.7 (32.1–34.5) (H) 37.5 (37.1–38.0) (H) 31.8 (31.6–33.2) (H) 31.6 (30.5–39.6) (H) 33.5 (31.8–34.8) (H)

n = 20 n = 2 n = 5 n = 5 n = 32

2020-S2b 21.1 (20.0–22.2) (L) 24.4 (22.8–26.7) (L) - 21.8 (20.9–24.4) (L) 21.7 (20.0–23.5) (L)

87.6 (83.3–91.9) (H) 86.8 (77.7–94.7) (H) - 83.8 (73.1–88.3) (H) 86.5 (79.9–92.6) (H)

n = 21 n = 4 n = 0 n = 3 n = 28

2021-S1 10.0 (9.4–10.6) (L) 12.0 (9.4–15.1) (L) 10.1 (9.5–11.3) (L) 10.5 (9.0–11.8) (L) 10.0 (9.4–10.9) (L)

22.0 (21.0–23.8) (H) 29.5 (28.3–32.0) (H) 23.1 (22.4–23.9) (H) 23.0 (19.4–25.5) (H) 22.6 (21.1–24.2) (H)

n = 56 n = 9 n = 10 n = 9 n = 84

2021-S2 16.6 (14.9–17.7) (L) 15.4 (14.1–16.5) (L) 16.8 (16.0–17.7) (L) 14.8 (14.0–16.0) (L) 16.1 (14.8–17.6) (L)

65.0 (60.5–69.3) (H) 75.9 (68.0–80.3) (H) 69.0 (67.9–72.4) (H) 66.9 (62.5–68.2) (H) 67.0 (62.5–70.8) (H)

n = 50 n = 8 n = 8 n = 9 n = 75

2022-S1 17.4 (16.3–18.3) (L) 17.6 (15.8–20.4) (L) 16.8 (16.2–17.6) (L) 16.9 (15.8–18.2) (L) 17.3 (16.1–18.3) (L)

33.2 (31.3–35.5) (H) 31.2 (26.6–33.3) (H) 34.0 (32.5–35.4) (H) 33.3 (29.3–34.6) (H) 33.2 (31.0–35.2) (H)

n = 64 n = 9 n = 10 n = 10 n = 93

(Continued on following page)
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also be seen for sample L in 2020-S1a. Manufacturer DG mostly
showed values in the mid-range of the overall data.

4 Discussion

This study summarizes quantitative EQA results for EPO
determination conducted between 2017 and 2022. The MAD/median
ratiowas below 15% in almost every case. Survey 2019-S2 showed higher
values at 25.0% for sample L. Also, some immunological methods and
reagent manufacturers showed variability in measurement outcomes to
some extent. These findings should also be placed in relation to their
clinical relevance. EPO determination is mainly a diagnosis of exclusion
to identify, for example, chronic kidney disease as the cause of anemia.
Therefore, the focus is on the concentration of EPO in relation to other
anemia markers rather than on the exact prevailing EPO concentration.
Low EPO concentrations in the blood, in combination with hemoglobin
concentrations below 13.0 g/dL (adult males) and 12.0 g/dL (non-
menstruating females), may indicate a renal cause (Lankhorst and
Wish, 2010). Non-renal anemia usually results in increased EPO
levels, and, in severe cases, an increase of up to 1000-fold can be
reached (Artunc and Risler, 2007; Higgs et al., 2015). Hence,
measurement deviations may be, to a small extent, clinically less
critical if the EPO value is considered in relation to the relevant
biomarkers. Nevertheless, clinical laboratories should always strive for
the highest measurement precision so that patient safety, as the highest
priority, is never compromised. To this date, further investigation is
needed to get clear statements on quality specifications for EPO
measurement variation.

Scattering in the EPO levels of the investigated immunological
methods and reagent manufacturers could be observed in some
cases. Immunoassays have an analytical error rate of 0.4%–4%
(Ismail, 2017). This can be attributed to exogenous factors such
as variability in sample pipetting and other handling errors or
systematic exogenous error sources such as calibration errors
(Sturgeon and Viljoen, 2011). Furthermore, interfering factors,
such as the reagents used, have been known to affect
measurement outcomes (Alhajj and Farhana, 2022). There also
may be excessive non-specific binding of the antibody or antigen
in the assay performed (Gan and Patel, 2013). It is known that the
imprecision of EPO quantification immunoassays depends on the
concentration (Marsden, 2006). Especially for the reagent
manufacturer IB, scatter could be observed at median sample
concentrations of 10 IU/L or less. This manufacturer was only
used in combination with the ELISA and “other” method
collective. The concentration range of the calibration curve is

10.7–469 IU/L of the commercially available ELISA kit from this
manufacturer, according to the manufacturer’s website (IBL
International GmbH, 2023). Thus, the EPO concentration in the
samples might have been too close to the detection limit of the assay.
However, due to the comparably small number of IB applications,
more measurements would be needed to corroborate this assumption.
Compared to IB, the lowest limit of detection for the manufacturer
DG device Immulite 2000 was found to be 0.16 IU/L, with the
manufacturer’s recommended detection limit being 0.24 IU/L
(Benson et al., 2000). The lowest limit of detection for the DG
device Advia Centaur Systems is given at 0.75 IU/L (Siemens
Healthcare Diagnostics Inc, 2019). The dynamic range of the BE
family of Access Immunoassay Systems EPO assays could be
determined at 0.6–750 IU/L (Retka et al., 2005; Beckman Coulter,
Inc., 2023). Marsden et al. compared different EPO ELISA test kits
with radioimmunoassay as a reference test. One kit from the
manufacturer IB was also included in that comparison and showed
a slight positive bias compared to the reference method. Even though
Marsden et al. was conducted in 1999, and no radioimmunoassay was
used in the present study, these results are in line with some observed
upward shifts for this manufacturer (Marsden et al., 1999).

In some cases, slight fluctuations were also observed for BE. Owen
and Roberts compared the test performance of theAccess 2 device of this
manufacturer with the Immulite 2000 device by the manufacturer DG
and obtained comparably good results with both manufacturers (Owen
and Roberts, 2011). As the sample sizes for both manufacturers were the
same in the study mentioned (n = 101) compared to the extremely
varying frequencies of use in this EQA, the results obtained here do not
yet indicate a clear difference in the measurement range of the two
methods. Owen and Roberts also compared the two manufacturers DG
and BE in terms of cross-reactivity with recombinant EPO preparations
and found that both differed considerably in the measurement results of
samples spiked with Epoetin alfa and Darbepoetin alfa, as the values for
BE were in a much higher range—109 IU/L higher and 242 IU/L higher
than DG, respectively (Owen and Roberts, 2011). Because the samples
used for these EQA surveys were sometimes spiked, differences in cross-
reactivity with recombinant EPO as the cause of variability cannot be
safely excluded.

The manufacturer DG was used most frequently by the EQA
participants in this work. A study by Abellan et al. from
2004 compares the Immulite 2000 system from DG, which is
based on CLIA, with an ELISA kit by a different manufacturer
that was not used by any participant in the present study. The DG
device showed better intra-laboratory precision and a lower
variation in the interlaboratory comparison. Both immunoassay
methods correlated well, although ELISA tended to show lower

TABLE 2 (Continued) Method-dependent and total median (interquartile range; IQR; IU/L) and respective frequencies in each survey (S) from 2017 to
2022 for sample L (L) and sample H (H).

Median (IQR; IU/L)
Frequency

Survey CLIA ELISA LEIA other total

2022-S2 9.8 (9.0–10.6) (L) 9.9 (8.6–11.6) (L) 10.4 (9.7–11.4) (L) 9.5 (8.6–10.4) (L) 9.9 (8.9–10.6) (L)

16.8 (15.3–18.1) (H) 16.1 (15.2–18.0) (H) 18.0 (16.6–18.9) (H) 16.0 (14.6–17.4) (H) 16.8 (15.3–18.1) (H)

n = 53 n = 7 n = 7 n = 10 n = 77
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FIGURE 2
Method-dependent analysis of EQA results for EPO levels from 2017 to 2022 (A)Distribution of the EPOmeasurement results (IU/L) for the individual
methods CLIA (red), ELISA (green), LEIA (turquoise), and “other” (violet) in relation to the overall distribution of all measured values in the individual surveys
(black) for sample L from 2017 to 2022. In this plot, whiskers span 1.5 times the IQR above and below the box, capturing the middle 50% of the data. The
red, green, turquoise, violet and black dots mark outliers, which are defined as observations that exceed 1.5 times the IQR from either edge of the
box. (B) The same consideration used for (A) but for sample H. (C) Percentage of the frequencies for the respective measurement methods of the total of
all measurements per survey per sample.
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TABLE 3 Manufacturer-dependent and total median interquartile range (IQR; IU/L) and respective frequencies in each survey (S) from 2017 to 2022 for
sample L (L) and sample H (H).

Median ± IQR (IU/L)
Frequency

Survey BE DG IB other total

2017-S1 9.6 (9.2–10.0) (L) 11.3 (10.9–11.5) (L) 8.6 (-) (L) 10.8 (10.6–10.9) (L) 10.7 (10.4–11.2) (L)

48.8 (43.8–53.9) (H) 48.2 (46.5–49.0) (H) 48.7 (-) (H) 44.2 (42.6–45.9) (H) 47.9 (44.8–48.9) (H)

n = 2 n = 5 n = 1 n = 2 n = 10

2018-S1 9.8 (8.7–10.8) (L) 9.7 (9.6–10.0) (L) 9.4 (8.8–10.1) (L) 10.2 (9.7–11.1) (L) 9.7 (9.5–10.1) (L)

53.0 (47.5–58.5) (H) 53.6 (52.2–58.2) (H) 58.4 (57.6–59.1) (H) 41.8 (41.2–46.4) (H) 53.5 (50.8–58.1) (H)

n = 2 n = 26 n = 2 n = 5 n = 35

2018-S2 20.1 (19.4–22.5) (L) 22.0 (21.2–22.9) (L) 22.4 (21.4–23.4) (L) 22.8 (22.2–24.9) (L) 21.9 (21.0–23.0) (L)

81.2 (78.9–85.2) (H) 89.9 (86.5–95.6) (H) 87.2 (82.9–91.4) (H) 89.6 (87.0–93.8) (H) 89.6 (83.8–95.5) (H)

n = 4 n = 24 n = 2 n = 3 n = 33

2019-S1 10.7 (10.2–12.7) (L) 13.0 (12.5–13.6) (L) 13.2 (12.3–14.0) (L) 12.9 (12.4–13.4) (L) 12.9 (12.2–13.6) (L)

30.9 (29.7–33.0) (H) 35.3 (33.6–36.8) (H) 51.9 (47.1–56.6) (H) 35.1 (34.1–37.1) (H) 35.2 (32.9–36.9) (H)

n = 4 n = 37 n = 2 n = 9 n = 52

2019-S2 8.0 (7.6–8.1) (L) 5.9 (5.1–6.8) (L) 17.7 (14.3–21.2) (L) 8.9 (7.6–9.2) (L) 6.4 (5.5–7.5) (L)

58.8 (57.5–60.7) (H) 62.5 (58.5–66.4) (H) 72.6 (68.6–76.5) (H) 63.8 (55.2–65.9) (H) 62.2 (57.6–66.6) (H)

n = 6 n = 34 n = 2 n = 7 n = 49

2020-S1a 9.8 (8.8–10.9) (L) 6.0 (5.5–6.8) (L) - 6.5 (6.3–8.4) (L) 6.2 (5.7–6.8) (L)

63.5 (60.8–66.3) (H) 59.9 (54.5–62.9) (H) - 62.9 (58.4–65.2) (H) 60.5 (55.9–64.2) (H)

n = 2 n = 26 - n = 6 n = 34

2020-S1b 8.6 (8.5–8.7) (L) 9.2 (8.7–9.6) (L) 14.8 (13.1–16.6) (L) 10.4 (10.3–10.6) (L) 9.4 (8.6–10.2) (L)

44.1 (43.9–44.3) (H) 50.1 (48.0–51.8) (H) 56.2 (55.9–56.4) (H) 45.4 (41.0–50.8) (H) 49.3 (44.6–51.8) (H)

n = 5 n = 14 n = 2 n = 5 n = 26

2020-S2a 11.8 (11.5–13.6) (L) 12.0 (11.7–12.5) (L) - 13.1 (13.0–13.1) (L) 12.0 (11.7–12.9) (L)

34.6 (34.3–36.2) (H) 33.1 (31.6–34.2) (H) - 38.2 (37.4–38.9) (H) 33.5 (31.8–34.8) (H)

n = 4 n = 26 n = 0 n = 2 n = 32

2020-S2b 20.1 (19.7–21.0) (L) 21.8 (20.6–22.2) (L) 25.4 (24.6–26.1) (L) 21.4 (19.2–25.7) (L) 21.7 (20.0–23.5) (L)

83.3 (79.7–84.4) (H) 91.8 (86.5–93.0) (H) 71.2 (66.8–75.6) (H) 82.2 (74.8–90.6) (H) 86.5 (79.9–92.6) (H)

n = 7 n = 15 n = 2 n = 4 n = 28

2021-S1 9.0 (8.8–9.1) (L) 10.2 (9.5–10.8) (L) 14.8 (13.1–16.1) (L) 9.5 (9.2–10.5) (L) 10.0 (9.4–10.9) (L)

21.6 (21.2–22.1) (H) 22.5 (21.0–24.0) (H) 31.5 (28.9–34.8) (H) 23.3 (21.6–27.7) (H) 22.6 (21.1–24.2) (H)

n = 8 n = 58 n = 4 n = 14 n = 84

2021-S2 14.8 (14.4–15.0) (L) 17.1 (15.9–18.1) (L) 16.4 (14.2–16.7) (L) 13.8 (13.2–15.4) (L) 16.1 (14.8–17.6) (L)

62.9 (58.6–64.4) (H) 67.5 (64.3–70.8) (H) 77.5 (73.7–80.0) (H) 57.5 (52.7–64.9) (H) 67.0 (62.5–70.8) (H)

n = 12 n = 47 n = 5 n = 11 n = 75

2022-S1 17.8 (16.4–18.4) (L) 17.3 (16.1–18.2) (L) 16.5 (12.6–18.2) (L) 17.7 (16.2–19.1) (L) 17.3 (16.1–18.3) (L)

30.3 (28.4–31.0) (H) 34.0 (32.5–35.5) (H) 27.1 (26.4–33.0) (H) 31.4 (28.5–35.1) (H) 33.2 (31.0–35.2) (H)

n = 11 n = 63 n = 7 n = 12 n = 93

(Continued on following page)
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values (Abellan et al., 2004). In the methodological comparison of
the present study, some cases were observed in which ELISA tended
to show higher values than CLIA and LEIA, which contrasts with the
tendency observed in the mentioned article.

Because there is not yet any reference method for quantitative
EPO determination, no valid statement can be made as to which
method or which manufacturer offers the highest precision. External
quality controls are, therefore, even more important when comparing
the measuring ranges of the laboratories and the methodology.
Methodological comparisons require representative sample sizes,
which are partially not yet given due to the low frequency of use
in some cases. Because the number of participants in the EPO EQA
has been increasing, more specific comparisons might be made in
future studies.

It should also be noted that the standards used for the IBL-ELISA
were calibrated against the first international erythropoietin standard
(87/684) (IBL International GmbH, 2022 National Institute for
Biological Standards and Control, 2008). The calibrator of the
Immulite 2000 by manufacturer BE and the devices used in this
study frommanufacturer DG are traceable to the second international
erythropoietin standard (67/343) (Owen and Roberts, 2011; Beckman
Coulter, Inc., 2020). The second international standard is derived
from urine but is used to calibrate detection in human serum or
plasma (National Institute for Biological Standards and Control,
2013). It remains questionable whether accurate results can be
obtained in blood if the calibrators of the assays are traceable to a
standard from a completely different matrix. The Siemens Advia
Centaur device from manufacturer BE, which was used by some
participants in this study, is traceable to the second international
standard and the third international erythropoietin standard (11/170),
which is mainly based on a recombinant EPO preparation (National
Institute for Biological Standards and Control, 2012; Siemens
Healthcare Diagnostics Inc, 2019).

EQAs may not be passed for different reasons, most of which
can be attributed to human error, such as sample mix-ups or errors
during the reconstitution process. Li et al. found that potential
reasons for not passing EQAs can, for example, be due to errors in
the management of the measurement results, such as transcription
errors or reporting of incorrect units, which were also noticed in
this work. However, technical errors, such as calibration problems,
were described as the main reason (Li et al., 2019). To successfully
complete the EQA, it is important that participants follow the
details of the test scheme and apply good laboratory practices, like
checking the methods for quality and ensuring that the staff is
adequately trained (Edson et al., 2007). Two surveys (2019-S2 and

2020-S1a) did stand out with a particularly high failure rate and
high interlaboratory variation for sample L. The same batch of
sample sets was used in these two surveys. This suggests that there
might be interfering components in this batch for sample L. This
may be due to unusually high concentrations of regular serum
components prevailing in the sample, leading to falsely high or
falsely low results (Sequeira, 2019). Insufficient commutability of
the sample may also have negatively impacted the test performance. It
is often not possible to use authentic clinical samples in the context of
proficiency testing. However, artificially generated samples do not
always mirror the patient samples that are routinely examined in
laboratories (Laudus et al., 2022). In the EQA surveys performed,
samples were sent to participants in lyophilized form. The samples
used in 2019-S2 and 2020-S1a were not spiked with recombinant
EPO, but other samples used in this study were. Both sample
preparation and sublimation have been described as possible
influencing factors (Vesper et al., 2007; Miller et al., 2011). As
mentioned above, there can also be differences in cross-reactivity
with recombinant EPO preparations depending on the assay
manufacturer (Owen and Roberts, 2011).

The study had the following limitations: The exact isoform of
recombinant EPO spiked into some of the samples is unknown.
This makes it difficult to draw conclusions about any possible
cross-reactivity in the samples. It should also be reiterated here
that commutability studies of the EQA samples have not yet been
carried out, so a possible influence of the sample preparation on
EPO detection is not known. Whether the test performance is affected
by the sample itself should be evaluated. As mentioned above, there is
no validated reference method for quantitative EPO detection.
Accordingly, no analytical target value can be determined for the
evaluation of the EQA, and the robust mean value must be used as
the target value for evaluation, which is a common practice. The most
representedmethod ormanufacturer also has the strongest influence on
the overall mean. Because the true value is unknown, this can lead to
biases in the evaluation to an unknown extent (Kristensen and Meijer,
2017). Furthermore, it is not possible to include the exact specifications
given by the manufacturer for each method at any given time, as the
corresponding reagent kits and batches are not known. The EQA is also
intended to provide an overall picture of the analyses rather than
comparing individual kits and batches.

However, the results presented in this study are of importance
despite the limitations mentioned, as this is the first longitudinal
evaluation of EPO EQA data to date. Medical laboratories should
always aim to keep their measurement quality at the highest
standard, and this work can be used to reflect on the institution’s

TABLE 3 (Continued) Manufacturer-dependent and total median interquartile range (IQR; IU/L) and respective frequencies in each survey (S) from 2017 to
2022 for sample L (L) and sample H (H).

Median ± IQR (IU/L)
Frequency

Survey BE DG IB other total

2022-S2 9.0 (8.6–9.6) (L) 10.2 (9.7–10.8) (L) 9.2 (8.4–11.3) (L) 9.1 (8.5–9.7) (L) 9.9 (8.9–10.6) (L)

14.6 (14.3–16.0) (H) 17.5 (16.5–18.2) (H) 15.4 (14.5–17.1) (H) 15.9 (14.7–17.4) (H) 16.8 (15.3–18.1) (H)

n = 12 n = 48 n = 6 n = 11 n = 77
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FIGURE 3
Manufacturer-dependent analysis of EQA results for EPO levels from 2017 to 2022. (A) Distribution of the EPO measurement results (IU/L) for the
individual reagent manufacturers BE (red), DG (green), IB (turquoise), and “other” (violet) in relation to the overall distribution of all measured values in the
individual surveys (black) for sample L from 2017 to 2022. In this plot, whiskers span 1.5 times the IQR above and below the box, capturing themiddle 50%
of the data. The red, green, turquoise, violet and black dotsmark outliers, which are defined as observations that exceed 1.5 times the IQR fromeither
edge of the box. (B) The same consideration used in (A) but for sample H. (C) Percentage of the frequencies for the respective manufacturers of the total
of all measurements per survey per sample.
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methodology and to see how their detection method or the assay
manufacturer used performs in relation to others.

5 Conclusion

This work shows that variations in laboratory results and in
methodological terms for quantitative EPO determination do
persist to some degree, and knowledge about sources of errors
is vital in order to optimize measurement quality and thus ensure
patient safety. However, in terms of clinical relevance, small
deviations might be considered less critical for the diagnostic
assessment and the resulting therapeutic consequence in patients
because, in anemia diagnostics, the level of EPO in combination
with other relevant biomarkers is of decisive importance.
Thresholds for maximum acceptable variation in EPO
measurement quality and their clinical consequences should
be further investigated in the future.
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Background: C-reactive protein (CRP) is an established serum biomarker for
different pathologies such as tissue injury and inflammatory events. One rising
area of interest is the incorporation of low concentrations of CRP, so called
high-sensitive (hs-) CRP, in the risk assessment and treatment monitoring of
cardiovascular diseases (CVDs). Many research projects and the resulting meta-
analyses have reported controversial results for the use of hs-CRP, especially
in the risk assessment of CVDs. However, since these analyses used different
assays to detect hs-CRP, it is important to assess the current level of assay
harmonization.

Methods: This paper analyzes data from 17 external quality assessment (EQA)
surveys for hs-CRP conducted worldwide between 2018 and 2023. Each EQA
survey consisted of two blinded samples. In 2020 the sample material changed
from pooled serum to single-donor samples. The aim was to assess the current
status of assay harmonization by a manufacturer-based approach, taking into
consideration the clinical decision limits for hs-CRP risk-stratification of CVDs
as well as the scatter of results.

Results: Our analyses show that harmonization has increased in recent
years from median differences of up to 50% to below 20%, with one
exception that showed an increasing bias throughout the observed
period. After changing sample materials from pools to single-donor
samples, the coefficient of variation decreased to below 10% with one
exception. Nevertheless, even these differences in the clinical setting
could lead to disparate classification of patients depending on the
assay used.

Conclusion: While there was a positive trend towards harmonization, meta-
analysis of different risk-score publications should stratify their analysis by assay
to account for the manufacturer-specific differences observed in this paper.
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Furthermore, assays are currently traceable to different international standard
preparations, which might have a negative impact on future harmonization.

KEYWORDS

hsCRP, external quality assessment scheme (EQA), proficiency testing (PT),
harmonization, cardiovascular diseases

1 Introduction

C-reactive protein (CRP) is an acute-phase protein that is
predominantly produced in hepatocytes in response to tissue injury,
inflammatory events, acute infection and advanced age (Póvoa et al.,
1998; Póvoa, 2002; Pepys and Hirschfield, 2003; Lobo, 2012). After
more and more evidence emerged, that cardiovascular diseases
(CVDs) such as ischemic stroke and acute myocardial infarction
are related to inflammation (Libby et al., 2002), moderately elevated
levels of CRP, so called high-sensitive CRP (hs-CRP), gained interest
as a potential new biomarker for these diseases. This need was
further highlighted by the fact that CVDs account for 17.9 million
deaths annually (WHO, 2023). In Germany, they show a rising
prevalence (Heidemann et al., 2021) and cost theGermanhealthcare
system €56.4 billion, around 13.1% of all German healthcare
costs (Statistisches Bundesamt, 2022). Internationally, CVDs are
estimated to have cost €282 billion in 2021in the European Union
(European Society of Cardiology, 2023), and $219 billion (∼€185
billion) in the United States (CDC, 2021). A systematic review of
49 cost-effectiveness studies concluded that early CVD detection
and treatment was predominately cost-effective from a healthcare
perspective, but it was also noted a lack of standardization in the
included studies (Oude Wolcherink et al., 2023). Nevertheless, high
hopes were placed on new markers, that allow an early detection
of CVD-risk.

While hs-CRP is commonly used in clinical practice as an
inflammatory marker in CVD risk assessments (Musunuru et al.,
2008; Romero-Cabrera et al., 2022), its actual clinical significance
remains controversial. Several meta-analyses show a positive
effect of using hs-CRP to detect CVDs (Li et al., 2017; Romero-
Cabrera et al., 2022). Further studies support a beneficial outcome
for incidences of CVD events when hs-CRP is included in
treatment decisions for CVDs (Ridker et al., 2008; Ridker et al.,
2017). However, other authors found no or only marginal evidence
for an improvement of hs-CRP-supported CVD risk stratification
using scoring systems (Shah et al., 2009) and a low predictive utility
of hs-CRP (Ahmad et al., 2024). A systematic review by the U.S.
Preventive Services Task Force concluded that, based on the studies
it reviewed, incorporating hs-CRP in risk stratificationwould lead to
more misclassified individuals and thus overtreatment. It concluded
that there is a lack of significantly conclusive clinical trials that
evaluate the incremental effect of hs-CRP and other cardiovascular
markers for the initiation of preventive therapy (Lin et al., 2018).
Due to the inconclusive results, several international clinical
guidelines are currently advising against incorporating hs-CRP in
the corresponding risk-assessment algorithms (Piepoli et al., 2016;
Deutsche Gesellschaft für Allgemeinmedizin und Familienmedizin
e.V., 2017; Visseren et al., 2022; Australian Chronic Disease
Prevention Alliance, 2023).

One interesting factor that arises is that meta-analyses, like the
one performed by Li et al., aggregate data from various publications
in which hs-CRP results were obtained using different assays. It is
therefore important that the analytical performance of these various
diagnostic tests be reliable and, ideally, harmonized regardless of
the measurement procedure used. This would allow a more efficient
comparison of the results of different CVD studies with respect
to the diagnostic properties of hs-CRP. Even though a certified
referencematerial for CRP exists (Charoud-Got et al., 2009), several
studies have reported manufacturer-dependent differences for (hs-)
CRP detection in serum (Roberts et al., 2000; Roberts et al.,
2001; Thanabalasingham et al., 2011; Wojtalewicz et al., 2019;
Stevenson et al., 2023).

This study examines the status of current assay-harmonization
for hs-CRP based on the longitudinal manufacturer-dependent
differences observed in EQA surveys conducted by INSTAND e.V.
– Society for Promoting Quality Assurance in Medical Laboratories
e.V. between 2018 and 2023.

2 Materials and methods

2.1 Sample materials—properties and
preparation

From January 2018 until July 2020, commercially pooled serum
samples of 1 mLwere used. Starting in September 2020, thematerial
was changed to 0.3 mL samples, mostly from individual blood
donors. No stabilizing additives were added (Müller et al., 2009).
This study was conducted in accordance with the Statement of the
Central Ethics Commission of Germany on the use of human body
materials for medical research purposes (no. 20/02/2003; https://
www.zentrale-ethikkommission.de). The donor’s informed written
consent is available for the single donor samples of the project.
A positive vote from the ethics committee of Goethe University
Frankfurt (Main) has been obtained for samples from voluntary
blood donors.

All samples (pools and individual donors) tested negative forHIV,
HBV, and HCV. Homogeneity of each sample batch was tested in line
withDINENISO/IEC17043:2023before the sampleswereused in the
corresponding EQA (International Organization for Standardization
[ISO], 2023).

2.2 EQA procedure

The INSTAND EQA scheme for the detection of hs-CRP in
serum is offered globally six times a year. It was established due
to the rising demand of the marker in routine diagnostics. The
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EQA scheme is only mandatory in Germany, if hs-CRP is part of a
laboratory’s accreditation. For each survey, two blinded sampleswith
different concentrations are sent to the participating laboratories.
One sample has hs-CRP levels of around 1 mg/L (low risk) and
one of around 2 mg/L (medium risk). Participants are asked to
analyze the samples like normal patient samples and to report their
quantitative results for hs-CRP to INSTAND’sweb-basedRV-Online
platform (http://rv-online.instandev.de) together with information
on the respective device, reagent, and method used.

As no reference measurement procedure is currently available,
the consensus value of manufacturer-specific collectives, calculated
using algorithm A {[International Organization for Standardization
(ISO), 2023] SectionC3}, serves as the target value for the evaluation
of participant results and for laboratory certification. The criterion
for passing the EQA was ±30% around the consensus value.

2.3 Data analysis and statistics

Passing rates and participant numbers were evaluated
for all EQA surveys conducted between 2018 and 2023
(Supplementary Table S1). Due to the large number of EQA
surveys, only the data obtained from the three annual EQAs
with the largest number of participants (January, May, and
October of each year) were evaluated. This resulted in 17
EQA surveys (Supplementary Table S2). The participating
laboratories reported a total of 3,668 results. Results from individual
participants that involved sample swaps or reporting errors were
excluded from the analysis. This applied to a total of 11 datasets.

The EQA data were analyzed in a manufacturer-dependent
manner. Eightmanufacturer collectives (number of participants ≥8 in
at least half of the surveys) were included in the analysis: Abbott (AB),
Beckman Coulter (BE), Beckman Coulter-Olympus (OL), Siemens
Healthineers (SI), Siemens-Dade Behring (BW), Siemens-Bayer
Health (BG), Siemens-DPC Biermann (DG), and Roche Diagnostics
(RO).The distributions of results are shown as box plot diagrams over
time. For all boxes, the box covers the 25th percentile, themedian and
the 75th percentile while the whiskers stretch from the 1st quartile
-1.5∗ (interquartile range) to the 3rd quartile +1.5∗ (interquartile
range).TheBE collective comprised twomanufacturer sub-collectives
(BE, OL). Therefore, they were highlighted with the same color but
different filling color, sincewe observedmultimodality in several EQA
surveys. The same applies to the four manufacturer sub-collectives
consolidated under SI (SI, BW, BG, and DG). Detailed information
about the (sub)-collectives can be found in Supplementary Table S2.
As the clinical decision limits in the literature differed greatly,
the decision limits from the Clinical Laboratory Diagnostics
Series by Thomas (2023), which are identical with the limits
proposedby theU.S. Preventive Services Task Force (2009),wereused
for this evaluation.These limits are defined as low risk forCVD(below
1 mg/L), medium risk (1–3 mg/L), and high risk (3 mg/L).

The coefficients of variation (CVs) were calculated to quantify
the scatter within the manufacturer collectives. Manufacturer-
dependent values that scattered further than 1.5 times the
inter-quartile range, the width between the 25th and 75th
percentiles, were defined as outliers and excluded before the
CVs were calculated. These data points are marked in orange in
the raw data (Supplementary Table S2).

Harmonization of the different collectives was assessed though
a longitudinal comparison of differences in median values.

Basic statistical analyses were performed using jmp 17.2.0
from SAS Institute (Cary, NC, United States). The overlay
images were generated using version 2.10.8 of the Gnu image
manipulation software.

3 Results

During the observed period, the number of annual participants
per survey remained constant with more than 100 laboratories
participating in the surveys in January, May, and October and
between 56 and 81 laboratories in March, July, and September
(Figure 1A). Depending on the survey, between 71% and 89% of
participating laboratories were from Germany, between 4% and
23% from other EU countries and 4% to 13% from non-EU
countries (Supplementary Table S1).

The passing rate for each EQA survey fluctuated between 78%
and 88% from 2018 to May 2020 and rose to over 90% starting in
September 2020 (Figure 1B).

The distribution of the EQA results for hs-CRP showed
manufacturer-dependent differences particularly for the DG
collective, which tended to show notably higher results than
the other collectives especially, but not exclusively, in the higher
concentration samples (Figure 2B). In EQA samples with hs-
CRP levels around the known clinical decision limits of 1 mg/L
and 2 mg/L, respectively, single manufacturer collectives stayed
below and/or above this decision limit. For example, for the low
concentration samples used in October 2023, DG and OL mostly
detected values above 1 mg/L, while SI, BW, and BG detected values
clearly below 1 mg/L (Figure 2A). In other cases, the scatter of results
of single collectiveswas large enough to span a clinical decision limit,
e.g., for AB in the low concentration samples in 2018 and in January
and May 2020, and for DG in the high concentration samples sent
out in October 2020 as well as in May and October 2021 (Figure 2).

When relative median values are compared, the DG collective
had the highest median values of all observed collectives (Figure 3).
Interestingly, the differences seem to increase over the observed
period, especially for the higher concentration sample. Here the
relative difference was over 30% in comparison to all other
collectives of the SI group (Figure 3B). While BW and SI also
tended to have slightly higher values, this changed in October
2020 when these groups showed lower results than the other
manufacturers. At the same time, BG displayed a negative bias
down to −35% for the low concentration sample, which was then
reduced to the same bias as SI and BW. In general, the relative
median values were up to 50% in 2018 and started to be much better
aligned in October 2020, essentially only 20% apart, except for the
DG collective.

A closer look at the scatter of results shows that many
manufacturer collectives had CVs of around 50% and higher for
occasional samples [e.g., BG, AB, and RO in January 2018 for
the high concentration sample (Figure 4B)]. Beginning in October
2020, the CV of most collectives stayed below 10%, except for
DG, which exhibited CVs of over 30% in May and October 2022
for both samples and around 50% in May 2023 for the high
concentration sample (Figure 4).
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FIGURE 1
Development of participating laboratories (A, B) EQA passing rates for hsCRP from 2018 to 2023.

4 Discussion

The significance of the serum-marker CRP has increased in
recent decades. While concentrations >5 mg/L are a marker for
tissue injury, inflammatory events and acute infection (Póvoa et al.,
1998; Póvoa, 2002; Pepys and Hirschfield, 2003; Lobo, 2012),

continuous moderately elevated concentrations around and above
2–3 mg/L, so called hs-CRP, have been identified as a possible
risk factor for CVDs (U.S. Preventive Services Task Force, 2009;
Zhang et al., 2021; Lee and Lee, 2023). This paper assessed the
current quality of hs-CRP detection based on EQA data from
2018 to 2023.
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FIGURE 2
Analysis of manufacturer-dependent differences for the detection of hs-CRP in serum from 2018 to 2023 for the low concentration (A) and high
concentration sample (B). The grey boxes display all results for the respective sample, and the distributions of specific manufacturer-based collectives
are illustrated as smaller, colored box plots in overlay with the total results. For all boxes, the whiskers stretch from the 1st quartile - 1.5∗ (interquartile
range) to the 3rd quartile + 1.5∗ (interquartile range). OL is a sub-collective of BE, and BW, BG and DG are sub-collectives of SI, hence the the same
outline but different filling. All results below 1 mg/L are considered “low risk for cardiovascular disease” (green area). Results between 1 mg/L and
3 mg/L are considered “medium risk for cardiovascular disease” (orange area) and results above 3 mg/L as “high risk for cardiovascular disease”
(red area) (Thomas, 2023).

Manufacturer-dependent differences as well as the scatter of
results were found to decrease slightly after October 2020, when the
sample material was changed from a serum pool to sera obtained
from individual donors.One exceptionwas theDGcollective, whose
median values increased in comparison to the other collectives,
especially for the high concentration samples (Figure 3B). While
the median values of the other collectives decreased from over
50% to only 20%, the DG collective exceeded the median of other
manufacturer collectives by up to 35% in May 2023 (Figure 3).
Promising trends were observed for the scatter of results, as the

CVs of most manufacturer collectives, apart from the DG collective,
stayed below 10% (Figure 4).

Our results correspond to those of several research groups
that have reported similar differences between various assays.
Thanabalasingham et al. (2011) observed differences between three
assays from SI, labeling themmethods one, two, and three.The assay
from method one was used by this paper’s BG collective and the
assay frommethod three by the BWcollective.They observed higher
results for the BG assay for hs-CRP concentrations >1 mg/L and
higher results for the BW assay for hs-CRP concentrations below
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FIGURE 3
Analysis of manufacturer-dependent differences in median values for the detection of hs-CRP in serum from 2018 to 2023 for the low concentration
(A) and high concentration sample (B). All median values are normalized to the total median of the corresponding EQA scheme. OL is a sub-collective
of BE, and BW, BG and DG are sub-collectives of SI, hence the same colors but different pattern.

this threshold. The data from the INSTAND EQA schemes showed
that in 2018 the BW collective had up to 50% higher hs-CRPmedian
values than the BG collective, regardless of sample concentration.

These differences have nearly vanished since October 2021 and now
these two collectives align quite well (Figure 3), possibly due to a
re-calibration of the tests.
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FIGURE 4
Analysis of manufacturer-dependent differences in CV for the detection of hs-CRP in serum from 2018 to 2023 for the low concentration (A) and high
concentration sample (B). OL is a sub-collective of BE, and BW, BG and DG are sub-collectives of SI, hence the same colors but different pattern.

For the collectives BE and OL, the manufacturer-dependent
differences in median values observed in January 2018
decreased over time and nearly vanished from October
2020 onwards (Figure 3).

An older paper by Roberts et al. reported that the assays from
AB and BE showed higher results in serum pools with more
than 2 mg/L CRP than the test systems from BW (Roberts et al.,
2000). In a follow-up study, the test systems from RO and OL
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showed comparable or slightly higher values than the system from
BW (Roberts et al., 2001). Data from the EQA surveys showed
that, while the difference between AB, BW, and OL had nearly
vanished in the last 2 years, RO still had slightly higher median
values than BW (Figure 3).

The positive trend in the harmonization between the hs-CRP
assay manufacturers analyzed in this study began appearing in
2019–2020. At that time, the relative median values started to align
until the observed differences were below 20% for the highest and
lowest collectives, with the exception of the DG collective. Since the
trend started before INSTAND changed the sample material from
serumpools to single-donor samples, an influence of pooled samples
on the median comparison is unlikely. Nevertheless, the change in
sample material could have had an influence on the scatter results
since, strikingly, the CVs stayed below 10% more often after the
change in sample material (Figure 4). The occasional outliers in CV
could be due to small sample sizes, e.g., the DG collective showed
the highest CVs in 2022 and 2023 when fewer than ten laboratories
participated in each EQA survey (Supplementary Table S2).

Another reason for the good harmonization observed in this
paper is the presence of a certified reference material for hs-CRP:
ERM DA474/IFCC. The CRP value for this standard was assigned
using ERM-DA470 as a calibrant, which is traceable to the WHO
International Standard 85/506 (Hanisch et al., 2011). The follow-up
standard for ERM-DA470, ERM-DA470k/IFCC, was unsuitable for
the certification of CRP due to a roughly 20% loss of CRP in the
lyophilized standard preparationwhen compared to frozenmaterial,
as measured by routine immunoassays (Zegers et al., 2010).

Interestingly, SI reassigned calibrator lots for their Advia (BG
collective) and Atellica (SI collective) hs-CRP assays from ERM-
DA470 to ERM DA474/IFCC as they observed a positive bias of
approximately 15% for patient samples and quality control material
when compared to ERM DA474/IFCC (Siemens Healthineers,
2020a; Siemens Healthineers, 2020b). In the meantime, several
RO hs-CRP assays still state their traceability to the ERM-DA470
standard preparation (Roche Diagnostics GmbH, 2023a; Roche
Diagnostics GmbH, 2023b).

These differences in the traceability of calibrators could be one
factor in why the BW and the SI collectives showed such a clear
drop in relativemedian results aroundMay andOctober 2020.While
the SI collective rose once again for a short time, both collectives
showed almost identical results beginning in October 2021. The
RO collective exhibited relative median values that were around
10% higher than those of BW and SI starting in October 2021,
but they aligned well in May 2023 for the higher concentration
sample (see Figure 3).

Systems from BW [e.g., (de Lemos et al., 2017; Tunstall-
Pedoe et al., 2017; Khera et al., 2018; Lee et al., 2018; Zhang et al.,
2021)] and RO [e.g., (Petersson et al., 2009; Eugen-Olsen et al.,
2010)] were most frequently deployed in several meta-analyses.
The observed differences in the INSTAND EQA surveys clearly
show that the observed assay variability could have a significant
impact on the “real-life” CVD risk classification for patients,
despite the relatively good harmonization (Figure 2). For example,
for the high concentration samples analyzed in May and
October 2022 (Figure 2B), 75% of laboratories using BW reported
results of <2 mg/L, while over 75% of RO laboratories reported
results of >2 mg/L for the same patient. Therefore, meta-analyses

that compile data from different clinical studies should not only be
stratified by study population and research question, but also by
hs-CRP assay to ensure valid data aggregation and interpretation.

One limitation of this study is that it is not possible to assess
whether the changes in median results, especially in the sub-
collectives of SI, are due to the recalibration of their calibrators or
due to the change in sample material from serum pools to single-
donor samples. But since a positive trend for harmonization was
observed before the change in sample material, it is unlikely that
the effect is solely based on that switch. Furthermore, some of the
collectives were quite small, which could bias the CV calculation.

The results from this analysis clearly show the high importance
of a well-tailored diagnosis and treatment policy in CVD patients.
However, while huge efforts have been made to raise the level
of assay harmonization for this marker to the current level, new
complications appear on the horizon. At a recent JCTLM workshop,
data were presented on newly developed primary pure candidate
substances and secondary certified reference materials (CRMs).
Furthermore, new reference measurement procedures indicate that
clinical samples measured with procedures that are calibrated with
the CRMs mentioned might clearly differ from results measured
by the immunoassays currently calibrated to the existing standard
materials. However, the possible influence of such new CRMs or
RMPs of higher order on the measurement of CRP and hs-CRP still
requires further assessment (Miller et al., 2023).

5 Conclusion

While the harmonization of hs-CRP assays is quite good, the
observed bias in the EQA surveys could still lead to a clinical
misclassification in the case of risk stratification for CVDs under
real life conditions. Although our data do not provide any insight
on the dimension of this risk, it is clear that hs-CRP should not
be used as a single marker for risk stratification and longitudinal
measurements of the same patient and should always be done in the
same device. For a better future harmonization, new developments
in reference materials and reference measurement procedures for
CRP and hs-CRP need to be carefully observed. Especially without a
proper reference measurement procedure it is currently impossible
to give any recommendations for or against an assay for the detection
of hs-CRP as well as its use in a CVD risk score. But meta-analysis
of different risk-score publications should stratify their analysis by
assay to account for the observed manufacturer-specific differences
observed in this paper.
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Budapest, Hungary
Introduction: The complement external quality assurance (EQA) program was

first organized in 2010 by a group of researchers working in diagnostic

complement laboratories. Starting in 2016, INSTAND e.V., a German, non-

profit interdisciplinary scientific medical society dedicated to providing expert

EQA programs for medical laboratories, started organizing the EQAs for

complement diagnostic laboratories together with the same group of

experienced scientists and doctors who also work as EQA experts. The aim of

the current work is to provide descriptive analysis of the past seven years’

complement EQA results and evaluate timeline changes in proficiency testing.

Methods: Each year, in March and October, blinded samples (normal,

pathological) were sent to the participating diagnostic laboratories, where

complement parameters were evaluated exactly as in daily routine samples.

Since no reference method/target values exist for these parameters, and

participants used different units for measurement, the reported results were

compared to the stable mean (Algorithm A) of the participants using the same

method/measurement units. A reported result was qualified as “passed” if it fell

into the 30-50% evaluation/target range around the mean of reported results

(depending on the given parameter).

Results: While the number of participating laboratories has increased in the past

years (from around 120 to 347), the number of complement laboratories

providing multiple determinations remained mostly unchanged (around 30

worldwide). C3, C4, C1-inhibitor antigen and activity determinations provided

the best proficiency results, with >90% passing quotas in the past years,

independent of the applied method. Determination of the functional activity of

the three activation pathways was good in general, but results showed large

variance, especially with the pathological samples. Complement factor C1q and

regulators FH and FI are determined by only a few laboratories, with variable

outcomes (in general in the 85-90% pass range). Activation products sC5b-9 and

Bb were determined in 30 and 10 laboratories, respectively, with typical passing

quotas in the 70-90% range, without a clear tendency over the past years.
frontiersin.org0168

https://www.frontiersin.org/articles/10.3389/fimmu.2024.1368399/full
https://www.frontiersin.org/articles/10.3389/fimmu.2024.1368399/full
https://www.frontiersin.org/articles/10.3389/fimmu.2024.1368399/full
https://www.frontiersin.org/articles/10.3389/fimmu.2024.1368399/full
https://www.frontiersin.org/articles/10.3389/fimmu.2024.1368399/full
https://www.frontiersin.org/journals/immunology
https://www.frontiersin.org
http://crossmark.crossref.org/dialog/?doi=10.3389/fimmu.2024.1368399&domain=pdf&date_stamp=2024-03-26
mailto:prohaszka.zoltan@semmelweis.hu
https://doi.org/10.3389/fimmu.2024.1368399
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/journals/immunology#editorial-board
https://www.frontiersin.org/journals/immunology#editorial-board
https://doi.org/10.3389/fimmu.2024.1368399
https://www.frontiersin.org/journals/immunology


Kirschfink et al. 10.3389/fimmu.2024.1368399

Frontiers in Immunology
Conclusion: With these accumulated data from the past seven years, it is now

possible to assess sample-, method-, and evaluation related aspects

to further improve proficiency testing and protocolize diagnostic

complement determinations.
KEYWORDS

external quality assessment schemes, proficiency testing, complement pathways,
functional analysis, complement activation products, autoantibody, C3 nephritic factor
Introduction

As a major part of innate immune system, complement is not

only essential to fight invading pathogens but also plays a key role in

immune surveillance, homeostasis and repair (1–3). More than 50

soluble and cell-bound proteins serve either as danger sensing

molecules for invading pathogens, apoptotic and necrotic cells

and immune complexes (e.g. C1q, mannose-binding lectin/MBL,

ficolins, properdin, proteins of the Factor H family). These

molecules act within an enzymatic cascade and provide a very

effective regulation of immunity via receptors on the surface of

multiple immune-, and tissue cells (for review see (4, 5).

Complement proteins in the circulation are primarily synthesized

in the liver and by monocytes, but are also constitutively expressed

and secreted by many other cell types in different tissues into the

microenvironment (6, 7).

Upon activation via the classical (CP), lectin (LP) or alternative

pathway (AP), the central components C3 and C5 are cleaved,

which results in the opsonization of pathogens and debris with C3b

and iC3b, the recruitment of inflammatory cells via the

anaphylatoxins C3a and C5a, and finally in the formation of the

membrane attack complex, C5b-9 (reviewed in (8–10). Under

physiological conditions, the system is tightly regulated by

proteins in the fluid phase (CP: C1-inhibitor, C4 binding protein,

Factor I; AP: Factor H, Factor I; LP: C1-inhibitor, terminal pathway:

clusterin, vitronectin/S-protein). Membrane-bound inhibitors

protect each individual cell in the circulation and solid tissue

(CD35/CR1, CD46/MCP CD55/DAF and CD59) to prevent

unwanted activation (11, 12). For schematic illustration of

complement pathways and regulation see Figure 1 in (13).

While the primary action of complement is well described for

plasma and body fluids in the extravascular space, more recent

studies suggest a possible role also inside the cell (14). Multiple

interactions exist between the coagulation, fibrinolytic and

complement systems where enzymes can cleave and activate one

another, and regulators are shared between cascades (15). This

provides a good explanation why many complement-driven

diseases (e.g. PNH, aHUS, CHAPLE syndrome) express

thrombosis as a hallmark of clinical manifestation (16, 17).

Complement deficiencies comprise about 5-10%, according to

different registries of all primary immunodeficiencies with a
0269
combined genetic prevalence of 0.03% in the general population.

Probably clinically more relevant are consequences of complement

overactivation leading to numerous inflammatory and autoimmune

diseases (18–20).

In the last decades great progress has been made in complement

analysis to not only understand its physiology but also to better

define disease development, severity, and response to therapy (21).

This has been further accelerated by the introduction of

complement-targeting drugs, which has led to a significant

increase of interest by clinicians (13, 22).

A comprehensive laboratory analysis of the complement system

should start with the assessment of the total activity of the classical

and alternative pathway either by functional ELISA or by hemolytic

or liposome-based assays (23). These global tests provide

information about the integrity of the entire complement cascade.

A missing or greatly reduced activity indicates a primary

complement deficiency but may also be due to a secondary

deficiency caused by decreased synthesis, increased consumption,

or protein loss. Deficient or dysfunctional proteins of the affected

pathway are identified by single protein (ELISA, radial

immunodiffusion, immunoelectrophoretic or nephelometry/

turbidimetry) or functional tests (24, 25).

Since most of the complement components are acute-phase

proteins with a higher rate of synthesis in inflammation, in acute-

phase reaction individual components are often left within the

normal range despite ongoing consumption. Only the analysis of

complement activation products allows one to distinguish with

enough sensitivity complement deficiency from pathologically

increased complement activation and consumption in vivo (26).

Complement activation products may be either split fragments after

enzymatic cleavage of certain components, e.g., C4 (C4a, C4b/c,

C4d), C3 (C3a, C3b, iC3b, C3c,C3dg, C3d), FB (Ba, Bb), and C5

(C5a), or protein complexes where activated components are bound

to their respective regulators, like C1rs–C1-INH, the properdin-

containing alternative pathway convertase C3bBbP, and sC5b-9

(soluble terminal complement complex, also known as soluble

membrane attack complex sMAC, or terminal complement

complex TCC). Quantification can be done as traditional ELISA,

upon binding to high-capacity immunosorbent with subsequent

elution, or to microbeads applied in multiplex flow cytometric

technology (see below). Those neoepitope-specific antibodies are
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also valuable to detect in situ complement activation applying

immunohistochemistry.

Sensitive and quantitative multiplex analysis tests are currently

developed to simultaneously assess multiple complement proteins

and activation products but have not yet been applied to routine

complement analysis (27).

Importantly, routine laboratory analysis of complement

abnormalities also involves the measurement of clinically relevant

inhibitory or activating autoantibodies targeting individual

complement components, regulators, or convertases such as C1

inhibitor, C1q, Factor H, and C3 nephritic factor. These

autoantibodies have been demonstrated to be useful as diagnostic or

prognostic markers as well as for monitoring therapeutic responses (28).
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Preanalytical considerations are important determinants of

quality of results in the diagnostic complement laboratory (29).

As outlined in a recent review by Brandwijk et al. about 50% of all

investigated studies failed to use the right sample type or

technique (30).

Since many complement proteins are heat labile precise

preanalytical sample handling is mandatory for accurate and

conclusive laboratory complement diagnostics. Correct collection

and processing of all body fluid samples for complement analysis is

essential to avoid artificial ex vivo complement activation. Without

inhibition, physiological and pathological complement activation

continues ex vivo obscuring the actual complement activation status

and preventing meaningful data interpretation.
A

B

C

FIGURE 1

Numbers of participating laboratories in the different complement EQA programs in the past years. (A) EQA246, (B) EQA247, (C) EQA245, EQA248,
EQA249 and EQA250. For EQA245 and EQA246 numbers of laboratories with at least 1 participation in the indicated year are given.
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Serum is the appropriate sample to measure complement

activity, components, regulators, and autoantibodies. It should be

separated by centrifugation after full clotting and samples should be

used immediately or can be stored at -70 °C for longer times. Since

multiple serine proteases from other cascade systems can cleave

complement components it is strongly recommended to use EDTA-

plasma for analyzing complement activation products. Heparin and

citrate-based anticoagulants are less useful (31).

For most complement activation products, EDTA-plasma is

stable for up to 4 hours at room temperature (32) but should better

be kept on ice or in a refrigerator if analyzed on the same day. For

later processing, the sample should be aliquoted, frozen, and stored at

-70 °C. Frozen samples should be thawed at room temperature or on

ice, but not in a water bath at 37 °C. Repeated freezing and thawing of

aliquots should be avoided. Frozen samples must be shipped on dry

ice by courier if transport is necessary. Samples must be collected

prior to plasma infusion or plasma exchange, or before any kind of

immune therapies causing complement mediated cytolysis (for

example anti-CD20 or anti-thymocyte globulin therapies) to

determine the initial disease-related complement status.

In urine, the measurement of complement activation products

can be affected by high amounts of urea and urine proteases. Since

activation products in proteinuria may appear as a consequence of

extrarenal (artificial) rather than intrarenal complement activation,

the addition of protease inhibitors is required (33).

Complement proteins can also be analyzed in bronchoalveolar

lavage (34), cerebrospinal (35) or synovial fluids (36) as well as tears

and aqueous/vitreous humor (37) which may better reflect a local

complement activation.

Finally, correct interpretation requires validated reference

intervals. Here it should be emphasized that the reference intervals

for several components are age-related, especially when analyzing

samples from infants this must be taken into account (38–40).

Following the increased attention for complement analysis over

the last 2 decades and a need to improve its consistency and quality

the Sub-Committee for the Standardization and Quality

Assessment of Complement Measurements was established and

formally recognized by the IUIS (https://iuis.org/committees/qas/

subcommittee-for-the-standardization-and-quality-assessment-of-

complement-measurements/). Since 2010, 20 rounds of external

quality assessment (EQA), now covering up to 20 parameters

(function, proteins, activation products and autoantibodies) have

been completed. The aim of the current work is to provide

descriptive analysis of the past seven years’ complement EQA

results and evaluate timeline changes in proficiency testing.
Methods

Sample materials – properties
and preparation

In each EQA survey, two samples with normal or pathological

concentrations/activities of complement parameters were distributed to

the participating laboratories for quantitative or qualitative analysis

(Supplementary Table 1). The samples were obtained from either
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voluntary blood donors or from patients. The samples tested negative

for HIV, HBV, and HCV. No stabilizing additives were added (except

for EQA247 where EDTA-anticoagulated plasma sample is provided).

Samples were lyophilized due to stability reasons for EQA schemes

EQA246 and EQA247, and since 2022 also for EQA248. Before 2018

the samples were lyophilized by a commercial provider (in.vent

Diagnostica GmbH, Henningsdorf, Germany). Afterwards, the

process was done in the Department of Pharmaceutics at

Semmelweis University: 1.0 mL in case of EQA246, otherwise 0.3

mL were aliquoted in polypropylene cryo tubes (1.0 and 0.5 mL;

Sarstedt, Nümbrecht, Germany). Before 2022, sample volumes differed

based on the survey (Supplementary Table 1). The freeze-drying was

performed in a one-chamber type equipment (ScanvacCoolsafe 110-04,

LaboGene™, Lynge, Denmark) containing a two shelf sample holder.

The process was controlled by a computer program, the temperature

and pressure values were recorded continuously. The temperature of

the drying chamber was between -97 °C and -95 °C for successful

condensation. The samples were previously frozen and kept at -70 °C

until the start of lyophilization. The lyophilization started at -40 °C for

1 hour, then temperature of the shelf was increased to the range

between 0 °C and 30 °C for 18 hours during the primary drying under

0.02-0.03 hPa vacuum. The secondary drying was performed at 40 °C

shelf temperature for 3 hours, where the sample temperature did not

exceed 10 °C. The entire lyophilization process took 22 hours. The

stability and homogeneity of EQA samples were confirmed according

to DIN EN ISO/IEC 17043:2023. All samples were stored at -18 °C

until dispatched to participants at ambient temperature.
Ethics statement

The patient’s informed written consent is available for the

project. A positive vote from the Scientific and Research

Committee of the Medical Research Council of Hungary has been

obtained. The study was conducted according to the declaration

of Helsinki.
EQA procedure

The INSTAND e.V. EQA schemes for analyzing complement

parameters are offered worldwide once or twice per year, depending

on the scheme. EQA schemes, that are only provided once per year

are shipped in October (O) and EQA schemes, that are provided

twice a year, are shipped in March (M) and October (O). For

detailed information on the different parameters included in each

EQA scheme, see Supplementary Table 1. Participating laboratories

provide their laboratory results and information on the respective

method and reagent provider via the platform RV-Online (http://

rv-online.instandev.de). For the evaluation of quantitative results,

the consensus value (stable mean) of all participants, calculated

using algorithm A, was used (41). Evaluation area around this

consensus value depended on the parameter. Detailed information

can be found in Supplementary Table 1. With respect to the

qualitative results, the participants had to indicate whether the

samples were positive, borderline, or negative. The evaluation of
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qualitative results is based on prior expert evaluation in the

laboratory providing the test material.

Qualitative EQA data can be found in Supplementary Table 2

and quantitative EQA data in Supplementary Table 3.

When a manufacturer-dependent variance was observed,

collectives were formed and evaluated separately.
Data analysis and statistics

Data are presented as numbers (%) of participants and mean

(with SD) of passing quotas (for samples, or for groups). Sample

performance rates (passing quota,%) were calculated in the

following way: number of laboratories providing results in the

target range for a given sample, divided by the number of all

laboratories providing results for that given sample. Total rate

(passing quota of the group) was calculated in the following way:

number of laboratories providing results in the target range for both

samples, divided by the number of all laboratories presenting results

for both samples.

Statistica 13.5 and GraphPad Prism 9 softwares were used for

statistical analysis and data presentation.
Results

The complement EQA
program, participation

The EQA program of diagnostic complement laboratories

comprises six schemes: EQA246 (ten parameters) for complement

function, components, and regulators, EQA247 (four parameters) for

complement activation products, EQA245 for IgG anti-C1q

autoantibody, EQA248 for C3-nephritic factor, EQA249 for IgG

anti-FH autoantibody and EQA250 (three parameters) for anti-C1-

inhibitor autoantibodies (see Supplementary Table 1). For EQA246,

participation markedly increased by 170% in the past seven years

(Figure 1A), with almost three times more laboratories participating

in 2022, as compared to 2016. The highest increase in participation

was observed for C3, C4, C1q, C1-inhibitor concentration (C1INH :

Ag) and C1INH function (C1-INHF) (Figure 2). This contrasts with

EQA247, where only the terminal pathway activation marker sC5b-9

was measured in at least eight laboratories per year (Figure 1B).

Participation peaked in 2019 with a small decline afterwards.

Participation for the complement related autoantibodies show great

variance (Figure 1C). For anti-C1q and C3Nef there is a clear increase

(by 78% and 81%, from 2016 to 2022, respectively). Participation for

anti-FH and anti-C1INH remained unchanged in the past years.

For each of the six complement EQA schemes, two blinded

samples were offered to the participants: one with normal/negative,

and a second with pathological/positive parameter level. Since no

reference method or target values exist for these parameters, and

participants used different units for their data, the reported results

were compared to the stable mean of the participants using the

same method/measurement units, if there were at least eight

participants in that given subgroup. A reported result was
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qualified as “passed”, if it fell within the 30-50% range around the

stable mean (depending on the given parameter). For autoantibody

determinations the participants had to report qualitative results

using their own cut-off values. In the next paragraphs, EQA

performance results are reported as passing quota, indicating the

percentage of participants having “passed” in a given EQA scheme.

Note, that passing quota was not calculated for subgroups with

fewer than eight participants.
Performance of the participants for
complement function and proteins

Figure 3 shows mean (with SD) passing quota of 2017-2022

results for EQA246 parameters, separately for the normal (pool of

healthy blood donor’s serum samples) and the pathological

(mixture of normal and heated serum sample of healthy donors)

samples. Best performing tests were those for C3 and C4 (not

presented, passing quota all the time above 90%, mainly measured

by nephelometry or turbidimetry). For C1-inhibitor antigen

(measured mainly by nephelometry or turbidimetry) and

-function a comparable good performance was observed. The

passing quota only occasionally fell below 90%. For C1-inhibitor

function approximately two-thirds of the participants used a

chromogenic assay (manual or automated), whereas one third

used a functional ELISA, both methods and all platforms

providing consistently good outcomes (Figure 4).

For determination of complement activity (CP, AP and LP),

passing quota on average was higher for normal than for the

pathological samples (Figure 3), and this observation is almost

constantly present across the years (Figure 4, for CP and AP). CP

activity was measured about equally often by each of three methods,

based on sheep red blood cell (SRBC) hemolysis, on liposome lysis, or

on functional ELISA (detection of C9-neoepitope). Figure 4 shows

passing quota separately for these three methods for the last six years

(12 EQA surveys). We observed a high variance (70-80% to 100%),

with a slightly better performance for the hemolytic assay. Results for

AP activity determination were similar in the range of 70% to 100%,

without a clear trend or difference in the data over the years or

method subgroups (hemolytic or functional ELISA based method).

Several efforts were made in the past to harmonize functional

testing in the complement laboratories, either by assay calibration

(test sample compared to a normal pool assigned as 100%) or

scaling (percentage). Furthermore, the various functional assays

yielded nearly similar performance results for C1-inhibitor

function, CP and AP activity (Figures 3, 4). However, despite

these efforts the raw data from the past years remain divergent

between the different functional methods (Figure 5) which indicates

that those measurements and results are not interchangeable.
Performance of the participants for
complement activation products

Four parameters (C3a, C3d, Bb and sC5b-9) are included in

scheme EQA247 for complement activation product, in which two
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blinded, lyophilized samples (0.5 mL normal EDTA plasma, 0.5 mL

EDTA plasma spiked with serum of the same donor) are sent to

the participants.

Figure 6 illustrates primary measurement results for sC5b-9, a

marker measured largely by the same sandwich ELISA (Quidel A029

assay). Approximately 20-25% of the participants with home-based

methods could not be analyzed due to differences in assay calibration/

scale. Despite a good correlation over the past six years, every year

there were outliers, especially in the upper range of the measurement

scale with passing quota for both samples in the 65%-80% range.

Analysis for Bb was less informative, since participant numbers

in the past six years varied from eight in 2017, to eleven, ten, eight,

eight, seven, in the following years. During these years performance

(passing quota) was 75%, 73%, 90%, 89%, 20% and 70%,

respectively. Analysis for C3a and C3d was not feasible in the

past years since participation remained constantly below

eight laboratories.
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Performance of the participants for
complement autoantibodies

EQA scheme EQA245 for determination of IgG anti-C1q

autoantibodies was conducted twice a year, with a total

cumulative participation of 69 laboratories. Approximately half of

the participants used the same assay (provided by Orgentec),

making it possible to analyze the performance separately from

participants who used in-house assays or those from different

providers (Tables 1A, B). In the Orgentec group, only 4/30

participants performed <80%, whereas in the in-house/INOVA

group <80% performance occurred in 11/39 laboratories. It has to

be mentioned that nearly half of the participants (14/30) in the

Orgentec group, and 12/39 in the in-house/INOVA method group

participated regularly, and performance among these frequent

attendees was almost exclusively above 80% (bold facing in

Tables 1A, B) in both groups.

Interest for C3-nephritic factor (EQA248) increased over time

with 28 laboratories participating at least once in the past seven

years. Among these 28 laboratories 17 participated at least four

times, but performance was above 80% for only 5/17 of the

participants (bold facing in Table 2). For the remaining

frequently participating laboratories performance was below 80%,

and for laboratories with less than four participations proficiency

was between 0% and 100%. No clear improvement or change in

performance was noted in the past seven years. It has to be noted

that participants used a large variety of methods for C3Nef

determination. Due to the low number, even in the subgroup

using the most frequently applied sheep red blood cell hemolysis

based method it was impossible to compare the performance in

subgroups discriminating for the applied method.

In contrast, interest for anti-FH didn’t change in the past years.

32 laboratories participated at least once, and performance was

constantly above 80% (except for 2019) even four times above 90%.

From fifteen frequently reporting laboratories, thirteen consistently

performed well (bold facing in Table 3). The remaining seventeen
FIGURE 3

Overview of the complement function and proteins (EQA246) EQA results. Data shown are means with standard deviation of the results obtained in
the 12 surveys between 2017 and 2022.
FIGURE 2

Cumulative number of participations (split by various parameters)
from laboratories submitting at least one result in the indicated year.
Note, that EQA246 was offered twice a year, and the majority of the
participants submitted results twice.
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participants with less than four participations showed highly

variable results, with passing quota between 0% and 100%.

Finally, as summarized in Table 4, for IgG, IgA and IgM anti-

C1-inhibitor autoantibodies (EQA250) interest was generally low

(13 laboratories) with only six of thirteen taking part in more than

three EQA rounds. None of them performed well for IgG, but six of

six succeeded for IgA, and four of six for IgM.
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Discussion

The need for a collaborative effort to monitor and improve the

quality of complement testing was recognized in 2010. The

successful introduction of an EQA was established only six years

later as a complex and widely available program for which the

results could be entered online. Such a program for analyzing the
A

B

C

FIGURE 4

Results of classical (A), alternative pathway functional activity (B), and C1-inhibitor activity (C), split by assay methods and EQA surveys. Passing quota
of the indicated samples are plotted for indicated EQA surveys and assay groups. Note, that groups with less than 8 participants are not analyzed.
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highly labile complement system presented a number of challenges,

but by joining the expertise of the International Complement

Society (ICS) with the knowledge and infrastructure of INSTAND

e.V., a successful program could be initiated. This program not only

gave an overview on the current state of complement diagnostic

testing performance, but also provides the information necessary to

improve complement testing procedures.

Our data demonstrates that the passing quota, across the

assessments, is higher for normal samples than pathological

samples. Looking first at functional analysis, the success rate for

pathological samples in CP activity assessment demonstrates

variations between the testing methods. Even for a given specific

method, the passing quota varied between the years. For the first

year the passing rate for both the normal and pathological samples

analyzed by the hemolytic assay was below 90%, but in all

subsequent years this method was most consistent, particularly

for the pathological samples (Figure 4). Results of the ELISA
Frontiers in Immunology 0875
initially had a lower passing quota for the pathological sample,

but improved in recent years. This improvement may be attributed

to the growing experience with this newer method. On the other

side, the lower consistency of the non-specified method could be in

part attributable to the lower number of laboratories reporting in

this category. For the liposomal assay for CP activity in four rounds

of testing (2020 and 2021), the passing quota for the pathogenic

sample was ≤80%. These results are consistent with other

publications suggesting that this method of measuring CP

function is ideal for measuring low level activity (42, 43).

However, it should be noted that in more recent rounds the

passing quota for the pathological samples improved to greater

than 90%. This is important because this method is more

commonly used by standard hospital laboratories. Furthermore, a

tighter clustering reflects less lab-to-lab variability in the reported

results, an important consideration for comparability of testing

results between laboratories (Figure 5).
FIGURE 5

Individual results of classical and alternative pathway functional activity, and C1-inhibitor activity. Data shown are activity results (%) of the normal
and the pathological sample, assay methods are indicated by the symbols/colors.
frontiersin.org

https://doi.org/10.3389/fimmu.2024.1368399
https://www.frontiersin.org/journals/immunology
https://www.frontiersin.org


Kirschfink et al. 10.3389/fimmu.2024.1368399
AP activity is measured by fewer laboratories with less available

testing methods. The passing quota for this analysis was overall

lower than for the CP function especially for pathological samples.

With the increasing recognition of its importance for disease

development and drug monitoring the demand for this testing

will certainly increase. Multiple AP specific therapeutic inhibitors

are currently in Phase 3 clinical trials (44).

The overall passing quota for C1-INH function testing was

higher and more consistent than those for CP or AP function

measurements. Demand driven by need to follow therapeutic

treatment may be part of the reason for the higher passing quota

in testing C1-INHF. There are still method to method differences as

is shown in Figure 5, where the reported results do group by

method, but the spread of results is much tighter than for CP or

AP function. Another contributing factor to the higher passing rate

of C1-INHF may be the relative simplicity of testing the function of

just one complement regulator, rather than a whole pathway.

The complexity of the complement CP and AP function tests is

both their strength diagnostically, but also a potential cause of the

observed variability. Their strength comes from the ability to

evaluate eleven (CP) or nine (AP) different components in one

test, respectively (45). For normal activity, all the components must

be present and active. Any therapeutic inhibition along these

pathways results in low or abnormal levels, also unraveling the

complexities that arise from measuring the function of so many

proteases at once. The relationship between protein concentration

and activity of an individual component also relates to their
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drastically different concentrations in serum (from >1 g/L for C3

to 0.1 g/L for C1q, for example). Certain components are rate

limiting and due to the stepwise nature of complement activation

with several amplification steps the relationship between the

component levels of the test serum and its activity is not strictly

linear, but rather follows a Von Krogh equation (46). All current

methods for measuring complement CP and AP function were

developed for testing errors in inborn immunity and not for

evaluating therapeutic inhibition of the complement system as

now required. As more complement targeting drugs are

approved, this may add pressure to the need on complement

function testing.

In addition to the use of those functional assays, measurement

of activation fragments is also growing in interest in response to the

needs related to therapeutic interventions of the complement

system. It is for this reason that the soluble membrane attack

complex (sMAC, sC5b-9) has the highest participation rate of any

of the activation markers. This complex has been proposed as a

marker to better reflect that a patient responds to complement

inhibition, or to assess if complement activation is causative for the

clinical presentation (47–49). However, the utility of measuring

sC5b-9 is not undisputed (50), probably also due an inconsistency

of the measurements. In Figure 6, sC5b-9 data over six years of EQA

assessment are shown. This analyte is only part of the October

assessment and only reported by a minority of the participating

laboratories. The passing quota of both the normal and pathologic

samples reached 80% only once (2020) whereas most years it was
FIGURE 6

Individual results of terminal pathway activation marker (sC5b-9) levels, measured by ELISA assay of Quidel. Data shown are sC5b-9 results of the
low and the high concentration samples, as obtained in the past six EQA surveys. Dotted lines indicate acceptance limits for the samples; passing
quota (both of the results “passed”) of the collective is indicated above the figure for the different years.
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TABLE 1A Participation, passing quota and laboratory performance in the external quality assurance program EQA245 for anti-C1q IgG autoantibody
(reagent: Orgentec).
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8 89% 9
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10 100% 4

11 100% 4

12 80% 10

13 67% 9

14 100% 7

15 100% 8

16 100% 7

17 100% 4

18 80% 10

19 100% 1

20 100% 3

21 75% 4

22 89% 9

23 100% 1

24 91% 11

25 91% 10

26 100% 5

27 100% 5

28 75% 4

29 100% 2

30 100% 1

Passing
quota

100.0% 93.3% 88.9% 30.8% 93.3% 100.0% 100.0% 75.0% 93.8% 100.0% 100.0% 100.0%

Participation,
total

6 15 9 13 15 16 13 16 16 21 16 19

Participation: Number of submitted results in the period of 2017-2022. Performance: Percentage of submitted results in the target range for both of the samples (dark blue). Any result out of
target range (light red), lack of results (white). Passing quota: Performance of laboratories in the indicated surveys. Bold facing: laboratories with at least six participation and at least
80% performance.
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TABLE 1B Participation, passing quota and laboratory performance in the external quality assurance program EQA245 for anti-C1q IgG autoantibody
(reagent: in-house or INOVA).
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46 100% 2

47 50% 2

48 100% 1

49 73% 11

50 100% 1

51 50% 2

52 100% 6

53 100% 6

54 100% 10

55 100% 6

56 100% 2

57 50% 2

58 50% 2

59 0% 1

60 75% 4

61 89% 9

62 0% 4

63 100% 1

64 86% 7

65 83% 6

66 50% 2

67 100% 1

68 100% 4

69 50% 2

Passing quota 100.0% 83.3% 88.9% 30.8% 92.9% 90.0% 100.0% 69.2% 100.0% 76.9% 88.2% 86.7%

Participation, total 8 12 9 13 14 10 18 13 17 13 17 15

Participation: Number of submitted results in the period of 2017-2022. Performance: Percentage of submitted results in the target range for both of the samples (dark blue). Any result out of
target range (light red), lack of results (white). Passing quota: Performance of laboratories in the indicated surveys. Bold facing: laboratories with at least six participation and at least
80% performance.
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TABLE 2 Participation, passing quota and laboratory performance in the external quality assurance program EQA248 for C3-nefritic factor (C3Nef).
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18 40% 5

19 100% 1

20 20% 5

21 0% 5

22 100% 3

23 0% 2

24 0% 1

25 50% 4

26 0% 2

27 33% 3

28 0% 1

Passing
quota 81.8% 58.3% 43.8% 47.1% 31.3% 42.9% 70.0%

Participation,
total 11 12 16 17 16 21 20
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Participation: Number of submitted results in the period of 2016-2022. Performance: Percentage of submitted results in the target range for both of the samples (dark blue). Any result out of
target range (light red), lack of results (white). Passing quota: Performance of laboratories in the indicated years. Bold facing: laboratories with at least four participations and at least
80% performance.
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TABLE 3 Participation, passing quota and laboratory performance in the external quality assurance program EQA249 for anti-Factor H
IgG autoantibody.
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Passing
quota 92.3% 94.1% 94.4% 78.6% 88.2% 87.5% 93.8%

Participation,
total 13 17 18 14 17 16 16
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Participation: Number of submitted results in the period of 2016-2022. Performance: Percentage of submitted results in the target range for both of the samples (dark blue). Any result out of
target range (light red), lack of results (white). Passing quota: Performance of laboratories in the indicated years. Bold facing: laboratories with at least four participations and at least
80% performance.
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TABLE 4 Participation, passing quota and laboratory performance in the external quality assurance program EQA250 for anti-C1-
inhibitor autoantibodies.
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only about 70% although testing was done in just one assay

purchased from one manufacturer. The reason for this low

passing quota is currently unclear, but may be explained by lab

performance, or lot variations of the kit reagents, and low number

of participants. It is unfortunate that the calibrator aimed to serve

complement activation product assays (51) could not get more

interest or acceptance in the past years, and the use is limited to a

few laboratories. To this end, laboratories with divergent results are

encouraged, as part of the EQA participation, to review their testing

if their results do not receive a passing quota.

Of diagnostic importance is the measurement of autoantibodies

which is hampered by the limited availability of sufficient quantities

of appropriate samples for the complement related autoantibodies.

As samples are taken from different patients in different years,

variations in EQA results – probably also related to different

methods applied- are not surprising. Specifically, the results for
Frontiers in Immunology 1582
anti-C1q IgG autoantibodies in 2018 and 2020 demonstrated a

notably lower level of agreement. This was true also for laboratories

and methods that were otherwise highly consistent. The specific

reasons for this discordance warrants further investigation,

especially with reference to clinical presentation. In reviewing

these results it is also important to keep in mind the low numbers

of participating laboratories for some of these tests. When there are

only a few laboratories reporting, individual results may have more

impact on the overall passing quota.

The results presented for the complement autoantibodies

exemplify an important practical shortage related to this field, i.e.

how feasible it is for a small/new laboratory to introduce

determination of for example anti-FH, anti-C1INH or C3Nef, as a

new parameter. This difficulty is traced back to multiple factors,

among which lack of international calibrators and control materials,

and lack of commercial interest in these small diagnostic fields are
TABLE 4 Continued
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Participation: Number of submitted results in the period of 2016-2022. Performance: Percentage of submitted results in the target range for both of the samples (dark blue).Any result out of target
range (light red), lack of results (white). Passing quota: Performance of laboratories in the indicated years. Bold facing: laboratories with at least four participations and at least 80% performance.
Laboratory numbers in the three parts of the table indicate the same participants.
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the most important. The quality assessment group/committee

already started to produce and share such control materials. One

purpose of our article is to attract potential industrial partners and

to improve the feasibility of the kit development.

A potential limitation of the current analysis is related to the

fact that the test materials offered in this program are not exactly

similar to that ones used in the daily routine work. This fact is

related largely to logistic and financial aspects, however, during the

initial elaboration of the program in the years between 2010 and

2016 efforts were done in the laboratories of the authors to identify

the circumstances (in terms of recovery, stability and homogeneity)

that are at the same time logistically feasible and technically sound.

This is why lyophilization was introduced for three of the programs,

and sample shipment at ambient temperature was accepted.

However, these efforts make it not unnecessary to perform

additional local control in the participating laboratories for

preanalytical issues, while testing true routine samples.

Similar to other attempts undertaken to improve diagnostic

immunology testing by the International Union of Immunological

Societies (IUIS), the efforts of the ICS and INSTAND eV for

complement testing is an important step towards improving its

quality and standardization. With this view on the current state of

testing our data are considered to empower the individual

laboratories with knowledge for improvement of their

performance, otherwise not available. At this more mature state

of the EQA testing these data can facilitate international efforts to

investigate how the current methods can be improved for better test

results. Without such EQA data, it would be harder to identify the

problems that need to be addressed, and any improvement would

hardly be measurable.
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Zsuzsanna Szendrei, and Lászlóné Kertész for preparation of
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External Quality Assessment schemes (EQAS) are mandatory to ensure quality
standards in diagnostic methods and achieve laboratory accreditation. As host
institution for two German culture-based bacteriology EQAS (RV-A and RV-B),
we investigated the obtained data of 590 up to 720 surveys per year in RV-A and
2,151 up to 2,929 in RV-B from 2006 to 2023. As educational instruments, they
function to review applied methodology and are valuable to check for systemic-
or method-dependent failures in microbiology diagnostics or guidelines.
Especially, containment of multi-resistant bacteria in times of rising antibiotic
resistance is one major point to assure public health. The correct identification
and reporting of these strains is therefore of high importance to achieve this goal.
Moreover, correct antimicrobial susceptibility testing (AST) per se is important for
selecting appropriate therapy, to restrict broad-spectrum antibiotics and
minimize resistance development. The reports of participating laboratories
displayed a high level of correct identification results in both schemes with
mostly consistent failure rates around 2.2% (RV-A) and 3.9% (RV-B) on
average. In contrast, results in AST revealed increasing failure rates upon
modification of AST requirements concerning adherence to standards and
subsequent bacterial species-specific evaluation. Stratification on these
periods revealed in RV-A a moderate increase from 1.3% to 4.5%, while in RV-
B failure rates reached 14% coming from 4.3% on average. Although not
mandatory, subsequent AST evaluation and consistent reporting are areas of
improvement to benefit public health.

KEYWORDS

microbiology, bacteriology, external quality assessment, public health, antimicrobial
susceptibility testing (AST), identification methods bacteriology

1 Introduction

Conventional culture-based identification of bacteria and subsequent antimicrobial
susceptibility testing (AST) remain the gold standard and represent the largest part of
bacteriological diagnostics in medical microbiology, although molecular biological methods
have and will further improve the identification of bacterial pathogens. However, at present,
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AST as a central task of every diagnostic microbiological-
bacteriological laboratory can only be performed adequately by
culture-based techniques but not by molecular biological methods
including whole genome sequencing (Jorgensen and Ferraro, 2009;
Turnidge et al., 2023). Due to the outstanding importance for the
detection of infections and selection of suitable therapeutic options
based on AST - especially in times of constantly increasing antibiotic
resistance–the applied methods are subject to not only internal
laboratory quality assessment but also external quality assessment,
which is mandatory in Germany. The public health system is also
dependent on assured and constantly evolving quality in
bacteriology especially concerning i) reliable and fast
identification for reporting of notifiable pathogens, ii) rapid and
reproducible AST in accordance with standards to inform clinicians
about safe and efficient treatment options and to prevent
unnecessary usage of broad-spectrum substances, iii) and an up-
to-date and uniform nomenclature, as well as antibiotic-
susceptibility assessment standards such as EUCAST and CLSI to
assure correct communication between key players of the
healthcare system.

Different national laws and guidelines oblige microbiology
laboratories to participate in External Quality Assessment
schemes (EQAS). In Germany, the Federal Medical Council
issues these binding guidelines for all medical laboratories
(RiliBÄK) (Bundesaerztekammer, 2023). Reference institutions
including Instand e.V. manage these EQAS in collaboration with
host diagnostic microbiological laboratories. For laboratories
performing bacteriology diagnostics, successful participation in
EQAS, at least once a year, is a prerequisite to receive
reimbursement of costs for diagnostic procedures with the
respective cost bearers. In Germany, INSTAND e.V. has been
performing EQAS in bacteriology with fast-growing organisms
since 2006 with the Institute for Medical Microbiology and
Hospital Epidemiology of Hannover Medical School, Hannover,
Germany as host institution. The host institution acts as scientific
management partner with selection of suitable bacterial strains,
production of specimens, evaluation, and commenting of results
for each survey. Instand e.V. organizes the surveys with respect to
the shipment of specimens, both nationally and internationally,
recording the results and providing them to the host laboratory for
final evaluation. Successful participation in EQAS is a prerequisite to
obtaining accreditation, as stated in the International Standard ISO
15189:2022 (ISO, 2022).

In Germany, diagnostic bacteriology is performed by specialized
laboratories but also by outpatient practitioners who provide
diagnostics for their specialty, and here urologists are by far the
largest group by numbers. The German guidelines consider the
diagnostic differences leading to two different EQA schemes.
Bacteriology “Ringversuch A” (RV-A), directed to specialized
microbiology laboratories and sent out twice a year with five
bacterial samples, and “Ringversuch B” (RV-B), directed to
outpatient practitioners and sent out four times a year with three
probes containing urogenital pathogens or commensals but not
restricted to bacteria. In both schemes, slow-growing bacteria like
mycobacteria, which are subject to separate EQAS, are excluded.
Besides direct quality assurance, other beneficial aspects of EQA are
that the host institution issues a certificate upon successful
participation, which is mandatory to hand costs to the respective

cost-bearers. In addition, the EQA host institution is obliged to
report abnormalities to the respective authorities for instance to the
Federal Institute for Drugs and Medical Devices. Of note, every
EQAS round is also a test for the issued diagnostic guidelines for
instance the breakpoint tables. Finally, EQAS are educational and
can spread new knowledge on nomenclature, current epidemiology,
clinical relevance of microorganisms, newly described resistance
mechanisms, and phenotypic appearances that may lead to
misinterpretation. The appended commentaries in the result
reports are highly valuable in spreading knowledge. Within this
study, we analyzed a highly consistent 288 to 364 laboratory reports
per survey in RV-A and a more varying 392 to 940 per survey in
RV-B as a large and representative database (Figure 1A).

2 Materials and Methods

2.1 Identification part in EQAS bacteriology

In RV-A directed to specialized microbiology laboratories, the
host laboratory sends out five specimens of bacterial strains twice a
year with one specimen per year as a mixture of two strains.
Participants need to identify strains on genus and species level
and obtain one point for correct identification per level. To pass this
category at least 80% of all points need to be gained per survey. The
80% cut-off value has already been defined since at least 1992 and
has not been changed with the takeover of the EQAS by the current
host laboratory.

In RV-B, performed four times a year and directed to
laboratories performing bacteriology within the scope of their
respective profession, which is overwhelmingly urology, the focus
is on urogenital pathogens and commensals. Here, three specimens
are sent but are not strictly limited to bacteria but can also contain
yeast strains, without consequent susceptibility testing. Four of the
six points must be gained in this category to pass in RV-B per survey.

Reference results are obtained from a consortium of 16 highly
qualified microbiology laboratories, which are referred to as target
value laboratories (TVL) from here on. Not all TVL take part in
every survey. TVL are suggested by the host laboratory and have to
be accepted by the Federal Medical Council. Most of them have
acted as TVL for more than 2 decades.

2.2 Antimicrobial susceptibility testing (AST)
part in EQAS bacteriology

From a table of 16 antibiotics for RV-A and 15 antibiotics for
RV-B, the participants have to choose and report those suitable to
treat the identified bacterial species in accordance with the used AST
standard. For each specimen a minimum count of antibiotics
(approximately three-quarters of the maximum number
assessable) to be tested is defined by the host institution of the
EQAS, dependent on the number of antibiotics evaluable with
respect to the utilized AST standard. Participants need to test the
identified bacteria and report interpreted results as susceptible S),
intermediate respectively susceptible at increased dosing (I, the latter
definition valid for EUCAST since 2019), or resistant R). For every
substance, a full point is gained by meeting one interpretation of the
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FIGURE 1
Analysis of participants and passing rates in bacteriology EQAS RV-A and RV-B. (A) Number of participants in both EQA schemes from 2006 to
2023 for the respective annual dates. (B) Failure rates in RV-A (blue) and RV-B (red) EQAS at the respective dates with red arrows indicating time points of
the described modifications in the EQAS. (C) Overall failure rates in RV-A and RV-B categorized for the periods between the aforementioned
modifications in the EQAS. Depicted are mean ± SD for 12 (2006–2011), 18 (2012–2020), and 6 (2021–2023) data points in RV-A and 24
(2006–2011), 36 (2012–2020), and 12 (2021–2023) in RV-B.
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set point range, while half a point is granted in case of “minor
errors”; I instead of R, for example, (Turnidge et al., 2023). In RV-A
and RV-B, both the given minimum number of antibiotics and 85%
of all points for correct results are needed to pass. AST is performed
in parallel to the participants by the TVL three times to account for
technical variability, which can be method-dependent. TVL report
only one final result to the host laboratory and are asked to deliver
results for at least two combinations of technique–disk diffusion or
MIC determination–and AST standard. Based on these values the set
point range is determined. Depending on the scattering of TVL
results the target value is set usually to one level as S, I, or R.
Following a defined algorithm, in case of broader scattering more
than one level might be accepted.

2.3 Timeline of modifications

Initially in 2006, when the Institute of Medical Microbiology and
Hospital Epidemiology of Hannover Medical School took over the
management of the EQAS, participants were required to identify the
strain on genus and species level and test susceptibility against at
least six out of eight defined antibiotics by disk diffusion according
to the German Institute for Standardization (Deutsches Institut für
Normung, DIN) standard. At first, we re-defined the required AST
panel with respect to the strain identified as being Gram-positive or
Gram-negative. From 2012 onwards, participants were required to
report the utilized AST standard, while the ones of DIN, Clinical and
Laboratory Standards Institute (CLSI), and European Committee on
Antimicrobial Susceptibility Testing (EUCAST, 2024) were
accepted. While DIN was excluded in 2014 as being outdated
and discontinued, EUCAST modified by recommendations of the
national antibiotic susceptibility testing committee Germany (NAK)
for certain substances was accepted from 2016 onwards (EUCAST
and EUCAST + NAK were summarized for data analysis in this
paper). Reported results in AST were evaluated in correlation to the
reported and utilized standard.

2.4 Data collection

Participants are asked to report their results on standardized
questionnaires in each EQAS round.

While up to 2019 paper-based reports had to be handed in by the
participants, from then onwards an online form is mandatory. This
online form made it feasible to obtain additional data on
pathogenicity, extended bacterial typing, reporting obligations,
detected mechanism of resistance, and, as a German specialty,
multi-resistant phenotypes in Gram-negative rods which are used
for management in hospital hygiene and, in part, have to be reported
to the public health authorities.

2.5 Data analysis

We analyzed the reported results of participating laboratories
from 2006 until 2023. As the EQA definitions and requirements
changed over time, different analysis topics span different time
frames defined by changes in the requirements for susceptibility

testing. From 2006 to 2011: Disk diffusion according to DIN only.
From 2012 to 2021: Reporting the utilized guideline for result
interpretation (DIN, CLSI, EUCAST, EUCAST plus NAK), both
disk diffusion and MIC techniques possible. From 2021 onwards:
Participants have to select the antibiotic substances to be reported in
accordance with the utilized AST standard.

2.6 Statistics

GraphPad Prism Version seven was used to determine
significance of results. Figure legends describe statistical tests run
on respective data sets. One-way-Analysis of variance (ANOVA)-
test was used if not indicated differently andmeans are given as ± s.d.
with p values considered significant as follows: * = p < 0.05; ** = p <
0.005 and *** = p < 0.0005.

3 Results

3.1 Analysis of participants and passing rates
in bacteriology EQA schemes RV-A and
RV-B

For public health, a high standard of microbiological diagnostics
and a solid data basis is required and EQAS evaluate this for the
participating laboratories. Since 2006, we recognized an almost
constant number of participants in RV-A, directed at specialized
microbiological laboratories at both time points per year. In
contrast, the number of participants in RV-B varied greatly on
the four annual dates. The last date of each year had by far the
highest number of participants. From 2006 to 2023, the overall
failure rates in these EQAS were in the range of 0.3%–8.1% in RV-A
(mean 4.0% ± 2.23%) and 3.3%–34.3% in RV-B (mean 11.6% ±
5.39%). Failure rates increased for periods following modifications
to the EQAS with respect to AST evaluation (details in Material and
Methods) (Figure 1B). Further analyzing the results of the different
periods with increasing demands on participants, we found them
significantly increased for RV-B and trending in the same direction
on a lower overall level for RV-A (Figure 1C). Additionally, failure
rates were substantially higher in RV-B as compared to RV-A
illustrating better diagnostic quality of RV-A participants
according to the EQAS criteria.

3.2 Identification of bacteria, development
of identification success, and methods used

To determine the reasons for increased failure rates upon EQAS
modification, we further analyzed failure rates in identification and
AST separately as both had to be passed by participants. Correct
identification of bacteria is a prerequisite for correct AST
considering species-specific breakpoints. The analysis of
identification results from 2009 to 2023 showed no significant
changes over time for both RV-A and RV-B and also between
RV-A and RV-B with failure rates as low as 2.1% (±1.6%) in RV-A
and 3.9% (±3.30%) in RV-B in this EQAS category (Figure 2A).
However, as successful identification rates varied between different
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bacterial species, we checked for improvements on a bacterial
species-dependent level. In RV-A considerable improvements in
the accuracy of identification of rarely detected and challenging
bacterial species were already shown by the EQAS of the time since
their introduction in 1982 (Schaal, 1994). Since 2006, we found
significant improvements only for a comparatively small number of
species (Table 1). For some species, occasionally a slight decline in
identification rates was found compared to previous EQAS rounds.
In most of these cases, affected strains were part of a germ mixture
consisting of two bacteria, where the potential problem of retrieval
may add to the increased failure rate.

Moreover, we analyzed the identification success for bacterial species
being sent out repeatedly (in bothRV-A andRV-B.While participants in
RV-A were overall more successful than in RV-B, for common
urogenital pathogens an overall high standard of identification rates
was observed (Table 2). However, bacterial species rarely causing urinary
tract infections but need to be identified in accordance with diagnostic
guidelines were more challenging for participants in RV-B (Table 3).

As the failure rates in identifications among participants in RV-
A were very low, we focused on RV-B results to track changes over
time. To account for the educational aspect of the EQAS, we

analyzed the identification rate of bacterial species in RV-B being
sent out three or more times between 2006 and 2023. We observed a
slight trend to increased accuracy in identification rates, however,
the slope of the fitted regression line was not significantly different
from zero (p = 0.09) (Figure 2B).

Nonetheless, we asked for methodological improvements over
time. Therefore, we analyzed developments in the participant’s
identification methods used for Enterobacterales identification
during different EQAS rounds. While RV-A laboratories
overwhelmingly changed to rely on Matrix-associated-laser-
desorption-ionization and time of flight (MALDI-TOF) analysis,
a technique considered to be fast and of high accuracy (Dingle and
Butler-Wu, 2013), this technique is still not widely used by RV-B
participants (Figures 2C, D).

3.3 Adherence to nomenclature

In view of consistent reporting of diagnostic microbiological results
to clinicians and health authorities, correct identification and also the
use of current terminology is a desirable goal. Therefore, we studied

FIGURE 2
Analysis of identification rates over time. (A) Failure rates in identification in RV-A and RV-B categorized in periods with regard tomodifications in the
EQAS. Dots represent respective overall failure rates per EQAS survey. (B) Identification rate for bacterial species being sent out at least three times from
2009 until 2023 in RV-B. Gram-negatives depicted in shades of red, gram-positives in shades of blue according to the legend in the graph, while the
dotted line represents the regression line over all data points excluding rates for A. urinae. Regression analysis gave a slope of 0.049 (95% CI:
0.009–0.108). (C) Analysis of utilized identification methods for Enterobacterales in RV-A for the indicated time points. (D) Frequency of MALDI-TOF as
identification method among RV-A (blue) and RV-B (red) participants.
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results from EQAS strains with changes in taxonomy (Table 4). For
participants, there are usually no drawbacks when adhering to outdated
names, as both new and old names are accepted in the EQAS, and hence
this topic is not recapitulated in the failure rate analysis. Categorizing
the time since the publication of the new name and the respective EQAS
round, we found a significant correlation between the updated
taxonomy being reported and a period greater than 5 years since
the renaming (Figure 3).

3.4 Results of antimicrobial susceptibility
testing (AST)

As the overall increase in failure rates was not attributable to the
identification rates, we analyzed the AST results of participants. The
specialist microbiological laboratories in RV-A documented a high
level of quality in AST, while RV-B participants showed poorer
accuracy rates, which also scattered over a wider range. The two

TABLE 1 Identification rate for selected species in RV- A. Displayed species are selected due to their relevance with respect to guideline adherence,
taxonomic changes, frequency of isolation, and culture conditions. (*: strain has been part of a germ mixture).

Species Date Rate [%] Date Rate [%] Date Rate [%]

Arcobacter butzleri 1–2009 60.6 1–2019 73.5

Bacillus pumilus 1–2011 77.5 1–2022 84.8

Bacteroides fragilis 1–2006 95.2 1–2021 94.4 2–2023 94

Campylobacter jejuni 1–2007 91.6 2–2020 92.7

Clostridioides (Clostridium) difficile 2–2006 99.2 2–2015 94.7 1–2019 94.8

Clostridium tertium 2–2006 88.4 1–2022 91.6

Corynebacterium belfantii, C. diphteriae complex, C. rouxii; toxin-negative 2–2014 97.8 1–2023 96.5

Cronobacter (Enterobacter) sakazakii 2–2007 100 1–2021 99.7

Cutibacterium (Propionibacterium) acnes 2–2008 95.3 1–2009 87.1* 2–2018 92.7

Eikenella corrodens 2–2007 97.3 1–2023 97.9

Finegoldia magna 1–2011 95.6 1–2021 92.5*

Granulicatella (Abiotrophia) adiacens 2–2012 89.2 1–2020 91.5

Haemophilus influenzae 2–2011 98.4 1–2016 98.1

Kingella kingae 2–2008 93.2 2–2022 93.5

Klebsiella (Enterobacter) aerogenes (Klebsiella mobilis) 2–2010 98.4 2–2018 99.7

Listeria monocytogenes 2–2010 99.4 2–2016 98.5 2–2020 98.1

Mammaliicoccus (Staphylococcus) sciuri 1–2019 98.4 1–2023 100

Micrococcus luteus 2–2007 99.7 1–2015 90.3*

Pasteurella multocida 1–2012 94.1 1–2013 93.3

Rahnella aquatilis 1–2008 98.1 1–2017 96.8

Serratia marcescens 1–2007 99.4 2–2009 96.3* 1–2017 99.4

Staphylococcus (Peptococcus) saccharolyticus 2–2010 94.7 1–2014 67*

Staphylococcus caprae 1–2017 96.8 1–2022 98.3

Staphylococcus lugdunensis 1–2008 98.1 1–2016 98.4

Staphylococcus schleiferi 2–2011 100 2–2018 98.4

Streptococcus canis 2–2017 81.5 2–2021 89.4

Streptococcus dysgalactiae 1–2016 93.1 2–2019 93.2

- dysgalactiae equisimilis 68.8 64.2

Streptococcus gallolyticus sp. Gallolyticus 2–2009 98.2 1–2014 99.4

Vibrio vulnificus 2–2008 98.5 1–2019 97.1

Weeksella virosa (CDC group IIf, Flavobact. sp?) 2–2012 88.9 1–2020 81.4

Yersinia enterocolitica 2–2008 99.7 1–2014 99.7 1–2022 98.6
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considerable changes to the requirements in this part of the EQAS
led to increased failure rates in both series, with considerably
stronger effects in RV-B (Figure 4A).

With respect to the requirements of the public health system, the
performance of the participants in the identification of resistance
mechanisms is of particular interest; especially as the initiation of
hygiene measures to prevent pathogen spread depends on these
results. While not obligatory and not evaluated in the EQAS - as
no international standard is applicable - participants had the
opportunity to indicate identified bacteria and phenotypic AST

combinations with the respective acronym. The reliability of
detecting and reporting oxacillin resistance in Staphylococcus
aureus (MRSA), vancomycin resistance in enterococci (VRE), or
Extended-Spectrum-Betalactamase (ESBL) expression in Enterobacterales
was high in RV-A (data not shown). However, in RV-B, only a
minority of strains were reported with the respective acronyms, even
though phenotypically characterized as resistant. Some showed an
increase in reporting over time anyway (Table 5).

In Germany, carbapenem resistance due to carbapenemases,
especially in Enterobacterales, has only been an epidemiological

TABLE 2 Comparison of identification rates in RV-A and RV-B for frequent urogenital species.

Species RV-A RV-B

Surveys [n] Mean [%] Range [%] Surveys [n] Mean [%] Range [%]

Gram-negative

Escherichia coli 6 99.7 99.3–100 10 97.4 85.2–99.3

Pseudomonas aeruginosa 4 98.5 96.4–99.7 10 92.3 77.6–96.9

Klebsiella pneumoniae 2 99.1 98.4–99.7 8 96.3 94.5–98.1

Proteus mirabilis 4 99.8 99.1–100 7 96.9 95.2–99.3

Enterobacter cloacae 2 97.6 96.1–99.1 5 94.2 91.3–97.1

Gram-positive

Enterococcus faecalis 3 98.9 98.4–99.4 10 91.0 87.3–93.4

Enterococcus faecium 1 98.7 - 8 86.3 79.4–91.5

Staphylococcus aureus 6 99.6 99.2–100 7 97.0 96.0–97.9

Staphylococcus saprophyticus 1 98.7 - 7 86.2 79.3–93.0

Staphylococcus epidermidis 1 98.8 - 5 92.0 89.8–93.1

TABLE 3 Identification rates for rarely found species in RV-B.

Species Date Rate [%] Date Rate [%] Date Rate [%] Date Rate [%] Date Rate [%]

K. oxytoca 1–2007 95.3 2–2010 94.6 2–2013 96.2 1–2016 92.6 3–2017 96.3

Klebsiella aerogenes 3–2016 - 2–2019 37.9

“Enterobacter” aerogenes 92.5 57.5

Cronobacter sakazakii 2–2009 1.2 4–2015 56.7 4–2020 76.1

“Enterobacter” sakazakii 82.4 30.3 15.0

Pantoea agglomerans 3–2009 82.9 3–2012 86.6 4–2022 91.1

Serratia marcescens 2–2008 95.0 4–2012 94.0 3–2021 91.7

Corynebakterium urealyticum 2–2008 44.7 3–2012 31.6 3–2017 37.9 2–2023 58.6

Staphylococcus lugdunensis 2–2016 48.8 1–2022 52.2

Micrococcus luteus 2–2010 83.6

Aerococcus urinae 4–2008 33.9 1–2011 46.1 4–2015 41.6

Actinobaculum (Actinotignum) schaalii 3–2020 16.2

Lactobacillus 1–2007 41.5 1–2012 55.4

rhamnosus 5.5 8.3
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problem since 2010 (Albiger et al., 2015). We had a look at the
performance of the RV participants over time concerning
carbapenemase detection. Table 6 summarizes the results on
various carbapenem-resistant bacteria in RV-A and RV-B with
green color indicating increases in reporting for repeatedly sent-
out strains.

Since the detection of carbapenemases can be challenging, we
analyzed the results of a New Delhi carbapenemase (NDM)-
producing Proteus mirabilis sent out in RV-A1 in 2016. Table 7
compares the documented MIC values reported by target value
laboratories (TVL) and categorizes results from participants
stratified according to CLSI and EUCAST (Table 7). The MIC
values varied widely and both the TVL and the participants rated
a similarly high proportion of the tests as “S" or “I”, while NDM-
carrying bacteria are usually considered phenotypically
carbapenem-resistant. We found that more than 30% of
EUCAST participants reported the strain meropenem
susceptible or intermediate, while this was true for about 10%
of CLSI users only. This example illustrates the difficulty in
detecting carbapenemase expression solely upon AST and puts
the results of only 16.4% of the participants characterizing an
NDM- or metallo-ß-lactamase, 19.6% reporting a carbapenemase

TABLE 4 Reported names for bacteria with changes in taxonomy in RV-A.

RV-A Taxonomy

Former name New name year of renaming

2–2007: Aggregatibacter (Haemophilus) aphrophilus 75.7 17.3 2006

2–2007: Pantoea (Enterobacter) agglomerans 1.5 94.4 1989

1–2009: Cupriavidus (Ralstonia, Wautersia) pauculus 17.4 73.3 2004

2–2010: Staphylococcus (Peptococcus) saccharolyticus 0 94.7 1981

2–2010: Enterobacter aerogenes (Klebsiella mobilis) 0 98.4 1960

2–2011: Raoultella (Klebsiella) planticola 0.6 81.3 2001

2–2012: Granulicatella (Abiotrophia) adiacens 0.3 88.9 2000

2–2012: Moraxella (Branhamella) catarrhalis 0 99.0 1968

2–2016: Actinobaculum (Actinotignum) schaalii 13.0 73.1 2015

2–2017: Paeniclostridium (Clostridium) sordellii 88.0 1.2 2016

2–2018: Cutibacterium (Propionibacterium) acnes 63.6 29.1 2016

2–2018: Klebsiella (Enterobacter) aerogenes 57.0 42.7 2017

1–2020: Weeksella virosa (CDC group IIf, Flavobacterium) 0.3 81.7 1986

1–2020: Granulicatella (Abiotrophia) adiacens 0.3 91.8 2000

1–2021: Cronobacter (Enterobacter) sakazakii 1.3 98.7 2008

1–2021: Finegoldia magna (Peptostreptococcus) 2.0 92.5 1999

1–2021: Pantoea (Enterobacter) agglomerans 1.6 98.0 1989

2–2021: Raoultella (Klebsiella) ornithinolytica 1.0 97.7 2001

2–2022: Delftia (acidovorans) tsuruhatensis 92.5 2.3 2003

1–2023: Empedobacter (Wautersiella) falsenii 1.4 59.4 2014

2–2023: Lacticaseibacillus (Lactobacillus) rhamnosus 41.7 55.3 2020

FIGURE 3
Adherence to new taxonomy A Data display the frequency of
bacterial species undergoing taxonomy changes being reported with
the former name correlated to the time between publication of the
new name and the respective EQAS round. The dotted line
indicates categorization in more than 5 years since publication and
equal or less for the respective data points. Significance was tested by
a chi-square test. *** = p < 0.005.
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without further characterization and 64.1% of participants
indicating no resistance mechanism at all, in perspective.
Moreover, evaluation is highly dependent on the utilized AST
standard in this case.

To the authors’ knowledge, there are no publicly available
statistics on the AST standards utilized in laboratories. At least
for RV-A, we determined the EUCAST standard to be
overwhelmingly applied nowadays, while only a few participants
still utilize the CLSI standard being the most applied standard back
in 2012 (Figure 4B).

3.5 Adherence to AST recommendations of a
German guideline on uncomplicated urinary
tract infections

Finally, we investigated how the efforts of medical guidelines
were supported by the AST of participants in RV-B. A German

urology S3 guideline on uncomplicated urinary tract infections
updated in 2017 recommends the antibiotics fosfomycin (single
oral dose), nitrofurantoin, nitroxoline, and pivmecillinam for
premenopausal women to counteract the constant development
of resistance, particularly to fluoroquinolones in the field of
urology (Kranz et al., 2018). According to EUCAST, these
substances are only to be evaluated in full for E. coli. The
reported AST for this species in RV-B is therefore a measure
of the guideline adherence of the participating laboratories.
Reported results for 4 E. coli strains sent out in RV-B in
2021 and 2022 were analyzed. We set the most frequently
tested antibiotic per round–ciprofloxacin - equal to 100% and
found nitrofurantoin (mean value 94.8%), fosfomycin (76.8%),
mecillinam (50.6%), and nitroxolin (48.0%) less frequently
reported compared to other oral or parenteral antibiotics
(Figure 5). Hence, roughly half of RV-B participants did not
report on two first-line antibiotics, while the medical society
representing most of them recommends their therapeutic use.

FIGURE 4
Analysis of antimicrobial susceptibility testing (AST). (A) Failure rates in AST for RV-A and RV-B categorized in periods with regard to modifications in
the EQAS. Depicted aremean± SD for 6 (2009–2011), 18 (2012–2020), and 6 (2021–2023) data points in RV-A and 6 (2009–2011), 36 (2012–2020), and 6
(2021–2023) in RV-B. (B) Frequency of AST standard used by participants in RV-A from 2012 to 2023. Color schemes of the different standards according
to the figure legend.
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3.6 Accession of EQAS
management comments

The comments written by the EQAS management for each test
round are available for download on the Instand e.V. website after
the EQA certificates have been issued. We checked the accession rate
of these comments that had been available for at least 3 months at
the end of 2023. An average of 19.8% (range 2.9%–56.9%) of
participants overall accessed the comments, while the difference
between an average of 35.7% of RV-A participants, but only 13.7% of
RV-B participants was striking. On the other hand, the comments

are probably also of interest to laboratories that did not participate in
the respective EQAS: 13.4% of downloads for RV-A and 27.8% for
RV-B were made by users who did not participate in the respective
EQAS round.

4 Discussion

Analyzing the data obtained by managing the two bacteriology
EQAS RV-A and RV-B we recognized the overall high standards in
bacteriological diagnostics in Germany with passing rates for

TABLE 5 Voluntary reporting on resistance mechanisms for repeatedly sent bacteria in RV-B.

Species:
Resistance
mechanism

EQAS
round

Rate
(%)

EQAS
round

Rate
(%)

EQAS
round

Rate
(%)

EQAS
round

Rate
(%)

EQAS
round

Rate
(%)

EQAS
round

Rate
(%)

E. coli: ESBL 1–2008 11.7 4–2010 19.3 1–2012 26.3 1–2017 19.7 2–2020 28.9

K. pneumoniae: ESBL 2–2006 8.4 3–2008 18.3 1–2011 16.5 3–2012 31.8 2–2015 24.8

P. mirabilis: ESBL 3–2008 16.2 2–2013 18.8

E. faecium: VRE 1–2008 8.3 4–2010 14.3 2–2012 14.4 4–2014 13.2 3–2016 15.4 1–2023 19.2

S.aureus: MRSA 2–2007 20.2 4–2010 23.7 1–2012 37.8 2–2014 30.0 1–2016 36.1

S.aureus: MRSA -
specified as mecC

1–2018 30.7 1.8 2–2019 5.2 0.8

TABLE 6 Comparison of results in carbapenemase characterization between RV-A and RV-B.

Species: Resistance
mechanism

Target
value

RV-A RV-B

Reported as. . . Reported as. . .

EQAS
round

Any
carbapenemase
(%)

Target
value (%)

EQAS
round

Any
carbapenemase
(%)

Target
value (%)

Acinetobacter pittii: GIM-1 MBL A2-2017 23.8 5.5 N/A

Citrobacter freundii: VIM-1 MBL A1-2019 39.0 26.4 B3-2019 11.6 7.1

Escherichia coli: OXA-181 OXA-Type A2-2016 43.3 17.9 B2-2023 12.5 9.9

Escherichia coli: VIM-1 MBL A2-2012 54.1 40.7 B1-2013 4.6 2.3

A2-2020 74.8 59.4 B1-2019 5.9 3.0

B1-2022 10.2 6.6

Klebsiella pneumoniae: KPC KPC N/A B3-2013 7.3 3.0

B1-2023 12.8 9.5

Klebsiella pneumonia: NDM MBL A1-2015 25.9 16.9 N/A

Klebsiella pneumonia:
OXA-48

OXA-Type A1-2014 75.3 21.8 B1-2020 13.6 6.4

Klebsiella (Enterobacter)
aerogenes: AmpC + porine
loss

AmpC +
porine loss

A2-2018 8.2 19.3 B2-2019 3.4 2.1

Proteus mirabilis: NDM MBL A1-2016 19.6 16.4 B2-2021 10.6 6.7

Pseudomonas aeruginosa:
VIM-2

MBL A2-2016 25.7 17.9 B2-2017 5.0 2.2

B2-2022 9.0 6.5
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specialized laboratories in recent years of 95% or higher
(Figure 1B). Previous data from the respective Swiss EQAS
from 1992 until 1996 showed comparable results (Siegrist et al.,
1998), while analysis of EQA in other countries, especially in
developing ones, tended to show lower passing rates. Moreover,
three of these studies show educational effects in terms of
improvements over time (Chaitram et al., 2003; Perovic et al.,
2019; Wattal et al., 2019), while our data, and a study on
bacteriology in the Eastern Mediterranean Region, with higher
failure rates, hardly detected improvements (Squires et al., 2022).
Even if the overall diagnostic accuracy is on a high level, EQAS
always have the chance to send out certain bacteria unveiling
limitations and directions of improvement; especially by including
species, that have come into medical focus only recently and for
which correct identification or AST might be not well established
in laboratories.

The public health system greatly benefits from this highly reliable
diagnostic level, as it serves, as a data basis for epidemiological
developments, is crucial in detecting and containing local outbreaks,
and guides towards an effective but specific antibiotic therapy. However,
the comparability of EQAS data and studies involving human clinical
microbiology data, in general, is low and in need of standardized
reporting (Turner et al., 2019).

Technological progress is one strengthening aspect in this
regard. The identification of bacteria using Matrix Assisted Laser
Desorption Ionisation - Time of Flight (MALDI-TOF) has
become of great importance for microbiological diagnostics
during the study period (Figure 2D). It is considerably faster
than biochemical reactions and largely independent of the
correct selection of a system suitable for a defined germ
spectrum. In addition, the reliability of identification,
especially in routine operations, is raised to a previously
unknown level. However, the use of the MALDI-TOF method
requires a relevant investment that can only be made by larger
laboratories. As a consequence, there has been a steady increase
in its use in the specialized laboratories participating in RV-A,
while its use in the predominantly smaller, specialty-specific, and
outpatient-providing laboratories participating in RV-B has
remained at a comparatively low level. Only the use of the
highly automated Vitek system, which is widely available in
the majority of laboratories due to the sensitivity tests carried
out with this system, still accounted for a higher proportion of
identifications for a relatively long time. Irrespective of the
method, our data shows that identification of frequently found
bacteria species is more successful compared to rarely found ones

TABLE 7 NDM-expressing Proteus mirabilis RV-A1-2016: Variance in
meropenem MICs and classification determined by TVL and EQAS
participants.

Meropenem Rate (%)

MIC (mg/L) 0.5 1 2 4 8 ≥16 S I R

CLSI-TVL n) 1 1 3 2 9 6.3 6.3 87.5

- participants n) 3 5 70 3.8 6.4 89.7

EUCAST-TVL n) 1 1 3 2 9 12.5 31.3 56.3

- participants n) 7 34 92 5.3 25.6 69.2

FIGURE 5
Reporting of urology guideline-recommended antibiotics in RV-B. Reporting frequencies of specific antibiotic substances for Escherichia coli
normalized for ciprofloxacin rates as 100% in four individual RV-B rounds in 2021 and 2022. Substances are grouped into oral and parental antibiotics as
well as antibiotics recommended by a German S3 guideline for uncomplicated urinary tract infections as first-line therapy.
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recapitulating findings of EQAS in other countries
(Wonglumsom et al., 2008; Wattal et al., 2019) (Tables 2, 3).
In terms of consistent communication of microbiological reports,
the use of current terminology is a desirable goal (Figure 3). A
laboratory’s constant effort to keep up with this development,
which is considerably more dynamic due to molecular biological
analyses, is essential for this. In addition, the implementation of
the current nomenclature depends to a large extent on the
implementation of changes in commercial identification
systems by the respective manufacturers.

While the identification of bacterial species remained on a
very low failure rate during the observed period, two major
modifications in the requirements for successful AST
increased the failure rates significantly (Figure 4A). Evidence-
based medicine is generating more and more reliable and species-
specific data sets on bacterial infections and minimal inhibitory
concentration (MIC)-distributions (Leclercq et al., 2013;
Kahlmeter, 2015). Correlating these in vivo findings with the
in vitro AST, led to and will further result in an increased amount
of breakpoint tables and recommendations in the different
standards issued by expert committees. Laboratories have to
navigate this development and adhere to a certain standard to
evaluate obtained MICs on a good data basis. In this regard,
major hurdles leading to failing in the AST category have been
recognized. i) Incorrect results for an individual substance caused
by technical errors, reagents of insufficient quality, or errors in
reading are found to be major aspects not only in this study but
also in others (Perovic et al., 2019). ii) Utilizing an outdated
version of the reported AST standard leads to failures in
evaluations (e.g., categorical result “I", although not defined
according to the standard or evaluation of substances no
longer seen as applicable for the bacterial species) (Wattal
et al., 2019). In this regard, suppliers from commercially
available AST systems need to implement updates promptly to
enable consistent interpretation not only in terms of AST
standards but also concerning updated treatment guidelines
(Figure 5). iii) Moreover, substances, for which no specific
breakpoints are listed but evaluation can be derived from
indicator substances, are not reported (e.g., cefoxitin screen
for staphylococci for oxacillin, cefuroxime, ampicillin-
sulbactam) and or an incorrect selection of antibiotics is
chosen. In particular, since the introduction of antibiotic
selection by participants, up to one-third of participants failed
the susceptibility testing part due to an insufficient number of
antibiotics tested. These findings are in line with the observation
of Perovic et al. analyzing the African EQAS concerning AST
(Perovic et al., 2019).

In Germany, microbiological laboratories are legally obliged to
participate in EQAS. However, they are not obliged to adhere to a
specific AST standard. Therefore, the EQAS is the only instance to
monitor and evaluate AST utilization (Figure 4B). Nearly all
laboratories participating in RV-A applied to the EUCAST standard,
which is favorable for public health as this increases the comparability of
results and AST evaluations. However, the CLSI standard is still used by
a minority of EQAS participants, which can lead to different reports
regarding AST. This trend in standards utilization is also found in other
European countries (Altorf-van der Kuil et al., 2017; EUCAST
international uptake, 2024).

The example of an NDM-expressing P. mirabilis indicates the
associated variability besides an already existing technical
variation of measurements (Table 7). This circumstance makes
it difficult to compare the results obtained, at least for individual
antibiotics, and thus to communicate them for therapeutic or
epidemiological purposes and to projects recording antibiotic
resistance developments, like Antibiotic Resistance Surveillance
(ARS) managed by Robert Koch Institute (RKI, Berlin, Germany)
for instance (ARS - Antibiotika-Resistenz-Surveillance, 2007;
Walter et al., 2017). As a consequence, existing AST standards
concerning the secure and sensitive detection of
epidemiologically relevant resistance mechanisms should be
followed thoroughly.

AST standards define how to detect specific resistance
mechanisms, however, consistent reporting standards on
these are not defined. Hence, reporting of resistance
mechanisms can only be assessed in the EQAS on a
voluntary basis. For public health applicable standards and
subsequent evaluation of the adherence to them in EQA
seems as a future goal in light of increasing antimicrobial
resistance rates worldwide. Methicillin-resistant staphylococci,
vancomycin- or linezolid-resistant enterococci, and ESBL- or
carbapenemase-producing Enterobacterales must be identified
with the highest degree of certainty to prevent further spread in
the healthcare system. While a high degree of reliability is
achieved in the determination of the phenotype (evaluation
as “R") for prominent resistances in staphylococci (methicillin)
and enterococci (vancomycin), the labeling of pathogens as
MRSA or VRE is only rarely carried out in RV-B and is
likely reflecting daily laboratory reports in an outpatient
setting (Table 5).

The aforementioned aspects all indicate the importance of an
EQAS focusing on bacteriology for reliable individual diagnostics
but also subsequent public health on a bigger scale. Nonetheless, we
recognized a decline in the number of participants in RV-B starting
around 2014, while RV-A showed more constant participation
(Figure 1A). This could be related to the increased quality
assurance requirements for laboratories stipulated in the legally
binding directive given by the RiliBÄK (Bundesaerztekammer,
2023), but also to an improved offer from specialized laboratories
to private practitioners and finally to changes in remuneration
leading to a consolidation in the bacterial diagnostics market.
The studied EQAS cannot claim to be exhaustive as it is not the
only bacteriological EQAS on the market, but the represented
number of laboratories both in RV-A and RV-B is representative
of the German field of bacteriology.

The issued comments on each EQAS round give the chance to
emphasize developments or methodological pitfalls and have
thereby the chance to support the spreading of knowledge and
indirectly support public health. This fact is recapitulated by the
accession not only by participating laboratories in the respective
EQAs round but also by registered non-participants.
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Background: Quality control (QC), quality assurance, and standardization are
crucial for modern diagnostic testing in the field of medical microbiology. The
need for efficient QC to ensure accurate laboratory results, treatment, and
infection prevention has led to significant efforts in standardizing assay
reagents and workflows. External quality assessment (EQA) schemes, like
those offered by INSTAND, play a vital role in evaluating in-house and
commercial routine diagnostic assays, regarded as mandatory by national and
global guidelines. The recent impact of polymerase chain reaction/nucleic acid
amplification technology (PCR/NAAT) assays in medical microbiology requires
that high-performing assays be distinguished from inadequately performing
ones, especially those made by inexperienced suppliers.

Objectives: The study assesses the evolving diagnostic performance trends over
2 decades for the detection of EHEC/STEC, Borrelia (B.) burgdorferi, and MRSA/
cMRSA. It explores the historical context of assay utilization, participant
engagement, and rates of correct results in EQA schemes. The research seeks
to identify patterns in assay preferences, participant proficiency, and the
challenges encountered in detecting emerging variants or clinical strains.

Results: The study highlights the decline in in-house PCR assay usage, the
emergence of new diagnostic challenges, and educational aspects within EQA
schemes. Specific examples, such as the inclusion, in certain EQA surveys, of
EHEC strains carrying stx-2f or B. miyamotoi, highlight the role of EQAs in
increasing awareness and diagnostic capabilities. Advancements in MRSA
detection, especially through the adoption of commercial assays, demonstrate
the impact that technology evolution has had on diagnostic performance.

Conclusion: Achieving excellence in diagnostic molecular microbiology involves
a multifaceted approach, including well-evaluated assays, careful
instrumentation selection, and structured training programs. EQA schemes
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contribute significantly to this pursuit by providing insights into the evolving
diagnostic landscape and identifying areas for improvement in the diagnostic
workflow as well as in PCR/NAAT assay design.

KEYWORDS

EQA, Borrelia burgdorferi, MRSA, INSTAND, diagnostic molecular pathology

1 Introduction

Quality control (QC), quality assurance and standardization are
among the most important prerequisites for modern diagnostic
testing in medical microbiology and infectious diseases. Next to
the use of well-evaluated assay concepts, the establishment and
maintenance of efficient QCs are vital to ensuring the accuracy of
laboratory results. This enables accurate patient identification and
treatment as well as effective infection prevention (Badrick, 2021).
Over the past decades, huge efforts have been made in standardizing
assay reagents, creating diagnostic workflows, and incorporating
internal controls with the aim of achieving results with the highest
level of accuracy and reliability. External quality assessment (EQA)
schemes are a crucial component in the reliable performance of
routine diagnostic assays for pathogens or genetically encoded
pathogenicity factors in medical microbiology and infectious
diseases (Laudus et al., 2022). The value of regular participation
is beyond dispute and hence mandatory in the official guidelines and
regulations of most countries worldwide (De la Salle et al., 2017).

In the wake of the recent global pandemic, the commercial
market has been flooded by many new assay concepts and
instruments based on polymerase chain reaction/nucleic acid
amplification technology (PCR/NAAT). These range from
manual to semi- or fully automated systems and closed assay
cartridges. Within this landscape, it is important to be able to
distinguish between high-performing assays and assays from
inexperienced suppliers that have inadequate analytical
performance levels in real-world clinical settings.

Hence, there is a need to identify the many assays or test kits,
supplied by inexperienced manufacturers, with inadequate
performance in routine testing.

One of the significant challenges in diagnostic microbiology is
the accurate detection of various pathogens, including bacteria and
fungi. These microorganisms pose diverse challenges due to factors
such as their genetic variability, rapid evolution, and the emergence
of antimicrobial resistance or certain virulence factors. Accurate
diagnosis is critical to reducing the spread of infectious diseases,
optimizing patient management, and preventing adverse outcomes.
Misdiagnosis or delayed diagnosis can lead to inappropriate
treatment, disease progression, and potential transmission to
others (Fournier et al., 2013). Therefore, the importance of
precise and timely diagnosis cannot be overstated, especially in
the context of these pathogens with significant nosocomial and/or
public health implications.

INSTAND EQA schemes cover a broad range of relevant
bacterial and fungal pathogens and are designed to identify and
pinpoint potential weaknesses of certain PCR/NAAT assay
concepts. Continuous participation not only serves as a
benchmarking tool, as it is a way to obtain official certificates, it
also has an educational effect. Retrospective studies reveal an

improvement in laboratory performance among laboratories that
regularly participate in EQA schemes, highlighting the educational
role of EQAs (Keppens et al., 2018; Keppens et al. 2019; Keppens
et al. 2021). The random inclusion of so-called “educative samples”
among the selected target organisms reflects a primary commitment
to the ongoing advances within the field of diagnostic medical
microbiology and, consequently raises awareness of participants
to new, emerging, or interesting genetic variants or clinical strains.

The INSTAND EQA project for the detection of bacterial DNA
started in 2003 with biannual distributions of sample sets for
Chlamydia (C.) trachomatis, Neisseria gonorrhoeae, Bordetella
pertussis, Helicobacter pylori, enterohemorrhagic Escherichia (E.)
coli/shigatoxigenic Escherichia coli (EHEC/STEC), B. burgdorferi,
Legionella pneumoniae, Salmonella enterica and Listeria species
(spp.). However, with the widespread adoption of PCR/NAAT-
based assays in diagnostic medical microbiology, the EQA
program has progressively broadened its spectrum and
continues to grow.

The expanded EQA scheme now includes surveys for
Methicillin-resistant Staphylococcus aureus/community acquired
Methicillin-resistant S. aureus (MRSA/cMRSA), C. pneumoniae,
Mycoplasma pneumoniae, Bacillus anthracis, Coxiella burnetii,
Francisella tularensis, Brucella spp., Carbapenemases genes,
toxinogenic Clostridium difficile, Vancomycin-resistant
Enterococci (VRE), Pneumocystis jirovecii, and a comprehensive
panel of bacterial urogenital pathogens that address recent
multiplex PCR assay concepts.

Each EQA set comprises four samples containing various
concentrations of the target organism as well as related species or
E. coli cells as negative set members. Despite the great diagnostic
potential of PCR testing, the success of each of its analytical
applications is highly dependent on the reliability of the clinical
samples containing nucleic acids for amplification. While EQA
schemes may not perfectly mimic the range of different PCR
inhibitors that are complicating real-world sample analysis (e.g.,
false-negative results or insufficient lower limits of detection)
(Vesper et al., 2007), the proprietary matrix of lyophilized
samples, composed of proteins, salts, and a significant number of
human cells, enables the semiquantitative detection of human gene
segments. This makes them valuable for use as purification,
extraction, and/or inhibition controls.

While advancements in diagnostic technologies have
undoubtedly improved the accuracy and efficiency of pathogen
detection, there remain gaps in our understanding of the
evolving trends in diagnostic methods and their performance
over time. Existing literature highlights the transition from
traditional culture-based methods to advanced molecular
techniques like PCR/NAAT for rapid microbial identification and
specific characterization (Weile and Knabbe, 2009; Das et al., 2017).
However, there is limited research investigating the longitudinal
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trends in diagnostic accuracy and performance of these molecular
assays, especially concerning their adaptation to changing clinical
needs and emerging infectious threats. The study is the first to
address this question by performing a longitudinal analysis over
20 years of EQAs for PCR/NAAT-based bacterial genome detection
of EHEC/STEC, B. burgdorferi and for MRSA/cMRSA. Through this
analysis, the study seeks to provide accessory insights into the
evolving landscape of diagnostic testing, identifying patterns,
challenges, and improvements in performance, thereby
contributing valuable knowledge to the field.

2 Materials and methods

2.1 EQA procedure

The INSTAND EQA schemes for bacterial genome detection of
EHEC/STEC (EQA 534), B. burgdorferi (EQA 535), and MRSA or
cMRSA (EQA 539) were conducted globally twice a year (surveys in
May and November) and contained four different samples per survey
(4 × 0.3 mL). Detailed sample properties and compositions of
microorganisms can be found in Supplementary Table S1. The
stability and homogeneity of the EQA samples were assessed
according to DIN EN ISO/IEC 17043:2023 standards (ISO/
IEC17043:2023, 2023). To process the samples, the laboratories
had to centrifuge the vials containing lyophilized material. The
material was then reconstituted in 300 µL of sterile water (PCR
grade) and incubated at room temperature for 20 min on an
orbital shaker and/or with occasional vortexing. This resulted in
suspensions comparable to native clinical specimens. 100 μL
aliquots had to be processed using typical protocols for DNA
extraction and PCR/NAAT assays established in the laboratories’
routine diagnostic setting. Participating laboratories were tasked with
determining qualitative outcomes (positive, negative, questionable)
and were asked to submit their findings to the INSTAND “RV-
Online” web portal (http://rv-online.instandev.de). Alongside the
qualitative results, participants had to submit information on the
methods used for DNA extraction and amplification, and specified
which commercial kits were used or whether an in-house PCR assay
(lab-developed test, LDT) was used. For all three EQA schemes,
successful certification required an accurate determination of three
out of four samples, as stipulated by the current guidelines of the
German Medical Association (RiliBÄK) (Bundesärztekammer, 2023).

2.2 Data analysis and statistics

The EQA results for EHEC/STEC, B. burgdorferi, and MRSA or
cMRSA were analyzed in a manufacturer-specific manner across
surveys performed between November 2003 and May 2023. The
MRSA EQA scheme started in November 2005. A limited number of
results (n = 2) were reported in November 2007 for the EQA survey
detecting EHEC/STEC, making a test-specific analysis statistically
less robust. Hence, this survey was excluded from the study. This
resulted in 39 surveys for EHEC/STEC, 40 for B. burgdorferi,
and 36 for MRSA.

For all three pathogens, assay manufacturer collectives with the
highest participant counts per survey were represented individually.

In the case of EHEC/STEC, the six most common methods were
presented, while for B. burgdorferi this number was seven, and for
MRSA or cMRSA it was nine. The remaining commercial test kits or
preconfigured PCR/NAAT assay concepts were combined into the
category “other.” Bar charts were used to illustrate the distribution of
participating assay-specific laboratories over time for EHEC/STEC,
B. burgdorferi, and MRSA or cMRSA. In order to discern potential
trends over the years, percentages of correct results per date and
sample were graphically depicted for each EQA scheme, with
symbols indicating specific events. These events included the
utilization of clinical variants, very low concentrations, and
possible cross-contamination. A sample was considered correct
when the presence or absence of the target microorganism was
detected accurately. We analyzed the data based on the percentage of
correctly identified samples in each survey per sample. Basic
statistical analyses were performed using JMP 17.0.0 from SAS
Institute (Cary, North Carolina, USA).

Overlay images were created using the Gnu image manipulator
software 2.10.34.

3 Results

This study evaluated the inter-laboratory detection quality for
EHEC/STEC and B. burgdorferi from November 2003 to May 2023,
and for MRSA/cMRSA from November 2005 to May 2023. In order
to identify the evolving trends, we analyzed up to forty EQA surveys
during this period, looking at the number of participating
laboratories, assay distribution (Figure 1), and rates of correct
results (Figure 2).

The number of EQA participants for EHEC/STEC, B.
burgdorferi, and MRSA increased from 30, 45, and 35, to 148,
131, and 331 respectively. At the beginning, 60% (MRSA), 87%
(EHEC/STEC), and 93% (B. burgdorferi) of laboratories used in-
house PCR assays. However, these percentages gradually declined
over the years as commercially available assays gained prominence.
By May 2023, the utilization of in-house PCR assays dropped to
24.8% (EHEC/STEC), 26.5% (B. burgdorferi), and 5.7%
(MRSA) (Figure 1).

In order to analyze the progression of pass rates and testing
quality, we graphically illustrated correct results [%] per date and
sample, with symbols indicating either clinical variants, low
pathogen concentrations, or cross-contamination (Figure 2). In
the case of EHEC/STEC detection, correct results exceeded 85%,
with instances of lower percentages typically corresponding to
samples involving very low target organism concentrations or
special clinical variants (Figure 2A). The only clinically relevant
variants during the observation period were stx-2f and eae positive;
the rates of correct results for these variants increased from about
24% to 60%.

Similar to the EHEC/STEC findings, the rate of correct results
for B. burgdorferi consistently surpassed 90%, with instances of
lower percentages often linked to very low pathogen concentrations,
clinical variants, or possible cross-contamination (Figure 2B).

For the MRSA and cMRSA EQA schemes, instances with fewer
correct results were notably associated with clinical variants and very
low pathogen concentrations (Figure 2C). Additionally, green
squares represent methicillin-susceptible S. aureus (MSSA) +
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FIGURE 1
Assay distribution and number of participating laboratories from 2003 to 2023. This figure shows the distribution of assay utilization among
participating laboratories and the changes in the utilization of these assays for the (A) EHEC/STEC, (B) B. burgdorferi, and (C)MRSA/cMRSA EQA schemes.
The number of laboratories employing a certain assay type is indicated within the bars for each EQA scheme.
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coagulase-negative staphylococci (CONS) samples, for which
“questionable” results from participants were included as
correctly positive. This indicates the use of separate assays for
detecting the mecA gene and a S. aureus species marker gene.
Worth noting is the classification of clinical variants, with a
particular focus on the four recurring categories: mecA dropout

mutant (yellow box), SCCmec cassette positive but mecA negative
MSSA (blue box), mecC positive MRSA variant (red box), and
MRSA with an SCCmec type V cassette (green box). Rates of
correct results for these four specific clinical variants improved
over the years from under 50% to approximately 90%. The
overall rate of correct results for MRSA and cMRSA consistently

FIGURE 2
Development of correct results for the detection auf EHEC/STEC (A), B. burgdorferi (B) and MRSA/cMRSA (C) from 2003 to 2023 with emphasis on
key events/special sample composition. The data points on the graph represent the percentage of correct results per survey and date. Key events are
defined as clinical variants (blue star), low concentrations of the respective target organisms (red triangle), and potential cross-contamination or
independent detection (green square). The clinical variants were subdivided into four categories for MRSA: mecA dropout mutant (yellow box),
SCCmec cassette positive but mecA negative MSSA (blue box), mecC positive MRSA variant (red box), and MRSA with an SCCmec type V cassette
(green box).
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surpassed 90%, with instances of lower percentages often linked to
very low pathogen concentrations, clinical variants, or the use of
separate assays for detecting the mecA gene and a S. aureus species
marker gene.

4 Discussion

Statistical analyses of EQA schemes, deliberately designed with
highly diverse sample compositions in each survey, pose a complex
challenge. These schemes lack a simple standard or comparator
across different sample sets. Nonetheless, examining the percentage
of correct results over nearly 2 decades offers valuable insights into
assay standardization, coverage of variant bacterial pathogen strains,
the analytical sensitivity for detecting relatively low concentrations
of the respective target organisms, and the analytical specificity for
distinguishing between the pathogen and the less pathogenic or
apathogenic strains within a species or genus.

One illustrative example is the inclusion of clinically relevant
variants of common pathogens like the Swedish Chlamydia
trachomatis variant nvCT (Reischl et al., 2009). This new C.
trachomatis variant was first identified in 2006 in the Swedish
province of Halland and is characterized by a 377-bp deletion in
the ORF-1 coding region of the multicopy cryptic plasmid. This
region was targeted by both the Roche and Abbott C. trachomatis
PCR assays available at the time. This nvCT strain was included in
INSTAND’s May 2009 EQA survey, in which the 128 participating
laboratories used at least twelve different commercial PCR test kits
or assays and a broad spectrum of in-house PCR assays. As expected,
about 20% of the participants did not detect the C. trachomatis nvCT
DNA in the sample when using the specific version of the Roche
COBAS Amplicor CT/NG or several other, unspecified in-house
PCR assays. When the nvCT strain was incorporated into a
subsequent survey in May 2010, there was a notable increase in
the accurate detection rate. It appears that the laboratories
previously experiencing issues, as well as commercial PCR assay
development teams, learned from this experience and subsequently
redesigned their PCR assays to cover this variant strain (Reischl
et al., 2010).

The examples of EHEC, B. burgdorferi and MRSA selected for
this study emphasize the growing trend in utilizing prefabricated
commercial PCR kits or closed cartridge-based PCR concepts
(Figure 1). Many diagnostic laboratories still rely on established
in-house or lab-developed tests (LDT) for the PCR/NAAT-based
detection of the Shiga toxin-producing E. coli (EHEC/STEC).
Although their prevalence slightly diminished around 2011 with
the widespread availability of commercial PCR kits, in-house PCR
assays, as shown in Figure 2A, continue to demonstrate high
diagnostic accuracy and compete with commercial kits from
various suppliers.

INSTAND’s EQA scheme for the PCR/NAAT-based detection
of EHEC/STEC (EQA 534) usually covers the various Shiga toxin
genes and the putative accessory virulence marker genes of typical
EHEC strains that occur around the world. The popular target genes
include Shiga toxin gene variants stx-1, stx-1c, stx-2, stx-2c, stx-2d
and stx-2e, as well as eaeA (intimin) and E-hlyA (enterohemolysin).

In 2000, a new Shiga toxin two variant (stx-2f) was identified in
an E. coli strain isolated from pigeons (Schmidt et al., 2000). This

observation enlarged the pool of stx-2 gene variants of human-
pathogenic EHEC strains (Sonntag et al., 2005). It should be noted
that the stx-2f encoding gene is quite distinct from other Shiga toxin
gene variants at the nucleotide sequence level. This makes coverage
by a common primer pair that targets conserved regions of stx-2, stx-
2c, stx-2d, or stx-2e challenging. Consequently, modified or adapted
assay designs require additional primer pairs and detection probes,
complicating the composition of the PCR assay. Composition and
subsequent comprehensive clinical re-validation of these assays may
be needed.

The EHEC strain carrying stx-2f was first included in EQA
534 in November 2013. Similar to the situation with the
aforementioned C. trachomatis variant, about 80% of the
participants failed to detect the Shiga toxin gene variant in the
sample when using various commercial test kits or other, unspecified
in-house PCR assays. When the same strain was present in
November 2017, the rate of correct detection increased to around
50% (58 out of 113 participants). By May 2020, this percentage had
risen to around 60% (79 out of 132 participants), indicating the
increased availability and use of re-designed commercial or in-house
PCR assay concepts over the past decade. This situation is also nicely
illustrated in the overall correct results depicted in Figure 2A, where
the three outliers in November 2013 November 2017, and May
2020 correspond to the presence of EHEC strains carrying the stx-2f
gene. Once again, this emphasizes the overall diagnostic advantages
of incorporating such emerging or atypical strains of bacterial
pathogens for educational purposes. It also raises awareness
among colleagues in the fields of diagnostic microbiology and
PCR/NAAT assay development of the rise of Shiga toxin variants
in the EHEC circulating in animal and human populations.
Moreover, the constellation depicted here represents similar
situations in other INSTAND EQA schemes for PCR/NAAT-
based detection of bacterial or fungal pathogens.

The PCR/NAAT-based detection of B. burgdorferi DNA is
historically based on a variety of LDTs which evolved as robust
and reliable diagnostic tools in the hands of experienced
laboratories. With the increasing awareness of borreliosis as an
emerging disease, several commercial kits have entered the market,
supporting routine laboratories in expanding their diagnostic
spectrum for detecting B. burgdorferi DNA in various types of
clinical samples. Throughout the observed and analyzed time
period, both in-house and commercial PCR assays consistently
yielded high percentages of correct results, with only occasional
interruptions due to samples containing very low numbers of target
organisms (Figure 2B).

The B. burgdorferi PCR proficiency testing panel is designed for
the specific and sensitive detection of B. burgdorferi sensu lato (s.l.)
DNA, but the positive samples do not necessarily contain
suspensions of “prototype” isolates of B. burgdorferi sensu stricto.
Over the past 2 decades, many EQA surveys contained other B.
burgdorferi genospecies or related species in individual samples. At
least 21 different species are known to belong to the B. burgdorferi s.l.
complex, which naturally present genetic differences in commonly
used target genes. As part of our B. burgdorferi scheme, the May
2015 survey contained, in addition to three samples positive for the
B. burgdorferi s.l. species, one sample with B.miyamotoi to challenge
analytical specificities of PCR/NAAT assays used in the field. This
species was first described in Japan in 1994. It belongs to the
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relapsing fever group of spirochetes but is transmitted by the same
Ixodes ticks as B. burgdorferi s.l. in the United States, Asia and
Europe. The B. miyamotoi sample was classified as false-positive by
36 of the 128 participating laboratories when certain commercial test
kits or in-house PCR assays were used. A similar situation was
observed in one sample of B. hispanica in the November
2020 survey. B. hispanica is not a member of the B. burgdorferi
s.l. complex, but like B. duttonii, it is one of the causative agents for
tick-borne relapsing fever that is present mainly in Spain and
Northern Africa. This species is still extremely rare in Europe
and of particular diagnostic importance for travelers with febrile
illnesses. While the remaining 3 B. burgdorferi s.l. positive or
negative samples in this particular survey were almost all
correctly reported by the 98 participating laboratories, about 15%
reported a false-positive result for B. hispanica organisms (Reischl
et al., 2021). When sample sets contain analytical challenges in good
faith and with an educative purpose, it is common practice in the
supplementary documentation to encourage participants who
obtained false-negative or false-positive results to re-evaluate
their assay’s analytical specificity and/or sensitivity. All in all, the
inclusion of educative samples in conjunction with a corresponding
scientific discussion is very well received by the participants.

MRSA detection improved significantly over the 20-year period
with the broader introduction of commercial PCR assays and kits
(primarily based on the detection of SCCmec cassettes) around the
year 2010 (Figure 2C). The ability to discriminate between
mecA-positive coagulase-negative staphylococcal species,
mecA-negative S. aureus (MSSA), and the most critical
mecA-positive S. aureus strains (MRSA) by covering the SCCmec
cassette as an additional target is considered amilestone in rapid and
reliable screening for MRSA in nasal swabs or other
clinical specimens.

A second wave of improvement came with the awareness of
mecC positive MRSA variants and their subsequent inclusion in
some PCR assay concepts in 2017. Since then, an increasing number
of commercial or in-house PCR concepts cover the mecC gene in
addition to the mecA gene as potential methicillin-resistance
markers in S. aureus organisms.

Furthermore, it should be noted that the EQA schemes use
clinical isolates rather than classical type strains of a given species.
This deliberate choice ensures a more representative assessment of
diagnostic proficiency, as clinical isolates better reflect the
complexities and variations encountered in real-world scenarios.
By incorporating such clinically relevant strains, the EQA schemes
aim to more accurately evaluate the ability of laboratories to detect
MRSA or other pathogenic bacterial species of clinical relevance
under conditions that closely mimic true clinical settings.
Supplementary Table S2 provides additional insight into the
diverse clinical variants considered in EQA scheme 539,
specifically tailored to MRSA/cMRSA.

Over the past 2 decades, the percentage of in-house PCR assays
has gradually decreased over the years. By May 2023, the use of in-
house PCR assays decreased from 60% (MRSA), 87% (EHEC/
STEC), and 93% (B. burgdorferi) to 24.8% (EHEC/STEC), 26.5%
(B. burgdorferi), and 5.7% (MRSA). While the exact reasons for
this shift remain unclear, a plausible explanation could be
attributed to Regulation (EU) 2017/746 (IVDR) and its
implementation of EU-wide, harmonized requirements for

in vitro diagnostic medical devices in European healthcare
institutions, which took full effect on 26 May 2022 (The
European Parliament, 2017). Under the new EU regulation,
healthcare institutions in the EU may continue to manufacture
and use self-developed diagnostic products, provided they comply
with the provisions outlined in Article 5 (5) of the regulation.
However, certain requirements under the IVDR have been
expanded beyond those of the previous regulations, resulting in
increased validation and documentation efforts for medical
laboratories (Hoffmuller et al., 2021). Consequently, the IVDR
may be responsible for the gradual decline in the use of in-house
PCR assays, as laboratories may increasingly switch to
commercially available assays on the market that offer a more
convenient solution amidst the increased regulatory requirements.
In addition, the proliferation of commercial assays on the market
provides laboratories with a wider range of options, further
incentivizing the adoption of these commercially available
assays over those developed in-house.

It is important to note that the overall diagnostic performance of
individual laboratories is not solely determined by using “perfect”
PCR assays. It also hinges on the careful selection and structured use
of instrumentation, as well as the accurate execution of various
manual steps throughout the entire workflow, including
preanalytical and postanalytical processes.

Throughout the various EQA schemes, evident cross-
contamination events during the consecutive steps of sample
handling, automated or manual DNA preparation, and
preparation of the PCR reaction mixtures mainly occurred
when highly positive samples were present in individual sets.
Laboratories that obtained such false-positive results due to
contamination were clearly encouraged to monitor their
individual diagnostic workflow and/or laboratory
instrumentation for critical steps and initiate proper
optimization measures. In addition to identifying general or
specific shortcomings in the analytical sensitivity or specificity
of individual PCR/NAAT assays, recognizing cross-contamination
risks through regular participation in EQA schemes, and
subsequently improving workflows contribute significantly to an
overall enhancement of diagnostic quality.

Although this study provides valuable insights into
longitudinal trends in diagnostic performance of PCR/NAAT-
based bacterial genome detection, it is important to recognize
several limitations. First, there may be potential bias in the
selection of participants, as laboratories participate in EQA
schemes on a voluntary basis, with participation being
mandatory only for accredited labs, which may affect the
representativeness of the data. In addition, variations in sample
composition, including the concentration of target organisms and
the presence of interfering substances, may affect assay
performance and introduce bias into the results. Furthermore, it
is important to note that our study utilized cultured samples rather
than primary sample material. This distinction is particularly
relevant since swabs often contain lower concentrations of
target organisms compared to cultured samples.

Furthermore, the generalizability of our findings to broader
scenarios beyond the specific infections analyzed needs to be
considered. The dynamics of diagnostic performance observed in
the EHEC/STEC, B. burgdorferi and MRSA/cMRSA assays may not
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be directly applicable to other pathogens or testing contexts.
Therefore, caution should be exercised when extrapolating these
results to other microbial targets or diagnostic settings.

Despite these limitations, our study underscores the importance
of continued participation in EQA schemes and highlights the
educational role of such programs in improving laboratory
performance over time.

5 Conclusion

Achieving the highest level of performance in diagnostic
molecular microbiology relies on a trifecta of critical elements
(I) the use of well-evaluated PCR assay concepts or kits optimized
with respect to analytical sensitivity and specificity, (II) a
carefully selected and orchestrated instrumentation, and (III)
structured programs for ongoing laboratory technician training
to assure accurate execution of various manual steps within the
workflow. Independent monitoring of the overall diagnostic
performance is ultimately accomplished by regular
participation in EQA schemes. Successfully meeting EQA
requirements leads not only to essential certificates for
maintaining the laboratory’s official accreditation status but
also to a better diagnostic efficiency that results in improved
patient care.

In addition to assessing the diagnostic performance (analytical
sensitivity and specificity) of different assays in individual
laboratories, a statistical analysis of the results provides an actual
snapshot of the technology and the use of commercial or in-house
PCR/NAAT assays to detect a given pathogen among the broad and
representative cohort of participants.

In essence, EQA schemes are not the sole solution but indeed
one of the invaluable tools to preserving diagnostic quality. They
provide early insights into potential shortcomings and weaknesses
within the often complex and multifaceted diagnostic workflow, and
contribute to the pursuit of excellence in diagnostic molecular
microbiology.

Looking ahead, future research should continue to monitor
diagnostic trends and performance to ensure the continued
effectiveness of molecular microbiology diagnostics. In particular,
efforts should be directed towards addressing continuous diagnostic
challenges, such as the detection of new genetic variants as well as
emerging antibiotic resistance genes or new putative virulence
factors. In addition, expanding EQA schemes to include a wider
range of pathogens and incorporating new technologies, such as
next-generation sequencing, could further improve the quality and
reliability of diagnostic tests. Collaboration between healthcare
providers, regulators and industry stakeholders will be essential
to drive innovation and improve patient outcomes in diagnostic
medical microbiology.
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Water quality testing is crucial for protecting public health, especially considering
the number of boil water advisories annually issued across Canada that impact
daily life for residents in affected areas. To overcome these challenges, the
development of drinking water safety plans and accessibility to regular testing
using simple, rapid, and accurate materials are necessary. However, the
significance of monitoring the accuracy of environmental microbiology testing
laboratories cannot be overlooked. Participation in external quality assessment
programs, such as those that include proficiency testing (PT), is a necessary risk
management resource that ensures the effectiveness of these testing processes.
Proficiency Testing Canada (PTC), in collaboration with the Canadian
Microbiological Proficiency Testing (CMPT) program based at the University of
British Columbia, have implemented a drinking-water microbiology PT program
since 1996. Both PTC and CMPT are ISO/IEC 17043:2010-accredited EQA
providers. The drinking water program provided PT challenges to subscribing
testing laboratories twice per year. Each challenge consisted of four samples
containing unknown concentrations of Escherichia coli (E. coli) and Enterobacter
spp. Results from participants were assessed for accuracy based on the method
of testing. This cross-sectional study evaluated 150 rural andmetropolitan testing
sites across Canada between 2016 and 2022. Multivariable logistic regression
analysis was conducted to examine the impact of different testing methods and
laboratory accreditation status on the proficiency scores. This approach enabled
us to assess the association between multiple independent variables and the
likelihood of achieving specific proficiency scores, providing insights into how
testing methods and accreditation status affect overall performance. After
adjusting for rural residence, testing time, and survey year, the membrane
filtration method was positively associated with the likelihood of scoring
satisfactory results compared to the enzyme-substrate method (OR: 1.75; CI:
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1.37–2.24), as well as accreditation status (OR: 1.47; CI: 1.16–1.85). The potential for
improvement in environmental laboratory testing performance through the
implementation of regulated PT in drinking water safety plans is proposed,
along with the need for reliable testing methods applicable to rapid drinking
water microbiology testing.

KEYWORDS

drinking water, proficiency testing, accreditation, external quality assessment, microbial
contamination

1 Introduction

Accurate quantification of microbial contamination in drinking
water is imperative to the decisions made by Canadian provincial
public health authorities for issuing public health alerts. Decisions
ranging from bans on swimming in local lakes to issuing boil water
advisories to entire communities are subject to reliable testing of
microbial contamination indicators by regional environmental
testing laboratories. Health Canada, which is responsible for
issuing national health policy under the Government of Canada,
has issued the Guidance on Monitoring the Biological Stability of
Drinking Water in Distribution Systems (Health Canada, 2022) and
Guidance for providing safe drinking water in areas of federal
jurisdiction (Health Canada, 2021). Both documents outline
recommendations for drinking water safety plans based on the
World Health Organization’s Guidelines for Drinking-Water
Quality (WHO, 2017). Although these documents highlight the
complexity of a sustainable drinking water monitoring system, both
Canadian guidelines fail to emphasize the importance of enrolling in
external quality assessment (EQA) as a means to verify the accuracy
of the identification and quantification of microorganisms and to
monitor the efficacy of the drinking-water safety plan after
implementation.

One key pillar of EQA includes enrollment in a proficiency
testing (PT) program, and which is also a requirement of laboratory
accreditation to ISO/IEC 17025:2017 General Requirements for the
Competence of Testing and Calibration Laboratories. PT programs
send samples containing relevant hazard indicators of known
concentration to testing laboratories for blinded analysis. These
programs serve as one way to ensure the accuracy and reliability of
detecting pathogenic indicators taken from regular drinking water
samples, as well as the reporting and subsequent public health
measures taken by the responsible laboratories (Molina-Castro
et al., 2021). In particular, drinking water microbiology is often
monitored by Escherichia coli (E. coli) detection. E. coli is an
internationally recognized indicator of fecal contamination in
drinking water that is associated with high public risk. E. coli is
an ideal indicator as it is excreted in high numbers by animals and
humans, tends to remain stable in drinking water, and is easily
detected in comparison to enteric parasites and viruses (World
Health Organization, 2017). Therefore, the presence of E. coli in
drinking water is an indication of the possible presence of other
disease-causing fecal microorganisms of concern. Such detection
leads to the release of public health advisories, namely, boil water
advisories.

In 2021, 18.4% of the total boil water advisories indicated “no
applicable water quality reason” (Environment and Climate Change

Canada, 2022). This suggests that reasons beyond the physical
infrastructure of the drinking water system were cause for
concern and led to the issuing of a public health notice. In
Ontario, Canada, ISO/IEC 17025 accreditation and enrollment in
PT became mandatory following the Report of the Walkerton
Inquiry (O’Connor, 2002). In May 2000, 7 people died and over
2,300 became ill after agricultural runoff containing E. coli O157:
H7 and Campylobacter jejuni entered the drinking water system in
the small town of Walkerton, Ontario. An investigation into the
incident found that the Walkerton Public Utilities Commission
operators did not have the training and expertise to identify
potential breaches in contamination, and budget cuts led to
irregular monitoring of the drinking water safety system, which
led to delayed boil water advisories in the region. Since then, the
requirement for mandatory laboratory accreditation was fully
integrated into the Ontario Safe Drinking Water Act in 2002
(Ontario, 2016). It was noted that although enrollment in
accreditation and, thus, PT programs does not guarantee the
accuracy of testing results, it offers a means of external and
objective monitoring that has led to direct evaluation of
laboratory testing and reporting systems.

Despite the definitive decisions made in Ontario after the
Walkerton Inquiry, there is currently no legal requirement for
other Canadian environmental testing laboratories to enroll in a
PT program or obtain accreditation. The Standards Council of
Canada (SCC) was established in 1970 to promote the voluntary
adoption of standardized practices. Alongside the SCC, the
Canadian Association for Laboratory Accreditation (CALA) and
the Centre d’expertise en analyse environmentale du Québec in
Quebec provide accreditation services to ISO/IEC 17025 and
therefore require enrollment in PT. PT is regularly used
internationally to evaluate the efficacy of drinking water testing
within a region (Noble and Nikiforuk, 1996; Kelleher et al., 2017;
Cao and Yang, 2020; Molina-Castro et al., 2021). Previous literature
from CALA has also led to the evaluation of accredited and non-
accredited environmental laboratories, where accredited
laboratories were found to be more likely to show accurate
results in PT (Morris and Macey, 2004; Middlebrook, 2017).

PT is a tool with which organizations can continually assess and
monitor their testing process through interlaboratory comparison.
This includes monitoring the training of laboratory staff,
methodology, and the ability of staff to report accurate findings.
This allows laboratories to identify risks within the drinking water
quality system before public health notices are needed.

In 2006, PTC, in collaboration with the Canadian Microbiology
Proficiency Testing program at the University of British Columbia,
launched the “Microbiology in Water” program. Both PT providers
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are accredited under ISO/IEC 17043:2010 Conformity
assessment—General requirements for the competence of
proficiency testing accredited PT providers (International
Organization of Standardization, 2010). This program sends four
samples of known concentrations of wild-type E. coli for blind
analysis by the participating laboratory. These samples are
combined with wild-type Enterobacter spp. at varying
concentrations to emulate the lack of homogeneity in field
drinking water samples. These samples are sent two times a year,
in March and October, to monitor the ongoing performance of both
public health and private testing laboratories that choose to enroll.
This PT scheme is designed to be tested according to the
environmental laboratory’s typical operation.

Awareness of the efficacy of PT programs as a means of
monitoring drinking water systems is lacking (Kelleher et al.,
2017; Molina-Castro et al., 2021). Studies evaluating the efficacy
of PT program implementation in drinking water do not mention
the specificity and complexity of infectious pathogen testing. This
study aims to evaluate the efficacy of common methods of E. coli
quantification and accreditation status and their association with
satisfactory proficiency scores in a nationwide study of
environmental testing laboratories.

2 Materials and methods

2.1 EQA program design

PTC and CMPT collaborated in designing the “Microbiology in
Water” PT program scheme. The scheme consisted of four different
samples per survey. Each survey was sent biannually, typically in
March and October of each year. Participants chose to subscribe to
one survey or both throughout the year on a fee-for-service basis.
Each sample consisted of 5 mL of bacterial stabilizer spiked with
known concentrations of live E. coli and Enterobacter spp. to reflect
the heterogeneity of fecal-contaminated field drinking water
samples (Table 1). Samples were created and sent on the same
day in order to maintain stability. PTC and CMPT recommended to
participants that samples be tested within 96 h of the shipment date.
Once received, participants diluted 1 mL of the sample into
1,000 mL of sterile distilled water (1:1,000 dilution), which could
then be used to test for total coliforms and E. coli according to the
participant’s established protocols for membrane filtration (MF)
using the agar(s) of choice, enzyme-substrate methods (EST), or the
most probable number (MPN) method. Target concentrations of
samples for each survey year were determined 1 year prior by the
CMPT senior technician within a range of 20–100 CFU/100 mL per
organism. This was done with careful consideration to avoid
repeated testing values from the previous 2 years of surveys.

2.2 Sample preparation and validation

Each sample was prepared in single batches to maintain
consistency across all survey sets. Bacterial stabilizer was
prepared as previously described (Brodsky et al., 1978; Noble and
Nikiforuk, 1996). Twenty-four hours before shipment of the survey,
the colonies of E. coli and Enterobacter spp. were inoculated in
respective tubes of 10 mL sterile Mueller Hinton broth (Oxoid,
Nepean, Canada) and incubated at 37°C in O2 overnight to
obtain pure cultures of each organism. On the day of the
shipment, the bacteria were centrifuged at 1711 g for 10 min at
room temperature. The pellets were washed with sterile phosphate-
buffered saline (PBS) twice, and resuspended in PBS. The initial
quantity of each organism was determined by measuring the optical
density at 570-nm. Serial dilutions were made in PBS to the
previously established target concentration of each sample. The
final dilution of each organism was pipetted into the beaker of
bacterial stabilizer. Aliquots of 5 mL were dispensed into sterile vials
(Sarstedt, Nümbrecht, Germany). The vials were sealed with o-ring
caps, parafilmed, and shipped according to the UN3373 guidelines
under the Transportation of Dangerous Goods Regulations
(Transport Canada, 2022). 10% of samples from each batch were
allocated for internal quality control at CMPT through systematic
random sampling. Samples were divided and kept at room
temperature and at 4°C to be tested at intervals of 24 h, 72 h, and
168 h after shipment. Sample concentrations were diluted as
described above and validated for sample homogeneity and
stability by MF.

2.3 Data collection and PT scoring

Participant results were collected electronically or by
facsimile from participants. Data was collected on participant’s
location, accreditation status, testing method, date analyzed, and
quantified E. coli count by CFU/100 mL or MPN/100 mL. The
participating laboratories’ names and addresses were
deidentified. The data was stratified in Microsoft Excel by the
given sample codes: C05A-1, C05A-2, C05A-3, and C05A-4.
Then, each sample was stratified by method type to calculate
the PT score of each survey. The PT score was calculated using
the methods outlined in ISO/IEC 17043 (International
Organization of Standardization, 2017). The scoring process
consisted of calculating the mean, standard deviation, and
z-score of the reported values by each testing method before
assigning a PT score.

Outliers were defined as data points of extreme values and were
identified visually (e.g., reported values of >1000 CFU/100 mL or
MPN/100 mL). The decision to remove outliers visually was based

TABLE 1 An example of a Microbiology in Water survey set.

C05A-1 (mL) C05A-2 (mL) C05A-3 (mL) C05A-4 (mL)

Escherichia coli: 30 CFU/100 Escherichia coli: 50 CFU/100 Escherichia coli: 20 CFU/100 Escherichia coli: 80 CFU/100

Enterobacter spp.: 30 CFU/100 Enterobacter spp.: 60 CFU/100 Enterobacter spp.: 70 CFU/100 Enterobacter spp.: 20 CFU/100

Samples are blinded to participants using the unique survey code. The CMPT senior technician selects the sample concentrations of each vial based on the sample concentrations of the previous

year so as to avoid repeated survey challenges.
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on several careful considerations. Visually excluding data points at
the extremities allowed us to directly assess the data in the context of
the overall distribution of results and valid E. coli quantification as a
proficiency testing provider. Stringent statistical cutoffs
disproportionally removed valid data points that were critical to
the nuances of each E. coli quantification method. Therefore, we
were able to exercise discretion in considering not only the statistical
anomalies, but also the relevance of each data point. We
acknowledge that this approach can introduce subjectivity and
should be used with discretion. To maintain rigor, we involved
two independent researchers to score the proficiency testing survey
and identify outliers in the process. The number of scored surveys
was divided equally between the two researchers prior to analysis.

Starting with C05A-1, the mean (X) and the standard deviation
(δ) of the reported values (x) for all testing methods were calculated
using Excel. Each sample was given a z-score (z) based on
the formula:

z � x − X

δ

Each sample was then manually given a PT-Score based on the
z-score criteria (Table 2). The mean, standard deviation, and z-score
calculations were then repeated for each individual testing method,
followed by manual PT-scoring of each method’s reported values
based on the z-scores for the C05A-2, C05A-3 and C05A-4
sample codes.

2.4 Statistical analysis

2.4.1 Variable selection
Statistical analysis in this study was conducted using STATA ver.

17 software (STATACorp, 2021). The distribution of each variable
in relation to the outcome variable “Proficiency score” was
compared using the Chi-square test, with results expressed as
frequencies and percentages. To investigate the association
between primary exposure “accreditation status” and “testing
method” and the outcome of “proficiency score,” we employed
multiple logistic regression analysis for a complete case analysis.
Relevant confounding variables, specifically rural residence, as well
as risk factors for the outcome (testing time post-shipment and
survey year), were included and conceptualized using a directed
acyclic graph (DAG) (Supplementary Figure S1). The model was
adjusted for the minimal sufficient adjustment set derived from the
DAG, which included rural residence. Additionally, risk factors for
the outcome, such as testing time post-shipment and survey year,
were included in an automated backward stepwise regression with
the Akaike Information Criterion (AIC) to enhance the precision
of estimates.

2.4.2 Logistic regression modeling
Twomodel specifications were considered: the upper bound, which

incorporated both the minimal sufficient adjustment set and the risk
factors for the outcome, and the lower bound, which included only the

TABLE 2 ISO/IEC 17043:2010 Guidelines for proficiency test scores based
on z-score.

Z-Score range PT-score

|z| < 2 Satisfactory

2 ≤ |z| < 3 Questionable

|z| ≥ 3 Unsatisfactory

TABLE 3 Characteristics of Canadian environment testing laboratories who
were enrolled in external quality assessment (EQA) which includes
proficiency testing (PT) program from 2016 to 2022 based on the total
samples analyzed (N = 9,367).

Variable Total samples analyzed (%)

Participant Characteristics

Province

Alberta 1,442 (15.4)

British Columbia 540 (5.8)

Manitoba 349 (3.7)

New Brunswick 662 (7.1)

Newfoundland and Labrador 214 (2.3)

Nova Scotia 694 (7.4)

Northwest Territories 51 (0.5)

Ontario 3,787 (40.4)

Prince Edward Island 55 (0.6)

Quebec 157 (1.7)

Saskatchewan 495 (5.3)

Yukon 77 (0.8)

Missing 844 (9.0)

Rural

Yes 8,202 (87.6)

No 321 (3.4)

Missing 844 (9.0)

Testing Characteristics

Accreditation (CALA)

Yes 6,373 (68.0)

No 2,994 (32.0)

Testing Method

Membrane filtration 5,850 (62.5)

Enzyme-substrate 2,653 (28.3)

Most probable number 813 (8.7)

Missing 51 (0.5)

Testing time post-shipment

Less than or equal to 96 h 6,856 (73.2)

Greater than 96 h 2,513 (26.8)

Overall score

Satisfactory 8,932 (95.4)

Unsatisfactory 435 (4.6)
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minimal sufficient adjustment set. Furthermore, we conducted tests to
assess the interaction effect of rural residence in relation to exposure and
outcome. Once the main effect model was defined, analysis of variance
(ANOVA) was employed to evaluate whether the model that included
the interaction terms was statistically significant. Model performance
was assessed using a Receiver Operating Characteristics (ROC) curve,
and goodness of fit was evaluated using the Hosmer-Lemeshow test.
Measures of association were reported using odds ratios (OR) along
with corresponding confidence intervals (CI). All statistical tests were
two-sided, with a significance level set at p < 0.05.

3 Results

The majority of participants in the study (95.4%) achieved
satisfactory proficiency testing (PT) scores, whereas a small
proportion (4.6%) attained unsatisfactory PT scores, as presented in
Table 3. Enrollment in the “Microbiology inWater” program had a total
of 150 Canadian participants with consistent participation in surveys
from 2016–2022, with a slight decrease inMarch of 2018 (Figure 1). The
majority of participants were located inmetropolitan areas (87.6%), with
Ontario making up the highest proportion of participants (40.4%) and
Alberta being the second highest (15.4%). The majority of participants
reported results using membrane filtration (62.5%) or the enzyme-
substrate method (28.3%) and were accredited through CALA (68.0%).

Satisfactory performance varied significantly between those
using EST (93.8%), MF (96.5%), and MPN (93.6%) methods (p <
0.001) and those accredited to ISO/IEC 17043 through CALA
(96.2%) (p < 0.001) (Table 4). After adjusting for confounding
factors (testing time post-shipment, rural status, and survey year),
the likelihood of satisfactory results is 1.75 times higher using the
MF method compared to the EST method (CI: 1.37, 2.24; p < 0.001),
and 1.47 times higher when the laboratory is accredited (CI: 1.16,
1.85; p < 0.001) compared to non-accredited laboratories (Table 5).
In addition, there is a 75% decrease in the likelihood of a satisfactory
result in participants that tested 96 h or longer post-shipment (%)
(CI: 0.59, 0.98; p < 0.05).

4 Discussion

As approaches such as drinking water safety plans become
more widely accepted as a tool to develop a preventative
framework in Canada, it is important to consider aspects
such as testing methods and enrollment in accreditation, or
PT, to improve drinking water quality within the context of
individual communities. In this study, 150 Canadian
laboratories participated in drinking water microbiology PT
from 2016 to 2022, where the likelihood of a participant scoring
a satisfactory result was significantly higher when using the MF
method compared to the EST (Table 4), regardless of the culture
medium used. MF itself proves to be the most prevalent method
across Canada (Table 4), which further indicates its validity for
reliable E. coli quantification. These findings are consistent with
the recommendations of the Standard Methods for the
Examination of Water and Wastewater, which establishes MF
as a “gold standard” due to its ability to accurately quantify
E. coli by colony count and high sensitivity for microorganisms
within large volume samples (Rompré et al., 2002; Health
Canada, 2020; American Public Health Association American
Water Works Association Water Environment
Federation, 2023).

The enzyme-substrate method has grown in popularity since
its release in the 1990s as a rapid and streamlined MPN
quantification method (Gorski et al., 2019). The EST method,
namely, the Colilert tests (IDEXX Laboratories, Portland, ME,
United States), utilizes the constitutive enzyme β-glucuronidase
to detect E. coli by blue-white fluorescence due to its previous
studies comparing standard MPN and MF methods to EST,
which have produced variable results. Studies found that the
EST tests generally underestimated E. coli recovery and produced
a 10%–11% false negative rate (Schets et al., 2002; Fricker et al.,
2010). Others comparing standard MPN and MF methods to EST
have found that the methods show no significant difference in
recovery of E. coli or have found EST to be a more sensitive
method compared to the MPN method (Eckner, 1998; Kämpher
et al., 2008); however, the PT samples used in this study control
for confounding factors, such as non-coliforms in drinking water,
that may lead to false-positive results.

The variety of EST findings, as indicated in this study, reflect the
variability of the EST method as a whole. The accuracy of this can be
significantly affected by the expression of β-glucuronidase, where
recovery of 74 different fecal and environmental strains of E. coli has
been found to be as low as 51.4% using the Colilert method (Maheux
et al., 2008). In the context of this PT scheme for live E. coli, pre-
analytical factors such as temperature fluctuations, pressure
changes, and storage in a bacterial stabilizer could have affected
the E. coli recovery by EST by the participants despite controlling for
such factors through detailed consideration of the packaging.

Rurally located laboratory participants are more likely to use the
ESTmethod compared to theMForMPNmethods.Health Canada has
outlined these concerns surrounding the EST method, yet rural
communities face the challenge of a lack of trained staff, a lack of
guidelines, or monitoring procedures specific to the rural laboratory
(Health Canada, 2012; Lane et al., 2018). The EST method is efficient
and requires minimal labour to process a sample. However, as
communities begin to adopt water safety plans, careful consideration

FIGURE 1
The number of reported results per survey in the “Microbiology in
Water” proficiency testing program.
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must be given to the risks of using EST, as environmental strains may
produce false negative results.

Our study revealed that participants that were accredited to
ISO 17025:2017 were more likely to produce a satisfactory score
(Table 4). These results are similar to those found in previous
studies of performance among accredited laboratories (Morris
and Macey, 2004). This may be a reflection of the benefits of
ongoing monitoring of the quality management system of the
individual laboratory, as regular enrollment in programs such as
PT offers the chance for laboratories to reflect and improve not
only the testing methods but the overall organization and
documentation. However, enrollment in PT on its own can be
beneficial. It is an established method for the QA/QC of safe
drinking water systems that allows environmental laboratories to
demonstrate the capability of accurately quantifying E. coli and
demonstrate root cause analysis (Root et al., 2014).

The primary strength of this study lies in its robust data source,
using a cross-sectional design that spans 6 years of participation.
This comprehensive approach involves 150 participating
laboratories form various Canadian provinces, enhancing the
study’s breadth and representativeness. The participant data was
collected in real-time as reported by the participants and PT score
allocation was blinded to avoid risk of investigator bias from prior
knowledge of the laboratory. The PT score analysis was conducted
using ISO/IEC 17043 guidelines in order to reflect the
interlaboratory comparison that would be conducted by a PT or
accreditation provider. Moreover, the data includes environmental
laboratories from all 13 provinces and territories across Canada,
which increases the generalizability of the water microbiology
results and observations nationwide. However, the data used in
this study was not initially conducted for the purpose of analysis
beyond each survey. Therefore, there may be additional

TABLE 4 Bivariate analysis findings of Canadian environment testing laboratories who were enrolled in external quality assessment (EQA) which includes
proficiency testing (PT) program from 2016 to 2022 stratified by satisfactory/unsatisfactory proficiency testing scores (N = 9,367).

Proficiency testing score

Satisfactory (n = 8,932) Questionable or unsatisfactory (n = 434) p-value

Primary Outcomes

Testing method <0.001

EST 2,488 (93.8%) 164 (6.2%)

MF 5,647 (96.5%) 203 (3.5%)

MPN 761 (93.6%) 52 (6.4%)

Accreditation status (CALA) <0.001

Yes 6,129 (96.2%) 243 (3.8%)

No 2,803 (93.6%) 191 (6.4%)

Confounding factors

Rural location status <0.001

Yes 313 (97.5%) 8 (2.5%)

No 7,884 (96.1%) 317 (3.9%)

Testing time post shipmenta <0.001

<96 h 6,589 (96.2%) 263 (3.8%)

≥96 h 2,240 (93.4%) 158 (6.6%)

Survey (year) 0.069

2016 1,249 (93.8%) 83 (6.2%)

2017 1,304 (95.5%) 62 (4.5%)

2018 1,149 (95.4%) 55 (4.6%)

2019 1,329 (95.1%) 68 (4.9%)

2020 1,312 (95.8%) 58 (4.2%)

2021 1,305 (96.7%) 44 (3.3%)

2022 1,284 (95.3%) 64 (4.7%)

aTesting time post-shipment n = 9,251.
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confounding variables, such as technician skills and training,
variation among method protocols, and participants’ reporting,
that could not be controlled for. Basing the analysis on participant
reported results may lead to low confidence, as method protocols
within each subgroup may vary drastically and methods reported
at MPN may indicate the use of EST instead. As well, in order to
evaluate a true positive correlation between continued
participation in PT or accreditation and a satisfactory test
result, the study would need to be repeated to look at results
from particular laboratories beyond 2016 to evaluate the
performance of selected laboratories over time. However, the
nature of PT programs in drinking water microbiology is
currently voluntary; therefore, it is difficult to follow
laboratories continuously.

5 Conclusion

TheMFmethod is more likely to produce satisfactory results
in comparison to the EST method for the measurement of E. coli

in drinking water. The variability in EST methods detected
through PT participation calls for the need to develop efficient
and reliable methods to quantify E. coli that can be used by
laboratories regardless of geographic location. PT itself offers
laboratories an opportunity to improve their general standards
of practice, testing methods, and quality management.
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Introduction: A notable feature of the 2019 coronavirus disease (COVID-19)
pandemic was the widespread use of whole genome sequencing (WGS) to
monitor severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2)
infections. Countries around the world relied on sequencing and other forms
of variant detection to perform contact tracing and monitor changes in the virus
genome, in the hopes that epidemic waves caused by variants would be detected
and managed earlier. As sequencing was encouraged and rewarded by the
government in Austria, but represented a new technicque for many
laboratories, we designed an external quality assessment (EQA) scheme to
monitor the accuracy of WGS and assist laboratories in validating their methods.

Methods: We implemented SARS-CoV-2 WGS EQAs in Austria and report the
results from 7 participants over 5 rounds from February 2021 until June 2023. The
participants received sample material, sequenced genomes with routine
methods, and provided the sequences as well as information about mutations
and lineages. Participants were evaluated on the completeness and accuracy of
the submitted sequence and the ability to analyze and interpret sequencing data.

Results: The results indicate that performancewas excellent with few exceptions,
and these exceptions showed improvement over time. We extend our findings to
infer that most publicly available sequences are accurate within ≤1 nucleotide,
somewhat randomly distributed through the genome.

Conclusion: WGS continues to be used for SARS-CoV-2 surveillance, and will
likely be instrumental in future outbreak scenarios. We identified hurdles in
building next-generation sequencing capacity in diagnostic laboratories. EQAs
will help individual laboratoriesmaintain high quality next-generation sequencing
output, and strengthen variant monitoring and molecular epidemiology efforts.
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1 Introduction

Within 1 month of the first detection of the novel coronavirus in
December 2019, the dissemination of the virus sequence, as well as a
publicly available database of similar sequences, allowed the
development of the first diagnostic tests based on RT-qPCR for
SARS-CoV-2 (Corman et al., 2020). A month later, in February
2020, reference laboratories in Europe (Reusken et al., 2020) and
elsewhere were prepared to detect the virus with validated protocols.
The new tools and kits prepared and sold by commercial entities
initially were allowed emergency use certification as in vitro
diagnostic (IVD) tests, pending more rigorous performance
analysis. However, as the basic techniques for virus genome
detection were already widespread in diagnostic laboratories, it
was shown through external quality assessments (EQA) around
the world that initial overall performance was high, with relatively
few false negative results and almost no false positive results (Görzer
et al., 2020). EQA schemes on SARS-CoV-2 genome detection
served to inform public health authorities about the quality of
epidemic data generated by diagnostic laboratories, but, equally
importantly, informed participants about their performance relative
to other labs so that they may identify areas for improvement
(Buchta et al., 2023a). This is a critical process when new assays
or techniques are implemented, as seen during the COVID-19
pandemic when the performance of a given assay was unknown
and their implementation unfamiliar to some diagnostic laboratories
(Buchta et al., 2023b).

Beyond mass testing to identify virus-positive individuals, the
COVID-19 pandemic provided additional challenges for public
health, namely tracking the emergence of novel viral variants.
This task largely fell on the same diagnostic laboratories
performing genome detection assays. Some laboratories opted to
rely on more familiar assay formats (RT-qPCR and melting curve
assays) to identify specific mutations characteristic of new lineages.
While the assay format was familiar, the correct interpretation of the
results was complex and often led to ambiguous results (Camp et al.,
2021; Buchta et al., 2022a). Alternatively, some laboratories rapidly
implemented whole genome sequencing (WGS) to characterize the
viruses from patient samples. This expanding sequencing capacity
was realized in laboratories across the globe, particularly in resource-
poor countries where sequencing may not have been previously
available. The rapid expansion of sequencing capacity was
facilitated, in part, by i) the development and reliability of a
whole genome sequencing strategy (Quick et al., 2017), ii) the
availability of affordable 2nd and 3rd generation sequencing
devices, and iii) the development and availability of bioinformatic
pipelines. Together, generating consensus sequences of a virus from
next-generation sequencing (NGS) platforms became achievable for
the average clinical laboratorian. Online sequence databases began
accumulating sequences, and, as the virus changed, governments
encouraged–or even required–diagnostic and reference laboratories
to provide sequences to these databases to track variants.

The result was that, at of the time writing, over 16 million
sequences of SARS-CoV-2 have been uploaded to the Global
Initiative on Sharing All Influenza Data (“GISAID”, a database
that emerged during the COVID-19 pandemic as a repository of
SARS-CoV-2 sequences (Shu and McCauley, 2017)). Such
comprehensive genetic coverage of a single virus has never been

achieved before, and the compendium of genetic information has
driven detailed analyses of the global evolution of SARS-CoV-2.
However, the quality and/or accuracy of individual sequences is
unknown. In contrast to virus genome detection assays, there were
relatively few commercial options for preparing samples for SARS-
CoV-2 WGS (First NGS, 2020), and these approaches were
empirically tested, which could assist laboratories in selecting and
validating suitable sequencing approaches (Charre et al., 2020; Liu
et al., 2021). However, benchmarking bioinformatics pipelines for
NGS data remains an issue in multiple fields, even when wet lab
techniques in clinical diagnostics are established (Angers-Loustau
et al., 2018; SoRelle et al., 2020; de Vries et al., 2021; Krishnan et al.,
2021). Well into the COVID-19 pandemic, it was clear to some
experts that deficiencies existed due to a lack of familiarity/
competency in the bioinformatics analyses required for the
producing quality data from NGS platforms, and this was
hindering the utility of genomic surveillance (Hanahoe et al.,
2021; Hodcroft et al., 2021).

The use of NGS in diagnostics has become more established in
other fields. For example, there exist CE-certified in vitro diagnostic
(IVD) kits for preparing samples from patients to identify germline
or somatic-mutation related diseases, and these can be used on CE-
IVD NGS platforms (e.g., Illumina MiSeqDx or Ion Torrent
Genexus Dx). More recently, FDA-approved and CE-IVD tests
can process patient samples (tissues or liquid biopsies) to detect
and diagnose cancer on NGS platforms, as part of personalized
medicine approaches (Jennings et al., 2017). Although NGS has been
widely adopted by microbiology laboratories to complement
diagnosis, identify microbial resistance, or profile the
microbiome, the process towards validation of these techniques
for routine use in diagnostics is less clear (Rossen et al., 2018).
Similarly, there has been limited use of sequencing in routine clinical
virology prior to the SARS-CoV-2 epidemic, mostly Sanger-
sequencing relatively short nucleotide sequences for the purposes
of antiviral resistance testing (e.g., HIV or Hepatitis B virus), and
mostly limited to expert reference laboratories. The performances of
some of these assays/techniques had been evaluated via EQA
(Germer et al., 2013; Lee et al., 2020; Parkin et al., 2020), but
these studies show that many laboratories preferred alternative
methods for genotyping that did not require sequencing. At the
time of writing, we know of only one CE-IVD assay for the
sequencing of SARS-CoV-2; this status was only recently
achieved and only under emergency use only regulations
(Illumina COVIDSeq).

The benefits of virus genomic surveillance were evident prior to
the COVID-19 pandemic (Dudas et al., 2017; Faria et al., 2017; Oude
Munnink et al., 2021), were implemented in various countries
during the COVID-19 pandemic (Oude Munnink et al., 2020),
and will become essential to monitoring and controlling future
epidemics. As SARS-CoV-2 variant monitoring was seen as an
integral part of managing the pandemic, and drove public health
policy decisions, the Austrian government provided a bounty on
sequences submitted to public databases. Therefore, monitoring the
performance of laboratories reporting sequencing data based on
NGS techniques and ensuring their accuracy is of high importance.
Having previously designed EQA schemes for SARS-CoV-2 virome
detection (Buchta et al., 2023c), we sought to design an EQA scheme
to test the performance of laboratories performing whole genome

Frontiers in Molecular Biosciences frontiersin.org02

Camp et al. 10.3389/fmolb.2024.1327699

118

https://www.frontiersin.org/journals/molecular-biosciences
https://www.frontiersin.org
https://doi.org/10.3389/fmolb.2024.1327699


sequencing. Additionally, analyzing concordance between
laboratories could provide some insight into the accuracy of
publicly available sequencing data. As EQA also serves the
function of providing direct feedback to participants, we tracked
performance of some laboratories over several rounds, to see if
performance improved.

However, to our knowledge there have been only two published
EQA schemes to evaluate consensus sequences generated by virus
whole genome sequencing, and there were none at the time when we
implemented our scheme (Lau et al., 2022; Wegner et al., 2022). The
goal of this project was to implement an EQA scheme to assess
laboratories performing whole genome sequencing of SARS-CoV-
2 in Austria. We report the results of a SARS-CoV-2 WGS EQA
scheme over five rounds from February 2021 until June 2023,
analyzing performance in terms of sequence accuracy, and the
ability to interpret viral genomic data. We note changes in
performance over time, and we discuss changes in the EQA
scheme over time to highlight the difficulties that we experienced
in designing such a scheme, particularly in comparison to other
published schemes.

2 Materials and methods

2.1 Sample preparation and scheme
organization

The EQA schemes in Austria were administered by the Austrian
Association for Quality Assurance and Standardization of Medical
and Diagnostic Tests (ÖQUASTA), providing the technical
infrastructure associated with coordinating participant
enrollment, distribution of sample materials, and collecting
results. The Center for Virology at the Medical University of
Vienna provided expertise in selecting and validating test samples
as well as analyzing the reported results.

The EQA schemes for SARS-CoV-2 whole genome sequencing
occurred in February 2021 July 2021, February 2022 October 2022,
and May 2023 (Table 1). Enrollments were confirmed when the
participant provided information on i) sequencing protocol
including reagents or kits and specific primer panels; ii)
sequencing platform; and iii) basics of bioinformatics pipeline
used in analysis. Participants were mailed a panel of 4–5 samples

TABLE 1 SARS-CoV-2 whole genome sequencing EQA schemes in Austria.

Round Date Sample GISAID EPI_ISL_# Mean Ct Lineage

1 Feb 2021 hCoV-19/Austria/CeMM2633/2021 934568 29.5 B.1.1.7

hCoV-19/Austria/MUW_1375876/2021 1191133 31.1 B.1.1.7

hCoV-19/Austria/CeMM3247/2021 1008244 27.1 B.1.351

hCoV-19/Austria/MUW_1320744/2021 913069 29.6 B.1.177

hCoV-19/Austria/MUW_1358160/2021 913078 30.3 B.1.258

2 July 2021 hCoV-19/Austria/MUW_9133135702/2021 3144944 22.0 B.1.1.7 + S:E484K

hCoV-19/Austria/MUW_1413581/2021 3144945 23.0 B.1.1.318

hCoV-19/Austria/MUW_1379219/2021 1191134 29.5 B.1.351

hCoV-19/Austria/MUW_1420272/2021 3144946 23.8 B.1.617.2

hCoV-19/Austria/MUW_204840628007/2021 3144947 25.6 P.1

3 Feb 2022 hCoV-19/Austria/CeMM21006/2021 7798629 23.6 B.1.617.2

hCoV-19/Austria/CeMM21823/2021 9011257 26.6 BA.1.1

hCoV-19/Austria/MUW_1481609/2022 n/a 24.6 BA.2

hCoV-19/Austria/CeMM20996/2021 7798619 24.6 AY.34

4 Oct 2022 hCoV-19/Austria/MUW_1513521/2022 13328434 22.0 BA.2

hCoV-19/Austria/MUW_1513519/2022a 13328433 23.0 BA.2

hCoV-19/Austria/MUW_1511131p2/2022b 15982848 18.0 BA.5.3

hCoV-19/Austria/MUW_1511131p2/2022b 15982848 20.0 BA.5.3

5 May 2023 hCoV-19/Austria/MUW_1567739/2023 16006120 25.0 BF.11.3

hCoV-19/Austria/MUW_1572048/2023 n/a 23.0 BQ.1.1.49

Negative (HeLa cell culture supernatant) n/a n/a n/a

hCoV-19/Austria/MUW1584021/2023 17062380 20.0 XBB.1.5.12

hCoV-19/Austria/MUW_1586996/2023 17247178 25.0 DB.1

aSample with minor variants.
bDuplicate samples at two dilutions.
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mostly derived from residual material (oropharyngeal swab)
received as part of routine diagnostic testing or occasionally
plaque-purified virus isolate (Vero cells), and therefore no
specific ethical approval was required. Samples were prepared by
dilution in physiological saline, or (for the 4th and 5th rounds) in
RNAlater® (Thermo Scientific). SARS-CoV-2 sequences from the
samples were characterized initially by the reference laboratory as
part of routine surveillance. The prepared panel was quantified by
RT-qPCR targeting the E gene, and sequenced again. To ensure
homogeneity of the prepared sample panel, each sample was
sequenced 2–3 times in total by the reference laboratory prior to
shipping; and at least one of those was after mimicking extreme
shipping conditions (stored for 1 week at room temperature) to
assess the stability of the samples. At least one of these quality
control sequencing runs was performed on an Illumina MiSeq, and
one was performed on a MinION Mk1c for the 3rd, 4th, and
5th rounds.

Samples representing contemporary circulating variants were
selected each round (Table 1). Specimens with high estimated viral
genome copy number were preferred, as dilutions were required to
prepare the material for distribution. Mostly, “non-challenging”
samples were selected, however some “challenging” or
educational samples were included in later rounds. In round four
(total four samples), a sample with minor variants (>30%) was
included to test participant interpretation. In round four, two
samples were the same isolate at two different dilutions (mean Ct
values of 18 and 20) to test within-lab reproducibility. In round five,
a sample negative for SARS-CoV-2 genome was included to test
participant quality control measures and cross-contamination.

2.2 Reporting results

Participants were provided information about sample
preparation, and instructed to sequence the panel using normal/
routine protocols. Reporting could be carried out using an online
system, however, the participants were provided a report form to fill
out and (e-)mail or fax. Although the report format changed slightly
as the scheme evolved, the requested results were the same in each
round, designed to test two main competencies:

i. The ability to generate an accurate sequence.
ii. The ability to manage and interpret sequence data.

2.3 Technical evaluation of
sequence accuracy

For the first two rounds, for each sample, the participants were
requested to provide all nucleotide differences in comparison to
the reference strain (the NCBI Reference Sequence “Wuhan-
Hu1”, GenBank accession number NC_045512.2). For rounds
3, 4, and 5, the participants were requested to submit sequence
results in fastn format. Completeness was the percent of the
genome reported as a nucleotide (A/T/C/G) or ambiguous
symbol (K/M/R/S/W/Y). Participants were not penalized for
missing genetic data (N’s). In order to reduce bias, the
consensus sequence from all submitted sequences (or the

reported inferred sequence in rounds 1 and 2) and at least two
sequences generated by the reference laboratory was considered
the “true” sequence. Sequence accuracy was assessed by
determining the number of differences in the submitted
sequence (or the reported inferred sequence in rounds 1 and 2)
compared to this consensus sequence. Mutations, insertions, and
deletions compared to the consensus sequence were counted, and
the number of differences was the Accuracy Score, where a higher
value is worse. For the purposes of evaluation (pass/fail),
participants passed if fewer than six differences were found
relative to the consensus.

2.4 Technical evaluation of sequence
interpretation

The ability to manage and interpret sequence data was assessed
in two ways, by asking participants to characterize each sample
based on its sequence. Therefore, the following “interpretation”
results were evaluated based on each individual (submitted)
sequence, and not on the “true”/consensus sequence that was
used for the Accuracy Score.

2.4.1 Lineage interpretation
For each sample, the participants were requested to provide a

Pangolin lineage assignment for their sequence (O’Toole et al.,
2021). The submitted lineages were evaluated based on
correctness (Pass/Fail/Can be improved) based on an
independent assessment of lineage from the submitted fastn file.

2.4.2 Mutation reporting
For the 3rd, 4th, and 5th rounds, the participants were required

to report amino acid mutations (and indels) with respect to the
reference sequence (“Wuhan-Hu-1”, NC_045512) in the spike
protein only. This was done mostly out of practicality, given the
increasing number of mutations in the virus genome, but also to
continue testing the ability of the participant to interpret
sequence data. Similar to the Accuracy Score, a Self-Reported
Mutation Score was recorded as the number of differences
between the submitted substitutions in the inferred spike
protein and the independently-determined substitutions.

2.5 Statistical analysis

We used descriptive statistics to describe laboratory
performance with respect to four measured results:
completeness, accuracy, self-reported mutation score, and
pangolin lineage assignment. We note the number of
laboratories passing all samples, as well as the number of
samples successfully sequenced as a function of their virus
load (estimated average Ct value). The participation was
relatively low (minimum 3 participants/round, maximum 8),
with participation varying haphazardly. Furthermore, no two
laboratories reported using exactly the same protocol. Therefore,
statistical power was too low to perform robust statistical
comparisons (e.g., if there was a relationship between accuracy
and specific platforms or sample preparation kits).
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3 Results

3.1 Participants, platforms, protocols,
and pipelines

Nine laboratories were registered over the course of five ring
tests, two of which performed Sanger sequencing of a partial
sequence, and were not considered in this manuscript (n =
7 participants). Participation varied within a given round
between three and seven participants per round, with the nine
laboratories participating in at least two rounds (Table 2).
Incomplete results were reported by some participants and are
considered missing data here. For example, one participant only
submitted fastn sequences in one of the three rounds where it was
specifically requested. Enrollment in the EQA scheme was
voluntary, and the identity of the labs kept anonymous for
evaluation purposes. However, we note that none of the
laboratories performing virus genome surveillance in an
official, government-sanctioned capacity participated, and
participants were comprised of varying laboratory types
(medical diagnostic and nonmedical; established clinical
laboratories and newly implemented SARS-CoV-2-dedicated
laboratories).

Four laboratories used exclusively Illumina platforms (three for
three rounds and one for two rounds), and two used exclusively Ion
Torrent platforms (for four and two rounds); one participant used
Illumina for three rounds, and anMinIONMk1c (Oxford Nanopore
Technologies) for two rounds.

Sample preparation consisted of targeted amplification using
tiled amplicon approaches for all participants in all rounds, with
three laboratories using AmpliSeq (two Ion AmpliSeq,
ThermoFisher; one AmpliSeq for Illumina, Illumina), two
using QIAseq (QIAGEN), and three using NEBNext®

chemistry (New England Biolabs) prepared kits (N.B. two
laboratories switched sample preparation methods during the
course of the ring tests). Only one laboratory used two platforms
during the five rounds: in-house reagents for amplification using
ARTIC network primers followed by either the Nextera XT
(Illumina) tagmentation kit or the NEBNext® (New England
Biolabs) ligation barcoding kits on the Illumina platform, or
the native barcoding kit (EXP-NBD104) with v9.4.1 chemistry
(Oxford Nanopore Technologies) for multiplexing and library
prep on the MinION platform. Those using the NEBNext
chemistry or in-house procedures reported using the ARTIC

network primers (v3 or v4.1) (Quick, 2020; Tyson et al.,
2020), and one reported using VarSkip short primer set
(v1 and v2, New England Biolabs).

In terms of bioinformatics pipelines to generate the consensus
sequences, both laboratories using Ion AmpliSeq (ThermoFisher)
kits and Ion Torrent platforms used the Ion Torrent suite software
for data analysis. Similarly, the participant using the AmpliSeq
reagents for Illumina platforms used the Illumina DRAGEN
software, and the participant using the QIAseq used unspecified
QIAGEN software. One laboratory used the Viralrecon Nextflow
pipeline (from nf-core, https://nf-co.re), and one laboratory used an
in-house pipeline for Illumina (fastp, minimap2, samtools, and
iVar) and porechop with medaka_consensus (Oxford Nanopore
Technologies) for sequencing on the MinION platform.

3.2 Sequence accuracy and completeness

In total, 99 test results were submitted over the five rounds (15-
25-28-16-15 per round). Three of these (round 5) were from a
sample that contained no SARS-CoV-2, and one of the three
participants submitted a partial genome from this sample. From
the 96 remaining test results, genome completeness was estimated
from 53 sample-results. Completeness could only be taken from
Rounds 1 and 2 if the participant specifically reported it (two did in
round 1, n = 7, but none did in round 2); fastn files were never
reported by a single participant in rounds 3 and 4 (n = 14); and if the
sample was not sequenced it was considered “missing” and not 0%.
Nonetheless, the mean genome completeness was 95% (range 45%–

100%, sd = 12%) (Figure 1A). Only six results had a
completeness <95%, (range 45%–92%) and were from a single
participant on two consecutive rounds (3rd and 4th) for samples
with Ct values in a range from 23.6 to 31.3. Ignoring these outliers,
the mean completeness was 99% (median 100%, s.d. = 1%).

Among the 96 possible test results for SARS-CoV-2-positive
samples, 6 (6%) were “not detected” and came from five unique
samples with mean E gene Ct values of 25 (n = 1 of three submitted
results for that round), 26.6 (1 of 7), 29.5 (2 of 5), 30.3 (1 of 3), and
31.1 (2 of 3) (Figure 1B). Three of the undetected results came from
one lab in two rounds (using the QIAseq protocol on an Illumina
NextSeq) for samples with Ct ≥ 29.5.

The sequence Accuracy Score could not be calculated from
17 sequence results (6 times when the sample was reported “virus
not detected” or 11 times when the participant did not submit the

TABLE 2 Participation and methods in SARS-CoV-2 whole genome sequencing EQA schemes in Austria.

ID Sample preparation (primers if known) Platform Bioinformatics Rounds

A AmpliSeq Illumina MiniSeq DRAGEN Illumina 2, 3, 4

B QIAseq Illumina NextSeq QIAGEN cov2insight 1, 2, 3

C AmpliSeq Ion Torrent Ion Torrent suite 2, 3, 4, 5

D AmpliSeq Ion Torrent Ion Torrent suite 1, 2, 3

E NEBNext (ARTIC) Illumina NextSeq [Not reported] 2, 3, 4

F NEBNext (ARTIC) Illumina MiSeq and MinION Mk1c In house 1, 2, 3, 4, 5

G NEBNext (ARTIC) Illumina MiSeq nf-core/Viralrecon 3, 5
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requested results, as described above). From the remaining 79 test
results, the mean Accuracy Score was 2.6 and the median was 1.0
(range 0–27, sd = 4.8) (Figure 2A). The distribution was skewed,
with 48 (61%) results having one or fewer differences from the
consensus and 36 results (45%) having no differences from the
consensus. Only 11 results (14%) were categorized as failing
(>5 differences), five of which came from one participant that
participated in three rounds for a total of 13 tests
(Supplementary Figure S1).

Over three rounds where accuracy could be independently
validated (3rd–5th when fastn sequences were submitted), there
were a total of 56 differences in submitted sequences compared
to the corresponding consensus (Figure 3). Of these, 10 (18%) were
ambiguous nucleotides (A/K/M/R/S/Y), and were not counted
towards the Accuracy Score. Sequences with ambiguous

nucleotide codes were all submitted by the same laboratory in
the same round.

The remaining 46 differences comprised the Accuracy Scores,
and could be classified into two main categories: frameshift
mutations (indels, n = 12) and unique mutations (n = 34). As
each submitted sample genome was compared to the consensus, the
unique mutations could either be classified as “absent” (i.e., a
mutation in the consensus relative to the reference strain that
was not present in the submitted sequence) or “private” (i.e., a
mutation present in the submitted sequence relative to the reference
strain that was not present in the consensus).

There were twelve (of 46 = 26%) recorded instances where a
participant submitted an indel in their sequence that would have
resulted in a frameshift mutation. Eleven (92%) of the frameshifts
were from a single lab in the fifth round that correctly identified

FIGURE 1
Genome completeness (A) and percent of samples undetected (B) over five rounds of a SARS-CoV-2 sequencing EQA in Austria. Points for genome
completeness (A) are shown over approximate sample concentration (estimated by Ct value) from each submitted result (n = 54). The size of points in
percent of results undetected (B) is relative to the number of participants (between 3 and 7) that submitted a result for a given sample (n = 22). In both
panels the points are transparent gray and appear darker when overlapping.
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deleted regions, but reported them to be shorter than expected (e.g.,
a 9 nt deletion in ORF1a was reported as a 4 nt deletion). The
majority (34/46 = 74%) of the errors were unique mutations, three of
them were private mutations and 31 (67% of all differences) were
“absent” mutations. Of note, 20 of the 56 differences (36%) were in
the spike protein open reading frame (Figure 3).

One sample in round four contained minor variants at five
sites at a level of 11%–37% of the called bases per site, as
determined by the initial sequencing done by the reference
laboratory (Supplementary Table). Three laboratories
participated in this round, but one produced no sequence data
for four of the five sites (Figure 3, “M”). The majority variant was
detected by all laboratories at three sites, where the nucleotide
composition was determined to be 63%, 85% and 89% of the
reads. The minor variant was called by all laboratories except the
reference laboratory once, where the minor variant was 34% of
the reads; and all but one laboratory detected the majority variant
at a site where the minor variant was 30%. Also in round four, two
of the four laboratories reported exactly the same sequence for
both replicated isolates (one even suggested in the optional notes
that they were the same sample and not a cross-contamination)
(Figure 3, “D”). One laboratory had different sequence scores and
mutation scores for this sample (7 vs. 3, respectively for the Ct

18 the Ct 20 samples) (Figure 3, “4_A_3” and “4_A_4”). All of
these were “absent” mutations found near regions with long
stretches of Ns, as the participant reported 2223 and 8087 N’s
for samples, respectively (i.e., somewhat of a dilution effect). We
could not verify the results of the fourth participant for these
duplicated samples.

3.3 Sequence interpretation

The dataset to calculate the self-reported Mutation Score was
nearly complete–missing only from the two samples in rounds 3-
5 where the virus was “not detected”, and not verifiable from one
participant in rounds 3 and 4 that did not submit sequence files for
the results. The mean mutation score was 1.5, with a median of 0.0
(range 0–13, s.d. 3.1) (Figure 2B). All four of the Mutation Scores
higher than 4 were from a single participant in round 5 who
apparently neglected to report mutations from the same region
in each sample. The lineage was correctly reported 87 of 96 (91%)
possible times. Of the 9 times it was incorrectly reported: 6 were
from “not detected” results; two had too few data to assign a lineage,
and one was from an apparent contamination.

4 Discussion

We analyzed the SARS-CoV-2 whole genome sequencing results
from nine participants within Austria over five rounds of an EQA
scheme. Our EQA scheme was designed to test two core
competencies involved with SARS-CoV-2 sequencing: i) the
ability to generate a consensus sequence from a sample and ii)
the ability to interpret sequence data. The first competency deals
with technical procedures involved with sample preparation
(extraction, target enrichment/amplification, sequencing library
preparation, analyzing raw sequencing data to prepare a
consensus sequence). The second competency tests familiarity
with sequence data: inspecting data, inferring coding regions and

FIGURE 2
Sequence accuracy scores for SARS-CoV-2 sequencing EQAs (A) and scoring for self-reportedmutation in the spike gene (B). Each point represents
the result from each sample submitted by each participant for each of five rounds of EQAswith boxes around the interquartile range and a thick horizontal
line indicating the median value. The sequence accuracy score (A) is the number of differences from the consensus sequence of all laboratories for each
sample. The accuracy score was independently verified for the 3rd, 4th, and 5th rounds, but were inferred from submittedmutations for the 1st and 2nd

rounds as no fastn files were requested during those two rounds. The self-reported mutation score (B) is a count of the differences between the non-
synonymous amino acid mutations in the spike protein reported by the participant and an independent analysis of the mutations by the evaluator, which
was calculated for the 3rd, 4th, and 5th rounds. In both panels the points are transparent gray and appear darker when overlapping.
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identifying mutations, and utilizing new resources to categorize the
sequence (identify a lineage).

Other EQA schemes for SARS-CoV-2 sequencing have focused
on the first competency, and also noted that consensus genomes
were highly reproducible across platforms (Wegner et al., 2022). Our
“Accuracy” Score could be called a “reproducibility” scoring system,
as we used the consensus of all results for a given sample as the “true”
sequence. Therefore, our data provide an indication about the
accuracy of consensus genomes submitted to public sequence
databases. From our dataset, over half of the submitted sequences

contained at least 1 difference from the consensus (Figure 2A). The
ultimate source(s) of these differences were unclear, and mostly
seemed stochastic, as they were distributed throughout the genome.
Some errors tended to appear at the end of sequencing gaps,
suggesting strict post-sequencing quality control and
bioinformatics should implemented–this was particularly true of
the laboratory receiving accuracy scores >1 for the duplicated
sample in round four (Figure 3, “D”). In general, most of the
differences counted in the score were “absent” mutations–i.e., the
consensus was different from the reference strain at that site but a

FIGURE 3
A genomic map of all whole genome sequences submitted over three rounds of a SARS-CoV-2 sequencing EQA in Austria missing data are thick
black bands. Differences from the consensus and their approximate location on the genome are indicated by colored shapes: red squares indicate
ambiguous nucleotides were called; orange circles represent indels that created a frameshift within an open reading frame; yellow triangles indicate a
“private” difference from the consensus sequence that was not in the reference sequence (Wuhan-Hu-1, NC_045512); and green diamonds indicate
mutation in the consensus sequence relative to the reference sequence (Wuhan-Hu1) that was not detected (“absent”). The sequence maps are grouped
and labeled by round of EQA, laboratory letter as in Table 2, and Sample Number (Round_Lab_Sample) on the left. Letters on the right indicate results
from duplicated samples (“D”) or the sample with minor variants (“M”).
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mutation was not detected by the participant. Furthermore, we
included a sample with known minor variants in round 4, which we
assume was the result of a coinfection (Figure 3, “M”). The results
were mixed (Supplementary Table), suggesting differences could be
introduced during sample preparation and not necessarily
bioinformatics steps. Notably, the results from this sample might
be informative to standardizing NGS techniques for identifying HIV
anti-drug mutations (Lee et al., 2020; Parkin et al., 2020). However,
in some cases the same errors were reproduced within a laboratory
in the same round, suggesting they may be occasionally systematic,
e.g., introduced by primers and/or related to the bioinformatics
pipeline (Figure 3).

As a second metric of the ability to generate a consensus
sequence, we reported the sequence completeness. Nearly every
laboratory could produce a 99% complete genome, independent of
sample Ct value within the range of ~20–31 Ct values (Figure 1). This
highlights the usefulness of the tiled amplicon procedure for
generating consensus genomes from patient samples (Quick
et al., 2017; Tyson et al., 2020). All samples, particularly where
coverage was less than 95%, showed a pattern of missing data
consistent with amplicons generated for short-read sequencing
(Figure 3). The fact that these errors were not associated with
sample concentration indicates that these were due to errors in
sample preparation (i.e., target enrichment steps or library
preparation). Continued sequencing allows mutations that cause
primer drop-out to be identified, and indeed tiled amplicon primer
panels have undergone multiple versions as the SARS-CoV-2 virus
has changed (Tyson et al., 2020). We noted some known primer
dropout regions in the results associated with the ARTIC primers
(Figure 3), but did not analyze whether other regions were associated
with primer dropout, as we did not request participants submit raw
sequence reads. As the target enrichment step relies on PCR, a key
limitation of the approach is initial concentration of template in the
test sample. However, we saw no relationship between genome
completeness and estimated sample concentration (Figure 1A),
and only a weak relationship between the percent of positive
samples that were undetected per round and the estimated
sample concentration (Figure 1B). We intentionally selected
concentrated samples, and did not design a scheme to test the
limit of detection. Others sequencing EQAs have included low
concentration samples, and noted a significant reduction in the
percent of completeness when sample concentration is diluted (Lau
et al., 2022).

We observed additional, more serious, errors that were probably
the result of pre-sequencing sample preparation steps. A participant
in the first round - when variants contained fewer than 30 mutations
per sample across the entire genome - reported mutations for two
samples that were not included in the test panel, indicated laboratory
contamination. Considering that most high throughput sequencing
runs will include multiple SARS-CoV-2-positive samples, all with
very similar genomes, cross-contamination remains difficult to
detect. We tested this by including a negative sample in round
5 without informing the participants that one sample was negative.
The sample was reported negative by two of the three participants.
One participant stated that the sample “failed quality control” but
submitted a partial sequence matching another sample in the panel
and reported a lineage matching the same sample. It is crucial to
maintain high standards to prevent and/or detect cross-

contamination, particularly during post-PCR and pre-indexing
library preparation steps.

The second competency that we evaluated was sequence
interpretation. Viral variants can be detected and tracked with RT-
qPCR techniques to identify SNPs based on melting curve analyses
(Vogels et al., 2021). Interpreting these analyses requires additional
competencies, as selecting the assays requires knowledge about
circulating variants and familiarity with melting curve analyses
(Camp et al., 2021; Buchta et al., 2022b). Whole genomes provide
substantially more information and allowmore specific identification of
circulating variants. It was shown that laboratories that incorporated
both RT-qPCR techniques and whole genome sequencing performed
the best in terms of assigning lineages to a sample (Mögling et al., 2022).
We found that identifying the lineage of a sequence was a relatively easy
task formost laboratories that could generate a complete sequence from
the sample. Similarly, “mistakes” in reporting mutations from the
sequences could be explained by simple recording errors. Thus, in
general, our observations indicated that errors inWGS results are likely
from pre-sequencing sample preparation or post-sequencing consensus
generation (bioinformatics). There were few errors in generating a
lineage assignment or identifying mutations, regardless of the accuracy
of the sequence.

Surprisingly, we saw that overall performance did not change
drastically over time (Figure 4). The mean values of percent
completeness, accuracy score, and mutation scores remained
similar across all rounds, although there were fewer outliers in
the later rounds (Figure 2). Considering individual laboratories,
some did show improvement over the course of the rounds in which
they participated. As the reported protocols did not change (except
for one participant), it seems that competency and familiarity with
the procedures involved in NGS increased over time. NGS requires
some proficiency with bioinformatics, and this competency remains
the critical hurdle for laboratories beginning to implement NGS.
This issue was ostensibly solved early in the pandemic by the
availability of many services to process raw NGS reads and
produce a consensus SARS-CoV-2 genome (O’Toole et al., 2021;
Cheng et al., 2023; Hadfield et al., 2018). Nonetheless, interpreting
the data and maintaining good quality control of the output requires
trained personnel. As bioinformatics tools continue to develop,
maintaining their open-source nature allows laboratories across
the globe access to similar and reproducible analysis pipelines.

At the time of the pandemic, there were few external quality
assessment schemes designed for next-generation sequencing in
clinical virology. Prior to the COVID-19 pandemic, a well discussed
example was the development of an emerging EQA scheme using NGS
for HIV drug resistance testing (Parkin et al., 2020), and the issues
concerning reproducibility and accuracy when using NGS in clinical
virology were already appreciated (Avila-Rios et al., 2020). NGS data are
complex, and represent challenges for the laboratory as well as for
designing quality assessment schemes. Evaluating the quality of these
data can focus on many facets–genome detection, sample preparation
and sequencing, and bioinformatics–each of which could be evaluated
separately. Our EQA scheme focused on generating consensus
sequences from primary material, and had to evolve to
accommodate the progressive accumulation of mutations in the
SARS-CoV-2 genome. Namely, we changed the requirements to
submit a consensus sequence instead of submitting all mutations. In
retrospect, requesting a consensus sequence was essential to allow
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independent evaluation of the sequencing. Fundamentally, the
consensus sequence represents the desired and reported outcome
from WGS, similar to how detected/not detected is the fundamental
reported outcome from virus genome detection assays. We did not
request that participants provide quality metrics (e.g., average depth) or
specifics about the analysis used to generate the consensus sequence, but
these information would also be helpful in evaluating laboratory
performance. However, such quality metrics are not requested
commonly from virus detection EQA schemes (e.g., reporting
specific Ct values, limit of detection, use of internal controls, etc.),
and therefore we did not specifically request it. Others that requested
participants report sequencing depth as part of their EQA scheme did
not demonstrate any clear specific relationship between depth and other
metrics (Lau et al., 2022; Wegner et al., 2022). Whether to request
quality metrics from participants will depend on the fundamental goal
of the EQA.

A principal limitation of this study is the fact that all laboratories did
not participate in each round, and it is unknown whether registered
participants intentionally did not participate because of “bad” results.
Similarly, the small sample size prevents us from making comparisons
between reagents, protocols and pipelines. However, these comparisons
are probably better left to more controlled settings, where a single
laboratory evaluates sample preparation methods across multiple
samples (Charre et al., 2020; Liu et al., 2021) or bio-informatics
pipelines with multiple datasets (Lee et al., 2020; SoRelle et al., 2020;
de Vries et al., 2021; Krishnan et al., 2021). For viral WGS, EQA
schemes are best suited to test two competencies, separately: sequencing
and bioinformatics. By removing the bioinformatics portion, the ability
to prepare a sample for sequencing and sequence the sample can be
assessed while controlling for variability or deficiency in bioinformatics.
Such deficiencies may be the reason for some of the seemingly random
errors we observed (Figure 3). Similarly, a separate EQA scheme should
test bioinformatics competency by supplying raw sequencing data and

requesting a consensus sequence. This would eliminate the possibility of
poor performance in sequence interpretation being due to problems
with sequencing, and this is particularly important if sample
degradation during shipping and handling is expected to be a source
of error. The organization of bioinformatics schemes would rely on the
availability of data from sequencing platforms in use and might only be
feasible for ring tests with much larger enrollment. Such bioinformatics
EQAs could also include evaluation of the applications of NGS–which
we call “interpretation”–such as lineage assignment or inferring
mutations. Others have also used EQA to measure applied
competencies such as assigning samples to specific transmission
clusters based on WGS data (Lau et al., 2022; Wegner et al., 2022).
However, we observed very few errors in “interpretation” that could not
be explained by simple data-entry/recording errors. Indeed, the most
difficult aspect of organizing this EQAwas designing the report form in
a such a way that the requested data (fastn file, lineage assignment, and
mutations) were correctly requested/reported. In the last round, there
were still participants that could/did not follow the instructions, which
we assume reflects the complexity of the analysis for the average clinical
laboratorian.

Overall, we found that laboratories were prepared to implement
next-generation sequencing methods to sequence whole genomes of
SARS-CoV-2 relatively early in the COVID-19 pandemic. Excluding
few outliers, participants achieved nearly 100% coverage of the
genome, producing very nearly identical consensus sequences.
Although we identified some deficiencies, we noted
improvements within laboratories (Figure 4). As a caveat, these
data may not be representative of the quality of sequences from
Austria, as it is unknown whether the participants were performing
routine sequencing with the reported protocols, or whether they
were using the EQA to validate new protocols. Moreover, we know
that not all Austrian laboratories submitting SARS-CoV-
2 sequences to public databases participated in this EQA scheme.

FIGURE 4
Summary of average completeness, accuracy score, andmutation score of each participant in each round. The colored tiles are shaded according to
a gradient as indicated in each legend. White indicates no participation in that round. Gray squares indicate participation but data were missing.
Specifically, accuracy scores could be interpreted from submitted data in rounds 1 and 2, but were not independently verifiable as no fastn sequences
were submitted. Completeness scores from two laboratories in round 1 were based on submitted genome completeness information that was not
specifically requested.
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Nonetheless, our data suggest that the learning curve for
implementing next-generation sequencing in a diagnostic
laboratory is steep, but surmountable, and EQAs can help by
providing independent feedback. These competencies are
applicable towards achieving increased monitoring of seasonal
virus epidemics, as well as enabling readiness for monitoring a
future emerging zoonotic virus.
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Cerebrospinal fluid (CSF) diagnostics is characterized by the biologically relevant
combination of analytes in order to obtain disease-related data patterns that
enable medically relevant interpretations. The necessary change in knowledge
bases such as barrier function as a diffusion/CSF flowmodel and immunological
networks of B-cell clones and pleiotropic cytokines is considered. The
biophysical and biological principles for data combination are demonstrated
using examples fromneuroimmunological and dementia diagnostics. In contrast
to current developments in clinical chemistry and laboratory medicine, CSF
diagnostics is moving away from mega-automated systems with a constantly
growing number of individual analyses toward a CSF report that integrates all
patient data. Medical training in data sample interpretation in the inter-laboratory
test systems (“EQA schemes”) has become increasingly important. However, the
results for CSF diagnostics (EQAS from INSTAND) indicate a crucially misguided
trend. The separate analysis of CSF and serum in different, non-matched assays
and extreme batch variations systematically lead to misinterpretations, which
are the responsibility of the test providers. The questionable role of expensive
accreditation procedures and the associated false quality expectations are
discussed. New concepts that reintegrate the medical expertise of the clinical
chemist must be emphasized along with the positive side effect of reducing
costs in the healthcare system.

KEYWORDS

external quality control schemes, cerebrospinal fluid diagnostics, disease-related data
patterns, Reiber diagram, blood–brain barrier functions, immunological networks,
biophysics in medicine, accreditation system

1 Introduction

The analysis of cerebrospinal fluid (CSF) for the diagnosis of neurological diseases
has always been a particular challenge for clinical chemistry (Reiber, 2016c). The small
extraction volume and the low analyte concentrations in the CSF required an improvement
in the sensitivity of the analytical methods commonly used in clinical chemistry. The
interpretation of the CSF data then became particularly challenging due to the need
to differentiate between the fractions in the CSF originating from the blood and those
originating from the brain, e.g., immunoglobulins. This led to the combined analysis of the
CSF sample with the corresponding blood sample of the patient and the calculation of their
ratio as the CSF/serum concentration quotient. This was the beginning of the evaluation
concepts of combined data, a discussion that has now lasted 60 years. The linear index,
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the ratio of the serum protein quotient to the albumin quotient
as a reference, remained popular despite the empirically and
biophysically based non-linear relationships, e.g., those represented
as hyperbolic lines in the quotient diagrams. The progress of
neurochemical diagnostics (Wildemann et al., 2010; Reiber, 2016a;
2016b, 2016c) was initially less due to a growing number of
new analytes than due to a biologically and medically relevant
compilation of data patterns.

The additional introduction of a cumulative CSF data
report, which integrated the patient clinical data in 1979
(Reiber, 2016c), became a model for other disciplines of clinical
chemistry. A recent tutorial CSF App (Albaum and Reiber,
2024) illustrates this development of disease-related data patterns
in CSF diagnostics (Wildemann et al., 2010; Reiber, 2016a;
Reiber, 2016b).

The initial development of CSF diagnostics in the 1990s
would not have been so successful without the support of
Beckman and Dade Behring, the suppliers of the automated
nephelometer machines. In the meantime, a decisive role
change took place: industrial companies run the analytical
invention according to their own rules, which are based more
on their financial interests than on medical needs. This means
disadvantages for the analytical quality of the combined CSF
and serum analysis, as well as an explosion in analytical costs
without any corresponding medical benefit. The certification and
accreditation business with its high costs also contributes to the
loss of quality in clinical neurochemistry as the providers of
established online analysis software cannot afford to maintain
their service.

1.1 Topics of the contribution

1. In CSF diagnostics, the following principles are used that can
be generalized to improve the quality of laboratory medicine:

• Quotient formation (CSF/serum proteins and dementia
marker proteins).

• Coefficients of variation (CVs) in CSF and blood (brain- and
blood-derived proteins).

• Immunoglobulin class patterns with brain-specific
preconditions.

• External quality analysis schemes (EQASs) with additional
interpretation of medically relevant data patterns.

The current development in clinical neurochemistry is critically
discussed with reference to the database of the INSTAND external
quality assessment schemes (EQAS) for CSF (Reiber, 1995) and the
current certification practice.

2. The integration of disease pathology and current knowledge
bases must be part of any quality control of medical
laboratory data. The second main aspect of this article is,
therefore, the presentation of the medical and biological
knowledge bases relevant for the plausibility control
and, finally, the correct interpretation of diagnostic
data. The obvious deficits in the practice of diagnostic
interpretations (Uhr, 2024) and the subsequent lack of
adequate therapeutic consequences make this an important
goal (Reiber, 2024).

1.2 Current knowledge bases

The review of the following topics presents some essentials
of clinical neurochemistry in particular and clinical chemistry in
general, based on a recent publication (Reiber, 2024):

• The diffusion-flow model of blood–brain barriers
• The immunological networks (B-cell-based and pleiotropic

cytokines).
• Biophysics and complexity approach in medical diagnostics.

In times of AI-based big data analysis, the call for a shift
from a growing number of individual analytes that lack rational
argumentation to a limited amount of functionally linked data
seems to be swimming against the tide. However, it is not. In
medicine, there are no sufficiently large datasets for disease
group statistics with deep learning approaches; conversely,
the perspective for AI with machine learning is to integrate
an existing secure knowledge base to ensure the reality of
categorizations (Wahlster, 2021).

With the integration of current knowledge bases, CSF
diagnostics shows the relevance of data coupling to obtain a
disease model-based selection of diagnostic datasets. The increasing
acceptance of complex system approaches in diagnostics and
EQASs in CSF show the foundations of a medical-based quality
control that goes beyond the usual external accuracy control of
individual analytes.

These aspects could contribute to the perspectives in medical
laboratory diagnostics and restore the medical competence of
clinical chemists.

2 Change of a paradigm: blood–brain
and blood–CSF barrier functions

The barrier function is a fundamental topic of this work.
A shift from mechanical, linear models to dynamic, non-linear
biological functions requires more fundamental knowledge
in medicine.

The most glaring example of a necessary paradigm change
is the dysfunction of the blood–cerebrospinal fluid barrier, i.e.,
the pathological increase of serum protein concentrations in
the cerebrospinal fluid. The serum protein concentrations in
the CSF increase due to a reduced CSF flow rate, i.e., slowed
removal, and not due to a hole in the barrier. However, the
practice in scientific publications looks significantly different.
A Google search under the keyword blood–brain barrier with
94,500 citations in the last 10 years is associated 78,900
times with “impairment,” 71,900 times with “breakdown,” and
56,400 times with “leakage” (Google search on 14 March 2023,
period 2013–2023).

The idea of a barrier leak is as wrong as the expectation that a
stone thrown into the lake will leave a hole in the water.

From an evolutionary point of view alone [see below and Reiber
(2024)], such spontaneous instability of a structure that has existed
in a variety of species for 500 million years is unlikely.
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2.1 Barriers

The blood–brain and blood–cerebrospinal fluid barriers are
morphologically different and also vary in different brain areas.
The molecular passage between blood and extracellular fluid (ECF),
the blood–brain barrier, and the passage from blood to CSF,
the blood–cerebrospinal fluid barrier, are based on two basic
transfer ways, the paracellular passage with facilitated or active
transfer mechanisms and the intercellular passage for proteins,
which depends on passive diffusion (Reiber, 2024). The biophysical
principles in both barriers are the same, but the CSF has a 10-fold
faster flow (turnover) than the ECF in the brain.

Barrier function for proteins: Serum proteins pass through the
endothelial cell layer of the capillaries, which are reinforced with
additional brain-specific structures, different in different areas of the
brain. The molecular size-dependent restriction of the diffusion of
proteins into the CSF is at a steady state with the elimination by
CSF outflow (bulk flow). This steady state leads to very low–normal
concentration ranges in the CSF, with approximately 1/100–1/3,000
(IgM) of serum concentrations for the most common proteins with
the corresponding analytical problems.

2.2 Barrier dysfunctions

In many neurological diseases, the concentrations of serum
proteins in CSF are pathologically increased, which is diagnostically
characterized by the increased albumin CSF/serum concentration
quotient, QAlb (Figure 1). The cause, a pathologically reduced CSF
turnover, has three possible sources:

- The inflammation-related disturbance of CSF production in
the ventricular plexus;

- A blockage in the subarachnoid space (tumor and stenosis); or
- A reduced outflow of CSF (swelling at the spinal roots in

Guillain–Barré syndrome [GBS]).

The new paradigm for the barrier dysfunctions is the
biophysically derived and patho-physiologically validated diffusion-
flow model of the barriers (Reiber, 2003; Reiber, 2021a; Reiber,
2021b). It provides a rationale for the correct interpretation of a
barrier dysfunction. Even the age-dependent increase in the normal
QAlb value can be explained by reduced CSF production due to age-
related changes in the choroid plexus. The increasing QAlb value,
the barrier dysfunction, thus represents a reciprocal function of the
pathologically decreasing CSF flow rate (Figure 1).

2.3 Discrepancies in interpretations

Figure 1 shows a consequence of the changing paradigms.
The flow-related change in the local molecular flux, dependent
on a non-linear concentration gradient across the barrier (Reiber,
2003; Reiber, 2021a), leads to non-linear, hyperbolic equations
of the blood–CSF barrier function instead of linear correlations
(Index, I, Figure 1). QAlb is the general reference value for the
individual barrier function. It is a gift of nature that albumin, the
largest serum protein fraction, is synthesized only in the liver and
not also in the brain in pathological processes.

The discrimination between a protein fraction (e.g., IgG)
diffusing from the normal blood across the barrier into the
brain and a pathological protein fraction synthesized in the
brain (intrathecal IgG fraction) is characterized by a hyperbolic
limit function either in quotient diagrams (Qlim in Figure 1) or
as a mathematical equation (Reiber, 2020). The still frequently
assumed linear relationship (Index, I, in Figure 1) leads to
interpretation errors. Calculation software for numerical and
graphical statistical treatment of CSF data in diseases is
available (free software from www.albaum.it), as explained
by Reiber (2020).

The example of the blood–brain barrier function shows that
without an understanding of the physics of diffusion and the
stability of biological structures through material self-organization
(see below), an adequate interpretation of the empirical data
could be missed.

3 Neuroimmunology and immune
networks

3.1 Immune reactions in the brain

Onone hand, this example of a changed knowledge base replaces
the clonal selection model of immunity an on the other hand, the
idea that the brain is immunologically isolated. The immune system
reacts as a network of B-cell clones, and the brain is linked to
the immune and endocrine systems by pleiotropic cytokines. This
leads to a new interpretation of the development of autoimmune
diseases and immune system-associated pathologies such as bipolar
spectrum disorders in psychiatry, which miss classical signs of
immune reaction in the CSF.

Interpretations of the immune response in brain need to
consider the following processes:

• All antibody-forming B cells in the brain migrate from the
blood across the barrier into the brain and proliferate in the
perivascular lymphocyte cuffs.

• The brain does not have an isotype switch (IgM to IgG class),
which only happens in the lymph nodes.

• Antibody maturation (increase in avidity) happens only by
selection of B-cell clones in the lymph nodes.

• The specificities of the polyspecific antibodies locally vary due
to the random immigration of B cells of different specificities
(the Ig class and measles, rubella, and varicella-zoster [MRZ]
antibody patterns are different in the CSF and aqueous humor
of the same individual).

• Immunocompetent cells of the CNS share cytokine receptors
that link the nervous system to the immune and endocrine
systems by pleiotropic cytokines.

• The innate immune system produces important components
[e.g., of the complement system (Reiber et al., 2012)] in
the brain, but their functions in disease development
and defense (Jack et al., 2001) are not well understood.

• The polyspecific nature of any systemic and intrathecal immune
response is the base for the diagnostics of chronic immune
system-associated diseases (Reiber, 2024)
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FIGURE 1
Differentiation of blood and brain fractions of proteins in the cerebrospinal fluid. The hyperbolic borderline (Qlim) is the result of the pathologically
altered CSF flow rate, which has a non-linear influence on the local diffusion flow of proteins at the barrier interface to the CSF space. The previous
assumption of a linear relationship (“Index I”) is subject to errors of interpretation. The still frequent interpretation of a dysfunction of the
blood–cerebrospinal fluid barrier, i.e., an increased QAlb, as a leakage in the barrier structure must be replaced by the new paradigm of a reduced
cerebrospinal fluid turnover with an unchanged barrier structure.

3.2 Immunological networks

The idea of the immunological network dates back to 1975,
with numerous theoretical approaches being developed in the
1980s (Varela and Coutinho, 1989; De Boer and Perelson, 1991).
These theories extended the classical view that the adaptive
immune system reacts to invading substances by producing
antigen-specific antibodies (clonal selection) to rid the body
of invaders. With the discovery of anti-idiotypic antibodies
that recognize the body’s own antibodies, lymphocyte-based
networks became relevant. With the discovery of the polyspecific
nature of the immune response in CSF, CSF research has
made a major contribution to the practical significance of
these theories. Felgenhauer et al. (1985) first described measles
virus antibodies in the CSF of MS patients. Meanwhile, the
observation that all immune responses, whether acute or chronic,
involve polyspecific antibody synthesis (Reiber et al., 1998;
Reiber, 2017a) has made the network property of the immune
response an obligatory knowledge base for the interpretation
of antibody data. In addition to this B-cell network, the trans-
organ cytokine network associated with immunocompetent
brain cells has also become important for the understanding
and diagnosis of diseases related to the immune system,
especially chronic diseases (Reiber, 2017a; Reiber, 2017b;
Reiber, 2024).

3.2.1 Specific and polyspecific antibody synthesis
in brain

The combined intrathecal MRZ antibody reaction in multiple
sclerosis (Reiber et al., 1998), which is now of diagnostic relevance
due to its strikingly high frequencies (Table 1), has also been
reported in other chronic diseases (Hottenrott et al., 2015).

A fundamental new understanding came with the discovery
in CSF diagnostics that in the case of an immune reaction to
a specific antigen, as in herpes encephalitis (HSV) and subacute
sclerosing panencephalitis SSPE (measles) (Jacobi et al., 2007),
the disease-related specific antibodies account for only a small
proportion of the total intrathecal antibody synthesis (Table 2).
Nevertheless, the causative, specific antibodies have a 40–60-fold
higher intrathecal synthesis rate than the polyspecific antibodies in
chronic diseases (Jacobi et al., 2007).

In addition, the polyspecific antibodies differ from
the specific antibodies by their generally higher avidity
(Gharavi et al., 1996) (Table 2) as a consequence of the longer
time interval for antibody maturation available in the case of
chronic diseases.

3.2.2 Connectivity of B-cell clones in blood
The polyspecific immune reaction as a general feature of the

immune response can also be detected in the blood. A representative
example comes from a brilliant study of GBS patients (Terryberry
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TABLE 1 Polyspecific antibody synthesis in the CNS in multiple sclerosis. Mean frequencies of intrathecally synthesized antibodies in multiple sclerosis
patients against measles (M), rubella (R), varicella zoster (Z), herpes simplex (H), chlamydia (Chl), human herpes virus 6 (HHV6), toxoplasmosis (Tox),
Borrelia (Bo), and double-stranded DNA (ds D). The mean values depend crucially on the respective MS cohort, depending on the intensity of intrathecal
synthesis (Reiber et al., 1998). The patterns of polyspecific antibodies in the CSF vary from patient to patient.

Ab-
species

M R Z H Chl HHV6 Tox Bo ds D

Frequency in
MS (%)

78 60 55 28 30 20 10 <25 19

TABLE 2 Comparison of intrathecal antibody responses to specific and
polyspecific immune reactions. Calculated as specific intrathecal
fraction Fs and expressed as the percentage of specific antibodies in
relation to total intrathecally synthesized IgG (Jacobi et al., 2007).
Measles-Ab and HSV-Ab are CSF values in subacute sclerosing
panencephalitis, herpes simplex encephalitis, and multiple sclerosis.
Rubella-Ab was determined in the aqueous humor (AH) of the eye in the
Fuchs heterochromic cyclitis (FHC) and uveitis/periphlebitis of the eye as
an MS symptom, MS(U).

Antigen Specific Ab (%) Polyspecific Ab
(%)

Measles (CSF) 18,8 SSPE 0,52 MS

Herpes s. (CSF) 8,9 HSVE 0,14 MS

Rubella (AH) 2,6 FHC 0,06 MS (U)

et al., 1995) with individually randomly elevated antibody and
autoantibody titers in the blood. The pattern of elevated titers of
polyspecific antibodies (Ab) is individually variable in an analysis
set of 22 antibody assays in the 56 GBS patients (Terryberry et
al. 1995), with between 1 and 13 simultaneously elevated titers,
suggesting a Gaussian distribution for the arbitrary test set when
the data are re-evaluated (Reiber, 2017a). The true network depth
[connectivity (De Boer and Perelson, 1991)] in the individual
patient, which includes autoantibodies, cannot be determined from
the analyzed, arbitrary, and very limited test set.

The connectivity of B-cell clones was also demonstrated in a
direct dynamics study.

The correlation of daily fluctuations in antibody concentrations
in the blood of control subjects (Figure 2) also shows that
connectivity is a feature of any normal immune response (Heitmann,
2002). Some Ab species fluctuate in a coupled manner, and others,
independently. In both patients shown in Figure 2, the fluctuations
in measles and rubella antibody concentrations are correlated
with each other but not with dsDNA autoantibodies or mumps
antibodies.

In addition to the specific antibodies, every acute infection
with a specific antigen also leads to increased polyspecific antibody
synthesis by a large number of other, already existing B-cell clones
against other microorganisms, even autoantigens.

3.3 Connectivity-based
interpretations—chronic immune reactions

Connectivity in the immune system explains many frequently
misinterpreted observations. Only through the polyspecific activation
ofdifferentcoupledB-cell clonescan lifelong immunitybemaintained,

asobservedwithmeaslesimmunization.Theshort lifespanoftheBcells
would not allow this if the specific B-cell clones were not maintained
in the system through constant polyspecific activation.

The individual network depth of the connected B-cell clones
determines the duration and efficiency of immunization (wild-type
infection or vaccination). Connectivity can also be the cause of
an autoimmune reaction by activating an existing B-cell clone for
autoantibodies. When low levels of autoantibodies that provide
immune tolerance are upregulated by a factor of 50, an autoimmune
response appears as an undesirable damage associated with the
individual immune response.

The Danish Disease Register (Nielsen et al., 2016) shows that
autoimmune diseases and symptoms such as chronic fatigue
syndrome/ME can occur a few weeks after the occurrence of
infectious diseases. This also corresponds to post-Lyme or post-
COVID symptoms. These correlations of non-specific, delayed
immune reactions also make it clear that vaccinations can act as
polyspecific triggers and, thus, also make the largely suppressed
connection of theGulfWar illness with the 8-fold vaccinations in the
first Gulf War plausible (Reiber and Davey, 1996; Rook and Zumla,
1997; Nielsen et al., 2016; Reiber, 2017b). Post-COVID syndrome
has also been observed after vaccination, albeit less frequently than
after wild-type infections. These associations offer a new approach
to chronic diseases associated with the immune system that were
previously difficult to diagnose (Reiber, 2024).

3.4 Cytokines, the trans-organ network

In the brain, cytokines are produced in immunocompetent
cells, astrocytes, microglia, and endothelial cells. They can have
both pro-inflammatory and anti-inflammatory effects. This is
an important aspect of the immune response in the brain as a
self-organizing local process, which is thought to be involved
in various psychiatric chronic diseases (Bechter et al., 2010;
Bechter, 2020; Runge et al., 2021).

The network is formed by the three properties of the
different cytokines:

- Functional pleiotropism.
- Functional redundancy.
- Up and downregulation.

Pleiotropism refers to the binding of a cytokine to receptors
in different organ systems. This creates a link between the three
central control systems of the organism: nervous system, endocrine
(hormonal) system, and immune system. Functional redundancy
means that different cytokines can have the same effect in one and
the same organ.
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FIGURE 2
Antibody dynamics in the blood of patients without inflammation. The data originate from daily routine blood samples in the neurological intensive
care unit of patients with a non-inflammatory disease (stroke) (Heitmann, 2002). These concentrations correspond to normal titers, i.e., they are below
the threshold for nosocomial infections. The collected frozen samples were measured together in one analytical run (microtiter plates) to avoid bias
due to inaccuracies in day to day imprecision (intra-assay imprecision CV = 3.5%). The concentrations of the individual antibody species were
normalized to the first analytical value with C = 1. The total fluctuations in the blood proteins were controlled to exclude blood volume fluctuations as
a cause. The curves are shifted slightly parallel along the Y-axis to better visualize the coupled daily concentration fluctuations.

Since one and the same cytokine can also be upregulating and
downregulating depending on its concentration, a very complex
network is created that is influenced by different body systems.
This explains experiences that have led to the establishment
of research concepts such as psychoneuroimmunology
and diseases such as “stress-induced para-inflammation”
(Bechter, 2020).

The involvement of cytokines in the initial processes of brain
inflammation via the choroid plexus (Castellani et al., 2023) is also
fundamental information for understanding the frequent barrier
dysfunction in neurological diseases as a consequence of reduced
cerebrospinal fluid production in the plexus.

The inclusion of cytokine analysis must become a fundamental
requirement in neurology and psychiatry in order to explain
pathologies associated with the immune system.

4 Biophysics in medicine

4.1 Complexity and Selforganization of
Matter

The above examples of barrier function and the immunological
network have highlighted a deficit in medical development. This
becomes even clearerwhenwe consider the unsuccessful therapeutic
research into chronic diseases. There is no chronic disease for
which we have a causal therapy, be it high blood pressure, type 2
diabetes, multiple sclerosis, autoimmune diseases, post-infectious
chronic fatigue syndrome, heart failures, or the many types of
cancer. This is primarily the result of the lack of complexity of
the predominantly linear disease models, which are based on
simple cause–effect relationships.
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Fifty years ago, glycolysis oscillation (Hess and Boiteux, 1980;
Gerok et al., 1989; Reiber, 2024) described how even in the smallest
metabolic process of the cell, oscillating regulatory states can
spontaneously change fromone rhythm to another due to non-linear
functions. This phenomenon is explained by complexity science as a
change between attractors.

In addition to obtaining a better understanding of complex
systems (Gerok et al., 1989; Goodwin, 2001; Reiber, 2007), we
need to move from Jacob and Monod’s refuted, 70-year-old
model of the “genetic program” to the relevance of a phenotypic
biology with a new view of epigenesis (Reiber, 2012). This also
includes a fundamental recognition of the concepts of material self-
organization in the context of non-equilibrium thermodynamics
(Prigogine, 1997) or the non-linearity of biological processes in the
context of complexity science (Mandelbrot, 1991). A short survey
on these topics (Reiber, 2024) was published recently, providing
more details.

There is no doubt that the improvement in medical diagnostics
and therapy requires better biophysical disease models.

4.2 Dynamics of analyte concentrations

The daily fluctuations in the concentration of antibodies
in the patient blood are shown in Figure 2. The coordinated
variations indicate a common complex regulation. In patients with
osteoporosis (Gerok et al., 1989), a disorder of calcium/parathyroid
hormone regulation, the mean blood concentrations of calcium
or parathyroid hormone remained unchanged compared to that
in controls. Rather, the transitions changed from a normal,
deterministic–chaotic time series of parathyroid hormone
concentration in the blood to an almost constant concentration
curve, indicating the loss of regulation. Analyzing a single blood
sample may be useless for diagnosis, but a time series could
provide it.

In contrast to analyzing individual samples, the
electrocardiogram in heart disease provides a sufficiently large
dataset to create time series (tachograms). The normally chaotic
rhythm of the heartbeat (Reiber, 2024) changes under certain
conditions to a time series, which can be analyzed for a lower
complexity (change in fractal dimension) using complexity science
methods (Mandelbrot, 1991; Reiber, 2024).

In general, time series (e.g., from electrocardiograms or
electroencephalograms) are not available for clinical chemical
diagnostics. However, these theoretical principles show that
chronic diseases, in particular, can represent a stable state,
i.e., have an attractor. This has consequences for diagnostics
and therapy (Reiber, 2024).

This becomes clear, for example, in post-Lyme disease (Reiber et
al., 2013): antibody findings must be interpreted differently, and
treatment with antibiotics is pointless. The current discussion about
post-COVID shares these problems.

CSF diagnostics cannot refer to the serial examination possible
in blood, as a CSF puncture is rarely repeated unless for special
reasons. This leads to a further concept for the integration of
the complexity approach. The identification of disease-related data
patterns can compensate, to a certain extent, for the complexity in
the processes, as represented in the time series.

5 CSF diagnostics benefit from
disease-related data patterns

Both the practical and theoretical principles of CSF
diagnostics are documented in detail in various references
(Reiber, 2016c; Lejon et al., 2003; Jacobi et al., 2007; Reiber et al.,
2009; Wildemann et al., 2010; Reiber et al., 2013; Reiber, 2016a;
Reiber, 2016b; Albaum and Reiber, 2024; Lewczuk et al., 2021;
Reiber, 2024; DGLN 2024). Particular emphasis is placed here on
the diagnostic principles that can be generalized for general quality
improvement in laboratory medicine by identifying rational data
combinations:

• Quotient formation and data variability (CV).
• Intrathecal immunoglobulin class patterns.
• Extended EQAS with the interpretation of data patterns.

5.1 Quotient formation—the role of
biological variation

5.1.1 Definition and function
The CSF/serum concentration quotient (QAlb, QIgG, etc.)

represents a normalized dimensionless CSF concentration that is
independent of the individual variation in serum concentration
[values between 0 and 1, which are used in practice due to the low
CSF concentration in parts per thousand (× 10-3)].

This quotient is a biological relationship related to the laws
of diffusion and not an arbitrary relationship such as in the
calculation of protein concentrations from densitograms of serum
electrophoresis. The CSF/serum quotient for proteins from the
blood in the CSF excludes interpretation errors caused by greatly
altered serum levels. For example, in patients with a serum
IgM concentration increased up to 10-fold due to trypanosome
infestation (Table 3) (Lejon et al., 2003), a subsequently increased
CSF IgM concentration would be incorrectly interpreted as
intrathecal IgM synthesis due to the high absolute values in the
CSF. As the quotients are only determined by molecular size-
dependent diffusion, the quotient remains normal despite extremely
high serum concentrations (Table 3), provided that no barrier
dysfunction or intrathecal synthesis contributes additional IgM.

The CSF/serum concentration quotient has the quality of a
method-independent reference value, provided that the CSF and
serum values are correctly analyzed in parallel (see below), i.e., the
basic rule is no CSF analysis without serum analysis. The diagnostic
uncertainty is hidden in the absolute values, not in the quotient
calculated from biologically correlated data.

5.1.2 Coefficient of variation for the detection of
data connections

For physically or biologically coupled values such as
the CSF and serum concentrations of serum proteins (IgG,
prothrombin, etc.; Table 4), the CV value of the quotient decreases
compared to the absolute individual CSF CVs. The nominator
of the quotient (CSF concentration) depends on the molecular
size-dependent diffusion from a variable serum concentration
(denominator of the quotient) and the individually varying length
of the diffusion pathway and the CSF flow rate. Without the latter
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TABLE 3 Blood concentrations and CSF/serum quotients in trypanosomiasis (stage 1 without brain involvement, parasitosis). Due to the constantly
changing surface antigens of the trypanosomes, a new infection is always simulated with a corresponding new IgM class reaction. A 10-fold increased
IgM concentration may contribute to the extremely low albumin protein production in the serum.

Proteins Blood concentrations (g/L) Mean quotients (x 103)

Normal control Trypanos. 1. stage Normal control Trypanos. 1. stage

IgM 0.6–2.5 9–18 0,3 0,3

Albumin 35–55 23,2–33,6 5 5

TABLE 4 Inter-individual coefficients of variation, CVs, of CSF proteins
from different sources. CSF, serum, and the CSF/serum quotients of each
parameter are always from the same group with serum and CSF analyzed
in the same analytical run. Comparison of blood-derived molecules
[albumin, IgG, prothrombin (Reiber, 1995)], brain-derived neopterin
(Kuehne et al., 2013), predominantly brain-derived proteins
[transthyretin (Reiber, 2003)], and the leptomeningeal mannan-binding
lectin (Reiber et al., 2012) or beta-trace protein (Reiber, 2003).

Coefficients of variation, CV (%)

Alb IgG Prothr Neopt MBL TT ßTrace

CSF 29.31) 46 33 10 66 6.4 24

Ser 8.9 35 21 25 146 18 28

Q
x103

26.2 18 222) 21 81 23 25

N 53 23 18 26 13 28 28

aLimited age interval 50–59 years, mean 55 ± 3.2 years.
bCalculated from Qpr = 3 ± 0.7 at QAlb = 4.5 (Reiber, 1995).

parameters, we would have a universal constant that correlates with
the diffusion coefficient D. The albumin quotient, which is freed
from the variability of the serum concentration, still varies with the
individually varying length of the diffusion pathway and the CSF
flow rate. If, for example, we relate the IgG quotient to the QAlb, we
remove these two fluctuations and obtain the universal non-linear
hyperbolic relationship between QIgG and QAlb.

However, for independent parameters such as CSF and
serum concentration of a brain-derived molecule (neopterin,
MBL, and TT; Table 4), the CV of the quotient increases up to
the sum of the two individual CVs. This contradicts the use of
a quotient for data interpretation in the cases of brain-derived
proteins.

5.1.3 Quotients in dementia diagnostics
The difference between biologically associated (A) and non-

associated (B) analytes in process dynamics can be illustrated using
the example of dementia diagnostics.

A. The beta-amyloid (1-42)/(1-40) ratio (=quotient).
The decrease in the beta-amyloid (1-42) concentration in

the cerebrospinal fluid of a patient correlates with the formation
of Alzheimer’s plaques, with exceptions in the early phase.
With the invention of the beta-amyloid (1-42)/(1-40) ratio,
the inter-individual variations in total amyloid levels could be
eliminated by referring to its main isoform, i.e., Aß40. This

well-established ratio, which has recently been substantiated
theoretically (Lewczuk et al., 2021), improved the diagnostic
sensitivity compared to the determination of the beta-amyloid
(1-42) concentration alone. This example is also mathematically
a normalization that results in a relative change in beta-amyloid
concentration corrected for individual differences in total amyloid
levels. This has been empirically validated (Lewczuk et al.,
2021) using patient groups and controls and shows that in the
control group the 42/40 ratio has a 3-fold lower CV than the
absolute values for Aß42. With a stronger decrease in the Aß42
concentration, the CV approaches both parameters [Aß42 ≈
Aß(42/40)], but it shows no inversion. In the critical range of
the early Aß42 decrease, the ratio has the highest discrimination
accuracy, i.e., sensitivity for the early detection of a pathological
process.

B. Aß (1-42)/pTau protein ratio
Both proteins express Alzheimer’s disease in different ways,

but they provide different diagnostic information. Aß is reduced
as an early expression of amyloidosis, the formation of amyloid
oligomers, and the accumulation of amyloid-ß plaques. The
Tau protein or pTau is increased later as an expression of the
degenerative process on the neurons. This has two consequences:
1) in the same patient group, the CV of the ratio is greater
than the individual CV of only Aß(1-42), i.e., the ratio is
less sensitive, and 2) the ratio between the two analytes is
variable depending on the course of the disease and is, therefore,
susceptible to misinterpretation, e.g., if the individual patient
happens to have a still normal but very low Tau or pTau
protein concentration at the time of early Aß decrease. This
would lead to a false negative interpretation (normal instead
of elevated Aß42 levels). Despite the low sensitivity, however,
this association can contribute to diagnostic specificity if the
diagnostic question regarding the time of disease progression is
framed correctly.

5.1.3.1 Summary
Wedescribed three versions of useful ratios between variables in

the organism that improve analytical accuracy, diagnostic sensitivity,
and diagnostic specificity:

• Biophysical coupling/normalization: decreased, constant CV.
• Biological coupling/normalization: decreased, not constant CV.
• Medical relevant pattern/association: increased CV

These differences need to be understood by regulatory
bodies to finally end the useless discussions about the relevance
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of CSF/serum concentration ratios as part of guidelines
as the ratio has less CV variation compared to absolute
concentration values.

5.1.4 Research projects: source detection of
proteins in CSF

Conversely, the data combination given in Table 4 could be used
in research to characterize the origin of a newmolecule in CSF based
on its CV (Reiber, 2003; Kuehne et al., 2013). Further parameters
for characterizing the origin of a molecule in CSF are the gradient
depending on the molecular size, the CSF/serum concentration
quotient, and the rostro-caudal concentration gradient, which
increases in the case of blood-derived or leptomeningeal proteins
(Reiber, 2003; Reiber, 2021b).

5.2 Immunoglobulin class patterns in
neurological diseases

The disease-typical reaction patterns of intrathecal
IgG, IgA, and IgM syntheses differ from the uniform
immunoglobulin dynamics in the blood due to the lack of
an isotype switch in the brain and the local character of
the intrathecal immune response with a barrier passage of
the immune cells originating from the blood. By calculating
the relative intrathecal fractions of the total immunoglobulin
in the CSF (intrathecal fractions, IF, shown as % lines
of intrathecal Ig in Figure 3), disease-typical combinations
of IgG, IgA, and IgM syntheses can be described in the
quotient diagrams, which are also known as Reibergrams or
Reiber diagrams (Figure 3).

5.2.1 Representative examples in quotient
diagrams

The examples given in Figure 3 show neurotuberculosis, African
trypanosomiasis, and two different courses of neurosyphilis:

1. Intrathecal IgA synthesis (Figure 3) in combination with
increased CSF lactate, a barrier disorder, and a mean cell
count are so highly specific that in European contexts, this
is an important clue to an otherwise unexpectedly rare
tuberculosis. This pattern eliminates the need to search for
other pathogens, contributing to rapid diagnosis and treatment
at a minimized cost.

2. The three-class reaction with dominant IgM response
in trypanosomiasis (Lejon et al., 2003) (Figure 3) would
also fit neuroborreliosis (Reiber et al 2013). However,
confusion is impossible if the geographical differences
are taken into account and the obligatory detection
of trypanosomes in the blood with an extreme
serum IgM concentration in trypanosomiasis is added
(Table 3).

3. The different course of meningovascular and parenchymal
neurosyphilis is shown in Figure 3 by an extremely strong
additional intrathecal IgM synthesis (85% of the total
IgM in the CSF). The intrathecal IgG synthesis with
increased Treponema AI in neurosyphilis is found as a
scar over decades despite adequate treatment and should

FIGURE 3
Quotient diagram for IgG, IgA, and IgM (Reibergram). Presentations of
patient data for neurotuberculosis (squares), neurotrypanosomiasis
(circles), and two patients with neurosyphilis with different courses
(triangles). Neurotuberculosis shows a characteristic picture with
isolated intrathecal IgA synthesis, whereas in neurosyphilis, conversely,
a lack of IgA class reaction is more typical. Neurosyphilis shows a
different pattern in the meningovascular course (open triangle) than in
the parenchymatous course (filled triangle), with an additional strong
IgM class reaction. In African trypanosomiasis, the dominant IgM class
reaction with a frequent three-class reaction offers the highest
specificity for brain involvement (sleeping sickness). For numerical
characterization, the relative intrathecal fractions are used, such as
IgG (IF) = [QIgG -Qlim (IgG)]/QIgG × 100 (%)
(corresponding % lines in Figure 3).

not be interpreted as a sign of activity. Reactivation of
neurosyphilis can only be recognized by the elevated serum
IgM levelsynthesis as neurotuberculosis. Examples.
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FIGURE 4
Data from the CSF EQAS of INSTAND, May 2022 (Uhr 2022). Method-dependent accuracy. Analysis of serum IgA in CSF or serum assay. Absolute IgA
concentrations in serum samples are determined either in a serum assay (right column) or diluted in a CSF assay (left column). The CSF and serum
assays that are from the same supplier (Siemens, blue) are not matched and must lead to a wrong CSF/serum IgA quotient.

Further examples are described with interpretations and
comments in the CSF Tutor App (Albaum and Reiber, 2024),
the reviews (Reiber, 2016c; Wildemann et al., 2010; Reiber, 2016a),
and individual publications (Lejon et al., 2003; Reiber et al., 2009;
Bechter et al., 2010; Kuehne et al., 2013; Reiber et al., 2013).

In general, this combined analysis of IgG, IgA, and
IgM data can provide a number of important diagnostic
clues, including the detection of analytical errors through
plausibility checks (antigen excess in IgA analysis and blood
contamination in CSF).

These associations of disease-related data also show that quality
control via medical plausibility must be understood as an important
complementary control to EQAS (see below).

5.2.2 Diagnostic sensitivity and specificity of
quotient diagrams

The disease-specific Ig patterns have different sensitivities for
different diseases and only gain their specificity with additional

information. The disease-typical patterns refer to the first
diagnostic puncture, which takes place at different times after
the onset of the disease, depending on the disease, i.e., 1–2
days for bacterial meningitis, 1 week for viral encephalitis, or
up to 3 weeks for neurotuberculosis, depending on the onset
of symptoms.

The typical pattern and its sensitivity depend on the course of the
immune response in the blood, the variable time for transmission
of the microorganism through the barrier, and the locally variable
onset of the disease in the brain. It is important to understand that
an undetectable immune response in the CSF does not rule out
disease as pathological processes far from the CSF space may be
undetectable due to the long diffusion pathway to the CSF space.
The carcinoembryonic antigen (CEA) is not detectable in the CSF
if the CEA-producing tumor metastasis is localized in the frontal
brain. This different localization of the pathological processes in the
brain is one of the reasons that limits the detection sensitivity of
the patterns.
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FIGURE 5
Data from the CSF EQAS of INSTAND, September 2022 (Uhr, 2022). Interpretation error in quotient diagrams. The absolute serum IgM values were
analyzed in either the serum or CSF assay. If CSF and serum (diluted) were measured in one group in the same CSF assay, the CSF/serum IgM quotient
led to a correct normal quotient, which is below Qlim in the diagram. The group that measured CSF in the CSF assay and serum in the serum assay
yielded a wrong interpretation, indicating an intrathecal synthesis (QIgM greater than QIgMlim). Both assays were from the same supplier (Siemens).

The additional information in the quotient diagram pattern
is an essential part of not only the specificity of this diagnostic
approach, such as cell count, differential cell count, and lactate,
but also the communication of the differential diagnostic questions.
This integrating CSF data report [examples in the study by Reiber
(2016c) and Reiber (2016a)], introduced in Göttingen in 1977 by
the neurologists Sigrid Poser and Helmut Bauer, has become the
standard for many laboratories.

However, the interpretation of the patterns undoubtedly
requires training and knowledge to avoid diagnostic errors. A
CSF Tutor app for the interpretation of disease-related patterns is
available as free software (Albaum and Reiber, 2024). This also led
to the integration of pattern interpretation into the external quality
control systems for laboratory diagnostics as early as 1995 (Albaum
and Reiber, 2024).

Disease-related data patterns should be considered as
a perspective for analytical plausibility control in order to
improve the specificity of diagnostics from a medical point of
view, additionally increase the accuracy of interpretation, and,
above all, reduce healthcare costs.

6 Quality control in the CSF laboratory

Details of quality control in the CSF laboratory have been
reported by Wildemann et al. (2010) and in the collection of
methods from the German CSF society (DGLN, 2024). These
knowledge-based concepts were taken over only to a very restricted
extent by the official quality control authorities (RiliBÄK). The
improved EQAS of INSTAND (Albaum and Reiber, 2024) was
a normative example, which is still the leading, albeit most
demanding concept.

6.1 Medical data as part of quality control

The evaluation of combined data patterns as part of an EQAS
with INSTAND had been introduced in the 1990s (Albaum
and Reiber, 2024). In many surveys, we demonstrated that
the quality of medical diagnostics does not depend on the
smallest possible coefficient of variation of a method but on
the interpretability of laboratory data by the clinical chemist
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FIGURE 6
Lot-dependent test results of the INSTAND survey (Uhr, 2022, January
2020). The results were cumulated from participant groups according
to the lot numbers of the Siemens Healthcare tests for IgM in CSF. A
mean lot-to-lot difference of 50% is hardly reliable.

and, finally, the physician. The Göttingen neurologist Klaus
Felgenhauer, who emphasized the importance of laboratory
analyses, said, “If a laboratory finding does not fit into my
clinical diagnostics, I ignore it.” This can save lives, but it
can also cause an alternative diagnosis to be missed. This
aphorism became reality when a laboratory report of an isolated
intrathecal IgM synthesis with a normal cell count and other
normal protein concentrations was ignored as the clinicians
had discarded an inflammatory process. So, the alternative
interpretation as a non-Hodgkin lymphoma in the CNS was
missed by the neurologists, and it needed a particular case
conference to find the diagnosis with delay. To query these
options of intrathecal IgM synthesis in an external quality
control system contributes more to the quality of laboratory
diagnostics than the correctness of absolute IgM concentration
values. Some control institutions (Controllab, Brazil) cover this
aspect of knowledge-based interpretations by an occasional
question/answer test. INSTAND is hosting an online conference
of the surveyor with the customers, in addition to the explicit
medically oriented commentary, with the results reported to the
participants.

6.2 Misleading industrial trends in clinical
chemistry

6.2.1 CSF protein analysis
The ideal method is to measure the CSF and correspondingly

diluted serum in the same assay with a calibration curve that
is true to dilution (same recovery in all concentration ranges).
Thankfully, this concept was originally developed by Beckman and
Dade Behring for their nephelometer machines in cooperation with
the Neurochemical Laboratory in Göttingen (head: H. Reiber).
The immunochemical analysis with antigen-coated microtiter
plates served as the reference method, which is by far the
most sensitive method. In the meantime, other suppliers of test
systems for basic CSF protein analysis participate in the survey
(Siemens, Roche (turbidimetry), Beckman, Abbott, Binding Site,
and others).

6.2.2 Actual analytical quality problems
The current, very serious analytical problems are demonstrated

in several latest surveys (Uhr, 2022), with interpretations
and comments by Manfred Uhr, the current surveyor of
the CSF inter-laboratory test at INSTAND (Uhr, 2022). The
following results focus on the performance of participants
using Siemens analyzers, which form the largest group and
also have the most problematic performance due to the
conceptual decisions of the assay provider. There are three
main problems.

1. Separate analysis of the CSF and serum samples of a patient in
different assays.

2. Non-matching calibration curves in the CSF and serum assays
(bad recovery).

3. Large variations from batch to batch in the CSF assay.

6.2.2.1 Unreliable recovery in unmatched CSF and serum
assays

The problems start at the lowest level: assay manufacturers
avoid the cost of matching the calibration of their CSF assay
with the calibration of the serum assay to ensure the accuracy of
the CSF/serum quotient (e.g., CSF/serum concentration quotient,
QIgG). This is shown in Figure 4.

Figure 4 summarizes the serum IgA concentration measured
by one group of participants with the serum IgA assay
and (the same serum sample diluted) the CSF assay by
another group (Uhr, 2022). The strongest difference in the
recovery of the serum IgA concentration between CSF and
serum assays was observed in participants using the Siemens
assays (blue).

6.2.2.2 Misinterpretation due to unmatched CSF and serum
assays

Figure 5 shows the fatal consequences of IgM serum analysis
with unmatched assays for a CSF/serum sample pair. Participants
with the Siemens assay who measured the serum with the serum
assay received a quotient that was too high, which indicated a
pathological IgM value (QIgM > QIgMLim). As IgA and IgG
levels were normal in the patient, the result is misinterpreted
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FIGURE 7
Youden plot of IgM concentrations in two CSF samples in the CSF EQAS (Uhr, 2022, September 2022). The accuracy of the lower concentrations in
sample 50 with a larger coefficient of variation does not match the accuracy of sample 51.

as an inflammatory process or can even be interpreted as an
indication of intrathecal lymphoma due to the isolated intrathecal
IgM synthesis. In daily practice, this would lead to a serious health
risk for patients and an extreme increase in costs in the clinic (see
example above).

6.2.2.3 Inaccuracy from batch to batch
The second bias by the test provider results from the

inadequate difference between batches of CSF tests (Figure 6).
When analyzing the CSF samples with different batches from
the provider (Siemens Healthineers), a difference of 50% was
found between the two groups (Figure 6), which represents a
problem of quotient accuracy, especially when the CSF and serum
analyses are performed with different assays. Siemens made a
conscious decision by canceling the certificate of the CSF assays
for serum analysis. This manufacturer-dependent performance can
lead to fatal consequences for the patient, as the interpretation
example in Figure 5 shows.

Given the bias in analyzing CSF and serum samples in different
assays (Figures 4, 5) and the amplifying bias due to different
accuracies in different CSF assay batches (Figure 6), it would be
reasonable to insist in principle that CSF and serum samples for
protein analysis are measured in the same assay with reference to
the same calibration curve and that the dilution accuracy of the
common calibration curve is guaranteed, which is a basic problem,
as shown in Figure 7.

6.3 Knowledge-based pattern
interpretation as part of EQA systems

6.3.1 Structure of the survey
The example given in Figure 8 summarizes the three basic

aspects of a modern CSF EQAS:

- Analysis of CSF and serum samples in a reliably matched assay
procedure (see above).

- Knowledge-based interpretation of the combined data of
medically relevant examples.

- CSF and serum samples provided for the survey must enable
relevant pattern formation.

With the high IgG, IgA, and IgM concentrations in the
CSF, in Figure 8, we obtain a relatively good agreement of the
results from all survey participants. However, the interpretation
of the IgA quotient requires knowledge-based awareness. Most of
the QIgA results given in Figure 8 are below the discrimination
limit, QIgA < QIgA(lim), and they were, therefore, interpreted
together with the other quotients as barrier dysfunction without
inflammatory process. Only 33% of participants recognized that
QIgA > QIgG, implying intrathecal IgA synthesis, despite QIgA <
QIgA(lim).

The knowledge-based explanation is as follows: the IgA quotient
of 64.6 × 10-3 was greater than the IgG quotient of 51.6 × 10-3.
IgA has a larger hydrodynamic radius than IgG and, therefore,
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FIGURE 8
Knowledge-based interpretation of borderline intrathecal IgA
synthesis as neurotuberculosis. Example in the EQAS (Uhr, 2022,
survey 2021, October). The IgA quotient of 64.6 × 10-3 was greater
than the IgG quotient of 51.6 × 10-3 (confirmed by 124/125
participants). Only 33% of all participants with a complete analysis
(42/125) reported intrathecal IgA synthesis with interpretation as an
inflammatory process. N = 12 participants calculated QIgA > QIgA
(lim). Of the 113 participants with values < Qlim, only 30 (27%)
recognized that if QIgA > QIgG, the interpretation must be intrathecal
IgA synthesis. Thus, 67% of all participants who analyzed a complete
Reibergram did not recognize an inflammatory process and, more
crucially, would not have alerted the clinician to possible
neurotuberculosis (Albaum and CSF APP). Even worse, 83% of all
laboratories (243) that participated in the CSF survey, eventually limited
to analyzing the total protein in the CSF, failed to alert the clinician.

must have the smaller quotient due to diffusion (flatter gradient
along the diffusion barrier). The normal quotient sequence is
QALB > QIgG > QIgA > QIgM. This molecular size-dependent
interpretation of the quotients also applies in the case of possible

blood contamination, be it artefactual due to puncture or cerebral
hemorrhage.

Thus, 67% of the participants did not recognize an inflammatory
process and, more importantly, would not have alerted the clinician
to a possible case of neurotuberculosis if this was associated with an
elevated CSF lactate level (Albaum and Reiber, 2024).

6.3.1.1 The corresponding practical case
We recently learned about the potentially fatal consequences for

the patient from a practical case of an IgA analysis in which the very
high CSF IgA concentration was beyond the analytical range. The
machine in a central laboratory of a university hospital reported the
value above the detection limit. The clinical chemist saw no need
to measure again with a diluted CSF sample. This would have put
her/him in the dilemma of using an assay with a procedure that
deviated from the certified protocol. For the patient, this meant a
delay in the diagnosis of neurotuberculosis (Figure 3), with 3 wasted
weeks of precious treatment.

6.3.2 Samples for CSF testing in the EQAS
The availability of paired CSF and serum samples poses a

particular problem in CSF testing.
In practice, residual CSF and serum samples are stored at 4°C

after routine analysis and then pooled with different concentration
ranges to enable different sample combinations. CSF was rarely
obtained from a catheter that had a sufficient volume for all
participants in the EQA scheme.

It should be noted that only by using real CSF samples that
have an appropriate protein pattern (different protein ratios in
CSF and serum due to diffusion through the barrier depending
on molecule size) can such a pattern as shown in Figure 8 be
created. The use of diluted serum instead of CSF (as practiced
by some EQA schemes) does not allow the creation of disease-
typical patterns (Albaum and Reiber, 2024). The stereotypical
pattern with diluted serum completely deprives the examination of
disease-related interpretation training and control.

7 Online interpretation software and
the certification trap

7.1 Online evaluation of protein analysis

The concept of an integrating laboratory report, which presents
all laboratory data of a patient together with the interpretation
in a quotient diagram (Reiber, 2016c; Wildemann et al., 2010;
Reiber, 2016a; Albaum and Reiber, 2024), made it seem obvious
to couple the absolute values measured on the nephelometer
machine with software that integrates the data directly into
an online laboratory data report. These software developments
by Albaum (2024) for Dade Behring (now Siemens Healthcare
with another software manufacturer) and by Wormek (2024) for
BeckmanNephelometers contributed significantly to the acceptance
of the Reibergrams. Siemens offers the “Protis” program (Siemens,
2024) as part of an advanced diagnostic concept. However, the
expensive accreditation of this long-established software program
currently prevents providers from offering their software, e.g., for
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stand-alone solutions in individual laboratories, possibly in an
international context.

7.2 Certification and accreditation

Test certification, originally introduced as laboratorymarketing,
has developed over the decades into a profit-orientated industry in
its own right. This has had devastating consequences, particularly
for the isolated solutions developed and offered for sale by smaller
IT companies. Waiting several years for certification, e.g., by the
TÜV (Official technical surveyance of cars in Germany), and, above
all, the annual costs of 30,000–50,000 Euros are a deterrent. The
additional personnel costs of the software manufacturer for the
administrative requirementsmake, for example, the certification of a
simple CSF software program that has been functioning for 30 years
prohibitively expensive as these costs cannot be passed on to the user.

The fact that a specialist in metallurgy is sent to the institute
for quality assurance in medical diagnostics (INSTAND eV) for
accreditation is one of the symptomatic problems of this type of
pseudo-inspection. This does not contribute to diagnostic accuracy.
Instead, it results in the explosion of costs in the healthcare system.
Ultimately, it also means that development in small IT companies
is no longer financially viable, and the programs are therefore not
even offered. Therefore, this certification practice is an obstruction
to quality in medicine.

8 Perspectives

Thecombined data evaluation is a qualified quality control of the
laboratory analysis. Qualified, i.e., disease-typical data combinations
avoid arbitrary analytical search processes and significantly reduce
analysis costs. A purely analytical accuracy testing, as is considered
sufficient in most EQA programs, therefore, does not show the
necessary qualities of a good laboratory in data processing and
interpretation. The misleading trends of assay suppliers must be
controlled by medical expertise. Clinical chemists and laboratory
physicians are therefore called upon to regain the medical expertise
that has been lost through industrial developments. This is the only
way to achieve a change in direction from mass analysis to patient-
orientated and, at the same time, more cost-effective diagnostics.

The knowledge and responsibility of the clinical chemist cannot
be replaced or hindered by certification or accreditation procedures
without risk to patients.
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Use of logit transformation within
statistical analyses of
experimental results obtained as
proportions: example of method
validation experiments and EQA in
flow cytometry

S. Seiffert1, S. Weber2, U. Sack1 and T. Keller2*
1Medical Faculty, Institute of Clinical Immunology, University of Leipzig, Leipzig, Germany, 2ACOMED
statistik, Leipzig, Germany

In laboratory medicine, measurement results are often expressed as proportions
of concentrations or counts. These proportions have distinct mathematical
properties that can lead to unexpected results when conventional parametric
statistical methods are naively appliedwithout due consideration in the analysis of
method validation experiments, quality assessments, or clinical studies. In
particular, data points near 0% or 100% can lead to misleading analytical
conclusions. To avoid these problems, the logit transformation—defined as
the natural logarithm of the proportion/(1-proportion)—is used. This
transformation produces symmetric distributions centered at zero that extend
infinitely in both directions without upper or lower bounds. As a result, parametric
statistical methods can be used without introducing bias. Furthermore,
homogeneity of variances (HoV) is given. The benefits of this technique are
illustrated by two applications: (i) flow cytometry measurement results expressed
as proportions and (ii) probabilities derived from multivariable models. In the first
case, naive analyses within external quality assessment (EQA) evaluations that
lead to inconsistent results are effectively corrected. Second, the transformation
eliminates bias and variance heterogeneity, allowing for more effective precision
estimation. In summary, the logit transformation ensures unbiased results in
statistical analyses. Given the resulting homogeneity of variances, common
parametric statistical methods can be implemented, potentially increasing the
efficiency of the analysis.

KEYWORDS

external quality assessments (EQA), logit transformation, flow cytometry, method
validation, proportions

Introduction

Achieving harmonization and improving the quality of measurements are central
goals within the laboratory medicine community. Often, there are a number of
measurement methods available for a given measurand from different
manufacturers and laboratories. In addition, for methods such as flow cytometry,
different experimental settings are used to assess the same measurand. This includes
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the use of different antibodies and gating strategies that vary
from laboratory to laboratory.

In view of this situation, method developers and clinical
laboratories are highly motivated to evaluate their measurement
methods in internal method validation to gain knowledge about
systematic and random errors [Lambert et al., 2020, CLSI guidelines,
e.g., EP05]. In addition, external quality assessments (EQAs) are
routinely performed.

Method validation typically includes method comparison and
precision assessment. It is also important to demonstrate detection
capability, robustness to interferences, etc. These experiments are
typically analyzed using parametric statistical methods that rely on
estimates of the mean and standard deviation (SD) for calculations.
However, these methods assume that the data distribution should
not deviate significantly from the normal distribution (ND) and that
homogeneity of variances (HoV) is maintained over the
measurement range, implying that precision is not concentration-
dependent. In terms of ND, a visual inspection would be expected to
show a symmetrical, bell-shaped distribution with no outliers. In
this context, ISO 13528, which guides the design and analysis of
EQA, specifies the need for symmetrical distributions.

In the context of EQA, a distinction is made between methods
that use reference material and those that do not. If no reference
material is available, samples supplied by a service provider are
measured by all participating laboratories. The distribution of
measurement results is considered, and an assigned
value—calculated as a robust mean (ISO, 2022; Appendix C,
Algorithm A)—is derived directly from the measurements of the
participating laboratories. Such assigned values are then used as the
basis for individual pass/fail assessments. The establishment of
specific pass/fail criteria often involves a balance between
observed measurement variability, quality requirements, and the
clinical relevance of potential differences. We focus on the common
scenario where acceptance criteria are defined by a relative or
percentage difference around the assigned value.

For example, a typical EQA scenario might assess whether
individual laboratories pass if their measurement values for a
particular sample are within ± 30 percent of the robust mean
(ISO, 2022; Section. 9.3).

The assumptions regarding ND (symmetry) and HoV should be
met in such assessments. Although typical laboratory measurands
measured in concentrations usually satisfy these assumptions,
measurands related to inflammation or tumor incidence are often
skewed to the right. In such cases, logarithmic transformation (or,
more generally, Box–Cox transformation of the measured values)
can help achieve a distribution that does not deviate significantly
from the normal distribution and maintains homogeneity of
variances. For count data, such as cell counts, square root
transformation is often beneficial.

In this context, we consider measurands measured as proportions
(0%–100%) or probabilities (0–1) that represent relative measures of
specific subgroups within an entity. In flow cytometry, such measurands
are exemplified by the evaluation of CD3+ cell subsets, specifically alpha/
beta T cells and gamma/delta T cells, both quantified as a percentage of
CD3+ cells. Since their combined values add up to 100%, the measured
values are inherently correlated.

Another example is the use of probabilities as metrics, such as
calculated measurands resulting from multivariable analysis of

measured values from a variety of measurands. These
probabilities may be generated by logistic regression or other
classification methods, such as machine learning or artificial
intelligence.

In both scenarios, EQA and combined markers, proportions,
and probabilities are bounded between 0% and 100%. Note that in
this article, we also use 0 and 1 (representing percentages divided by
100), depending on the context. Because the data are constrained by
0% and 100%, the assumptions regarding ND and HoV are no
longer valid, especially for values approaching the limits (<20%
and >80%). Consequently, describing, analyzing, or statistically
testing experimental data using parametric methods—such as
calculating mean and standard deviation, performing t-tests and
ANOVA for group differences, and estimating variance components
(precision) or using ordinary regression techniques—will yield
invalid results. This is because these methods assume ND and
HoV. In addition, the use of symmetric power limits
becomes untenable.

Nevertheless, the naive application of parametric methods to
proportions or probabilities is often observed, often due to the
convenience of ready-to-use software packages in daily routine and
the seemingly straightforward interpretation of results.

Although nonparametric methods could be an alternative, they
are less powerful, often require larger sample sizes, and may not
provide well-known estimates of bias and precision.

Therefore, we propose to logit transform measured values prior
to statistical analysis with parametric methods whenmeasurands are
measured as proportions (or probabilities). This article highlights
the differences between naive analysis and analysis using logits and
provides guidance for interpreting the results.

Materials and methods

EQA data

Simulated data (26 laboratories) from an EQA for alpha/beta
T cells (% of CD3+) with an assumed true measured value of 95%
and gamma/delta T cells (% of CD3+) with an assumed true
measured value of 5% are used. The simulation generates a
random number for each laboratory by adding normally
distributed noise with an SD of 0.2944, distributed around the
assumed value on the logit scale (95% → 2.944). The simulated
distribution reflects typical scenarios encountered in the INSTAND
program for flow cytometry. In our considerations, we assume that
both measurands are highly correlated. For the sake of simplicity, we
have assumed a direct relationship between the variables, ensuring
that the percentages add up to 100%. Thus, the negative values of
measurand A are used as values for measurand B. We have assumed
the absence of outliers in this simulation, as outlier detection is
beyond the scope of this report.

Precision data

In this simulation study, we generated data representing the
results obtained as probabilities from an automated biomarker
measurement procedure. Specifically, we measured these
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probabilities on five different days, with triplicate measurements
performed on six different samples. The aim of the experiment is to
determine repeatability and overall precision, following the
methodology outlined in CLSI (2014).

However, due to the small sample size (15 measurements instead
of the recommended 80 measurements for one sample), we chose to
estimate repeatability and overall precision pooled over the samples,
as suggested by Lambert et al. (2022). This pooling approach
assumes the homogeneity of variances.

Within the simulation, the samples were assigned the following
values: 4.7%, 14.2%, 37.4%, 64.6%, 85.8%, and 95.3%. The
simulation was designed to start with homogeneous variances on
a logit scale and then illustrate how the data would be represented on
the original probability scale. Within the simulation, the
components of imprecision are addressed by adding noise using
normal distributed random numbers with the following standard
deviations. Within the logit scale, the repeatability (the variability
within 1 day) was set at 0.20 for all samples, expressed as the
standard deviation. At the same time, the between-day variability
was set at 0.12 for all samples. The resulting reproducibility is 0.233
(the square root of the sum of the squared SDs).

To illustrate the impact of using probabilities versus logits, we
present variability plots and analyze the precision experiment both
naively (per sample) and using logit-transformed values pooled
across samples.

The precision components were estimated using random effects
ANOVA, as described in CLSI (2014).

Results

Logit transformation

In the logit transformation of a proportion (or probability) p, the
following formula is used:

logit p( ) � ln
p

1 − p
( ), (1)

where ln is the natural logarithm.
Table 1 contains selected probabilities and their corresponding

logit values that are often encountered in daily work.
For the back transformation, the following formula is used:

p � antilogit x( ) � exp x( )
1 + exp x( ), (2)

where x is a value on the logit scale.
Supplementary Material includes an Excel tool for these

calculations (Supplementary Material S2).

Application in the context of EQA

In the EQA experiments described above, naive analysis
typically involves (i) the calculation of the mean and (ii) the
symmetric setting of limits, which is flawed when the
underlying distribution is asymmetric. The bias is evident in the
calculation of limits, such as the mean ± 30% of the mean, for

related percentages, such as 5% and 95%. In a naive analysis, the
bounds would be 3.5% . . . 6.5% for the 5% mean and 66.5% . . .

100% for the 95% mean.
To calculate accurate limits using the logit scale, the following

formula (in conjunction with Eqs 1, 2) is used:

± LimitLogit−based � antilogit logit p( ) ± logit LimitOrig( )( ). (3)

Figure 1 illustrates the difference between the limits derived
from the naive analysis and those obtained using the logit
transformation, using the example mean ± 30% x mean. For the
5% and 95% percentages, the ranges between the limits become
identical: 3.5% . . . 6.5% for 5% and 93.5% . . . 96.5% for 95%.

Supplementary Material S3 contains an Excel tool for deriving
limits on the logit scale.

The following example illustrates the consequences of EQAs.
Figure 2 shows simulated data against limits derived naively (left)
and after logit transformation of the data and back transformation of
the means and limits (right). Supplementary Table S1 lists all values
and the EQA results.

TABLE 1 Examples for logit transformation.

p Percentage (%) Logit(p)

0.01 1 −4.60

0.05 5 −2.94

0.1 10 −2.20

0.5 50 0

0.9 90 2.20

0.95 95 2.94

0.99 99 4.6

FIGURE 1
Comparison of limits derived within naive EQA analysis (blue/red)
and analysis via logit-transformed values (green). The red color refers
to the limits >100%, which are not meaningful and are set to 100%.
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The simulation yields skewed distributions with mean values of
95.4% for measurand A and 4.6% for measurand B. In a naive
analysis, the limits are between 66.8% and 100% for measurand A
and 3.2% and 6.0% for measurand B (Figure 2, left). The span of the
ranges defined by these limits varies considerably. Using these limits,
all results for measurand A were considered valid, while six results
for measurand B were considered invalid.

Conversely, when logit-transformed values are used, the means are
nearly identical (see Supplementary Table S1 for details). The limits
(calculated according to Eq. 3) are 91.8%–97.5% for measurand A and
2.5%–8.2% for measurand B. Notably, these limits are not symmetric
with respect to themean, but the width of the range defined by the limits
is the same (5.7%), as shown in Figure 2 (right). Using these limits, one
value for each measurand was identified as invalid.

FIGURE 2
Comparison of EQAs (measured values and limits) based on naive analysis (left) and improved analysis (right) using simulatedmeasured results of two
measurands [A, alpha/beta T cells (% of CD3+); B, gamma/delta T cells (% of CD3+)]. Themeasured values are shown as dots and related to the naively (left:
proportions) and correctly (right: logit-scaled values) calculated limits. Green dots, passed; red stars, failed.

FIGURE 3
Variability plots for originally scaled (left) and logit-scaled (right) measured values of a precision experiment showing homogeneity of variances
(homoscedasticity) when logit-transformed values are used for analysis, whereas inhomogeneity of variances is observed when originally scaled
proportions are used. The measured values result from a simulation of a 6-sample, ×5-day, ×3-replicates’ precision experiment with given values for
repeatability and reproducibility on the logit scale (0.20, 0.12). Each circle represents one measurement; pink, mean of the replicates within 1 day;
blue, mean of the sample.
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Application for precision evaluation

In a simulated precision experiment conducted over 5 days,
6 samples were measured in triplicate.

As mentioned earlier, the simulation starts with a given level of
repeatability and between-day precision on the logit scale. The
associated standard deviations (SDs) in the simulation results
show little variation due to random error, as shown in Figure 3
(left). The standard deviations derived from the naive analysis on the
probability scale, which represents the scale on which the values
would be measured, vary (Figure 3, right). Heterogeneity of the
standard deviations is observed, ranging from 0.010 to 0.041
(Table 2, left column; see below for further explanation).

It is important to note that the pooled standard deviations
SDpooled derived from logit-transformed values require back
transformation. The back-transformed standard deviation based
on the logit transformation is now expressed as the lower and
upper bounds of the standard deviation. The calculation is
performed using the following formula:

p ± SDlogit−based � antilogit logit p( ) ± SDpooled( ). (4)
From Eq. 4, it follows that there are asymmetric “standard

uncertainty ranges” [of 1 x SD width] obtained for “above” (see
Eq. 5a) and “below” (see Eq. 5b) nominal p ranges.

SDLogit−based � antilogit logit p( ) + SDpooled( ) − p, (5a)
SDLogit−based � p − antilogit logit p( ) − SDpooled( ). (5b)

Appendix 4 provides an Excel spreadsheet that can be used for
these calculations.

Table 2 shows these details of the precision analysis, comparing
the naive analysis based on probabilities (left) with the analysis based
on logit-scaled scores. In addition, the table shows the back-
transformed results. Comparing the SDs from the naive and
logit-based analyses at the probability level, it can be seen that
the naive analysis leads to biased results.

Most important is the pooled precision across all samples, which
is highlighted in the gray cells. This pooled analysis across samples is
possible due to the homogeneity of the SDs on the logit scale (as
shown in Figure 3, left).

The results of the pooled analysis can be presented in three ways:
first, the pooled repeatability and reproducibility are expressed as
standard deviations on a logit scale. Second, the back-transformed
mean−SD and mean + SD at 50% probability are used. Since the
mean−SD and mean + SD are equidistant from 50%, the standard
deviation can be presented as a single value. This result can be used as an
overall measure of the precision of the measurement procedure. Third,
the back transformation of the mean−SD and mean + SD is performed
at each sample level; here, the lower and upper SD are presented since
the distribution of the measured values is not symmetric.

The results include 95% confidence intervals (CIs), which
indicate the uncertainty of the repeatability and reproducibility
estimates. The CIs for the pooled analysis are significantly narrower.

The back transformation of the pooled values of repeatability
and reproducibility to the logit scale, as performed above for the 50%
probability, is possible for any probability. Figure 4 illustrates this
calculation. The curves allow the precision for each probability to be
determined based on the pooled precision. In Figure 4, the results are

compared with the results of the naive analysis, highlighting the
discrepancies in the SDs and the wider CIs of the naive analysis.

Discussion

We report on the use of the logit transformation to handle
measured values given as proportions or probabilities before
applying statistical analyses.

Our results indicate that naive analyses can lead to biased results,
especially when the probabilities are close to the limits of 0 (0%) or 1
(100%). In these sub-ranges, the distributions of the values exhibit
skewness, as shown in Figure 2 (left). To address these limitations,
we suggest using the logit transformation. Analyses are then
performed on the logit-transformed probabilities or proportions.

It is important to note that logit transformation is not a novel
approach. The literature on predictive models often recommends the
use of logit values instead of probabilities (Steyerberg, 2019), such as for
model calibration (Ojeda et al., 2023). Furthermore, logit
transformation is a special case for transforming data in beta
regression, a suggested method for analyzing data observed in (0, 1)
intervals (Kischinck and McCullough, 2003; Geissinger et al., 2022).

The use of the logit transformations, among other possible
transformations (arcsin (square root), probit, and Fisher’s
transformation), is also justified by its application in the statistical
modeling of binary test results (numbers 0 and 1). One of the most
effective methods for this purpose is logistic regression. As internal
continuous outcomes, one obtains values on the logit scale, which are
then transformed into probabilities to make the results more
interpretable. In this context, the application of the logit
transformation is straightforward; it is simply the inverse of the
transformation. Calculated parameters expressed as probabilities
could just result from this or similar classification procedures, so
their relationship to logit values, the values calculated in the logistic
regression model function, is quite obvious.

It should be noted that differences based on logits can be interpreted
as odds ratios, but this is not of interest in the context of this paper,
which focuses on the internal and external validation of a measurement
method. However, when used in clinical research (e.g., clinical outcome
studies), logit transformation provides additional and familiar ways of
reporting results.

The use of logit-transformed probabilities is even mentioned in
statistical textbooks for medical research (Bland, 2015; Armitage et al.,
2015). However, we found no examples of its use in the laboratory
medicine literature. This may be because the benefits of the logit
transformation are fully realized when the entire range of
probabilities, both below and above 50%, as well as near the 0% and
100% limits, is utilized by the measurand. Single measurands typically
do not cover this range. However, the two examples in this publication
illustrate this scenario. In the case of EQA, the results of the analysis of
two corresponding measurands with readings close to 0% for the first
and close to 100% for the second become consistent when the simple
analysis is replaced by an analysis using the logit-transformedmeasured
values. Another example of measurands that cover the entire
measurement range is calculated parameters that reflect classification
results based on multiple measurands (Keller et al., 1998; Klocker et al.,
2020). Again, the advantage of the logit transformation is highlighted. In
addition to providing unbiased estimates of precision, this scale ensures
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TABLE 2 Results of precision analysis [repeatability and reproducibility expressed as the standard deviation (SD)/95% confidence intervals (CIs)] calculated by random effects ANOVA as described in CLSI EP05A3. Left:
naive analysis per sample on the probability scale; right: analysis pooled across samples on the logit scale, which is possible if homogeneity of variances across samples is given. The results of the pooled analysis are
presented on the logit scale and back-transformed to the probability scale for each sample. Since the distribution of the measured values is not symmetric, except for a probability of 0.5, the lower and upper SDs are
presented. For a probability of 0.5, only one SD is reported.

Sample Analysis based on

Probability (naïve analysis)
analysis per sample

Logit values, pooled analysis

Pooled (on the logit scale) Pooled analysis back-transformed on each sample level

Mean Repeatability
95% CI

Reproducibility
95% CI

Repeatability
95% CI

Reproducibility
95% CI

Repeatability Reproducibility

Lower SD
95% CI

Upper SD
95% CI

Lower SD
95% CI

Upper SD
95% CI

n.a 0.2042
0.1733–0.2486

0.2232
0.1956–0.2728

1 0.049 0.012
0.009–0.022

0.013
0.010–0.028

0.009
0.007–0.010

0.010
0.009–0.013

0.009
0.008–0.011

0.012
0.010–0.014

2 0.143 0.019
0.013–0.034

0.025
0.019–0.060

0.023
0.020–0.028

0.027
0.023–0.033

0.025
0.022–0.030

0.030
0.026–0.037

3 0.345 0.034
0.024–0.060

0.051
0.037–0.125

0.045
0.038–0.054

0.047
0.040–0.058

0.049
0.043–0.059

0.052
0.045–0.064

n.a 0.5 The pooled results can be back-transformed
and reported as the mean ± SD for a probability of 0.5

0.051
0.043–0.062

0.056
0.049–0.068

4 0.656 0.041
0.029–0.072

0.049
0.037–0.108

0.047
0.040–0.058

0.045
0.038–0.054

0.052
0.045–0.064

0.048
0.043–0.059

5 0.861 0.028
0.020–0.049

0.028
0.023–0.046

0.026
0.022–0.033

0.023
0.019–0.027

0.029
0.025–0.036

0.025
0.022–0.030

6 0.954 0.010
0.007–0.018

0.010
0.008–0.017

0.010
0.008–0.012

0.008
0.007–0.010

0.011
0.009–0.014

0.009
0.008–0.011
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the homogeneity of variances, i.e., the random error does not
systematically depend on the measured value. This allows the use of
parametric statistical methods such as regression, ANOVA, or even
pooling of precision across samples. The latter leads to a significant
increase in statistical power or a reduction in the sample size required
for the precision experiment.

Finally, we demonstrate the methodology on two examples from
these areas: EQA of flow cytometry data measured as proportions
and a method validation experiment (precision) on values expressed
as probabilities. Figure 4 summarizes the advantages of logit-based
precision analysis: it provides unbiased and more precise estimates
of the precision components.

It is important to note that the analysis of other method
validation experiments, such as method comparisons, can benefit
significantly from our proposed approach.

Instead of using real data, we chose to use simulated data. Although
this may be seen as a limitation of our study, it is important to note that
these simulations were directly inspired by real examples from our daily
work. In addition, we initially encountered naive analyses that had
previously been used for statistical evaluations in the EQA program.
Based on the considerations reported here, the EQA-related analyses are
currently modified. In the case of the precision data of a calculated
parameter, the precision is often found to be suboptimal and not meet
the acceptance criteria. In that case, the variances of the contributing
measurands add up due to error propagation. It is not the purpose of
this article to report on these specific problematic data sets.

Moreover, real-world data often present their own challenges. In
addition to the effect to be demonstrated, there may be other issues
such as outliers, imperfect correlations, or dilution of effects due to

simple imprecision. These complications require a discussion of all
side effects, which can sometimes overshadow the main effects.

For these reasons, we decided to use simulated data.
When data transformations are applied, a thorough discussion

of the back transformation is required. Although an unbiased
analysis with the ability to use all the tools of parametric
statistics is advantageous, it often comes at the cost of more
complex, or at least unusual, handling of the results. For
example, when standard deviations of proportions are evaluated,
the results are more complex and require additional explanation.
One option is to present the results on a logit scale, whichmay not be
practical: this would require the user to be able to conceptualize in
logits, which may not be a realistic expectation. However, when
different values expressed as proportions are evaluated in parallel, it
may be useful to compare the results directly on the logit scale.

Another option is to back-transform the results. It is important
to note that only points (e.g., mean +SD and mean − SD) can be
back-transformed, not a range such as SD. Due to the skewed
distribution of the underlying values (proportions and
probabilities), the resulting mean ± SD will also be asymmetric.
Reporting the precision for a 50% probability as an abstract but easy-
to-read overall measure is then advantageous because it is symmetric
at approximately 50%.

Finally, we strongly recommend the use of logit-transformed
data in statistical analyses of clinical laboratory and quality control
data when the measures are proportions or probabilities. This
approach enhances the interpretability and power of the results,
thereby facilitating their application in the relevant fields.
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