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Editorial on the Research Topic
Recent developments in aerodynamics
s

This editorial paper examines the cutting-edge advancements in aerodynamics, a
critical field within fluid mechanics, with wide-ranging applications in aviation, automotive
engineering, wind energy, and beyond. As aerodynamics evolves, it influences the design
of aircraft, turbines, vehicles, and energy systems, necessitating specialized tools and
methods for in-depth research and application. Recent advancements in experimental
techniques, computational methods, material science, and flow control technologies are
driving significant changes in aerodynamic design and performance. Figure 1 presents a
detailed chart illustrating the recent advancements in aerodynamic tools, methodologies,
technologies, and applications.

Experimental aerodynamics, particularly through sub-scale and full-scale testing and
flight experiments, will make significant strides with the development of advanced sensors,
instruments, and measurement systems. For example, the future of time-resolved PIV is
expected to be shaped by technological advancements in imaging, data processing, and
integration with emerging techniques. Future developments could allow researchers to
observe flows over multiple scales simultaneously, helping to link small-scale turbulent
dynamics with large-scale flow structures and improve our understanding of turbulence
at all scales. The combination of higher resolution, real-time analysis, multi-dimensional
measurements, and the use of machine learning will make PIV an even more powerful
tool for studying aerodynamics. Wind tunnel testing will remain a crucial method for
assessing aircraft performance, particularly in different flight phases (Taleghani et al.,
2020; Zhang et al., 2024; Arthur, 2024). Simultaneously, computational tools, such as
CFD, will progress. More accurate simulations of airflow around complex geometries
are now possible, with techniques like LES (Tonicello et al., 2022) and DNS (Chiarini
and Quadrio, 2021) offering higher resolution but at the increased computational cost.
Machine learning and artificial intelligence are also gaining importance in aerodynamics,
enabling the optimization of designs, improving CFD accuracy, and developing new
turbulence models (Sabater et al., 2022). CFD is anticipated to undergo a paradigm shift
with the integration of artificial intelligence and machine learning, enabling faster, more
accurate simulations of complex flows, including turbulent and hypersonic regimes.
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FIGURE 1
Chart of the key research domains in recent developments in aerodynamics.

Flow control technologies, which optimize aerodynamic
performance by manipulating natural airflow around
structures, have evolved considerably. Advances in actuators,
including modulated pulse jets (Abdolahipour et al., 2022a;
Abdolahipour et al., 2022b), plasma actuators (Taleghani et al.,
2018), model-free closed-loop systems (Ren et al., 2024), and
hybrid methods (Azadi et al., 2024), aim to enhance control,
reduce energy consumption, and improve robustness. These
technologies will become particularly useful in applications where
efficient aerodynamic performance is critical under varying
conditions. These innovations are expected to enhance both
the performance and sustainability of next-generation aircraft.
Material science will continue to play a pivotal role in improving
aerodynamic performance. Lightweight composites, shape-
memory alloys, and advanced materials like polymeric gyroid
structures (Overbeck et al., 2024) are being developed to reduce
weight, enhance structural integrity, and lower drag. Finally,
smart materials with adaptive surface properties will enable real-
time optimization of drag and lift, ushering in a new era of
dynamic, responsive aerodynamic systems. These advancements,
underpinned by computational, material, and environmental
innovations, will redefine the role of aerodynamics in addressing
global challenges and driving technological progress. Additionally,
the rise of 3D printing technology has revolutionized the production
of complex aerodynamic components, enabling the creation of
intricate shapes previously difficult to manufacture. This capability

will open new avenues for optimizing designs in aerospace and
automotive applications.

Nature has long been a source of inspiration for aerodynamic
design. Bio-inspired aerodynamics (De Manabendra et al., 2024),
which studies natural flight patterns and fluid dynamics in
animals, is expected to become an even more prominent field
in engineering solutions. For example, the study of owl wings
(Harbi Monfared et al., 2022) has led to the development of
quieter flight mechanisms, which are particularly beneficial for
urban air mobility applications. By mimicking the aerodynamic
features of birds and fish, engineers are developing more efficient
designs for both aircraft and wind energy systems. Biomimetic
approaches inspired by natural systems, such as bird flight and
marine locomotion, are expected to revolutionize aerodynamic
design, enhancing energy efficiency and adaptability. Applied
aerodynamics bridges theoretical fluid dynamics with practical
engineering challenges. Researchers are increasingly focusing their
efforts on the design of vehicles (including aircraft, spacecraft,
drones, and cars) to withstand extreme weather conditions such
as turbulence, crosswinds, and heavy rain. For aircraft, this
involves developing systems to predict and manage weather-
related disturbances. In automotive design, the focus is on
optimizing aerodynamics for all-weather conditions, improving
both safety and efficiency. Hypersonic vehicles, which face
extreme aerodynamic and thermal stresses, will benefit from new
materials and models designed to maintain stability at high speeds.
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Hypersonic aerodynamics will see significant breakthroughs in
thermal management and flow control, facilitating safer, more
stable designs for high-speed vehicles. Recent innovations in
wind energy, such as optimized blade aerodynamics and turbine
layout, have made wind power generation more efficient and
sustainable (Torabi, 2022). Renewable energy systems, particularly
wind turbines, will benefit from refined blade aerodynamics to
maximize energy capture while minimizing environmental impacts.
These advancements will reduce the number of turbines needed,
minimizing the environmental footprint of wind farms while
increasing power output. Aerodynamics will also play a pivotal
role in the optimization of fuel efficiency and stability for both
ground vehicles and rail systems. Effective aerodynamic design is
essential for minimizing air resistance, improving handling, and
maximizing energy efficiency in vehicles such as trucks, buses, and
electric cars.

Regulations and policies significantly influence aerodynamic
design. Safety standards established by agencies like the
FAA and EASA will drive innovations in structural integrity
and aerodynamic efficiency. As concerns regarding climate
change intensify, policies designed to reduce emissions and
fuel consumption, such as the ICAO’s Carbon Offsetting and
Reduction Scheme for International Aviation (CORSIA), are
likely to encourage the development of aircraft with enhanced
aerodynamic efficiency (Taleghani et al., 2024). Regulations
targeting noise pollution at urban airports will also lead to
quieter aircraft designs, fostering advancements in technology
and methodology. Additionally, policies supporting sustainable
aviation technologies, including electric and hybrid propulsion
systems, will encourage the development of novel aerodynamic
solutions tailored to these emerging systems. In aviation, sustainable
technologies will lead to ultra-efficient airframes optimized
for electric and hydrogen propulsion, complemented by noise-
reduction techniques critical for urban air mobility. Aerodynamics
is also essential for understanding environmental phenomena
such as air pollution, weather patterns, and climate change. By
studying airflow and atmospheric dynamics, researchers can
better predict and mitigate the impact of human activities on
the environment (Christia et al., 2022). For example, urban
airflow studies can inform city planning and improve pollution
control strategies. The interdisciplinary field of environmental
aerodynamics combines fluid dynamics, meteorology, and
environmental science to address real-world challenges and enhance
sustainability.

Innovative designs such as the blended wing-body concept
(Gray and Zingg, 2024), which integrates the wings and fuselage into
a single structure, will continue to improve aerodynamic efficiency
by reducing drag andminimizing turbulence at the junction ofwings
and fuselage. This design is expected to allow for better lift-to-drag
ratios, leading to reduced fuel consumption and increased efficiency.
The exploration of electric and hybrid propulsion systems will drive
further aerodynamic advancements. As electric aircraft become
more viable, optimizing their aerodynamic performance will be
essential for maximizing range and efficiency. Researchers will focus
on designs that take into account the unique characteristics of
electric motors and batteries, allowing for more efficient electric

aircraft. Looking forward, several key areas are poised to shape
the future of aerodynamics. One such area is the development
of autonomous aircraft, which require innovative aerodynamic
designs to ensure stability and control in real-time (Deniz et al.,
2024). Advanced control surfaces and wing configurations are
being studied to adapt to changing flight conditions autonomously.
Another promising direction is the integration of renewable
energy sources, such as solar-powered aircraft, which would
require specialized aerodynamic designs to maximize energy
efficiency and reduce reliance on fossil fuels. The growth of
urban air mobility solutions, such as eVTOL aircraft (Simmons
and Busan, 2024), presents unique aerodynamic challenges. The
design of these vehicles must prioritize efficiency in urban
environments, where concerns regarding noise and safety are
particularly salient. Aerodynamic innovations will play a key
role in ensuring the success of these emerging transportation
solutions.

In conclusion, the field of aerodynamics continues to advance,
driven by innovations in experimental methods, computational
techniques, materials, and regulatory frameworks. As new
challenges emerge in the design of autonomous, electric, and
sustainable aircraft, aerodynamic research will remain central to
addressing these issues and shaping the future of transportation
and energy systems. The future evolution of aerodynamics
is poised to be shaped by interdisciplinary innovation and
sustainability imperatives, driving advancements across aviation,
automotive, renewable energy, and space exploration.This Research
Topic encompasses the latest developments in flow control,
simulation methods, applied aerodynamics, and propulsion design,
reflecting the multi-disciplinary nature of modern aerodynamic
research.
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Enhancement of heat transfer in
heat sink under the effect of a
magnetic field and an
impingement jet

Shervin Azadi1, Ali Abjadi1*, Abazar Vahdat Azad1,
Hossein Ahmadi Danesh Ashtiani1 and Hossein Afshar2

1Department of Mechanical Engineering, South Tehran Branch, Islamic Azad University, Tehran, Iran,
2Department of Mechanical Engineering, East Tehran Branch, Islamic Azad University, Tehran, Iran

Improving the performance of heat sinks is very important in the development of
cooling systems. In this study, the use of a novel combination method [magnetic
field impingement jet (MF-IJ)] to improve the convective heat transfer coefficient
in a designed heat sink is numerically investigated. Tomodel heat transfer, a steady
three-dimensional computational fluid dynamics (CFD) approach is employed.
Numerical results including velocity and temperature contours, as well as the
distribution of wall temperature of the heat sink and also the convective heat
transfer coefficient are analyzed. The results show that the use of ferrofluid
(Fe3O4/water) flow with an external magnetic field alone increases the heat
transfer coefficient by 10%, while the use of an air impingement jet with pure
water and without a magnetic field increases it by 22.4%. By using the MF-IJ
method, a 32% enhancement of heat transfer coefficient is achieved compared to
the case of pure water flow and without MF-IJ. Based on results, at a Reynolds
number of 600, by applying themagnetic field intensities of 400, 800, and 1600 G,
the average heat transfer coefficient increases by 5.35, 11.77, and 16.11%,
respectively. It is also found that the cooling of the heat sink and temperature
distribution is improved by increasing the Reynolds number and the inlet mass
flow rate of the impingement jet. For instance, at z = 0.02 m, the application of an
impingement jet with mass flow rates of 0.001, 0.004, and 0.005 kg/s results in a
respective decrease of 0.36, 1.62, and 1.82% in wall temperature. The results of the
current study suggest that the combination method of MF-IJ can be utilized for
heat sinks with high heat flux generation as a flow control device.

KEYWORDS

flow control, impingement jet, magnetic field, heat sink, ferrofluid, enhancement of heat
transfer

1 Introduction

The development of cooling systems in industries is of great importance (Pereira et al.,
2015; Johnson and Go, 2016). Among them, Plate-fin heat sinks have broad applications in
various industries to dissipate heat. Researchers have extensively studied and developed the
use of plate-fin heat sinks in combination with jet and fan cooling systems (Bar-Cohen,
1993). Numerous investigations have been carried out to examine the performance of plate-
fin heat sinks with impingement jet flow. However, heat sinks have limitations such as
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bulkiness, but they are still widely used and effective for cooling
electronic devices. Moreover, Considerations for efficient thermal
management are crucial when using heat sinks.

Kotb et al. (2023) performed an experimental study on the jet
impingement cooling of a flat plate. Biber (1997) conducted a
numerical investigation to identify the effective parameters in the
channels of a plate-fin heat sink and presented a correlation for the
average Nusselt number. Kondo et al. (1998) investigated a plate-fin
heat sink with six zones in a semi-empirical zonal manner and
confirmed the values of thermal resistance and pressure
drop. Forghan et al. (2001) conducted studies on two different
types of heat sinks with plate fin, and pin fin, and found that for low
air velocities, the thermal performance of the plate-fin heat sink was
lower compared to the pin-fin heat sinks. Jang et al. (2003)
performed an experimental study to examine the impact of an
impingement jet on a heat sink equipped with parallel pin-fins.
Their findings revealed that incorporating parallel pin-fins into an
impingement jet system can enhance heat transfer by as much as
30%. Li et al. (2009) carried out a combined numerical and
experimental investigation to explore how parameters such as fin
width, fin height, and jet distance impact the thermal performance of
plate-fin heat sinks. Their research revealed that these factors can
exert a considerable influence on the thermal performance of the
heat sinks. Cheong (Wong and Indran, 2013) studied the effect of a
fillet profile on the thermal performance of the heat sink and
observed adding a fillet profile at the bottom of the plate-fin heat
sink can increase the thermal performance by up to 13%. Byon
(2015) examined the effect of effective parameters in increasing the
heat transfer of an aluminum heat sink under the influence of an
impingement jet with uniform pumping power and provided an
experimental correlation to predict the Nusselt number as a function
of the pumping power and the dimensionless distance of the jet to
the heat sink. Naphon et al. (2019) conducted a numerical and
experimental analysis of the flow and heat transfer properties of
nanofluid jets in microchannel heat sinks. This study utilized
computational fluid dynamics and neural network optimization
algorithms to create a model that could analyze both heat
transfer and pressure drop in microchannel heat sinks. Gan et al.
(2020) proposed a geometry that included inlet and outlet
microchannels to improve the heat transfer of microchannel heat
sinks using impingement jets. Researchers detected the proposed
geometry increased heat transfer by 17.5% and decreased pressure
drop by 22%. Froissart et al. (2021) used a heat sink with a humped
cone structure and applied an impingement jet to it to increase heat
transfer by 10% compared to a flat heat sink and reduce pressure
drop. Pandey et al. (2022) conducted an experimental study on the
thermal performance of a copper heat sink featuring two types of
parallel microchannel heat sinks and pin-fin heat sinks. The
investigators discovered that the thermal resistance decreased
with increasing pumping power for both heat sink models.
Additionally, they found that the pressure drop of the parallel
heat sink was higher than that of the pin-fin heat sink.

Numerous researchers have explored the utilization of a
magnetic field to enhance heat transfer (Jalili et al., 2023a; Jalili
et al., 2023b; Jalili et al., 2023c; Sadighi et al., 2023; þSadighi et al.,
2023; Sadighi et al., 2022a). A flow of ferrofluid is made up of
magnetic nanoparticles and a base fluid, which could be oil or water.
When subjected to an external magnetic field, these two components

combine to create a fluid with improved magnetic characteristics
(Bailey, 1983). The magnetic nanoparticles used in the studies are
typically Fe3O4, Al2O3, CuO, and TiO2, with water being the most
common base fluid. It should be noted that in some studies,
combinations of different nanoparticles have been used to
improve the thermal conductivity of the ferrofluid. Ferrofluids
are widely used in the heat sink and electronics industries due to
their remarkable ability to regulate and enhance temperature
through the application of an external magnetic field (Bahiraei
and Hangi, 2013). In addition, when exposed to a magnetic field,
ferrofluids demonstrate an increase in thermal conductivity. This
characteristic makes them even more valuable in the heat sink and
electronics industries where efficient heat dissipation is crucial
(Karimi et al., 2015). In recent years, there have been numerous
studies on the use of ferrofluids with an external magnetic field to
control and enhance the thermal performance of heat sinks.
Selvakumar and Suresh (2012) conducted an experimental study
on the increase of heat transfer in a heat sink, achieving a 29.63%
increase in heat transfer compared to DI water. Zamzamian et al.
(2011) conducted an experimental study on the enhancement of the
heat transfer coefficient using Al2O3/EG and CuO/EG nanofluids in
a plate heat exchanger under turbulent flow. Li and Xuan (2009)
experimentally investigated the characteristics of heat transfer in a
magnetic fluid flow with Fe3O4/water around a heated fine wire
under the influence of an external magnetic field. This study found
an enhanced heat exchange between the wire and ferrofluid in the
presence of a non-uniform magnetic field. (Ashjaee et al., 2015).
investigated the effect of a magnetic field on forced convection heat
transfer and pressure drop of Fe3O4 nanofluid in a microchannel
heat sink. The results showed a 38% increase in heat transfer
compared to the case without a magnetic field. Bahiraei and
Hangi (2016) conducted a numerical investigation of the
hydrothermal characteristics that affect the heat transfer of a
magnetic nanofluid in a toroidal loop with two heat sources and
heat sinks under the influence of a magnetic field. Bezaatpour and
Goharkhah (2019) numerically investigated the effect of an external
magnetic field on a porous fin heat sink with a ferrofluid flow
consisting of Fe3O4 and water as the base fluid. This study found that
high values of the volume fraction of the nanofluid, the porosity of
the fins, and intensity of the magnetic field, cause an increased
amount of heat transfer. Zhong et al. (2021) conducted a numerical
investigation of the ferro-nanofluid flow within a porous ribbed
microchannel heat sink using single-phase and two-phase
approaches in the presence of a uniform magnetic field.
Researchers observed parameters such as porosity percentage,
Reynolds number, and Hartmann number have a direct relation
with increasing heat transfer coefficient. El-Shorbagy et al. (2021)
numerically investigated the effect of fin thickness on the mixed
convection of a hybrid nanofluid (Al2O3/CuO) exposed to a
magnetic field to enhance heat sink efficiency. The study revealed
that CuO nanoparticles increase heat transfer more than Al2O3, and
were able to investigate the effect of a hybrid nanofluid on the
heat sink.

Sadighi et al. (2022b) analytically solved the MHD micropolar
fluid flow and mixed convection characteristics using entropy
production analysis of a sheet that is stretched with an inclined
porous surface. Jalili et al. (2023d) carried out a numerical
investigation of the magnetic field effect on the thermal behavior
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of a microchannel heat sink. This study used the Koo-Kleinstreuer
model (KKL correlation) to obtain the viscosity and effective
thermal conductivity of the nanofluid. The results showed that
the magnetic field has a direct relation with the Nusselt number,
indicating that the heat transfer rate increases with increasing
magnetic field intensity. Active flow control techniques such as
plasma actuators (Mirzaei and TaleghaniShadaram, 2012; Taleghani
et al., 2012; Salmasi et al., 2013; Mohammadi and Taleghani, 2014;
Taleghani et al., 2018), pulse blowing (Abdolahipour et al., 2021;
Abdolahipour et al., 2022a; Abdolahipour et al., 2022b), surface
acoustic waves (Sheikholeslam Noori et al., 2020a; Sheikholeslam
Noori et al., 2020b; Noori et al., 2020; Sheikholeslam Noori et al.,
2021; Taeibi Rahni et al., 2022), etc. are rapidly developing in fluid
mechanics and aerodynamics. Desired goals in engineering can be
achieved using Flow control such as lift enhancement, drag
reduction, heat transfer enhancement, etc.

A review of past studies on cooling using heat sinks, especially in
the electronics industry, shows that the main challenge is to achieve
a uniform and low temperature distribution on the surface of the
heat sink body, as well as a high convective heat transfer coefficient.
With the increase in the use of electronic devices and subsequent
heat generation, it is more important than ever to study and
investigate new cooling methods in heat sinks. Advanced cooling
technologies can have better thermal performance for heat sink

cooling and as well as the potential to reduce greenhouse gas
emissions and mitigate the environmental impact of cooling
systems. However, despite the numerous studies conducted on
heat sink cooling methods, the simultaneous effect of two flows
with different regimes on the cooling of heat sinks has not been fully
explored. Therefore, the main objectives and novelty of present work
are as follows:

• Development of a new geometry for heat sink including the
microchannel and plate fins.

• Obtaining the maximum improvement of the convective heat
transfer coefficient of the designed heat sink by the proposed
combination method of magnetic field and impingement jet
(MF-IJ) as a flow control device.

• Obtaining the maximum improvement of the wall
temperature distribution of the designed heat sink under
the MF-IJ method.

2 Problem description

The objective of this section is to create a computational fluid
dynamics (CFD) model that can analyze heat transfer in a heat sink
when subjected to cooling with the proposed method (MF-IJ). The

FIGURE 1
(A) The geometrical model of the designed heat sink. (B) Schematic of the flow direction of impingement jet and ferrofluid flow.
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aim is to investigate various parameters including wall temperature,
heat transfer coefficient, Reynolds number of the nanofluid, and
contour of temperature and velocity distribution of the designed
heat sink. The heat sink being analyzed is made of aluminum and
has 10 parallel pin-fins on the top and 5 circular microchannels at
the bottom of it. Moreover, the thickness of the fins and the distance
between them are both constant at 1 and 3.3 mm, respectively, along
the entire length of the heat sink. The length, width, and height of
this designed heat sink respectively are 40, 40, and 20 mm used in
numerical simulation and shown in Figure 1A. All of the dimensions
of the proposed design are condensed in Table 1.

As illustrated in Figures 1A, B uniform impingement jet flows
along the Y-direction and strikes the top of the heat sink, after which
it flows in the Z-direction and exits the heat sink. Furthermore, a
ferrofluid (Fe3O4/water) flows through the microchannels of the
heat sink simultaneously.

In this study, the designed heat sink was investigated under two
uniform heat fluxes: 66,000 W/m2 and 18,750 W/m2, respectively,
that were applied from the bottom of the heat sink. The rest of the
surfaces were assumed to be insulated. Moreover, according to the
reference (Ashjaee et al., 2015) assumed that the heat sink is located
between the air gap of a U-form electromagnet. As shown in
Figure 1B a uniform external magnetic field in Y- direction is
designed at the core of the air gap and as well as, this external
magnetic field applies with various intensities in the direction
vertical to the orientation of moving the ferrofluid that flows in
the Z direction.

3 Governing equations and boundary
conditions

In this study, there are two flows with different regimes,
therefore, in this section, the governing equations and boundary
conditions of both regimes have been presented.

3.1 Impingement jet flow

To investigate of air impingement jet flow in the heat transfer
process, it is requirement to verification the continuity, momentum,
and energy equations with the assistance of the following
assumptions:

1. The heat transfer is considered conjugate and three-dimensional.
2. The air flow is assumed to be steady state, in a turbulent regime,

and incompressible.
3. Gravity and heat loss terms, are ignored.
4. All properties of the heat sink body are assumed to be constant.
5. All properties of the air are depending on the mean temperature

which is expressed according to the following equation:

Tm � Tavg + Tb( )
2

(1)

Where Tavg is the average temperature and is given by (Hussain
et al., 2019):

Tavg � Tout + Tin( )
2

(2)

The continuity equation can be expressed in the following form:

∂u
∂x

+ ∂v
∂y

+ ∂w
∂z

� 0 (3)

Navier-Stokes equations in x, y, and z directions in Cartesian
coordinates are given as followings:

ρ u
∂u
∂x

+ v
∂u
∂y

+ w
∂u
∂z

( ) � −∂p
∂x

+ μ
∂2u
∂x2

+ ∂2u
∂y2

+ ∂2u
∂z2

( )
ρ u

∂v
∂x

+ v
∂v
∂y

+ w
∂v
∂z

( ) � −∂p
∂y

+ μ
∂2v
∂x2

+ ∂2v
∂y2

+ ∂2v
∂z2

( ) (4)

ρ u
∂w
∂x

+ v
∂w
∂y

+ w
∂w
∂z

( ) � −∂p
∂z

+ μ
∂2w
∂x2

+ ∂2w
∂y2

+ ∂2w
∂z2

( )
The energy equation is expressed as follows:

ρ u
∂T
∂x

+ v
∂T
∂y

+ w
∂T
∂z

( ) � ∂
∂x

kf

cP

∂T
∂x

( ) + ∂
∂y

kf

cP

∂T
∂y

( )
+ ∂
∂z

kf

cP

∂T
∂z

( ) + sh (5)

In this equation, ρ is the density and sh is the source term
(Hussain et al., 2019).

3.2 Turbulent flow modeling

The Reynolds number for the impingement jet at the highest
mass flow rate in this designed heat sink is approximately 1,550, it is
in the turbulent range, which is above the critical Reynolds number
of 1,400. Furthermore, the Reynolds number is calculated according
to the following equation (Fox et al., 2020):

Re � ρvmDh

μ
(6)

Where ρ is density, vm is average velocity, Dh is hydraulic
diameter and μ is viscosity. The hydraulic diameter is calculated
according to the following equation:

Dh � 4A
p

(7)

In between the types of RANS turbulent models, the two-
equation k-ε model introduced by Launder and Spalding is
known as a standard turbulent model today (Spalding, 1974).
RANS equations are derived by replacing the Reynolds
decomposition terms in the conservation of momentum equations.

Studies have shown that the realizable k-ε model has the best
performance in between all sorts of the k-ε model for flows with
separation as well as complex secondary flows, and therefore, in this
study, this model is used to model the impingement jet flow. The

TABLE 1 Dimensions of the designed heat sink (mm).

L W Y Nf ∅ t Z C d

40 40 20 10 4 1 10 10 3.3
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transport equations for the k and ε in the Realizable model are as
equations (8) and (9) (Singh et al., 2021):

∂
∂xi

ρkui( ) � ∂
∂xj

μ + μt
σk

( ) ∂k
∂xj

[ ] + Gk + Gb − ρε − YM + Sk (8)

∂
∂xi

ρεui( ) � ∂
∂xj

μ + μt
σε

( ) ∂ε
∂xj

[ ] + C1ε
ε
k

Gk + C3εGb( ) − C2ερ
ε2
k

+ Sε

(9)
Where YM is the fluctuating dilatation, Gk is the turbulent

kinetic energy produced since of the mean velocity gradient, Gb

is the turbulent kinetic energy generated by the buoyancy, and
C1ε,C2ε,C3ε are the constant of the k-ε model, σk and σε are the
turbulence Prandtl numbers for k and ε (Singh et al., 2021).

3.3 Ferrofluid flow

Continuity, momentum, and energy equations assuming a 3D,
laminar, incompressible, homogeneous and steady-state form, for
fluid and solid regions are as follows (Bezaatpour and Goharkhah,
2019):

∇. ρfV( ) � 0 (10)
ρf
ε

∇.∇( )V
ε � −∇P + μ

ε∇
2V − μ

kP
V − cfρf

k1/2
P

V| |V + M.∇( )B (11)

The energy equation of the fluid region is written as follows:

ρcP( )effV.∇T � ∇. keff∇T( ) (12)

Where ε is porosity, kp is the permeability of porous media, B is
magnetic flux density, cf , and cp are quadratic drag factor and
specific heat, respectively and M is the magnetization.

Considering that in this study, the microchannels of ferrofluid
flow are solid, the porosity in Eq. 11 is 0. Additionally, the third and
fourth terms on the right-hand side of Eq. 11 represent the Darcy
and Forchheimer terms respectively, and the last term represents the
magnetic volume force. Since the fluid and solid regions are in
thermal equilibrium, the energy equation for the solid region can be
expressed as follows (Bezaatpour and Goharkhah, 2019).

ks(∂
2Ts

∂x2
+ ∂2Ts

∂y2
+ ∂2Ts

∂z2
) � 0 (13)

3.3.1 The computing of the magnetic volume force
In this study, the Fe3O4/water is used as a ferrofluid, therefore

maxwell equations can be written as (Xie et al., 2021):

∇.B � 0 (14)
∇× H � 0 (15)

The following relation is available from (Bezaatpour and
Goharkhah, 2019):

B � μ0 M +H( ) (16)
Where μ0 is the permeability of free space and H is magnetic

field intensity.

According to (Ganguly et al., 2004) it is possible that the
magnetization vector is compliant with the magnetic field, for
that reason:

M � xmH (17)
Considering that the variation of xm is dependent on the

temperature, thus according to (Ganguly et al., 2004). xm can be
written as follows:

xm � xm T( ) � x0
1 + β T − T0( )( ) (18)

As a result, the magnetic volume force (kelvin body force) is
obtained from Bezaatpour and Goharkhah (2019):

Fk � 1
2
μ0xm 1 + xm( )∇ H.H( ) + μ0 xmH H.∇( )xm( ) (19)

The first term in the magnetic volume force equation is similar
to the pressure term in the momentum equation. According to Ref.
(Ganguly et al., 2004), when a heat sink is placed at the center of the
electromagnet air gap, there is a uniform element in the Y-direction
(Selvakumar and Suresh, 2012). As a result, the magnetic volume
force equation can be written as Eq. 20 (Bezaatpour and Goharkhah,
2019).

Fk � μ0χmH
2 −χ0β
1 + β T − T0( )[ ]2

∂T
∂y

�j (20)

3.4 Boundary conditions

The air impingement jet flow with a constant inlet temperature
of 298 K and inlet mass flow rates of 0.001, 0.003, 0.004, and
0.005 kg/s entrance the plate-fins, and simultaneously ferrofluid
flow with a constant inlet temperature of 298 K and uniform
velocity flow into the microchannels of ferrofluid.

The uniform heat flux from the bottom surface of the heat sink is
66,000 W/m2 and 18,750 W/m2, Additionally, the no-slip condition
exists between the fluid and solid body of the heat sink, hence:

V � 0,Ts � Tf ,−keff
∂Tf

∂n
� −ks

∂Ts

∂n
(21)

The walls of the heat sink are assumed to be insulated:

∂T
∂n

� 0 (22)

In this study, the properties of aluminum and Fe3O4 particles are
written in Table 2. (Bezaatpour and Goharkhah, 2019).

3.5 Thermophysical properties of the
nanofluid

In this study, the nanofluid consists of water and iron oxide
(Fe3O4). According to Ref. (Xuan and Roetzel, 2000), for a two-
phase mixture, the properties of the nanofluid as a function of the
nanoparticle volume fraction and temperature can be written as
follows:
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ρnf � 1 − φ( )ρbf + φρnp (23)
ρcp( )nf � 1 − φ( ) ρcp( )bf + φ ρcp( )np (24)

Moreover, for volume fractions less than or equal to 2%:

μnf � μbf 1 + 2.5φ( ) (25)
And as well, for volume fraction greater than 2% (Bezaatpour

and Goharkhah, 2019):

μnf �
μbf

1 − φ( )2.5 (26)

The thermal conductivity of nanofluid is mainly due to
Brownian motion, which is the random movement of particles in
a fluid. Brownian motion in nanofluids causes micro-mixing, thus
micro-mixing effect enhances the thermal conductivity of the
nanofluid by increasing effective contact between the
nanoparticles and the fluid molecules, which facilitates heat

TABLE 2 Properties of Aluminum and Fe3O4 particles.

Material Diameter (mm) k (W/m.k) cp (J/kg.K) ρ (kg/m3)
Fe3O4 0.00002 7 640 4,950

Aluminum 0.1 202.4 871 2,719

FIGURE 2
(A)Comparison of mesh size changes based on thermal resistance and pressure drop. (B) Validation of CFD results for pressure drop at variousmass
flow rates. (C) Validation of CFD results for thermal resistance at various mass flow rates.
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transfer (Koo and Kleinstreuer, 2004). Therefore, from (Koo and
Kleinstreuer, 2004) knf can be written as:

knf � kstatic + kBrownian (27)
Where, kstatic and kBrownian are the thermal conductivity of a

static dilute suspension and thermal conductivity due to Brownian
motion, respectively (Koo and Kleinstreuer, 2004).

4 Numerical modeling and validation of
the numerical method

In this study, the grid independency of numerical results of
the impingement jet flow was investigated for the maximum
input mass flow rate of air. The appropriate mesh was selected,
and numerical simulations were performed for other mass flow

rates, and ultimately the validation of the numerical results was
achieved.

The energy and momentum equations were discretized using the
second-order upwind method (Jazmi et al., 2021), and the SIMPLE
algorithm was used for pressure-velocity coupling (Mohammadzadeh
et al., 2018). In this research, y+< 96, and scalable wall functions are used.
These wall functions are designed to prevent the degradation of standard
wall functions when the grid is refined to a level where y+ < 30. By doing
so, the scalable wall functions produce reliable and consistent results for
grids of any level of refinement. For grids that are not as refined, with
y+ > 30, the standard wall functions remain unchanged. The aim of
using scalable wall functions is to ensure that the log law is integrated
with the standard wall functions approach (ANSYS Fluent 17.2, 2016).

To validate the numerical results of the impingement jet, a mass
flow rate of 0.00433 kg/s was considered. To check the grid
independence of the impingement jet, primary simulations were

FIGURE 3
(A) Bottom wall temperature variation of the heat sink along the channels. (B) Comparison between experimental and numerical results of pressure drop at
B = 800 G and φ= 2%. (C)Comparison between experimental and numerical results of local convective heat transfer coefficient at B = 1,200, Re = 600, and φ= 3%.
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carried out using grid sizes of 184,000, 257,588, 372,000, 534,660,
780,800, 1,108,080, and 1,550,000. The grid sizes were selected such
that the skewness, smoothness, aspect ratio, and orthogonality were
within the appropriate range. Additionally, to enhance the accuracy
of the numerical results, a bias factor of 1.4 was applied to the
meshes near the walls.

The thermal resistance and pressure drop results for various grid
sizes are presented in Figure 2A Based on these results, a grid size with
780,800 elements was selected to reduce computation time for the
validation of the impingement jet flow. The current study results for the
validation of the impingement jet flow are compared with the

experimental results of (Kim et al., 2009) and the numerical results
of Hussain et al. (2019). Figures 2B, C depict the pressure drop and
thermal resistance for different mass flow rates, respectively. Based on
Figure 2B, the pressure drop increases as the inlet mass flow rate rises,
which results in increased friction and losses due to the increase in the
Reynolds number. Moreover, as shown in Figure 2C, the thermal
resistance decreases with an increase in the mass flow rate. As can
be seen, the maximum errors of pressure drops and thermal resistance
are 5.6% and 7.2%, respectively, compared to the experimental results of
(Kim et al., 2009).

To validate the numerical method for simulation of ferrofluid flow
under the influence of a magnetic field, the grid independence of the
model was investigated using computational grids of 427,047, 647,610,
1,091,742, and 1,550,255 grid sizes, as shown in Figure 3A. The results
for the bottom wall temperature along the channels, which were
subjected to a heat flux of 66,000W/m2, φ = 2%, and Reynolds
number of 830 are presented in Figure 3A. The results show that the
grid with 1,091,742 and 1,550,255 elements are close to each other.
Therefore, the grid with 1,091,742 elements will be used for the
validation of the ferrofluid flow under the influence of a magnetic
field. The pressure drop values for different Reynolds numbers and the
local convective heat transfer coefficient along the channels were
compared with the experimental results of Ashjaee et al. (2015), as

FIGURE 4
(A) Grid study of local convective heat transfer coefficient along
the channels at heat flux = 18,750 W⁄m2, Re = 900, φ= 3%, B = 1200 G,
and _m_jet = 0.005 kg/s. (B) The mesh of the proposed design with
1,139,856 elements.

FIGURE 5
The local convective heat transfer coefficient of TC1 and
TC2 along the heat sink length at a heat flux of 18,750 W/m2.

TABLE 3 The studied test cases.

Test case number Re B(G) φ _m_ jet(kg/s) Heat flux(W/m2)

TC1 900 0 0 0 18,750

TC2 900 0 0 0.005 18,750

TC3 900 1,600 0.03 0 18,750

TC4 900 1,600 0.03 0.005 18,750

TC5 900 0 0 0 66,000

TC6 900 1,600 0.03 0.005 66,000
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shown in Figures 3B, C, respectively. The results indicate a maximum
discrepancy of 7.83% for pressure drop and 6.75% for the local
convective heat transfer coefficient. Therefore, it can be concluded
that there is a good agreement between the numerical results of the
current study and the experimental results of Ashjaee et al. (2015).

5 Mesh generation

In this section, a coupled algorithm was used to solve the pressure-
velocity coupling for the numerical simulation of a heat sink under the
effect of MF-IJ. The equations of momentum and energy were
discretized using the second-order upwind method, and the residual

values for the continuity, momentum, and energy equations were set to
10−4, 10−6, and 10−9, respectively. To investigate the grid independence
of the numerical results for the heat sink under the effect of MF-IJ, the
variations of the local convective heat transfer coefficient for grid sizes
325,280, 580,678, 1,139,856, and 2,129,781 were obtained, as shown in
Figure 4A, for the maximum Reynolds number (Re = 900) of the
nanofluid. Based on Figure 4A, it can be observed that the results
obtained for the grid size of 1,139,856 and 2,129,781 elements are close
to each other. Therefore, to reduce the computation time the grid size
with 1,139,856 elements will be used for the rest of the simulations of the
heat sink under the effect of MF-IJ.

Figure 4B shows by hybrid mesh with structured and
unstructured meshes was used to mesh the designed geometry

FIGURE 6
The local convective heat transfer coefficient of TC1 and
TC3 along the heat sink length at a heat flux of 18,750 W/m2.

FIGURE 7
The local convective heat transfer coefficient of TC1 and
TC4 along the heat sink length at a heat flux of 18,750 W/m2.

FIGURE 8
Effect of magnetic field utilizing impingement jet on the average
heat transfer coefficient of ferrofluid at a heat flux of 18,750 W/m2,
_m_jet = 0.005 kg/s and φ = 3%.

FIGURE 9
Wall temperature variation of the heat sink at B = 1,600 G, φ= 3%,
Re = 900, and heat flux of 66,000 W/m2 for different inlet mass flow.
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under the effect of MF-IJ. In this geometry, due to the high gradient
variation of temperature and velocity, mesh refinement was applied
with a bias factor of 1.4 near the walls. This approach was adopted to
ensure accurate capture of the flow and temperature fields near the
walls.

6 Results and discussion

In this section, numerical simulations have been carried out
for heat flux values of 18,750 W/m2 and 66,000 W/m2. In
addition, a comparison has been made between the convective

heat transfer coefficient of TC1 with TC2, TC3, and TC4. The
details of these Test cases are shown in Table 3. Based on the
numerical results presented in Figure 5, it can be concluded that
the cooling of the heat sink is done at a higher rate in case
TC2 than in case TC1.

The maximum enhancement of the local convective heat
transfer coefficient in case TC2 was obtained at 22.4% relative to
TC1. The comparison between the results of TC1 and TC2 revealed
that the impingement jet increases the velocity gradient in the plate-
fins region of the heat sink, which led to a more effective exchange of
heat between the air and the heat sink, resulting in the heat transfer
coefficient enhancement relative to TC1.

FIGURE 10
Study on the effect of increasing the inlet mass flow rate of impingement jet on the velocity of the jet and wall temperature of the heat sink at B =
1,600 G, Re = 900, φ = 3% and heat flux of 18750W/m2 (A) Temperature contour of the heat sink wall (B) Velocity contour at the middle channel of the
heat sink.
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The effect of using a magnetic field in the designed heat sink, is
presented in Figure 6. As can be seen, the maximum increase in the
local convective heat transfer coefficient in comparison to heat sink

cooling using the case of TC3 versus the case of TC1 is almost 10%.
The reason for the increase in heat transfer rate is that the magnetic
field induces fluid motion, which increases the mixing in the fluid.

FIGURE 11
Temperature contour of the longitudinal section of the microchannel heat sink at heat flux of 18,750 W/m2, B = 1,600 G, φ = 3%, _m _ jet =
0.005 kg/s: (A) Re = 450; (B) Re = 600; (C) Re = 750; (D) Re = 900.
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This enhanced mixing, causes the fluid to come into closer
contact with the heat sink surface, resulting in a more effective
transfer of heat from the surface to the fluid. On the other hand,
when an external magnetic field is applied to a ferrofluid flow, the
magnetic nanoparticles within the fluid become magnetized and
align themselves in the direction of the magnetic field. This
alignment of the magnetic nanoparticles can induce a convective
flow within the ferrofluid, which can enhance the heat transfer rate
of the heat sink. In addition, the aligned magnetic nanoparticles can
act as a thermal conductor, facilitating the transfer of heat away from
the heat sink. Finally, in this section, the effect of MF-IJ on the
improvement of the local convective heat transfer coefficient in the
designed heat sink is investigated. The simulation results for cooling
of the heat sink utilizing the case of TC4 compared to cooling of the
heat sink utilizing the case of TC1 are presented in Figure 7. As can
be seen, based on the results, the maximum improvement local
convective heat transfer coefficient for the designed heat sink
increased by approximately 32% under the influence of MF-IJ
compared to the pure water state (TC1). Therefore, the
simultaneous use of ferrofluid flows inside the microchannels
under the effect of magnetic field and the air impingement jet
flow on the plate-fins of the heat sink, increases the heat transfer rate.

The effect of magnetic field intensity has been investigated on
the improvement of the average heat transfer coefficient at an inlet
mass flow rate of 0.005 kg/s, heat flux of 18,750 W/m2, and φ = 3% in
Figure 8. Based on Figure 8, the average heat transfer coefficient
increases with increasing magnetic field intensity. For example, at a
Reynolds number of 600, by applying magnetic field intensities B =

400, 800, and 1600 G, the average heat transfer coefficient increases
by 5.35, 11.77, and 16.11%, respectively. Furthermore, it is observed
that the effect of the magnetic field on heat transfer was more
pronounced at lower Reynolds numbers, suggesting that the
magnetic field may be particularly effective in low fluid velocity
applications. This observation is consistent with previous studies
(Ashjaee et al., 2015) and may be because the magnetic field disrupts
the thermal boundary layer and enhances the mixing of the fluid,
leading to more effective heat transfer.

The ferrofluid flow under the influence of the magnetic field
increases the mixing of the fluid as well as, increasing the fluid’s
thermal conductivity and decreasing the thermal boundary layer
thickness. On the other hand, according to the results of Figures 9,
10, the air impingement jet flow induces turbulence and mixing in
the boundary layer, and promotes the vortex shedding, by increasing
the fluid velocity near the heat sink surface, which can reduce the
wall temperature of the heat sink. For example, in the location of z =
0.02 m, by applying the impingement jet with the mass flow rates of
0.001, 0.004, and 0.005 kg/s, the wall temperature increases by 0.36,
1.62%, and 1.82%, respectively. Therefore, the combination of these
two effects leads to a significant enhancement in heat transfer
performance, as demonstrated by the observed increase in the
local convective heat transfer coefficient.

The effect of the value of inlet mass flow rate of the impingement
jet along the channel at a heat flux of 66,000 W/m2, Reynolds
number of 900, B = 1,600 G, and φ = 3% is shown in Figure 9. It
can be observed that the wall temperature of the heat sink at
different cases has a similar trend, which decreased gradually as

FIGURE 12
Wall temperature contour of the heat sink wall subject to a heat flux of 66,000 W/m2: (A) TC5 (B) TC6.

Frontiers in Mechanical Engineering frontiersin.org12

Azadi et al. 10.3389/fmech.2023.1266729

19

https://www.frontiersin.org/journals/mechanical-engineering
https://www.frontiersin.org
https://doi.org/10.3389/fmech.2023.1266729


the inlet mass flow rate increased. The reason for this reduction is
due to the increase in the convective heat transfer coefficient
associated with the air flow. As the inlet mass flow rate is

increased, the velocity of the air flow over the heat sink surface
also increases, which creates more air motion inside the plate fins of
the heat sink. Figure 11 shows the temperature contour of the

FIGURE 13
Velocity contour at themiddle channel of the heat sink at a heat flux of 18,750 W/m2, B = 1,600 G and φ= 3% for ferrofluid flow: (A) Re= 450; (B) Re=
600; (C) Re = 750; (D) Re = 900.
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longitudinal section of the microchannel heat sink at a heat flux of
18,750 W/m2, B = 1600 G, φ = 3%, _m_jet = 0.005 kg/s for various
Reynolds numbers. Based on Figure 11, ferrofluid with a constant
inlet temperature of 298 K enters the microchannel at different
Reynolds numbers. The thermal boundary layer formed inside the
microchannel becomes thinner as the Reynolds number increases.
The length of the thermal entrance region increases and grows along
the channel by increasing the Reynolds number. In addition, due to
the heat transfer from the heat sink walls, the ferrofluid is heated and
its temperature increases at the outlet of the microchannels.

Figure 12 shows the results of two cases of TC5 and TC6 on the
wall temperature of the designed heat sink at a heat flux of
66,000 W/m2. As can be seen, in Figure 12A, where the cooling
is only with pure water passing through the microchannels, the
maximum temperature of the heat sink wall has reached 321 K,
while for Figure 12B, where the cooling is done using a combination
method of MF-IJ, the maximum temperature of the heat sink wall
has been reduced to 308 K. Also, in Figure 12B, due to the presence
of an impingement jet and magnetic field, the cooling of the upper
and middle parts of the heat sink is done better than in Figure 12A,
where there is no magnetic field and impingement jet. Therefore,
using the proposed combination method of MF-IJ is more effective
at high heat fluxes.

The effect of increasing the inlet mass flow rate of the
impingement jet on the velocity of the impingement jet is shown
in Figure 10B. Also, the effect of increasing the inlet mass flow rate of
the impingement jet on the wall temperature of the heat sink is
shown in Figure 10A. As can be seen, in Figure 10B, with the increase
of inlet mass flow of the impingement jet, the maximum velocity
inside the channels of the plate-fins increases. Therefore, according
to Figure 10A, the wall temperature of the heat sink decreases.
Moreover, according to Figure 10A, it can be seen that with moving
from the top to the bottom of the heat sink, due to approaching the
stagnation point, the velocity of the impingement jet gradually
decreases.

Based on the findings presented in Figure 13, it can be observed
that the velocity contours at the middle channel of the heat sink are
affected by the variation of Reynolds numbers. By comparing
Figures 11, 13, it is revealed that as the Reynolds number
increases, the flow separation is delayed, and the velocity in the
center of the microchannels of ferrofluid increases. Therefore, it is
recommended that for the designed heat sink, increasing the
Reynolds number can enhance heat transfer and lead to a
decrease in the temperature of the heat sink wall. For example,
the maximum wall temperature of the heat sink for a Reynolds
number of 900 is approximately 301 K. These results highlight the
importance of considering the Reynolds number as a key parameter
for optimizing the design of microchannel heat sinks for efficient
thermal management.

7 Conclusion

In this study, the simultaneous effect of the impingement jet and
an external magnetic field with magnetite ferrofluid flowing are
numerically investigated on the improvements of the convective
heat transfer coefficient of the proposed heat sink using a steady
three-dimensional CFD approach. In this study, the impingement

jet and the magnetic ferrofluid flows are considered to be turbulent
and laminar, respectively. Finally, the following results are obtained:

• The cooling utilizing TC2 versus the heat sink cooling utilizing
TC1 has the maximum improvement of convective heat
transfer coefficient of 22.4%, and this amount of heat sink
cooling using TC3 resulted in a 10% improvement.

• The use of the combination cooling method of MF-IJ could
increase the maximum improvement of the convective heat
transfer coefficient for this designed heat sink by 32%
compared to the TC1.

• The average heat transfer coefficient of ferrofluid increases
with increasing magnetic field intensity when subjected to the
combination cooling method of MF-IJ. For example, at Re =
600, by applying magnetic fields B = 400 G, B = 800 G, and B =
1,600 G, the average heat transfer coefficient increases by 5.35,
11.77, and 16.11%, respectively.

• Increasing the Reynolds number of the ferrofluid and inlet
mass flow of the impingement jet improved the cooling of the
heat sink. At z = 0.02 m, the use of an impingement jet at
different mass flow rates (0.001, 0.004, and 0.005 kg/s) causes a
corresponding decrease in wall temperature (0.36%, 1.62%,
and 1.82%, respectively).

• Using the proposed combination method (MF-IJ) for two heat
flux values of 18,750 and 66,000 W/m2 in this study, it was
concluded that MF-IJ can also be utilized for heat sinks with
high heat flux generation.

This study investigated the effects of the combination of an
external magnetic field and an impingement jet (MF-IJ) on the
heat transfer process in a designed heat sink. It can be concluded
that this combination has a significant effect on the cooling of the
heat sink, leading to enhanced heat transfer performance.
Implementation of advanced cooling techniques, such as the
MF-IJ, can help reduce the use of harmful refrigerants that
contribute to ozone depletion and global warming, promoting
the use of more environmentally friendly cooling solutions. This
discovery could have significant practical implications for a wide
range of electronic cooling devices. By incorporating this new
understanding into the design of heat transfer devices, engineers
could potentially create more efficient and effective cooling
systems, which in turn could have a greater effect on the
cooling of heat sinks.

As a suggestion for future works, the following improvements
can be considered:

⁃ Using porous fins instead of solid fins.
⁃ Using pin fin instead of plate fin.
⁃ Using a non-uniform jet instead of a uniform jet.
⁃ Using a non-uniform magnetic field instead of a uniform
magnetic field.
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Appendix A

Rth � 1
havgAT

AT � WL + 2Nf C L + t[ ] + 2Z L +W[ ]
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Nomenclature

AT Total area of heat transfer, m2

Rth Thermal resistance, K/W

havg Average heat transfer coefficient, W/m2K

Re Reynolds number

T Temperature, K

W Width of the heat sink, m

L Length of the heat sink, m

Y Height of the heat sink, m

Z Base height, m

C Height of fin, m

Nf Number of fins

t Thickness of fin, m

ø Microchannel diameter, m

d Distance between fins, m

B Magnetic flux density, N. A−1. m−1

Cf Quadratic drag factor

Cp Specific heat, KJ. Kg−1. K−1

Fk Kelvin body force, N/m3

h Local heat transfer coefficient, W/m2.K

H Magnetic field intensity, A m−1

k Thermal conductivity, W m−1. K−1

M Magnetization, A m−1

n Normal direction

P Pressure, Pa

q // Heat flux, W/m2

V Velocity, m s−1

Greek

φ Volume fraction

χm Magnetic susceptibility

χ0 Reference magnetic susceptibility

ρ Density, kg/m3

μ Dynamic viscosity, N s/m2

μ0 Permeability of free space, N/A2

β Liquid volume fraction, k−1

Subscripts

b Base

m Mean

in Inlet

out Outlet

avg Average

eff Effective

nf Nanofluid

np Nanoparticle

bf Base fluid

f Fluid

s Solid

0 At reference (300 K)
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Experimental study on the
nozzle-shape effect on liquid jet
characteristics in gaseous
crossflow

B. Jalili 1, P. Jalili 1, F. Ommi2 and D. D. Ganji3*
1Department of Mechanical Engineering, North Tehran Branch, Islamic Azad University, Tehran, Iran,
2Department of Mechanical Engineering, Tarbiat Modares University, Tehran, Iran,
3Department of Mechanical Engineering, Babol Noshirvani University of Technology, Babol, Iran

This study presents experimental findings on the crossflow injection of a liquid jet
into a gaseous flow. Crossflow injection is favored over co-axial trajectory
injection because of its potential to enhance atomization, promote the
formation of smaller droplets, and improve injection parameters, mainly due to
the differing trajectory of fuel injection within the transverse airflow. The study’s
experiments use two circular and four elliptical nozzles with varying aspect ratios.
The research investigates the influential factors that affect the trajectory and
breakup of the liquid jet, specifically analyzing the impact of the nozzle geometry,
Weber number, and momentum ratio of the liquid jet to the air crossflow.
Additionally, equations are derived to describe the trajectory for both elliptical
and circular nozzles. The relationship between breakup height and length is
explored, with the observation that breakup length remains constant for both
nozzle shapes. Furthermore, the study investigates the analysis of breakup regimes
and establishes a direct correlation between the Weber number and the breakup
regime. Column, bag, and multimode breakup are observed at Weber numbers 4,
38, and 82, respectively. The experimental error for the liquid jet trajectory
obtained is approximately 2%. Importantly, the experimental results align with
previously published experimental and numerical data, confirming the validity and
reliability of the findings.

KEYWORDS

experimental study, crossflow, liquid jet, elliptical nozzle, breakup regime

1 Introduction

The flow field associated with injecting a transverse fluid jet into a crossflow can be
divided into two main categories. The first type of gas jet (or liquid) within the transverse gas
flow (or liquid) is called a “single-phase flow”. The second type of gas jet (or liquid) within
the transverse flow of liquid (or gas) is known as a “two-phase flow.” Crossflow jet
applications have various uses in industry, environmental systems, and nature. Examples
of these applications include airborne engines (such as diluted air jets, turbine blast cooling,
and fuel injection in jet and scramjet systems), rocket motors (for thrust vector control),
environmental control systems (including smoke from chimneys and from ship or train
funnels), and natural phenomena (like volcanic lava in crosswinds). There has been initial
research on the environmental applications of transverse flow, such as the dispersion of
exhaust or chimney outlet smoke or liquid wastewater in the airflow (Gurevich et al., 2018;
Wen et al., 2020; Niu et al., 2022; Jalili and Jalili, 2023).
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The thrust vector control of rocket motors using a row of crossflow
jets is used to disperse the nozzle fluid for gas and liquid jets. This jet
structure is also used to control lift and thrust vectors during lifting,
stationary, and wing-borne flight (Li et al., 2022). Better jet mixing
properties are more attractive for engineering applications than jets in
stationary air, especially where fastmixing is essential. Additionally, the
dilution of gas jets in the primary or secondary combustion chamber is
used to reduce the temperature of combustion products before
entering the turbine area, making it an application of crossflow jets
(Ukamanal et al., 2020). Transversely injecting liquid fuel into a
crossflow is commonly used in ground and air power generation
systems, where rapid fuel penetration, evaporation, combustion, and,
ultimately, stable combustion processes are considered (Keramaris and
Pechlivanidis, 2020). Cross-injection of the jet is one of the most
advanced methods for fuel injection systems, thanks to proper
atomization and a high evaporation rate. Moreover, the momentum
ratio and adjustable injection angles, or even a swirl injector, can be
used to achieve the desired fuel-to-air ratio. These elements are crucial
in achieving the desired air and fuel mixture quality. Ultimately, all of
those mentioned previously contribute to reducing the production of
environmental pollutants, increasing combustion efficiency, and
decreasing fuel consumption (Cerri et al., 2007).

The nature of crossflow is volatile. These instabilities are due to the
boundary layer near the walls and turbulence in the flow. Physical
complexities arise from the strong vortex structure, small-scale
waveforms, the separation of tiny droplets from the jet surface, and
the formation of ligaments and droplets of different sizes. Theoretical
studies have generally been used to obtain initial information on the
formation of a jet and its trajectory. Empirical studies have also obtained
information about changes in jet trajectory and jet breakupmechanisms.
Iyogun et al. (2006) showed that a larger injector diameter would
increase penetration depth at the same momentum ratio. They also
showed that an increase in the momentum ratio results in deeper
penetration for a constant injector diameter. Lakhamraju (2003)
studied the effect of ambient temperature on the jet trajectory and
penetration depth and found that the latter decreases with increasing
ambient temperature. They also observed that, with an increasing
momentum ratio, the breakup length does not change and remains
constant. Bellofiore et al. (2007) experimentally studied transverse
airflow with high temperature and pressure. They showed that the
liquid-to-gas momentum ratio, Reynolds gas number, and aerodynamic
Weber number are essential for determining the breakup point. Wang
et al. (2011) studied the injection of plate jets in a gas crossflow. They
experimentally examined the penetration and diffusion of the liquid jet
and obtained relationships for the liquid column’s penetration, breakup
time, and instability frequency. Bai et al. (2009) investigated the effects of
different angles of swirl jets on the mixing ratio of gas and liquid phases.
They discovered that increased gas turbulence increases the mixing rate.
Birouk et al. (2007) studied the effect of liquid viscosity on jet penetration
and trajectory in a low-speed gas crossflow.

This paper is an experimental and comprehensive study of
effective parameters on the trajectory and penetration of a liquid
jet in the gaseous crossflow. It investigates the effect of nozzle output
geometry, momentum ratio, and Weber number. The main focus of
this study is nozzle geometry, which considers elliptic and circular
nozzles of different diameters. It also investigates its effect on the
liquid jet’s trajectory, penetration, and initial rupture length. Most
previous studies have used a limited range of Weber numbers and

momentum ratios (essentially representing the liquid jet velocity
and transverse air velocity). However, this paper employs a more
extensive range for examination.

1.1 Experiment apparatus

Equipment used in the laboratory test, as shown in Figure 1,
could be classified into three main categories: the air supply system,
fuel system, and imaging and detection system.

1.2 Air supply system

The airflow generation in this setup involved using a Gebhardt
company centrifugal blower, operating at a speed of 2,750 rpm, with
the capacity to generate up to 35% of a cubic meter per second
(Figure 2A). The LS company employs a converter (Figure 2B)
capable of modulating the blower’s speed to control and adjust flow
rates within the channel. This converter achieves different channel
velocities by altering the motor’s input frequency, ranging from 0 to

FIGURE 1
(A) Experimental setup. (B) Schematic diagram.
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60 Hz, changing the engine’s speed from 0 to 2,750 rpm, and the
flow speed from 0 to approximately 53 m/s.

The primary structure of the wind tunnel was crafted from
Plexiglas. It possessed a cross-section measuring 50 × 80 mm and
extended over a length of 60 cm. The transparent nature of Plexiglas
enables optical measurements during testing. The Plexiglas sheet
was 2-mm-thick, and the nozzle was positioned 30 cm into the
channel. The initial 30 cm of the channel streamlined and smoothed
the flow (Figure 2C).

A honeycomb composed of hexagonal aluminum cells
(Figure 2D) was employed to enhance flow stability and minimize
vertical velocity components. These hexagonal cells comprised
multiple tubes that effectively reduced the intrusion of large-scale
eddies into the airflow. The honeycomb structure utilized in this study
was 35-mm-long and was characterized by 6-mm regular hexagons.

To ensure the stability of the channel and prevent unwanted
vibrations, two solid Plexiglass base holders with a cross-section of
20 × 20 mm were employed. Additionally, 100 × 100 mm Plexiglass
sheets were used to maintain balance on the base and table.

Furthermore, a support holder was covered with fiber and
polystyrene to prevent vibrations in the blower.

1.3 Fuel supply system

Injecting a liquid jet vertically into the air stream requires a
specific route for fuel injection at the desired speed by the jet supply
system. Due to natural fuel limitations, water was used as a fluid
injected into the stream. Injections of fluid into the transverse
airflow at the desired speed required increased pressure behind
the fluid using a pressurized tank (Figure 3A). The tanker was
partially filled with liquid and pressurized by a gas. We could then
adjust the flow rate in the nozzle outlet using a regulator valve. A
flow meter was used to obtain the rate of the fluid jet in the nozzle
outlet. The outlet speed of the nozzle was easily calculated by
measuring the inlet flow and the nozzle area. The Besta
Company made the flowmeter used, in the range of 0.16–1.6 L
per minute (Figure 3B). The nozzle used here was a simple orifice,

FIGURE 2
(A) Blower, (B) converter, (C) duct, and (D) honeycomb.
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and was circular and elliptical in different dimensions (Figure 3C).
Four configurations for the nozzle outlet were considered. In two
cases, the nozzle outlet was circular with diameters of 1 and 2 mm,
and in the other two cases, elliptical nozzles with major and minor
radii of 1 and 2, and 1 and 4 mm, respectively, were constructed.
These nozzles were fabricated using a super drill and wire cutter and
were specifically designed for this paper. When the smaller diameter
faced the wind direction, the aspect ratio was less than 1, and when
the same nozzle had its larger diameter facing the wind, the aspect
ratio became greater than 1. Thus, depending on its orientation
relative to the wind, two aspect ratios smaller and greater than
1 could be achieved with a single nozzle.

1.4 Image processing and detection system

In this study, shadowgraphy was used to detect crossflow. We
required detection and imaging systems to capture relatively good-
quality images for crossflow analysis. The camera used in this test

was a Casio EX-F1 camera that can take pictures at 1,200 frames per
second.

This study used 25-micron-long time exposure photography,
which is the maximum time that could be achieved with the present
camera. Due to the low time exposure, it needed a vital light source,
as explained in the following paragraphs. The most important effect
of the time exposure on the photographs was that the lower the
number, the less light the camera sensor needed. For example, if the
droplets were flowing, they could be depicted with a relatively low
resolution with low lightning time.

For a light source, a projector with an Onomat 1000-W bulb was
used due to the type of lens mounted on it and the surrounding
protections; its light output was relatively uniform (Figure 4A). To
measure the speed of the incoming air, a hot wire anemometer
model 1,340, manufactured by Tess Corporation with an error of
less than 3% was used. (Figure 4B).

Measurement of the velocity profile in the test’s transverse
section showed that this section’s velocity profile was uniform.
The speed of blown air varied from 7.6 to 51.8 (ms−1). The fluid

FIGURE 3
(A) Pressurized tank, (B) flowmeter, and (C) view of the nozzles used and nozzle structure.

Frontiers in Mechanical Engineering frontiersin.org04

Jalili et al. 10.3389/fmech.2023.1207894

29

https://www.frontiersin.org/journals/mechanical-engineering
https://www.frontiersin.org
https://doi.org/10.3389/fmech.2023.1207894


tested was water; the use of water instead of fuel is routine and was
used as the scavenged fluid. Since nozzles with different openings
were used in this experiment, the speed of the outlet water of the
nozzle was different. However, water velocity generally varied from
1.06 to 33.95. The test temperature was an ambient 25 °C (Table 1).

Because this is a study on crossflow, there are many non-
dimensional numbers in the problem. The following are the
dimensionless numbers used in this experiment (Ashgriz, 2011).
The momentum ratio number is defined as the ratio of the liquid jet
momentum to the gas momentum (liquid jet dynamic pressure to
the dynamic gas pressure):

q � ρlv
2
l

ρgv
2
g

(1)

In relation (1), ρl is the liquid density, vl is the liquid velocity (jet)
in the y-direction, ρg is the density of the gas (air), and vg is the gas
velocity (air) in the x-direction. The gas Weber number is defined as
the force of inertia to the surface tension force:

weg � ρgv
2
gd

σ l
. (2)

In relation (2), d is the diameter of the nozzle and σ l is the
liquid’s surface tension.

The liquid Weber number is defined as the gas Weber
number:

wel � ρlv
2
l d

σ l
. (3)

The gas Reynolds number is defined as the ratio of inertia to the
viscous force:

Reg �
ρgvgl

μg
, (4)

where l is the characteristic length and μg is the viscosity of
the air.

The liquid Reynolds number is also defined as follows:

Rel � ρlvll

μl
. (5)

Eqs 1–5 were used to obtain theMach number for gas and liquid,
as well as the Reynolds number for gas and liquid and the
momentum ratio. As can be seen, the dimensionless numbers are
determined after plugging the values obtained from Table 1 into
these equations.

2 Results and discussion

2.1 Penetration and trajectory of liquid jet

The trajectory and penetration of a liquid jet into a transverse
gas flow are critical parameters for a fluid jet. They directly influence
the distribution of fuel injection within the combustion chamber, the
process of evaporation, and the rate of mixing with the oxidizing
agent. It is also essential to design the combustion chamber to
prevent the liquid jet from impacting the chamber walls. The
observations from this study reveal that, when a liquid jet is
injected into calm air, it maintains a straight trajectory and does
not collide with the upper wall of the test section. It is important to
note that these observations are based on small-scale dimensions. In
larger-scale scenarios, the fluid jet may indeed deflect and not reach
the upper surface of the channel.

A schematic representation of the fluid jet being sprayed into the
transverse air is shown in Figure 5. The liquid separates from the

FIGURE 4
(A) View of the projector. (B) Hot wire.

TABLE 1 Experimental conditions.

Parameter Quantity

Water density (m3

s ) 998

Crossflow velocity (ms ) 7–50

Liquid jet velocity (ms ) 3–23

Water viscosity (N . s
m2) 0.00089

Surface tension (Nm) 0.073

Gas Weber number 6–88

Momentum ratio 10–500

Circular nozzle diameter (mm) 1,2

Elliptic nozzle aspect ratio 0.25, 0.5, 2, 4
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surface of the jet column in the form of a liquid strip. Due to
hydrodynamic instability, the liquid jet, which initially leaves the
nozzle as a continuous column, becomes unstable along its length,
leading to its eventual breakup into ligaments—a “column breakup.”
Subsequently, the separated liquid pieces along this trajectory
transform into smaller droplets that enter the combustion chamber.

Figure 6 shows the injected fluid jet in the transverse airflow for
circular nozzles. The overall process of the liquid jet breaking into
the airflow and forming the spray in different nozzles is the same,
and, depending on the geometry used, the length of penetration and
breakup will be different.

Figure 7 shows the liquid jet trajectory for the geometry of
different nozzles. In each geometry, liquid velocity, and the different
air velocities, several photographs were taken at the time, with a total
of 2,100 photographs. To better detect the boundaries of the liquid
jet column and detect the breakup point, we took the average of

photographs at the same conditions using MATLAB software
(Supplementary Appendix SA).

Figure 8 illustrates the impact of transverse air velocity on the
penetration depth of the liquid jet. It is evident from the figure that,
as the air velocity quantified by the Weber number increases, the
penetration depth of the liquid jet decreases. This is due to the
increased drag force caused by the higher velocity, which prompts
the liquid jet to deviate from its earlier path, resulting in a reduced
penetration depth.

The observed change in penetration depth aligns with findings
from other studies. However, it is important to note that this study
differs from previous research regarding the fluid used, which is
not oil. Additionally, the velocities employed in this study are
distinct. The primary objective of this research is to examine how
variations in transverse air velocity affect the penetration depth of

FIGURE 5
View of injection of the liquid jet structure (Stenzler et al., 2006).

FIGURE 6
View of a liquid jet in crossflow.

FIGURE 7
View of a liquid jet in crossflow with a different nozzle geometry.

FIGURE 8
Effect of air velocity on liquid jet penetration.
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liquid jets, particularly when dealing with nozzles of different
geometries.

In this research, two circular nozzles with diameters of 1 and
2 mm, two elliptical horizontal nozzles with a small diameter of
1 mm and large diameters of 2 and 4 mm, and two elliptical vertical
nozzles with a small diameter of 1 mm and large diameters of 2 and
4 mm were used. Laboratory tests were first performed with a
circular nozzle with a diameter of 1 mm, and then, a circular
nozzle with a diameter of 2 mm was used. Oval nozzles
performed another part of the laboratory tests. The results are
shown in the following diagrams. As shown in Figure 9, the
behavior of the liquid jet is the same for all nozzles, so the liquid
jet penetration decreases with the increasing amount of transverse
air velocity, assuming that other parameters are constant.

The impact of nozzle geometry on the penetration of the liquid
jet can be studied while maintaining a constant Weber number and
momentum ratio. Figure 10 demonstrates that the velocity of
incoming air decreases for circular geometries with increasing

diameter while holding the Weber number constant. Conversely,
at a constant momentum ratio, the velocity of the inlet liquid
increases due to the momentum ratio formula (q). With lower air
velocity at a larger diameter, a reduced drag force is exerted on the
liquid. The increased fluid velocity also results in higher
momentum, leading to a greater penetration depth. Similar
principles apply to elliptic nozzles, meaning that the
penetration depth increases as the ratio of the larger to smaller
diameters increases while keeping Weber’s number and
momentum ratio constant. When there are the same areas but
with opposite dimensions, where the smaller diameter is aligned
with the flow direction and the larger diameter is oriented
perpendicularly to the transverse flow, it is evident that the
penetration depth is greater. In cases where the minor diameter
is aligned perpendicular to the transverse flow, the airflow
encounters less surface area, resulting in reduced drag force on
the liquid jet and, consequently, deeper penetration of the
liquid jet.

FIGURE 9
Effect of air velocity on liquid jet penetration for different nozzle
geometry.

FIGURE 10
Effect of nozzle geometry on liquid jet penetration, 1. (a) AR= 4,
(b) AR = 0.25; 2. (a) AR = 2, (b) AR = 0.5; 3. (a) d = 2 mm, (b) d = 1 mm.

FIGURE 11
Liquid jet trajectory for a circular nozzle.

FIGURE 12
Length and height of breakup.
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Considering the upper boundary of the liquid jet trajectory for
the circular nozzle, we can determine the equation of the liquid
injection trajectory using linear regression. Considering the circular
nozzle with a diameter of 1 mm, the equation of the liquid jet
trajectory was obtained as follows:

y

d
( )� 3.94

x

d
( )0.35

q0.33. (6)

As shown in Figure 11, the liquid-jet injection trajectory agrees
very well with previous research, and the difference may be due to
factors such as the experimental equipment, the difference between
the momentum ratio, and Weber numbers.

Linear regression can also be used to obtain the elliptical nozzle
injection trajectory. The direction equation for the elliptical nozzle is
obtained as follows:

y

deq
( )� 2.051

x

deq
( )

0.34

q0.52. (7)

A specific diameter should be used to make the jet spray
trajectory dimensionless and the diameter used in the Weber

number into an elliptical nozzle. For this purpose, it should be
considered equivalent to the following diameter:

deq �
��
ab

√
, (8)

where a is a large diameter, b is a small diameter oval, and deq is
the equivalent diameter.

2.2 Length and height of breakup

As mentioned, two distinct breakup processes exist for liquid
jets in transverse flow: surface and column breakup. The liquid
forms a continuous column between the nozzle outlet and the
breakup point. Determining the exact location of this breakup is
crucial for modeling fluid jets in transverse airflow. However,
obtaining a precise location can be challenging, primarily due
to the presence of high-density droplets. As shown in Figure 12, the
length of the breakup xb and its height yb are equal to the trajectory
that the liquid jet passes in the trajectory of the transverse flow to
break.

To determine the breakup length, it is necessary to identify
the coordinates of the breakup point by examining various
combinations of momentum ratios and Weber numbers for a
given nozzle. This process allows for the derivation of relevant
relationships. Interestingly, the difference in breakup length is
minimal when considering various values of q and Weber
numbers less than 10, essentially making it a constant value
for these scenarios. Similarly, another constant value can be
established for different q values and Weber numbers
exceeding 10. As a result, we can derive the following fixed
values for the breakup length:

xb

d
( )� 4.1 ± 0.5we< 10
xb

d
( )� 10.3 ± 0.6we< 10. (9)

To obtain the height of the breakup, the height should be calculated
by considering the momentum ratio and different Weber numbers.
Then, the height of the breakup equation is obtained, which is as follows
for the Weber number greater and smaller than 10:

FIGURE 13
Column breakup.

FIGURE 14
Bag breakup.
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yb

d
( ) � 10.419

x

d
( )0.278

we< 10

yb

d
( ) � 4.77

x

d
( )0.387

we< 10. (10)

2.3 Breakup regimes

Much research (Mazallon et al., 1999; Sallam et al., 2004;
Zhang et al., 2013; Song et al., 2017) has demonstrated that the
Weber number influences the breakup pattern of a liquid jet. The
initial phase in a liquid jet’s breakup involves the formation of a
strip-like ligament. The presence of vortices in the crossflow
induces waves on the surface of the liquid column jet. These
waves gradually grow, ultimately leading to the fragmentation
of the liquid jet into ligaments. These separated segments are
exposed to the dynamic air pressure, causing them to break into

smaller droplets. This force leads to the dispersion of the liquid jet
column, transforming it into a bean-like shape. The phenomenon
where a liquid jet breaks into ligaments is commonly referred to as
“column breakup” (Figure 13).

Another kind of breakup appears with the increase in the Weber
number. In this kind of breakup, a hollow layer of liquid is formed as
a bag shape. The time of its formation is brief because aerodynamic
force overcomes surface tension, and bags change to small particles.
The bag breakup is shown in Figure 14. In Part 1, bag breakup is
produced and, in Part 2, changes to small particles.

The bag breakup has vanished to increase the Weber number,
and small particles (much smaller than the nozzle diameter) are
separated from the liquid column. This step combines a different
kind of breakup called multimode breakup. In this regime, particles
separate from the bottom part before the breakup because of
increasing aerodynamic force (Figure 15).

As shown in Figure 16, the breakup pattern changes when
increasing the Weber number while maintaining an equal
momentum ratio and nozzle diameter. Specifically, Weber numbers
2, 16.6, and 62 are considered for different sections. At Weber number
2, the growth of surface instability is prolonged, allowing sufficient time
for forming ligaments. In the case of Weber number 16.6, dynamic
pressure increases, leading to the growth of waves on the liquid jet’s
surface and resulting in a “bag breakup”. After a period, aerodynamic
forces overcome surface tension, causing the bags to break and form
small particles. These bags represent only a portion of the liquid jet, with
the remainder transforming into ligaments or larger particles. With the
Weber number increasing to 62, the aerodynamic forces applied to the
column jet intensify. These forces surpass the surface tension in each
segment, and particles separate from the jet’s surface. In this scenario,
bag breakup is minimal and quickly transitions into small particles. A
comparison of these results with previous studies is presented in
Table 2.

2.4 Error analysis

In this article, the variance method is used to obtain the
uncertainty of the test results. Considering the w function as follows,

W � w x1, x2, x3, ...,xn( ). (11)

FIGURE 15
Multimode breakup.

FIGURE 16
Breakup regimes based on the Weber number increase.
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The error propagation for the function given in relation 11 is
calculated using the variance method thus:

δ w( ) �
��������������������������������������������
∂ w( )
∂ x1( ) δ x1( )2[ ] + ∂ w( )

∂ x2( ) δ x2( )2[ ] + ∂ w( )
∂ x3( ) δ x3( )2[ ]+...

√

(12)
In relation 11, all parameters from x1 to xn are independent of

each other. Uncertainty about any of the parameters can result from
systematic or inherent errors. For example, the liquid trajectory is
obtained from Eq. 6. Using Eq. 11, the error expression for y

d

function can be expressed based on all other quantities.

δ
y

d
( ) � ∂ y

d( )
∂ x

d( ) δ
x

d
( )⎡⎢⎣ ⎤⎥⎦

2

+ ∂ y
d( )

∂ q( ) δ q( )⎡⎣ ⎤⎦
2⎧⎪⎨⎪⎩
⎫⎪⎬⎪⎭

1
2

. (13)

Now the error is obtained for each of the aforementioned
sentences separately.

δ
x

d
( ) � ∂ x

d( )
∂ x( ) δ x( )⎡⎣ ⎤⎦

2

+ ∂ x
d( )

∂ d( ) δ d( )⎡⎣ ⎤⎦
2⎧⎪⎨⎪⎩
⎫⎪⎬⎪⎭

1
2

(14)

δ
x

d
( ) � 1

d
δ x( )[ ]2 + −x

d2
δ d( )[ ]2{ }

1
2

. (15)

The momentum ratio error (Eq. 1) can be obtained from the
following equation.

δ q( ) � ∂ q( )
∂ ρl( ) δ ρl( )[ ]

2

+ ∂ q( )
∂ ρg( ) δ ρg( )⎡⎢⎢⎣ ⎤⎥⎥⎦

2

+ ∂ q( )
∂ vl( ) δ vl( )[ ]

2

+ ∂ q( )
∂ vg( ) δ vg( )⎡⎢⎣ ⎤⎥⎦2⎧⎨⎩ ⎫⎬⎭

1
2

.

(16)

After derivation from relationship q and placing it in the
aforementioned equation, we derive a relation as follows.

δ q( ) � v2l
ρgvg

δ ρl( )⎡⎣ ⎤⎦2 + −ρlv2l
ρ2gv

2
l

δ ρg( )⎡⎣ ⎤⎦2 + ρlvl
ρgv

2
g

δ vl( )⎡⎣ ⎤⎦2 + ρlv
2
l

ρgv
3
g

δ vg( )⎡⎣ ⎤⎦2⎧⎨⎩ ⎫⎬⎭
1
2

.

(17)
In the aforementioned relationship, vg is the gas or air velocity

obtained using a speedometer. The liquid velocity is obtained from
the following equation:

Q � v

t
� π

4
× d2 × vl0vl � 4v

πd2t
. (18)

The liquid velocity error can be obtained thus:

δ vl( ) � 4
πd2t

δ v( )[ ]2 + −8v
πd3t

δ d( )[ ]2 + −4v
πd2t2

δ t( )[ ]2{ }
1
2

. (19)

To obtain the approximate error for Eq. 11, it is necessary to
know the error of each of the primary quantities. All errors are
shown in Table 3.

Considering the aforementioned error values, the error value y
d is

2%. Similarly, the error can be obtained in each step (Zhang et al.,
2013).

3 Conclusion

Jet cross-injection, due to proper atomization and high
evaporation rate, is one of the most advanced methods for a fuel
injection system, and its study is of great importance due to its
extensive application in various industries. This paper investigated
the effect of nozzle geometry on a liquid jet trajectory, and the
trajectory equation was obtained for circular and elliptic jets. The
following summary results were obtained.

• By increasing the circular nozzle diameter, the penetration
depth increases. For example, we take into account the drag
force for a 2-mm and a 1-mm-diameter nozzle, considering
that the wetted cross-sectional area for calculating the drag
force is proportional to the nozzle diameter and that the gas
velocity squared power for the 2 mm nozzle is twice that of the
1 mm nozzle. Consequently, the drag force remains
unchanged when the nozzle cross-sectional area increases.
On the other hand, for the momentum produced by the liquid
jet, since momentum is related to the cross-sectional area and
the inlet velocity of the nozzle, the inlet velocity becomes

�
2

√
2

times lower, but the area becomes four times larger, resulting
in 2

�
2

√
times the total momentum. Now, because the

momentum is greater, the penetration is also greater.
• The penetration depth in the elliptic nozzle increases as the
aspect ratio increases. Increasing the ratio of the larger to
smaller diameters in a given Weber number and a specified
momentum ratio results in greater liquid jet penetration; this
applies similarly to a circular nozzle. As the area ratio increases
while keeping the Weber number constant, the drag force for
an area ratio of 2 is equal to the drag force for an area ratio of 4.
On the other hand, the momentum force increases because the

TABLE 2 Breakup regimes based on Weber’s number.

Breakup regime Mazallon et al. (1999) Sallam et al. (2004) Present study

Column breakup 5 4 4

Bag breakup 60 30 38

Multimode breakup 110 110 82

TABLE 3 Error percentage.

Error percentage (%)

δ(xd) 0.11

δ(ρl) 0

δ(ρg) 2

δ(vl) 5

δ(vg) 2
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area doubles and the velocity doubles. As a result, with the
increased momentum force and decreased back pressure, the
penetration depth also increases.

• The penetration depth decreases with increasing transverse air
velocity for both circular and elliptical nozzles.

• For different momentum ratios and Weber numbers, the
breakup length is almost constant, and the breakup height
is related to the momentum ratio, which is different for Weber
numbers less than and more than 10.
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Effects of low and high frequency
actuation on aerodynamic
performance of a supercritical
airfoil

Soheila Abdolahipour*

Aerospace Research Institute, Ministry of Science, Research, and Technology, Tehran, Iran

Themain objective of this study is to investigate the effects of low and high frequency
actuation in improving the aerodynamic performance of the supercritical airfoil with
the approach of using it in a high-lift or flight control device. For this purpose, a flow
control numerical simulation is performed on a supercritical airfoil with NASA SC(2)-
0714 cross section using a pulsed jet at the chord-based Reynolds number of 1 × 106.
The pulsed jet actuation with different reduced frequencies of 0.2, 1, 1.2, 2.4, 4, 6, and
12 is implemented on the upper side of the airfoil surface upstream of the separation
point of the uncontrolled case. The aerodynamic efficiency improvements are
investigated by extracting the results of time-averaged and instantaneous
aerodynamic forces for all cases. The study compares the flow streamline, Q-
criterion contour, and surface pressure distribution to examine how the separated
flow configuration over the airfoil responds to different actuation frequencies. The
results indicate that pulsed jet actuation effectively postpones the flow separation. A
comparison of the time-averaged aerodynamic coefficients at different actuation
frequencies revealed that utilizing a lowactuation frequency rangemaximizes lift,while
a high frequency range minimizes drag. In addition, the aerodynamic efficiency of the
supercritical airfoil improves across all controlled scenarios, with the optimal increase
in aerodynamic efficiency of 28.62% achieved at an actuation frequency of F+ = 1.

KEYWORDS

flow control, pulsed jet actuator, actuation frequency, aerodynamic performance, vortex
dynamics, reduced frequency, vorticity, supercritical airfoil

1 Introduction

Flow control techniques for lifting surfaces have largely concentrated on reducing or
eliminating flow separation, which is usually induced by an adverse pressure gradient. All
separation control strategies aim to increase the momentum content of the boundary layer
flow, allowing it to cope with stronger adverse pressure gradients than would be naturally
possible. Depending on the flow control strategy, different physical mechanisms are
considered to achieve the desired results. In fluidic actuators, the flow control strategy is
classified into steady (Radespiel et al., 2016) and unsteady (McManus et al., 1995;
Sheikholeslam Noori et al., 2021) methods based on whether momentum or mass flux is
added continuously or periodically. In the steady method, fluid with high momentum and
energy is continuously injected into the boundary layer. Thus, achieving the desired result
requires a considerable amount of mass and momentum. In contrast, unsteady actuation
produces vortical structures in the flow that increase the mixing rate throughout the flow
field (Wu et al., 1998). As a result, the turbulence mixing is improved and the momentum is

OPEN ACCESS

EDITED BY

Farschad Torabi,
K. N. Toosi University of Technology, Iran

REVIEWED BY

Ebrahim Afshari,
University of Isfahan, Iran
Hossein Afshar,
Islamic Azad University, Iran

*CORRESPONDENCE

Soheila Abdolahipour,
sabdolahi@ari.ac.ir

RECEIVED 06 September 2023
ACCEPTED 07 November 2023
PUBLISHED 22 November 2023

CITATION

Abdolahipour S (2023), Effects of low and
high frequency actuation on
aerodynamic performance of a
supercritical airfoil.
Front. Mech. Eng 9:1290074.
doi: 10.3389/fmech.2023.1290074

COPYRIGHT

© 2023 Abdolahipour. This is an open-
access article distributed under the terms
of the Creative Commons Attribution
License (CC BY). The use, distribution or
reproduction in other forums is
permitted, provided the original author(s)
and the copyright owner(s) are credited
and that the original publication in this
journal is cited, in accordance with
accepted academic practice. No use,
distribution or reproduction is permitted
which does not comply with these terms.

Frontiers in Mechanical Engineering frontiersin.org01

TYPE Original Research
PUBLISHED 22 November 2023
DOI 10.3389/fmech.2023.1290074

37

https://www.frontiersin.org/articles/10.3389/fmech.2023.1290074/full
https://www.frontiersin.org/articles/10.3389/fmech.2023.1290074/full
https://www.frontiersin.org/articles/10.3389/fmech.2023.1290074/full
https://www.frontiersin.org/articles/10.3389/fmech.2023.1290074/full
https://crossmark.crossref.org/dialog/?doi=10.3389/fmech.2023.1290074&domain=pdf&date_stamp=2023-11-22
mailto:sabdolahi@ari.ac.ir
mailto:sabdolahi@ari.ac.ir
https://doi.org/10.3389/fmech.2023.1290074
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/journals/mechanical-engineering
https://www.frontiersin.org
https://www.frontiersin.org/journals/mechanical-engineering
https://www.frontiersin.org/journals/mechanical-engineering#editorial-board
https://www.frontiersin.org/journals/mechanical-engineering#editorial-board
https://doi.org/10.3389/fmech.2023.1290074


more efficiently transferred between high-momentum region in the
cross-flow and low-momentum region near the wall (Greenblatt and
Wygnanski, 2000). It is noteworthy that flow control with unsteady
actuation is based on the phenomenon of natural flow instability,
which has the potential to reduce the mass flux requirement and
enhance flow control efficiency (Bernardini et al., 2014). Therefore,
unsteady flow control has been widely considered due to the lower
power and momentum requirements compared to the steady flow
control method. In unsteady flow control, several parameters affect
the separation control on lifting surfaces, including geometric and
physical parameters (Bauer, 2015; Hipp et al., 2016) of the main flow
(Seifert et al., 2004; Haucke and Nitsche, 2013; Wild, 2015) and the
actuation system (Stalnov and Seifert, 2010; Taleghani et al., 2012;
Hecklau et al., 2013; Feero et al., 2017; Munday and Taira, 2018;
Walker et al., 2018).

One of the most important parameters of unsteady actuation
is the actuation frequency. The actuation frequency is usually
presented as a reduced frequency F+, which is defined as F+ = fL/V
where f is the actuation frequency, V is the freestream velocity,
and L is the length scale of the flow domain. Different frequency
ranges were identified for maximum control effect depending on
the physical flow control mechanism used in the flow (Mirzaei
et al., 2012; Mohammadi and Taleghani, 2014; Sheikholeslam
Noori et al., 2020; Taeibi et al., 2022). The literature has reported
that the strategy of coupling periodic actuation with natural flow
unsteadiness improves flow control efficiency significantly.
However other works have demonstrated that aerodynamic
efficiency can be improved over a much wider range of
actuation frequencies that are at least an order of magnitude
higher than the natural shedding frequencies in separated shear
layer (Glezer et al., 2005).

Some previous studies have shown that the optimal separation
control can be achieved by utilizing actuation frequencies within the
range of natural instability frequencies found in the separated shear
layer. The flow over the lifting surfaces is usually characterized by
two dominant natural instabilities depending on the angle of attack.
At low angles of attack when the flow attaches over the lifting
surface, vortex shedding in the wake is dominant. At high angles of
attack when flow separation is severe, the flow is characterized by
roll-up vortices in the shear layer and large scale vortex shedding in
the separated wake (Boutilier and Yarusevych, 2012; Feero, 2018).
Wu et al. (1998) performed a numerical simulation of separation
control on NACA-0012 airfoil using a local unsteady excitation
located near the leading edge at post-stall angles of attack and
Reynolds number 5 × 105. They found that the effective actuation
frequency range at post-stall angles of attack 20–30° was about
0.3–2.0 times the natural shedding frequency. Duvigneau and
Visonneau (2006) used 2D unsteady Reynolds-averaged
Navier–Stokes equations to simulate aerodynamic stall control
through a synthetic jet actuator located at the leading edge of a
NACA 0015 airfoil at Reynolds number 8.96 × 105. They utilized the
automatic optimization of the control parameters to maximize the
lift enhancement at angles of attack between 12 and 24°. They found
that the optimal lift enhancement was obtained at F+ = 0.85 for all
angles of attack in the range of 14–20° and F+ = 0.25 for angles of
attack 22. For the same configuration and Reynolds number, You
and Parviz (2008) conducted a 3D LES study. They reported that the
unsteady actuation on the airfoil at an angle of attack of 16.6°, can

increase lift up to 70% when F+ = 1.284. The separation control on a
NACA-0015 airfoil was also experimentally studied at Reynolds
number 3 × 104 and angle of attack of 18° (Tuck and Soria, 2008;
Buchmann et al., 2013). The results indicated that maximum lift can
be obtained by actuation frequency at the range of vortex shedding
frequency in the separated wake F+ = 0.65 and its
superharmonic F+ = 1.3.

Glezer et al. (2005) proposed a novel method to control
separation on an airfoil through fluidic modifications of the
apparent aerodynamic shape, aiming to alter the pressure
gradient to reduce or eliminate separation. They utilized
actuation frequencies significantly higher than those of natural
vortex shedding. In this approach, the high actuation frequency
ensures that the interaction between the unsteady actuation and the
crossflow is perceived as a time-invariant phenomenon within the
flow’s timescale. Therefore, the interaction area over the surface
produces a displacement of the crossflow that induces a virtual
change in the shape of the surface and alters the streetwise pressure
gradient over the airfoil. All of the modifications can lead to
mitigation or elimination of boundary layer separation. Glezer
et al. (2005) employed this control approach to study the flow
field of a stalled airfoil and circular cylinder that undergo boundary
layer separation. Yarusevych and Kotsonis (2017) investigated the
response of a laminar separation bubble to excitation with low and
high frequencies in the range of 2 ≤ F+ ≤ 10 and F+ = 100 at Re = 1.3 ×
105. The study findings indicated that the greatest impact on the
average decrease in the size of the laminar separation bubble
occurred at F+ = 6. Several researchers have studied the role of
actuation frequency in separation control over a stalled airfoil. Their
investigations showed the flow reattachment and the aerodynamic
performance improvement on an airfoil for both high and low
reduced frequency F+ = O(1) and F+ = O(10) (Amitay and Glezer,
2002a; Amitay and Glezer, 2002b; Glezer, 2011; Salmasi et al., 2013;
Feero et al., 2015; Taleghani et al., 2018).

A review of literature reveals that the use of pulsed jet actuators
to actively control flow separation over airfoils and wings has been a
developing topic for several decades. In recent years, pulsed jet
actuators have been widely utilized as flow separation control
techniques to enhance the aerodynamic performance of high-lift
devices in short take-off and landing (STOL) transportation
airplanes (Abdolahipour et al., 2022a; Abdolahipour et al.,
2022b). This method allows for an increase in aerodynamic
efficiency of wings by eliminating the need for airfoil profile
geometry changes or additional complex and heavy components.
In addition, flow control can be utilized to offset the decreased
aerodynamic efficiency of the damaged wing (Abdolahipour et al.,
2007; Abdolahipour et al., 2011). Despite significant advancements
in pulsed jet flow control methods over an aircraft’s wing, this
technology has not yet been utilized in civil aircraft due to
insufficient control power for effective operation. Most studies
examining the impact of different parameters on enhancing the
performance of pulsed jet flow control have focused on airfoils used
in low Reynolds number flows. For effective implementation of this
flow control technology in airplane wings for practical and industrial
purposes, it is crucial to conduct further studies on airplane wing
sections operating in Reynolds numbers similar to real flight
conditions. The aforementioned studies pointed out the lack of
data available on this issue. Considering this research gap, this study
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is an attempt to investigate the effect of actuation frequency on the
actively controlling separation from the shoulder of a supercritical
airfoil at incompressible high Reynolds number. The purpose of this
study is to provide information about the substantially different
responses of a separated flow over a supercritical airfoil to different
ranges of actuation frequency from F+ = 0.2 to 12. The results
include time-averaged and instantaneous aerodynamic force
coefficients, streamlines, vorticity contour, and pressure
distribution generated through a numerical simulation.
Subsequently, a comparison was made between the results.

2 Physical model and numerical
methodology

The model used in this study is a supercritical airfoil with NASA
SC(2)-0714 cross-section, which is numerically simulated in
turbulent flow with Reynolds number 1 × 106 based on chord
length. This investigation is provided at angle of attack of 16° as
a situation of configuration near the stall condition. Figure 1 shows
the geometry of the C-type computational domain around the airfoil
discretized by a structured grid. After conducting the grid
independence study, the total number of cells was considered to
be about 47,000. The mesh quality near the wall is such that Y+ is
calculated within a range of 1. The velocity-inlet and pressure-outlet
are considered as boundary conditions for the computational
domain.

As shown in Figure 1, the pulsed jet actuator is modeled as a gap
with a width of 0.002 m on the upper surface of the airfoil at 25% of
the chord location upstream of the mean separation point. The
curvature of the surface at the point where the actuator exits and
intersects with the airfoil demonstrates a discontinuity. The pulsed
air jet is simulated by the time-periodic velocity boundary condition
at the exit of the actuator with an angle of 25° to the x-axis. The
pulsed jet velocity changes from zero (jet-off) to the maximum value
of 120 m/s (jet-on) as a square wave by duty cycle of 50% and
specified actuation frequency. Therefore, an actuation cycle consists
of two phases; the blowing phase (jet-on) from t/T = 0 to t/T <
0.5 and the closing phase (jet-off) from t/T = 0.5 to t/T < 1. The
maximum jet velocity of 120 m/s is selected in the range of data
obtained from the experiments of a solenoid valve actuator
(Abdolahipour et al., 2021). The actuation reduced frequency is
set to low values of F+ = 0.2, 1, and 1.2 and high values of F+ = 2.4, 4,
6, and 12.

In this numerical simulation, an approach based on solving
unsteady two-dimensional Reynolds-averaged Navier–Stokes
(URANS) equations was used. The governing equations including
mass (Eq. 1) and momentum (Eq. 2) are considered as follows.
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FIGURE 1
Schematic of (A) the physical model and the computational domain (B) the pulsed jet actuator on the model.
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The equations are solved by using the pressure-based method
and a second-order accurate numerical technique. The flow is
considered viscous, incompressible, and turbulent in which κ-ω
sst model has been used for turbulence modeling. The time step size
is 2.0 × 10−5 in all simulations reported here. This time step size is
chosen based on the time independence of the aerodynamic
coefficients.

To validate the numerical simulation in this study, the results
of the numerical analysis were compared with the data provided
in the NASA technical report for the baseline case (NASA
Technical Memorandum 81912, 2013). The aerodynamic
characteristics described in this report are derived from model
tests conducted at the wind tunnel with Reynolds 2 × 106. To
ensure precision, the numerical solution was also performed in
the validation phase at a free flow velocity of 100 m/s, which
corresponds to Reynolds 2 × 106. Figure 2 presents the
comparison of the pressure coefficient distribution on the
airfoil surface from the numerical solution results and the
wind tunnel results (NASA Technical Memorandum 81912,
2013) in the Reynolds 2 × 106 at the angle of attack of 14°.
Table 1 presents a comparison of the lift coefficients obtained
from the numerical solution and the wind tunnel test. The results
indicate high accuracy.

3 Results

Pulsed jet actuation applied upstream of the mean separation
point on the supercritical airfoil at high angle of attack results in
notable enhancements in the airfoil’s aerodynamic characteristics.
Figure 3 displays the time-averaged aerodynamic force coefficients for
both the baseline and actuated scenarios at an angle of attack of 16°.
Upon initial examination, the data from all actuated cases show that
the pulsed jet actuator significantly improves lift and aerodynamic
efficiency and reduces drag compared to the baseline case. As shown,
the highest time-averaged lift of 1.88 is achieved in the actuated case
with F+ = 1, which is an increase of 12.2% compared to the baseline
case. As the frequency of actuation increases up to F+ = 4, the lift that
can be achieved decreases to 1.81 and then remains almost constant
for higher actuation frequencies. Similarly, this trend is also observed
for the drag coefficient, so that by increasing the actuation frequency
up to F+ = 12, the drag value decreases from 0.070 to 0.059 (a decrease
of 15.7% compared to the baseline case). Slight variations in
aerodynamic coefficients are observed between actuation
frequencies F+ = 4 and F+ = 12. As a result of these variations in
the lift and drag coefficients, the aerodynamic efficiency varies slightly
among all actuation frequencies. However, the largest aerodynamic
efficiency increase of 28.62% occurs at F+ = 1.

FIGURE 2
Comparing the pressure coefficients on the airfoil surface
obtained from numerical analysis and NASA wind tunnel experiments
(NASA Technical Memorandum 81912, 2013) in a flow with Reynolds
number of 2 × 106 and AOA = 16°.

TABLE 1 Comparing the lift coefficients of the airfoil obtained from numerical analysis and NASA wind tunnel experiments (NASA Technical Memorandum 81912,
2013) in a flow with Reynolds number of 2 × 106.

AOA Present work NASA technical report (NASA Technical Memorandum 81912, 2013)

14° 1.7560 1.7784

16° 1.8033 1.8417

17.76° 0.954 0.9699

FIGURE 3
Variation of time-averaged aerodynamic forces for different
actuation frequencies at AOA = 16°.
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Figures 4–6 show the evolution of the aerodynamic coefficients
of the airfoil during a single cycle of pulsed jet actuation at various
actuation frequencies. In these figures, the jet-on and jet-off phases
of the pulsed jet actuation are sketched by solid line. The data show
that pulsed jet actuation at different reduced frequencies
significantly improves lift and aerodynamic efficiency compared
to baseline, even in the jet-off phase of the actuation cycle. At the
beginning of the jet-off phase, a sudden drop in drag value is
observed at all actuation reduced frequencies. This drag is related

to the presence of the jet actuator in the flow, which disappears when
the jet is turned off. The main point of interest in these data is a
fundamental difference in aerodynamic coefficient variations
observed between the low and high-frequency actuation
approaches. As can be seen in Figures 4, 5, the flow actuations
with low frequencies of F+ = 0.2, 1, and 1.2 produce time-dependent
aerodynamic forces that oscillate around the mean values. Whereas,
high frequencies of F+ = 2.4, 4, 6, and 12 generate almost time-
invariant aerodynamic forces during each phase in a cycle.

For the reduced frequency of F+ = 0.2, after the onset of the
actuation, the lift and drag coefficients follow a reduction trend until
they reach minimum values at t/T = 0.22 and then start to increase.
In the second phase, when the actuator is turned off, both the lift and
drag forces maintain their increasing trend (except for the turn-off
point, where a sharp drop in drag coefficient is seen). In almost the
last quarter of the actuation cycle, the lift and drag forces start to

FIGURE 4
Temporal evolution of the lift coefficient during an actuation
cycle at different reduced frequencies, AOA = 16° (The sketch of the
corresponding actuation cycle is shown by the solid line and its
amplitude is not in scale).

FIGURE 5
Temporal evolution of the drag coefficient during an actuation
cycle at different reduced frequencies, AOA = 16° (The sketch of the
corresponding actuation cycle is shown by the solid line and its
amplitude is not in scale).

FIGURE 6
Temporal evolution of the aerodynamic efficiency during an
actuation cycle at different reduced frequencies, AOA = 16° (The
sketch of the corresponding actuation cycle is shown by the solid line
and its amplitude is not in scale).

FIGURE 7
Streamlines and Q-criterion contour for baseline case at
AOA = 16°.
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decrease again and create a maximum value at t/T = 0.72. Actuation
frequency of F+ = 0.2 greatly increases the rate of the aerodynamic
forces variation during one cycle compared to reduced frequencies
of F+ = 1 and 1.2. The highest value of lift and the lowest value of
drag both occurred at an actuation frequency of F+ = 0.2. Upon
closer inspection, it appears that the oscillation of lift and drag forces
gradually subsides as the reduced frequency increases. For high
reduced frequencies ranging from F+ = 2.4 to 12, the lift and drag
coefficients display similar variations throughout each cycle.
Particularly, the lift coefficient remains quasi-time-invariant, and
the drag coefficient changes slightly during each jet-on and jet-off
phase. Meanwhile, as previously shown in Figure 3, the time-
averaged values of the aerodynamic forces for all reduced
frequencies are still improved compared to the baseline case with
increased lift and reduced drag. To elucidate the reason why

different actuation frequencies produce different force variations
during a cycle, a coupled analysis of the vorticity field, streamlines,
and pressure distribution around the airfoil is provided below.

Figure 7 shows the streamlines and specified Q-criterion contour
for the baseline case at angle of attack of 16°. The Q-criterion
identifies vortices as areas where the vorticity magnitude
surpasses the strain rate magnitude. The presence of an adverse
pressure gradient causes separation of the turbulent flow over the
airfoil’s suction side in the last third of the chord, as evident from the
streamlines. This flow separation is characterized as a reverse flow
with a low-velocity region.

Figure 8 shows the evolution of the streamline and Q-criterion for
the actuated case with a reduced frequency of F+ = 0.2 at various time
instances during one actuation cycle. The analyzed phases in Figure 8
are represented by the time evolution of the lift increment in Figure 9

FIGURE 8
The evolution of the streamlines andQ-criterion for the actuated case at AOA= 16° with reduced frequency of F+ = 0.2 at different time instants in an
actuation cycle, t/T= (A) 0.1, (B) 0.17, (C) 0.22, (D) 0.25, (E) 0.37, (F) 0.45, (G) 0.71, (H) 0.95.
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between the controlled airfoil and the baseline case. As explained earlier,
an actuation cycle consists of two phases; the blowing phase (jet-on)
from t/T = 0 to t/T < 0.5 and the closing phase (jet-off) from t/T = 0.5 to
t/T < 1. The jet flow injection over the suction side of the airfoil creates a
region of high vorticity flow just downstream of the actuator chord
location. As can be seen in Figure 8A for t/T = 0.1, this region grows and
is energized by the jet flow and generates a patch of vorticity detaching
from the airfoil surface. This patch of vorticity is transported
downstream by cross flow until it reaches the separation region near
the trailing edge of the airfoil in Figure 8B. Then, it pushes separated
flow away from the upper surface of the airfoil between t/T = 0.22 to
0.37, as shown in Figures 8C–E. During these instants, the lift increment
starts to increase as shown in Figure 9. The pulsed jet actuation provides
momentum flux and additional vorticity in the flow over the suction
surface. This mechanism enables the flow to dynamically overcome the
unfavorable pressure gradient, ultimately delaying and reducing the
area of flow separation. This phenomenon continues until t/T = 0.71 in
Figure 8G when the flow separation region reaches its minimum area.
During the jet-off phase, as the momentum and vorticity injection are
turned off, the flow tends to separate again due to the dominance of the
adverse pressure gradient. As can be seen in Figure 8H, at t/T = 0.95, the
separation point is moved upstream, but not as much as the baseline
case. It is worth noting that despite the increase in the separation region
after the jet is turned off, the flow separation region is still smaller than
that of the baseline case. This phenomenon can be seen by comparing
the streamline at time t/T = 0.95 in Figure 8H with the baseline in
Figure 7.

For further analysis, Figure 10 presents the variation of the
pressure coefficient Cp-Cp0 on the airfoil surface, where Cp0

represents the pressure coefficient of the baseline case. The
effects induced by the pulsed jet are not limited to the
downstream area of the actuator but involve the flow field
throughout the entire airfoil. The new pressure distribution
exhibits a larger suction peak at the leading edge.

As seen in Figure 8, the pulsed jet actuation generates a patch of
additional vorticity detaching from the airfoil surface. This patch of
vorticity moving towards the trailing edge can be seen as a region of
higher suction pressure in Figure 10A. When the patch of vorticity
encounters the separation flow at t/T = 0.17 (Figure 10B), a pressure
increase is observed at the airfoil surface just in front of it
(Figure 10B). The curvature of the streamlines upstream of the
separation is also consistent with this pressure increase on the airfoil.
This higher pressure region leads to a reduction in lift. The
maximum pressure increment along the upper surface is
observed at t/T = 0.22 in Figure 10C where a minimum lift
increment is also obtained in Figure 9. Then the separated flow
moves away from the airfoil surface (Figure 10D) and an increase in
the suction pressure on the upper surface of the airfoil is observed
(Figure 10E). Due to the advantageous modifications in the flow
field, the flow separation on the airfoil surface is delayed and the
separation region is reduced. Finally, the flow that is separated
interacts with the flow that comes from the pressure side of the
airfoil, resulting in a new vortex shedding pattern in the wake (see
Figure 8F). It is responsible for reducing the suction pressure in the
vicinity of the trailing edge on the upper surface of the airfoil as
shown in Figures 10F, G.

During the jet-off phase, by turning off the momentum and
vorticity injection, the flow field changes again and the separation
point is moved upstream, but not asmuch as the baseline case. The new
separation region is observed as a constant pressure area on the upper
airfoil surface. Upstream of the separation point, a region of negative
pressure increase extends along the airfoil due to the flow attaching to
the streamlined body. The time-periodic advection of these pressure
variations contributes to oscillations in the airfoil’s lift and drag forces.

In summary, compared to the baseline when the jet is activated,
the separation point moves toward the trailing edge. The suction
pressure increment occurred along the upper surface followed by
gradual pressure recovery toward the trailing edge. These lead to a
reduction in flow separation and an increase in lift.

Figure 11 shows the evolution of streamlines and Q-criterion for
the controlled case with reduced frequency of F+ = 1 at different time
instants in an actuation cycle. This figure illustrates a noticeable
difference between the flow under actuation at the reduced
frequency of F+ = 1 compared to F+ = 0.2, due to the difference in
the duration of the jet-on and jet-off phases. As can be seen in
Figure 11A, the interaction of the patch of vorticity with the
separated flow, occurs before t/T = 0.05. It is much earlier than the
controlled case with F+ = 0.2. Actually, the phenomenon observed in
Figure 11A is equivalent to that in Figure 8D at t/T = 0.25 for controlled
case of F+ = 0.2. Therefore, unlike the previous case, in the controlled
case with reduced frequency of 1, the lift starts to increase almost at the
beginning of the jet-on phase as shown in Figure 4. Then the maximum
lift is obtained at t/T = 0.45. As can be seen in Figure 11B at t/T = 0.45,
the flow separation is delayed and the separation region is reduced
compared to the baseline case but is larger than the controlled case with
F+ = 0.2 at the corresponding instant. The larger separation area can be
attributed to the shorter blowing phase, resulting in less promotion of
the maximum lift (Clmax = 1.9125 at t/T = 0.45) by the pulsed jet
actuator’s effects (as compared toClmax = 1.9336 for controlled case F

+ =
0.2 at t/T = 0.72). The larger size of the separation region is mainly due
to the shorter duration of the blowing phase so that maximum lift
(Clmax = 1.9125 at t/T = 0.45) is less promoted by the effects provided by

FIGURE 9
The instants from (A-H) are represented on the time evolution of
the lift increment for the reduced frequency of F+ = 0.2 (The sketch of
the corresponding actuation cycle is shown by solid line and its
amplitude is not in scale).
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the pulsed jet actuator (compared to Clmax = 1.9336 for controlled case
F+ = 0.2 at t/T = 0.72). After the jet is turned off, due to hysteresis, the
positive effects of jet injection in reducing flow separation and

increasing lift are still observed at t/T = 0.55 in Figures 4, 11C. At
the end of the jet-off phase at t/T = 0.95 in Figure 11D, the flow
separation is growing, but unlike the controlled case with F+ = 0.2 in

A

B

C

D

E

F

G

H

FIGURE 10
Variation of the pressure coefficient around the airfoil for reduced frequency of F+ = 0.2 at different time instants in an actuation cycle, t/T= (A) 0.1,
(B) 0.17, (C) 0.22, (D) 0.25, (E) 0.37, (F) 0.45, (G) 0.71, (H) 0.95.
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FIGURE 11
The evolution of the streamlines and Q-criterion for the actuated case at AOA = 16° with reduced frequency of F+ = 1 at different time instants in an
actuation cycle, t/T= (A) 0.05, (B) 0.45, (C) 0.55, (D) 0.95.

A

B

C

D

FIGURE 12
Variation of the pressure coefficient around the airfoil for reduced frequency of F+ = 1 at different time instants in an actuation cycle, t/T= (A) 0.05, (B)
0.45, (C) 0.55, (D) 0.95.
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Figure 8H, the separation region is not fully formed. The variation
of the pressure coefficient Cp-Cp0 on the airfoil surface for F+ = 6 at
the times corresponding to the Figure 11, is presented in Figure 12.

On average, the pressure difference between the upper and lower
surfaces is greater for the majority of time intervals in Figure 12
compared to Figure 10.

FIGURE 13
The evolution of the streamlines and Q-criterion for the actuated case at AOA = 16° with reduced frequency of F+ = 6 at different time instants in an
actuation cycle, t/T= (A) 0.05, (B) 0.45, (C) 0.55, (D) 0.95.
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D

FIGURE 14
Variation of the pressure coefficient around the airfoil for reduced frequency of F+ = 6 at different time instants in an actuation cycle, t/T= (A) 0.05, (B)
0.45, (C) 0.55, (D) 0.95.
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The unsteady flow structure and dynamics of vortices around
the controlled airfoil under the influence of actuation with high
frequencies F+ = 2.4, 4, 6, and 12 compared to the actuation with low
frequencies F+ = 0.2, 1, 1.2 have completely different patterns.
Figure 13 shows the evolution of the streamline and Q-criterion
for actuation frequency of F+ = 6 at different time instants in one
cycle of actuation. Since the duration of each actuation cycle is
shorter than the advection time scale on the airfoil, a series of small
patches of vorticity shedding from the actuator can be observed at
any instant. However, unlike reduced frequencies of 0.2 and 1 in
Figures 8, 11, these patches of vorticity appear smaller and less
intense. The small size of the patches of vorticity is mainly due to the
very short duration of the blowing phase. As a consequence,
actuation at high frequency is not strong enough to eliminate
flow separation during a cycle and it only leads to slight
downstream migration of the separation point compared to
baseline. This leads to the reduction of the separation region and
thus to the improvement of the aerodynamic forces.

In contrast to the low-frequencies actuation, the high-frequency
actuation exhibits a similar flow structure at different time instants
during an actuation cycle, resulting in relatively time-invariant
aerodynamic forces. It seems that the time duration of each
actuation cycle is so short that the cross flow does not sense
significant changes in terms of turning the actuator on or off.

The variation of the pressure coefficient Cp-Cp0 on the airfoil
surface for F+ = 6 at the times corresponding to the Figure 13, is
presented in Figure 14. The pressure distributions for an actuation
frequency of F+ = 6, which exceeds the natural frequency of flow by an
order of magnitude, exhibit marked differences from previously
discussed cases. In general, high-frequency actuation yields a lower
suction peak at the leading edge of the airfoil. After the suction peak, the
pressure difference between the upper and lower surfaces decreases
compared to corresponding low-frequency actuation cases, resulting in
lower lift. Furthermore, the area with a constant suction pressure
exhibits a larger separated flow over the upper surface of the airfoil
compared to the low-frequency actuation cases.

4 Conclusion

Numerical simulations were conducted to investigate the impact of
different pulsed jet actuation frequencies on improving the performance
of separation control on a supercritical airfoil with a NASA SC(2)-
0714 cross-section. The actuation frequency varies between the low
range of F+ = 0.2 and the high range of F+ = 12, which respectively
correspond to the natural instability frequencies of the separated shear
layer and higher order frequencies (0.2 ≤ F+ ≤ 12). The study was
conducted under incompressible flow conditions, with a high Reynolds
number of 1 × 106, and an angle of attack of 16°, where themaximum lift
was obtained. This study aimed to enhance aerodynamic efficiency and
maximum lift through an unsteady flow investigation. Furthermore, it
aimed to increase knowledge regarding themechanisms that are effective
in augmenting instantaneous lift and diminishing instantaneous drag.

The study demonstrated that utilizing pulsed jet actuation
upstream of the separation point over the supercritical airfoil at a
high angle of attack effectively postponed flow separation for all
actuation frequencies. This led to an enhanced lift-to-drag ratio for
all controlled cases with a maximum lift-to-drag increase of 28.62%

at F+ = 1. In this study, the low reduced frequency of F+ = 1 produced
the greatest time-averaged lift increment of 12.21%, while the high
reduced frequency of F+ = 12 resulted in the highest time-averaged
drag reduction of 15.7%. Furthermore, the aerodynamic forces
experienced slight changes with the actuation frequencies in
controlled cases at reduced frequencies exceeding F+ = 4,
suggesting that the enhancement of aerodynamic characteristics
becomes restricted when actuation frequency is high enough.

Temporal evolution of lift coefficient during an actuation cycle at
different reduced frequencies showed that the controlled cases with
low actuation frequencies of F+ = 0.2, 1, and 1.2 produced time-
dependent aerodynamic forces that oscillated around themean values.
Therefore, it can increase the load fluctuations on the airfoil. The
results showed that the oscillation of lift and drag forces gradually
disappeared from low to high reduced frequency. Therefore, high
actuation frequencies of F+ = 2.4, 4, 6, and 12 generated almost time-
invariant aerodynamic forces during each phase in a cycle.

Investigating the evolution of the streamline and vorticity field for
different reduced frequencies in an actuation cycle showed that in all the
controlled cases, the interaction of the pulsed air jet with the crossflow
generated patches of vorticity near the airfoil surface and within the
turbulent boundary layer. Therefore, in addition to increasing the
momentum of the near-wall flow, the patches of vorticity enhanced
themomentum exchange between the outer parts of the boundary layer
with high momentum flow and the region near the surface with low
momentum flow. It was also found that the patches of vorticity were
smaller and less intense in the controlled cases with high frequencies
compared to the low frequencies due to the short duration of the
blowing phase. However, in controlled cases with high frequencies, the
high shedding sequence of patches of vorticity and the hysteresis effect
had a positive impact on reducing fluctuation of aerodynamic
coefficients compared to the low frequencies.
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Nomenclature

f actuation frequency (Hz)

F+ Nondimensional frequency, reduced frequency, F+ = f L/V

L Length scale of the flow domain (m)

C Chord Length (m)

V Freestream velocity (m/s)

Cp Pressure coefficient

Cp0 Pressure coefficient of baseline case

Cl Lift coefficient

Cl0 Lift coefficient of baseline case

Clmax Maximum lift coefficient

Cd Drag coefficient

Cl/Cd Aerodynamic efficiency

T Time period of actuation (s)

t/T Nondimensional time

AOA Angle of attack (Degree)
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different lobe rotor geometry for
positive displacement turbine in
water distribution network
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The application of hydro turbines for harnessing water energy within distribution
networks, as an alternative to pressure relief valves, is steadily increasing. These
turbines are particularly suitable for recovering energy from incompressible
subsonic fluid flows. In this research paper, three models of positive
displacement lobe machine designed to function as water turbines were
extensively examined and compared. The three selected turbine types included
the circular lobe turbine, the cycloidal arc lobe turbine and the epicycloid arc lobe
turbine. These turbines were meticulously designed and developed for their
respective applications. Under identical operational conditions, optimization
processes were applied to enhance volumetric efficiency and power efficiency
for all three turbine variants, each having a different number of blades. A computer
program was devised to facilitate the optimization and calculation of blade
geometries under various operating conditions. This research delved into the
impact of blade geometry type and the number of blades on turbine efficiency and
size. The data obtained from the present investigation were systematically
analyzed, and the performance of the different turbines were compared.
Notably, the circular lobe turbine was found to be the largest among the
three, occupying more space. The cycloidal arc requiring a greater amount of
material resulting in rotor volume, which subsequently resulted in a higher overall
cost. In contrast, the cycloidal arc lobe turbine emerged as the smallest variant,
demanding less space for operation. Efficiency-wise, the cycloidal arc lobe turbine
exhibited the highest efficiency with two blades, while the circular lobe turbine
displayed the lowest efficiency with six blades. Moreover, among the turbines with
the same number of lobes, the cycloidal arc lobe turbine consistently
demonstrated superior efficiency compared to the circular lobe turbine.

KEYWORDS

incompressible flow, positive displacement turbine, lobe pump as turbine, geometric
analysis, lobe rotor analysis

1 Introduction

Hydrodynamics and aerodynamics have similar behavior in many engineering cases.
The application of airfoils is important in both fields of aerodynamics (Taleghani et al., 2012;
Salmasi et al., 2013; Shams Taleghani et al., 2020; Abdolahipour et al., 2022a; Abdolahipour
et al., 2022b) and hydrodynamics (Ouro and Stoesser, 2019; Bagal and Bhardwaj, 2022;
Zhang, 2022; ElHelew et al., 2023; Ferretti et al., 2023), and some airfoils such as
NACA0012 and NACA 4412 are generally used in both fields (Mirzaei et al., 2012;
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Mohammadi and Taleghani, 2014). In many cases such as low-speed
aerodynamics, the fluid flow equations are also used in
hydrodynamics. This has caused some aerodynamic designers in
the car industry and aeronautics to use water tunnel tests instead of
wind tunnels to measure the drag coefficient (Erm and Ol, 2012;
Sibilski et al., 2020; Lis et al., 2021).

In recent decades, optimizing and efficiently managing water
distribution and transmission systems has become a critical concern
due to growing human needs for both water resources and energy.
One key factor in enhancing the performance of these systems is the
efficient utilization of energy within the flowing water. This
optimization holds significant importance as it not only improves
the efficiency of water distribution and transmission networks but
also contributes to energy conservation.

In this regard, Positive Displacement Lobe Turbines have
emerged as an effective tool for energy conversion in these
systems. Their utilization as intelligent alternatives to pressure-
reducing valves in water distribution and transmission networks
is gaining prominence. This substitution not only leads to energy
savings and operational cost reduction but also offers an opportunity
for harnessing renewable energy resources.

Unlike large power plants, small-scale hydropower installations
often consist of a wide range of designs, layouts, and various equipment
options, offering numerous choices for applications (Zhoua and Denga,
2017). However, the discussed technologies are often outdated and lack
the required credibility and efficiency for in-network water distribution
and conduit applications (IEA-ETSAP and IRENA, 2015).

A fundamental hydropower unit comprises a turbine and a
generator. Despite their diversity, many turbines are categorized into
reaction, impulse, and hydrokinetic turbines based on operational
principles. Reaction turbines like Francis and Kaplan utilize water
pressure and motion to generate hydrodynamic force for turbine
blade rotation. Impulse turbines like Pelton, Turgo and cross-flow
turbines use blades driven by high-velocity water flow. Reaction
turbines are typically suited for low head systems, while impulse
turbines are more suitable for medium head conditions.
Nevertheless, practical applications of these turbines often involve
significant overlap (McKinney, 1983). For instance, some newer
impulse turbines like hydrodynamic screw turbines can also operate
in low-head flows. Besides reaction and impulse turbines, there is
growing interest in developing and installing hydrokinetic turbines
that harness energy fromwater motion. Commercial hydrokinetic units
are typically deployed in rivers, natural and man-made channels, and
marine environments (Saria et al., 2018). The use of pumps instead of
turbines (PAT) is a feasible solution but using a pump instead of a
turbine reduces the overall efficiency of the machine (Liu et al., 2022).

Phommachanh et al. (2006) recommended the use of positive
displacement micro-turbines for converting water energy into
electricity in low-flow, high-head conditions. In their study, they
compared a positive displacement turbine with an impulse turbine
in a water distribution system. The results indicated that the positive
displacement turbine significantly outperformed similar turbines
under a wide range of operating conditions.

Yao et al. (2005) investigated the effect of the number of lobes in
positive displacement pump turbines on the rotor’s input force.
They utilized an epicycloidal geometry in their research, developed it
and provided a higher-degree geometric equation for the tip end of
the rotor to reduce pulsation and improve rotor rotation. According

to their findings for an epicycloidal lobe pump, increasing the
number of lobes reduces output flow pulsation, resulting in a
more uniform output flow.

Li et al. (2018); Li et al. (2019); Li et al. (2020) developed a
geometry for a cycloidal lobe and presented a combined geometry of
convex and concave arc cycloidal for a root blower. They studied and
examined this geometry in their research and developed cycloidal
arc lobe geometry.

Sonawat et al. (2020) studied the use of a positive displacement
turbine in a district heating water network to replace pressure reducing
valves. In this study, a specific 4-lobe turbine model was investigated
both theoretically and experimentally. Various factors such as pulsation
and efficiency were examined, focusing on a single turbine model as
chosen by the researchers.

Rotor geometry significantly influences the efficiency and
performance of a lobe turbine, and it varies with the changes in
geometry specifications and lobe types (Kang and Vu, 2014).

In the most previous researches, the use of a lobed machine as a
pump in the network has been explored and only a few studies
considered positive displacement machines as turbines within the
network. Additionally, the optimal design of positive displacement
machines has not been thoroughly explored and the impact of
geometry and the number of lobes on their output efficiency has
not been investigated. Therefore, in the current research work three
different geometries of lobe positive displacement machines were
investigated. Considering the use of these machines as turbines in
water transmission networks, a method for optimizing blade and rotor
geometry was developed. Furthermore, geometry optimization under
identical operating conditions examined the effects of the number of
blades and geometry type on turbine efficiency. Ultimately, the priority
of using different geometries and blade counts was determined.

2 Materials and methods

2.1 Blade design geometry

The principles of operation in a turbine are such that two rotor
blades rotate around their central fixed axis and rolling over without
contacting each other. This study focuses on “circular lobe turbines”.
Circular turbines have various types, all of which follow the same
general principles but differ in the details of the blade curvature. The
basic principles of designing circular and non-circular lobe turbines are
the same, with the main difference being the variation in timing gears
and the different rotational and linear speeds of the blades. In a lobe
turbine and pumps, unlike gear types, there is no contact between the
blades, and the blades are connected to a gear axis that rotates at a
specific speed, allowing the blades to rotate without contacting each
other. In general, the shape of the blades in a turbine can be either
uniform or non-uniform. In this study, a circular turbine with uniform
blades has been investigated.

2.2 Basic principles of rotor design for lob
machine

Figure 1 displays a schematic cross-section of the lobe turbine
rotor. In this figure, r1(θ1) and r2(θ2) are the curvature equations
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for rotor 1 and rotor 2, respectively. The parameter “ l ” signifies the
distance between the centers of these two rotors. Additionally, θ1
and θ2 represent the angular rotation of rotor 1 and rotor 2,
respectively. Given that the only relative motion between the
turbine blades is rolling, Eq. 1 is upheld:

r2 θ2( ) � l − r1 θ1( ) (1)
Therefore, the rotational position of rotor 2 can be determined

using Eq. 2:

θ2� ∫ r1
l − r1

dθ1 (2)

If the values for l and θ2 � f(θ1) are given, then the curve for the
second blade can be derived using the previously mentioned equation.
In a Lobe machine, it is crucial that the blades have relative rotation to
each other without any contact, slippage, or excessive pressure. Under
these conditions, the instantaneous velocity at the blade contact point
remains constant, leading to Eqs 3, 4:

r1
dθ1
dt

� r2
dθ2
dt

(3)

r1 � r2
dθ2
dθ1

(4)

By combining the above equations, the equations of the airfoil
curve can be represented in the following form, Eqs 5, 6:

r1 θ1( ) � f′l
1 + f′ (5)

r2 θ1( ) � l

1 + f′ (6)

Under the conditions of uniform rotation, the absence of
oscillation, slip, and circular motion of the rotor, the curves of
each rotor are simple and closed. This implies that the equations r1
and r2 will also be simple and closed equations. In this scenario, the
conditions are met based on Eq. 7:

θ2� 2nπ when θ1� 2π (7)
In the above relation, the variable “n” is a real number that

represents the ratio of the number of blades on rotor 1 to the number
of blades on rotor 2 which is showed in Eq. 8.

n � Number of Lobes ofRotor1
Number of Lobes ofRotor2

(8)

This study focuses on the examination of the circular base curve
propeller in a lobe machine. The circular lobe machine features a
circular pitch, and both of its rotors share the same rotational speed.
Additionally, the radii of the pitch circles in the rotors are identical.
In this specific lobe type, the rotor blades are uniform in size and
shape due to the consistent base circle size and rotational speed.
Typically, this rotor profile is referred to as “circular” in the lobe
machine context.

2.3 Circular lobe design

A circular-toothed lobe represents one of the fundamental and
widely used geometries for rotor blades, forming the basis for
numerous designs. The profile of the rotor’s circular-toothed
section is defined as part of a circular curve with a radius of ρ1,
centered at point C. Point C is situated at a distance “ a ” from the
center of the rotor base, which corresponds to the center of rotor
rotation. By computing the tip section of the tooth, i.e., the convex
part of the blade, the profile of the convex section of the tooth can
also be determined using Eq. 1.

Figure 2 provides an illustration of the specifications for two-
blade and three-blade lobes, which serve as the basis for deriving
the governing equations. In a three-blade lobe, the overlap angle
of the rotor tooth section is 60°, while it is 90° in a two-blade lobe.
Generally, when the rotor has N number of blades, the overlap
angle of the tooth circle section can be determined using Eq. 9:

FIGURE 1
General view of the rotor and circular pitch circle.
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α � 2π
N

(9)

The trigonometric relation that governs the lob turbine design is
shown in Eq. 10 (Litvin and Fuentes, 2004):

r2 + a2−2ar cos α( ) � ρ2 (10)
This equation allows to determine the radius of the tooth circle

based on the values of r and a, which are adjustable design variables.
So, Eq. 1 can be used to calculate the profile of the convex section of
the rotor’s tooth.

The profile of the rotor’s tooth is an essential factor in the design
of lob turbines, and by adjusting r and a, the shape and performance
of the rotor blades can be controlled.

The equation governing the blade tooth section is established as
follows in Eq. 11 (Litvin and Fuentes, 2004):

x1 � ρ sin θ

y1 � a + ρ cos θ

− a + ρ( )2 − r2�
2

√
ar

≤ tan
θ

2
( )≤

a + ρ( )2 − r2�
2

√
ar

(11)

Using the method for calculating the coordinates of contact
points between the rotors, the equation describing the rotor’s tooth
profile can be derived as Eq. 12 (Litvin and Fuentes, 2004):

f θ,∅( ) � r sin θ −∅( ) − a sin θ( )� 0 (12)
By solving the above equation for angle ϕ, the angle θ can be

calculated. Using the equations mentioned earlier, the equation
governing the convex section of the blade can be derived as Eq.
13 (Litvin and Fuentes, 2004):

x2 � ρ sin θ−2∅( ) − a sin 2∅( )+2r sin ∅( )
y2 � ρ cos θ−2∅( ) + a cos 2∅( )−2r cos ∅( )

r sin θ −∅( ) − a sin θ( )� 0
(13)

The maximum radius or tooth radius of the rotor can also be
determined using Eq. 14 (Litvin and Fuentes, 2004):

Rt � a + ρ (14)
Additionally, the relationship between the tooth radius and the

minimum profile radius, which is showed on Eq. 15 is established
based on Eq. 1 as follows:

Rt + Rmin � l (15)
With these equations, the rotor profile can be calculated. The

input parameters for geometry design are values of “a” and “ r.”
Various combinations of “a” and “ r ” leads to different rotor
profiles, as explained in subsequent sections.

2.4 Cycloidal arc lobe design

The Cycloidal Arc Lobe is derived from plotting the trajectory of
a point on a circle as it rotates along another line or circle. This point
can typically be situated on the outer edge or inside the
circumference of the rotating circle.

The ratio of the pitch circle’s radius to the rolling circle’s radius
leads to the creation of different shapes, and this approach is
extensively employed in lobe rotor design. The same principle
underlies the design of epicycloid rotors. In this research, two
rotors with epicycloidal bases but differing geometries at the
rotor tips are employed. Previous work by Yao and others has
focused on epicycloidal rotors with the goal of minimizing issues
related to slipping and mutual interaction between the two rotors.
Drawing from their prior experiences, they divided the convex tooth
section of the rotor into two parts (Yao et al., 2005): one with an
epicycloidal profile and the other with a circular profile, while the
concave tooth section is treated as a circular segment. Unlike the
circular lobe design, the center of the convex tooth circle is
positioned on the circumference of the base circle.

In Figure 3, a cross-sectional view of a three-bladed arc-cycloidal
rotor is illustrated. It is evident that each tooth is composed of one
convex epicycloidal section, one concave epicycloidal section and
two circular arc segments. Two coordinate systems are established

FIGURE 2
General View and lobe Geometry of circular lobe tooth profile for deriving equation.
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for the two rotors, with each rotor rotating in the opposite direction
about its axis. The convex and concave arc sections have their own
distinct equations. Fundamentally the primary relationships
between the lobe rotors, as detailed in Section 2.2 are applicable
here as well, with the only difference being in the curvature
equations of the curved sections.

Equation 16 shows the relationship between the angles depicted
in Figure 3 and is valid for this particular rotor geometry (Yao et al.,
2005):

∠B2O2H2 � ∠H2O2F2 � ∠D1O1C1 � ∠C1O1B1 � π

2N

F2H2 � ra� 2r sin
π

2N
( )

(16)

In this rotor geometry, the maximum radius is equal to the sum
of the base circle radius and the radius of curvature at the rotor
tip. This is because the center of the rotor tip circle is positioned on
the base circle which is shown in Eq. 17:

Rt � r + ra (17)
The equation for the curvature of the convex arc section of the

rotor, curvature HDJ, can be also obtained based on Figure 3 as Eq.
18 (Yao et al., 2005):

x1ce � r + ra cos φ( )
y1ce � ra sin φ( )

−cos−1 ra
2r

( )≤φ≤ cos−1
ra
2r

( )
(18)

Furthermore, by using the aforementioned equations and the
general equations for designing lobe rotors, the equation for the
curvature of the concave section of the rotor, curvature ABC, can be
derived as Eq. 19 (Yao et al., 2005):

x1ca � r sin
π

2N
( ) − ra sin β + π

2N
( )

y1ca � r cos
π

2N
( ) − ra cos β + π

2N
( )

−cos−1 ra
2r

( )≤ β≤ cos−1
ra
2r

( )
(19)

Yao et al. aimed to enhance rotor performance by incorporating
a circular curvature at the termination of the convex arc section and
extending the cycloidal arc with a circular segment. To achieve this,
they employed an inverse computational approach based on
Figure 3, resulting in the following equation that governs the
cycloidal section, curvature CH as Eq. 20 (Yao et al., 2005):

x1cy � 2r cos θ( ) + r cos 2θ + 5π
2N

( )
y1cy � 2r sin θ( ) + r sin 2θ + 5π

2N
( )

0≤ θ ≤
π

2N

(20)

Using the equations provided above, the complete geometry of
the arc-cycloidal rotor can be accurately determined.

2.5 Epicycloid arc lobe design

Another type of lobe rotor examined in this study is the rotor
with an epicycloidal geometry. This rotor is also a subset of
cycloidal lobe rotors and follows the general principles and
equations of lobe rotor geometry. In this type of lobe turbine,
both convex and concave curvatures of the blade are formed by
tracing a point on one circle as it rolls along another circle.
Additionally, to minimize the issues of rotor slippage and mutual
interaction between the blades, Li et al. have used higher-degree
curves at the connection point of the convex and concave
sections, leading to the development of this rotor type (Li
et al., 2020).

Figure 4, illustrates the design principles and the formation of
the rotor curve. Sections AB and CD represent the cycloidal regions
of the rotor, while section BC is the curved area with higher degrees
of curvature.

This type of rotor, with its unique geometry, offers its own
advantages and characteristics, which make it suitable for specific
applications within the broader category of the lobe rotors.

The curve for the tip section of the rotor; the curvature of section
AB is obtained from Eq. 21 (Li et al., 2020):

FIGURE 3
Geometry and cross-sectional view of a three-lobe cycloidal arc rotor.
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x � 2N+1( )Rt

2 N+1( ) cos θ( ) + Rt

2 N+1( ) cos 1 + 2N( )θ[ ]

y � 2N+1( )Rt

2 N+1( ) sin θ( ) + Rt

2 N+1( ) sin 1 + 2N( )θ[ ]
π

2N
≤ θ ≤

π

N

(21)

Furthermore, the curve for the convex section of the rotor; the
curvature of section CD is obtained from Eq. 22 (Li et al., 2020):

x � 2N−1( )Rt

2 N+1( ) cos θ( ) − Rt

2 N+1( ) cos 1 − 2N( )θ[ ]

y � 2N−1( )Rt

2 N+1( ) sin θ( ) − Rt

2 N+1( ) sin 1 − 2N( )θ[ ]

0≤ θ ≤
π

2N

(22)

The equation governing the curve of the higher-degree section of
the rotor; section BC is also developed as Eq. 23 (Li et al., 2020):

μ φ( ) � k0 + k1φ + k2φ
2 + k3φ

3 + k4φ
4 + k5φ

5 + k6φ
6 (23)

In the equation above, k0 to k6 are design variables, and the
objective is to minimize the pulsation while maximizing the
rotational acceleration of the rotor and avoiding any interference
during the rotor’s motion. Eq. 24 represents an optimization
problem whenever it is necessary to find the values of these
design variables to satisfy these objectives (Li et al., 2020):

minW1 J max| | +maxW2 k max| | (24)
To optimize the above equation constraints are utilized based on

Eq. 25 (Li et al., 2020):

φ 0( ) � OB

φ β − µ( ) � OC

] 0( ) � ] β − μ( ) � k β − μ( ) � k 0( ) � J β − μ( ) � J 0( )� 0 (25)
In the above equations, k(μ) � dμ

dφ
represents the angular velocity

of the rotor, while k(φ) � d2μ
dφ2

denotes the angular acceleration,
impacting the radial force on the rotor. Additionally, J(φ) � d3μ

dφ3
signifies the pulsation and noise of the rotor system.

With these equations, the complete geometry of the epicycloidal
rotor can be calculated and designed.

2.6 Optimization of rotors

The calculation of the rotor’s geometric profile was explained in
the previous section. For a given volume, there are thousands of
different turbine designs with various geometric dimensions that
can be used. To design an appropriate rotor and turbine, it is
essential to relate geometric parameters to relevant performance
parameters. The most critical performance parameters for hydraulic
machines are the volumetric efficiency and the output power.
Initially, functional parameters must be linked to the machine’s
efficiency to perform the design based on higher efficiency.

In the previous section, the process of calculating the geometric
profile of the rotor was discussed. When designing a turbine, it is
crucial to establish a connection between geometric parameters and
key performance indicators. Among the most critical performance
parameters for hydraulic machines are volumetric efficiency and
output power. To initiate the design process, it is essential to
establish a relationship between geometric parameters and
efficiency, with an emphasis on achieving higher efficiency.

The power efficiency of the machine, denoted as ηp, can be
defined as the ratio of the turbine’s output power to its input power,
expressed by Eq. 26:

ηp � Output Power

Input Power
� QrΔP
QrΔP +Wf

(26)

In the above equation, Qr represents the actual fluid flow rate,
ΔP is the pressure difference between the turbine’s inlet and outlet,
and Wf is the frictional losses within the machine.

Efficiency is a crucial factor in the design process, as it directly
impacts the performance and effectiveness of the hydraulic
turbine. Optimizing geometric parameters with a focus on
enhancing efficiency can lead to more effective and energy-
efficient turbines.

The equation for volumetric efficiency ηv, provided here is a
fundamental parameter in evaluating the performance of hydraulic

FIGURE 4
Geometric relation of epicycloidal lobe rotors.
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turbines. This parameter shows that how well the actual outlet flow
rate is and how leakage affect performance.

The goal in turbine design is to maximize volumetric efficiency,
which means achieving a high ratio of actual flow rate to ideal flow
rate bases on Eq. 27. High volumetric efficiency indicates that the
turbine is effectively converting the incoming fluid into mechanical
energy, minimizing losses and waste.

ηv �
Qr

Qi
(27)

where, Qr of the turbine compares to the ideal flow rate Qi, which
represents the flow rate that would be achieved under perfect ideal
conditions. Qr represents the actual flow rate of fluid exiting the
turbine. It is the real-world flow rate experienced in the operating
turbine. Qi, The ideal flow rate, represents the theoretical maximum
flow rate that could be achieved under perfect conditions, without
losses or inefficiencies and Ql is the leakage rate from the turbine.

The actual turbine flow rate is calculated from the difference
between the inlet and outlet flow rates which is showed on Eq. 28:

Qr � Qi − Ql (28)
The ideal turbine flow rate can be written as Eq. 29:

Qi � nqi (29)
The lobemachine uses a structure, identical to that of a pump for

power generation purposes with the only difference being in the
analysis and operation. Therefore, essentially a pump instead of a
turbine is used with different design objectives. However, pump
design parameters can also be used in turbine design. For this
purpose, the dimensionless parameter called the “pumping ratio”
is used, which depends only on rotor geometry.

The concept of the “pumping ratio” is an important parameter
in the design and analysis of lobemachines that are used as pumps or
turbines. This dimensionless parameter is primarily determined by
the geometry of the rotor and provides valuable insights into the
machine’s performance. The pumping ratio itself is a dimensionless
quantity, and it quantifies the machine’s ability to transfer fluid from
the inlet to the outlet. It depends on rotor geometry and is a key
factor in assessing the machine’s performance.

By calculating the pumping ratio, can gain insights into how the
machine’s geometry and configuration affect its fluid-handling
capabilities and helping to optimize performance for specific
applications, such as a pump or a turbine.

The equation provided defines the pumping ratio (rp) and its
relationship with various geometric parameters of the rotor is shown
on Eq. 30:

rp � qi
V

(30)

The relationship described in the provided Eqs 19, 20 highlights
an essential aspect of the design and performance of lobe machines
that function as pumps or turbines.

Based on this relationship, it can be observed that if two pumps
have the same size and rotor speed and the pump with a higher
pumping ratio has a greater water output. This observation holds
true for turbines as well. By combining Eqs 19, 20, Eq. 31 is obtained:

Qi � nVrp (31)

To use the dimensionless pumping ratio in rotor design, the
mathematical relationship between them needs to be determined. In
Figure 5, the area of the region exiting the turbine in each rotor
rotation is denoted as B. The ideal output volume in each rotor
rotation can be calculated as Eq. 32:

qi � 2NBw � 2 πR2
t − A( )w (32)

In the above equation, N represents the number of rotor blades,
and w is the blade length. The rotor area is denoted as A. Now, by
using the above relationship, the pumping ratio can be rewritten as
Eq. 33:

rp � qi
V
� 2NB

πR2
t+2Rtl

� 2 πR2
t − A( )

πR2
t+2Rtl

(33)

Using the equation above, the effects of changing the geometric
profile of the rotor on the pumping ratio can be studied. To do this,
the efficiency equations using rp is rewritten. By substituting the
above equations into Eq. 16, the power efficiency is rewritten as
Eq. 34:

ηp � QrΔP
QrΔP +Wf

� rpnV − Ql( )ΔP
rpnV − Ql( )ΔP +Wf

� rpn − Ql/V( )ΔP
rpn − Ql/V( )ΔP +Wf/V (34)

This equation represents the power efficiency ηp as a function of
the pumping ratio rp, the frictional losses Wf/V, and the leakage
rate Ql/V. It allows to study that how changes in the geometric
profile of the rotor (which affect rp) impact the power efficiency of

FIGURE 5
Schematic of fluid sections in lobe turbine.
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the turbine, while considering the influence of frictional losses and
leakage which is shown on Eq. 35:

ηv �
Qr

Qi
� nVrp − Ql

nVrp
� nrp − Ql/V

nrp
(35)

So, the volumetric efficiency, ηv, can be expressed as a function
of the pumping ratio, rp , and specific leakage ratio (Ql/V). Similar to
Eq. 34, this equation allows to study how changes in the geometric
profile of the rotor (which affect rp) impact the volumetric efficiency
while considering the influence of leakage.

To investigate the effects of altering the geometric profile of the
rotor on the pumping ratio (rp), specific operating conditions are
initially assumed. These conditions maintain constant pressure
difference, rotor speed, leakage, and frictional losses. An
examination of the efficiency equations reveals that increasing
the pumping ratio leads to higher efficiency.

In Figure 6, the relationship between volumetric efficiency (ηv)
and rp is depicted for various values of Ql/V. Regardless of the Ql/V
values, it is evident that increasing rp consistently results in
improved volumetric efficiency. Moreover, as rp increases, the
influence of Ql/V on volumetric efficiency diminishes, reducing
the impact of leakage. This trend emphasizes the importance of
maximizing rp during rotor design.

Figure 7 illustrates the variation in power efficiency (ηp)
concerning rp for different values of Wf/V. This graph similarly
demonstrates that increasing rp enhances power efficiency across all
Wf/V values, mitigating the impact of friction on efficiency.

These observations highlight the crucial role of selecting
appropriate geometric parameters for the rotor to optimize
efficiency and overall turbine performance under specified
operating conditions.

To enhance the rotor design, a computer program was devised
for determining the geometric parameters of the rotor. The objective
was to maximize the output efficiency while considering the

specified input conditions at the design point. The program takes
into account the crucial input factors such as the maximum runner
speed, the maximum fluid flow rate, and the desired number of
lobes. Using these initial conditions, the program calculates both the
pitch circle radius and the maximum tips radius to ensure that the
turbine achieves peak output efficiency.

By inputting these parameters into the computer program, the
geometric specifications of the runner, including the base circle
radius and maximum radius are calculated to create an optimized
turbine with the highest efficiency under the specified input
conditions. SQP algorithm which is a versatile and effective
method for solving nonlinear constrained optimization problems,
have been used in this research.

The results indicate that using this computer program and
adjusting the input parameters, it is possible to achieve the
design of turbines with maximum efficiency under specific input
conditions. It was assumed uniform operating conditions, including
a maximum runner speed of 40 rotations per minute and a
maximum fluid flow rate of 0.5 cubic meters per minute as
design boundary conditions. Furthermore, the width of the
runner is assumed to be 0.8 times the maximum length of the
runner, with a constant length-to-width ratio of the runner.

By providing these parameters as input to the computer
program, it performs calculations to determine the rotor’s
geometric specifications, which include the pitch circle radius
and the maximum radius. This process results in an optimized
turbine configuration that can achieve the highest efficiency while
operating under the specified input conditions.

The algorithm of optimization is briefly as follow:

• Input initial conditions and design parameters including:
rotation speed, flow rate, lobe number, geometry
nput first evaluation of geometry design (pitch radius and
tip radius)

• Geometry calculation for desire point

FIGURE 6
Variation of ηv with respect to rp for different values of Ql/V.
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• rp calculation
• Maximize rp using SQP algorithm and calculate pitch
radius and tip radius based on the optimum design

• Geometry design for optimum point

The research findings suggest that using this computer program
and the adjustment of input parameters, it becomes feasible to
design turbines that can operate with maximum efficiency under
specific input conditions. The studymaintained consistent operating
conditions, including a maximum runner speed of 40 rpm and a
maximum fluid flow rate of 0.5 cubic meters per minute, serving as
the design boundary conditions. Additionally, the width of the
runner was assumed to be 0.8 times the maximum length of the
runner, maintaining a constant length-to-width ratio for the rotor.

3 Results and discussion

The optimization process and design of Circular lobe turbines
ranging from 2 to 6 lobes have been systematically carried out. In
this particular turbine configuration, two parameters, namely, the
pitch circle radius and the radius of blade curvature (tips radius), are
fundamental in the comprehensive rotor design. It’s important to
note that for each parameter, there exists a multitude of potential
rotor designs, resulting in a vast design space. By adjusting one of
these parameters while maintaining the other constant, it leads to
the creation of diverse rotor designs, which, in turn, can yield
entirely distinct turbine configurations. Figure 8 visually portrays
a selection of these rotor designs, each characterized by different
ratios of the base circle radius to the radius of blade curvature.

The optimization process for the designated design point was
executed through utilization of a specialized computer program.
Figure 9 offers graphical representations of the rotor designs across
varying blade counts.

This approach not only facilitates the exploration of an extensive
spectrum of rotor designs for circular lobe turbines but also enables
the fine-tuning of their performance characteristics to align with
specific lobe counts by adjusting the pitch circle radius and radius of

blade curvature while preserving the other pertinent factors as
constants.

In the realm of Cycloidal Arc lobe rotor configuration, the
interplay between the number of blades and the base circle
radius serves as the cornerstone for the comprehensive rotor
calculation. Consequently, for each distinctive shell and
corresponding pitch circle radius, there exists a singular and
unique rotor configuration.

The design of Cycloidal Arc lobe rotors, tailored to a specific
design point, was diligently executed while accommodating a range
of blade counts. For each design point, the optimal rotor geometry
was meticulously calculated and devised. Figure 10 furnishes visual
depictions of the resulting rotor designs across varying blade counts.

This strategic approach not only empowers the fine-tuning of
Cycloidal Arc lobe rotor designs in accordance with predefined
design points but also offers the flexibility to adapt differing blade
counts, thereby generating distinct and tailored geometries for each
configuration.

Figure 11 offers graphical depictions of the geometry for diverse
design configurations within Epicycloidal Arc rotor category. This
strategic approach empowers the fine-tuning of Epicycloidal Arc
lobe rotor designs based on the defined design point and varying
blade counts. The result is a collection of unique geometries for each
configuration, setting them apart from the cycloidal lobe with
distinctive design features. Epicycloidal Arc lobe and Cycloidal
Arc lobe, though both falling within the same category of rotors,
exhibit distinct variations in the curvature of their blade tips. Similar
to the cycloidal lobe, this rotor type’s blade geometry can be precisely
determined by specifying the base circle radius and the number of
blades. Each combination of radius and blade count yields a one-of-
a-kind rotor design, distinguished by its unique design nuances
compared to the cycloidal lobe. Furthermore, adhering to the
parameters of a designated design point and encompassing
various rotor blade counts, an optimization process was
conducted to refine the design of this turbine.

For a specific design point, an examination of three distinct types
of lobe turbine rotors was conducted investigating each rotor model
across a range of lobe counts thoroughly, spanning from two to six

FIGURE 7
Variation of ηp with respect to rp for different values of Wf /V.
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blades. This comprehensive research resulted in a total of 15 unique
optimized designs, all sharing consistent input parameters but
differing in rotor type and blade count. Figure 12, provides
graphical representation offers a detailed overview of the
obtained outcomes, particularly focusing on the pump ratio (rp),
which serves as the primary parameter optimized for rotor
geometry. As established by prior sections, it becomes evident
that an elevated rp corresponds to superior turbine efficiency.
For a comprehensive view of rp values during various rolling
processes, The findings of this study point towards the Cycloid
rotor with two blades as the top-performer, boasting the highest

efficiency. Conversely, the Circular rotor with six blades registers the
lowest output efficiency among the considered designs.

In brief, the results shed light on a notable trend: an increase in
the number of blades within lobe turbine rotors tends to correlate
with reduced efficiency. Additionally, it is observed that, overall, the
Cycloidal Arc rotor outperforms the Epicycloidal Arc rotor in terms
of efficiency, with the Circular rotor exhibiting lower efficiency levels
in comparison to both of these alternatives.

However, when comparing different rotor lobe counts, the
general order of increasing efficiency is not always consistent,
and the sequence of optimal designs can vary. Figure 12

FIGURE 8
Various design of circular lobe based on different pitch radius and arc radius (A) Circular lobes for constant arc radius (B) Circular lobes for constant
arc to pitch radius (C) Circular lobes for constant pitch radius (D) Circular lobes for constant tip radius.

FIGURE 9
Circular rotor designs across varying lobes counts.

Frontiers in Mechanical Engineering frontiersin.org10

Baratian et al. 10.3389/fmech.2023.1300967

59

https://www.frontiersin.org/journals/mechanical-engineering
https://www.frontiersin.org
https://doi.org/10.3389/fmech.2023.1300967


illustrates the arrangement of various optimal designs based on rotor
type and blade count, sorted by their efficiency levels. As observed,
the Cycloidal Arc rotor with two blades attains the highest efficiency,
followed by the same rotor with three blades. In the next position,
the epicycloidal rotor with two blades, despite being of a different
rotor type, exhibits higher efficiency than both Cycloidal Arc and
Circular rotor types, followed by the Circular rotor with two blades.
This demonstrates that the number of rotor blades holds greater
significance compared to the rotor geometry type.

Based on Figure 12, it can be summarized that as the number of
rotor blades increases, the geometric efficiency of the rotor
decreases. Therefore, the Cycloidal Arc rotor with two blades
achieves the highest efficiency, while the Circular rotor with six
blades demonstrates the lowest efficiency.

Figure 13 illustrates the variation in Rm for different optimal
rotor design. The maximum rotor radius represents the volume
occupied by the rotor and the rotor shell. Therefore, a smaller rotor
blade tip radius occupies less space and is more favorable both

FIGURE 10
Cycloidal arc rotor designs across varying lobes counts.

FIGURE 11
Epicyloidal arc rotor designs across varying lobes counts.

FIGURE 12
Changes in rp for different rotors based on the number of blades.
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physically and economically. As observed, the Circular lobe rotor
has the largest rotor radius, while the Cycloidal arc lobe rotor
exhibits the smallest maximum radius and is the preferred choice
in the first priority. Additionally, for a lower number of lobes,
especially in the case of two lobes, this parameter is relatively similar
for various blade geometries, and as the number of lobes increases,
both the rotor radius and the spacing between different rotor types
increase.

The order of rotor radii in the 15 optimal configurations, is
shown in Figure 13. This graph illustrates that as the number of rotor
lobes increases, the maximum radius and the space occupied by the
turbine also increase. Furthermore, upon examining this parameter,
it becomes evident that the 2-lobe rotor with cycloidal arc and
epicycloidal geometry has the smallest Rm and, consequently, the
best design. Conversely, the 6-blade circular rotor has the largest
Rm, which should be avoided.

The examination of rotor radius results shows a strong
correlation with rotor efficiency. The prioritization of rotors
based on efficiency aligns closely with their prioritization based
on maximum radius. The trend governing the maximum rotor
radius remains consistent with that of the pitch circle radius. The
variation in pitch circle radius for different optimal designs is
illustrated in Figure 14. The pitch circle radius directly affects the

rotor’s efficiency and the occupied cross-sectional area, although it
does not have a direct impact on the efficiency or volume occupied
by the rotor.

Another factor indirectly influencing the selection of an optimal
design is the “single cavity”. This factor affects the choice of the
optimal geometry by influencing rp and efficiency. The variation in
“single cavity” for various cases is depicted in Figure 14. It can be
observed that the “Cycloidal arc lobe” has the largest value of “single
cavity,” and this value decreases as the number of rotor blades
increases. This trend aligns with the definition of “single cavity” and
is expected accordingly. In addition to functional and efficiency
factors, economic considerations also play a crucial role in selecting
the optimal rotor design. These economic factors include the
amount of raw material consumption and the total cost of the
rotor. The quantity of materials used in rotor construction can be
assessed based on the rotor’s volume, assuming uniform material
properties.

Figure 15 illustrates the variations in rotor volume. As observed,
the cycloidal arc lobe rotor has the highest volume and,
consequently, the highest material consumption, while the
epicycloidal rotor has the lowest material consumption.

An examination of the rotor volume change chart reveals that
there is no specific correlation between turbine efficiency, weight,

FIGURE 13
Changes in Rm for different rotors based on the number of blades.

FIGURE 14
Changes in pitch radius and single cavity for different rotors based on the number of blades.
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volume, and material consumption. Therefore, to make an informed
choice for the optimal design, real-world design should rely on
techno-economic optimization based on actual operating conditions
and the type of raw material used. Given the diversity of raw
materials and different operating conditions, especially
operational costs and income from work, this decision should be
investigated for specific conditions, and it cannot be universally
optimized and analyzed.

4 Conclusion

In this paper, three different geometries of lobe turbines,
including circular lobe, circular arc lobe, and epicycloidal arc
lobe, have been examined, optimized, and compared. Specific
operating conditions were defined and based on these conditions,
the optimum rotor blade design for each geometry with different
blade numbers was carried out to maximize turbine efficiency. In
total, 15 different optimized geometries were designed and
calculated, and the results were compared. The findings of this
research can be summarized as follows:

• For all different geometries, increasing the number of rotor
blades leads to a decrease in volumetric efficiency and
hydraulic efficiency of the turbine. Increasing in the
number of blades, leads to decrease in pumping ratio from
1.1 to 0.6 for Cycloidal Arc lobe while it varies from 0.9 to
0.49 for Epicycloidal Arc lobe and from 0.81 to 0.21 for
Circular Lobe.

• The cycloidal arc lobe turbine has a higher overall efficiency
compared to the circular lobe and epicycloidal arc lobe
turbines. This relationship holds true even for the same
number of lobes. Maximum value of pumping ratio
resulting maximum efficiency has been calculated for 2-
Lobe Cycloidal Arc lobe and is equal to 1.1 which is higher
than 0.90 for 2-Lobe Epicyloial Arc lobe and the lowest value
for 2-Lobe is 0.81 for Circular lobe.

• The cycloidal arc lobe turbine with two lobes has the highest
efficiency, while the circular lobe turbine with six lobes has the
lowest efficiency. The highest pumping ratio is 1.1 for 2-Lobe

Cycloidal Arc lobe and the lowest is 0.21 for 6-Lobe
Circular lobe.

• Circular lobe turbines occupy more space, while cycloidal arc
lobe turbines occupy less space compared to the other
turbines. Tip radius of rotor, which is the index for
spacing, has highest value for 6-Lobe circular lobe equal to
0.26, while the minimum amount is 0.16 for 2-lobe
epicyloidal lobe.

• The “Cycloidal arc lobe” rotor has the highest volume, which is
equal to 0.0113 cubic meter for 2-Lobe rotor and,
consequently, the highest material consumption, while the
epicycloidal rotor has the lowest volume which is equal to
0.0032 cubic meter and, consequently, the least material
consumption.

• Considering factors such as available space, economic
considerations, operating fluid properties, and specific
working conditions such as pulse problems, the optimal
design point and the suitable model and number of blades
should be selected.

• In conclusion, this research work highlights the importance of
selecting the right turbine geometry and blade count based on
specific operational and fluid properties. The findings
emphasize the need for careful consideration of these
factors to optimize turbine design for various applications
and conditions.
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Nomenclature

r Pitch Rotor Radius, m

l Rotors Center Distance, m

t The time

n Ratio of the number of blades

f Function of rotor radius based on the rotation angle, m

a Tip curvature center distance to rotor center, m

N Lobe numbers

X X-axis position, m

Y Y-axis position, m

R,r Rotor radius, m

Rt Maximum Radius of Rotor, m

Rmin Minimum Radius of Rotor, m

ABC Concave arc of the rotor

BCHD 1/6 part of cross section of the rotor

CH Cycloidal of the rotor

EJ Cycloidal of the rotor

HDJ Convex arc of the rotor

ra Radius of tooth curvature, m

k Design variable

W Weighted function for optimization

Q Flow rate, m3/min

ΔP Pressure difference, N/m2

Wf the frictional losses, N. m/min

q Displaced flow of a rotation, m3/rotation

V Volume of turbine shell, m3

k(μ) The angular velocity of the rotor, dμdφ

k(φ) The angular acceleration, d
2μ

dφ2

J(φ) The factor of pulsation and noise of the rotor, d
3μ

dφ3

rp Pumping ratio

B Aria of Single cavity, m2

w Blade length, m

A Rotor aria, m2

Greek Letters

α Overlap angle of the tooth circle section, Degree

∅ Rotation angle of rotor, Degree

θ Geometry parameter and start rotation angle of rotor,
Degree

ρ Tip curvature radius, m

ηp Power efficiency

ηv Volume efficiency

Subscripts or Superscripts

1 Rotor 1

2 Rotor 2

t Tip

Min Minimum

Max Maximum

r Real

i Ideal

l Loosed

ca Component of the concave arc

ce Component of the convex arc

cy Component of the cycloidal
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Fluid dynamics problems have a significant impact on the growth of science and
technologies all over the world. This study investigates viscous fluid’s behavior
when interacting with two rectangular polygons positioned vertically and aligned
in a staggered configuration. Two physical parameters, Reynolds Number and
Gap spacings, are discussed using the Lattice Boltzmann Method for two-
dimensional flow. Results are discussed in vortex snapshots, time trace
histories of drag and lift coefficient, and power spectra analysis of lift
coefficient. Nine distinct flow vortex streets are identified based on increasing
gap spacings between the pair of two rectangular polygons. The vortex shedding
mechanism is disturbed at small gap spacings and becomes optimal at large gap
spacings. Different physical parameters of practical importance, like mean drag
coefficient, root mean square values of drag coefficient, root mean square values
of lift coefficient, and Strouhal number, approach the single rectangular polygon
value at large gap spacings.

KEYWORDS

fluid dynamical system, flow control, vortex shedding mechanism, viscous fluid flow,
vertical rectangular polygons, staggered arrangement

1 Introduction

Fluid forces play a vital role in engineering applications, such as when an object is
moving in a fluid, and energy is required to move that object. The engineers are mainly
concerned with resistance to this movement through reducing drag force (CD) and
transverse fluctuating force (CL); such force acts on a body that produces vertical
vibration and may cause damage to the structure of an object. Effective flow control is
essential to save energy and reduce vibrations to avoid damaging the structure. In this
regard, a comprehensive analysis of the delay of the vortex shedding mechanism and the
reduced fluid forces adjacent to the bluff body has attracted significant attention from
researchers in the last few decades because of its great significance. The investigation of bluff
body fluxes is essential to science and engineering due to their diverse flow characteristics
and applications. Circular, square, or rectangular objects are typical examples of bluff
bodies. Chimneys, tall structures, overhead power-line packages, wind tunnels, chemical
reactions in towers, microelectromechanical systems (MEMS), and fiber cooling are just a
few practical uses for the flow past bluff bodies. Numerous fluid dynamic phenomena,
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including vortex shedding, flow separation, and reattachment,
frequently occur in the flows around bluff bodies. Fluid dynamics
are drastically altered when the number and alignment of multiple
bluff bodies are changed.

Many theoretical, experimental, and numerical studies are
performed in these aspects to analyze wake structure under the
effects of different parameters. Researchers (Gad-el-Hak, 2000;
Salmasi et al., 2013; Mohammadi and Taleghani, 2014;
Abdolahipour et al., 2022a; Rahni et al., 2022; Shams Taleghani
and Sheikholeslam Noori, 2022) investigated flow control basics and
strategies to achieve transition delay, detachment prevention, lift
augmentation, drag reduction, vortex suppression, noise reduction,
and heat and mass transfer enhancements. Taleghani, A. S., et al.
(Bajalan et al., 2011; Mirzaei et al., 2012; Taleghani et al., 2018; Noori
et al., 2020; Abdolahipour et al., 2021; Noori et al., 2021;
Abdolahipour et al., 2022a; Abdolahipour et al., 2022b)
investigated different phenomena like ionic wind velocity in
quiescent air at atmospheric pressure caused by a dielectric
barrier discharge plasma actuator, effect of modulated pulse jet
vortex generator, Enhancing pressure on a supercritical high-lift
wing by applying a Modular and Simple Pulse Jet Vortex Generator,
flow field properties of a baseline single pulsed jet actuator, airfoil’s
active flow control using a plasma actuator, acoustic streaming in a
drop created by surface acoustic waves, a sessile drop’s dynamic
behavior, and behavior of a circular cylinder with an airfoil through
experimental methods. Luo, X et al. (Luo et al., 2021) provided a
feature analysis on flow characteristics in the laminar unsteady
incompressible flow regime when fluid flows past an oscillating
circular cylinder. Incoming flows are affected by the drag force,
while the lift force acts perpendicular to the drag force. As the flow
field changes, the lift force coefficient, influenced by vortex
shedding, becomes a valuable descriptor for the vortex condition.
Wang, F., & Lam, K. M (Wang and Lam, 2021). presented a
comprehensive study on the complex turbulent wake around a
short wall-mounted cylinder immersed in a thick, turbulent
boundary layer with an aspect ratio (AR = 2). The study
highlighted an excellent comparison of the low-order statistics of
velocity fields between PIV and LES, which does not necessarily
guarantee a satisfactory reproduction of the coherent structures.
Shahab, M., et al. (Shahab et al., 2021) presented a systematic study
on a T-shaped control plate’s influence on fluid flow characteristics
around a square cylinder at Re = 100–250 with varying lengths. The
results revealed the existence of an optimum length for the T-shaped
control plate that leads to a reduction in fluid forces. For Re = 100,
150, and 200, the optimum length is 0.5; for Re = 250, the optimum
length is 2. Ahmad, S., et al. (Ahmad et al., 2021) presented a two-
dimensional numerical study on the wake characteristics and
Strouhal number (St) discontinuity in the flow past a rectangular
cylinder. They observed different flow patterns with AR ranging
from 0.05–1 and Re ranging from 75 to 150. They found that an
aspect ratio exists where the St exhibited a discontinuity. Specifically,
for Re = 145 and 150, a discontinuity in the St is observed at 0.5 ≤
AR ≤ 0.6. In a study by Shui, Q., et al. (Shui et al., 2021), numerical
simulations were employed to investigate the flow characteristics
across a pair of square cylinders arranged in tandem at Re = 100.
Their research involved an in-depth exploration of the flow
structures within the far-wake regions behind the downstream
square cylinders, enabling the identification of the mechanisms

responsible for their formation. Abbasi, W. S., et al. (Abbasi
et al., 2021) numerically studied the flow control around two
square cylinders using a flat plate set in the wake to investigate
the optimum conditions for modifying vortex shedding and
reducing fluid forces. The gap spacing varied between 0.5 ≤ G ≤
10, with fixed Re = 150. They reported that the control plate did not
always suppress fluid forces and control vortex shedding, as its
presence in the wake could have critical effects on fluid forces and
vortex shedding. Kumar, D., & Sen, S (Kumar and Sen, 2021).
numerically investigated the flow-induced vibrations of two tandem
square cylinders using a stabilized space-time finite-element
algorithm at Re = 100 with mass ratio m* = 10. Both cylinders
are placed in the co-shedding pattern gap spacing 5. In contrast,
hysteresis is only detected around the onset of the lock-in regime.
Seyed-Aghazadeh, B. et al. (Seyed-Aghazadeh et al., 2021)
experimentally studied Flow-induced vibration (FIV) of the high-
mass ratio of isolated and tandem flexible cylinders with fixed
boundary conditions subjected to uniform flow. They examined
the dynamic response of the cylinder for a range of center-to-center
gap spacing, covering 3 to 9 times the cylinder diameter. Qiu, T. et al.
(Qiu et al., 2021) conducted a numerical study on the spacing effects
in 2D vortex-induced vibrations of tandem square cylinders at Re =
150 and 2 ≤XG ≤ 6. They find four distinct wake patterns in the lock-
in regime: 2S pattern with chaotic wake flow, the 2S pattern of the
reattachment regime, the two-row vortex pattern of the
reattachment regime, and the two-row vortex pattern of the co-
shedding regime. Zhou, C. Y (Zhou et al., 2021). investigated the
wake and force statistics of flow past two tandem rectangles at four
different Reynolds numbers (75, 100, 125, and 150) with 0.5 ≤ XG ≤
10. The authors presented detailed wake patterns and force
coefficient results for different geometrical configurations and
Reynolds numbers. Islam, S. U., et al. (Islam et al., 2018)
presented a comprehensive numerical investigation into the
aerodynamic behavior of three inline rectangular cylinders with
varying AR = 0.25 to 3 and XG = 0.5 to 7 with Re = 150. They
indicated that the AR significantly influences the flow behavior
around the rectangular cylinders. The study reveals that some
specific aspect ratios may lead to vortex shedding, while others
exhibit more stable flow patterns. Rahimi, H., et al. (Rahimi et al.,
2020) numerically presented a comprehensive study of flow
behavior between two side-by-side (SBS) circular cylinders at
large Reynolds number 1× 106 with eleven different gaps spacing
to cover both laminar and turbulent flow regimes. They observed
that for different gap spacing of cylinders led to variations in the
vortex shedding frequency and intensity, impacting the
aerodynamic forces experienced by the cylinders. Zia ul, I., et al.
(Zia ul et al., 2021) discussed the study of fluid flow past two square
cylinders positioned SBS and explored using dual splitter plates as a
flow control technique. They declared that an increase in splitter
plate length influences the wake structure by enhancing the wake
length by stabilizing the shear layers before their roll-up. Rahman,
H., et al. (Rahman et al., 2022) investigated the fluid flow dynamics
around two SBS square cylinders with and without a splitter plate
with the help of LBM. Fixed Reynolds number (Re = 150) with
various gap spacing (0 ≤ YG ≤ 4) and configurations of the square
cylinders are considered to explore different flow regimes and
conditions. Additionally, at intermediate gap spacings, these
values are reduced for all values of splitter heights. Chatterjee, D.,
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et al. (Chatterjee et al., 2010) numerically investigated the flow across
a row of five square cylinders set SBS and normal to the oncoming
flow at Re = 150 and four gap spacings (1.2, 2, 3, and 4). They
examined that at small gaps values, the flow exhibited chaotic
behavior with prominent secondary frequencies. Aboueian,
J. et al. (Aboueian and Sohankar, 2017) numerically investigated
the flow across two square cylinders arranged in staggered
alignment. In the modulated periodic regime, it was found that
the multiple frequencies observed in the global forces acting on the
downstream cylinder were more closely related to differences in the
vortex-shedding frequencies of individual cylinders rather than
individual shear layers. Hishikar, P. et al. (Hishikar et al., 2021)
analyzed the influence of different flow parameters past two circular
cylinders in an affected region using different CFD simulations at
40 ≤ Re ≤ 5 × 106. They determined that for different Re and G the
Strouhal number does not increase linearly in the tandem alignment
of the cylinders. Nazeer, G., et al. (Nazeer et al., 2019) focused on the
flow characteristics around a configuration of seven square cylinders
arranged in a staggered pattern using SRT-LBM to simulate the flow
behavior. They analyzed vortex-shedding mechanisms occurring in
the wake of the downstream row of cylinders. They also found that
the secondary cylinder interaction frequency had a considerable
impact on the hydrodynamic forces experienced by the cylinders.
Islam, S. U., et al. (Islam et al., 2019) presented a numerical
exploration of the flow behavior around multiple staggered rows
of square cylinders. The study investigates the combined effects of
Reynolds number and gap spacing on the two-dimensional cross-
flow across the staggered configuration. At higher Reynolds
numbers and specific gap spacings, the primary vortex shedding
frequency dominates the flow behavior, while the secondary
frequency becomes negligible. Fezai, S., et al. (Fezai et al., 2021)
conducted a numerical examination of flow behavior around a
configuration of three-square cylinders staggered in two
triangular arrangements at 1 ≤ Re ≤ 110. Their research

establishes the critical Reynolds number for both triangular
configurations and highlights the substantial impact of the
arrangement type on the bifurcation point. Abdolahipour, S
(Abdolahipour, 2023). numerically examined the influence of low
and high-frequency actuation on enhancing the aerodynamic
capabilities of the supercritical airfoil for potential integration
into a high-lift or flight control mechanism. The results of the
study indicated that employing pulsed jet actuation upstream of the
separation point on the supercritical airfoil at a high angle of attack
successfully delayed flow separation across all actuation frequencies.

After conducting an extensive review of existing research, it has
been observed that previous studies have predominantly focused
on circular and square cylinders. The present study aims to
contribute to understanding the flow past rectangles arranged
in a staggered configuration. This research aims to open new
drag reduction and flow control possibilities in practical
engineering applications.

2 Lattice Boltzmann Method

In the present study, the Lattice Boltzmann method (LBM) is
employed as a numerical technique to solve the governing equations of
fluid flow. LBM is a relatively new computational fluid dynamics (CFD)
method compared to traditional approaches like finite difference, finite
volume, and finite elementmethods (Mohammad, 2011a). It has gained
popularity in the last 2 decades due to its numerous advantages,
including easy implementation, sufficient accuracy, handling
complex geometries, and parallel computation [ (Chopard et al.,
2002)–39]. LBM is considered a powerful tool for investigating fluid
flow problems numerically.

In LBM, different lattice models are used based on the specific
problem under consideration (Mohammad, 2011b). For two-
dimensional (2D) problems, the two-dimensional nine-velocity-

FIGURE 1
D2Q9 model.
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particles model (D2Q9) is commonly used and employed in the current
study. This model consists of nine discrete velocity directions, eight
moving particles along the axis and diagonal directions, and one
stationary rest particle at the model’s center (see Figure 1).

The above equations (1) and (2) can be derived from the
Boltzmann equation, which describes the behavior of particles in
a gas using the Chapman-Enskog expansion (Viggen, 2009).
However, in LBM, a simplified form of the Boltzmann equation,
known as the lattice Boltzmann equation, is used to simulate fluid
flow instead of directly solving the Navier-Stokes equations.

f i x + ei, t + 1( ) − f i x, t( ) � −
f i x, t( ) − f

eq( )
i x, t( )[ ]
τ (3)

The lattice Boltzmann equation (LBE) represents the
evolution of discrete distribution functions, fi, which indicate
the position of particles in the lattice at time t, ν � c2s(τ − 0.5) is

the non-dimensional (SRT) parameter which controls the
stability of the system, {cs = 1// √3} is the dimensionless
speed of sound. The equilibrium distribution function, f(eq)i , is
defined based on the weighting functions (wi) specific to the
D2Q9 model (Okajima, 1982):

f
eq( )

i � ρwi 1 + 3 ei · u( ) − 3
2
u2 + 9

4
ei · u( )2[ ] (4)

Where, ρ is the density, wi are the weighting functions and ei are
the discrete velocity directions.

The constraints for density and velocity are expressed as follows
(Okajima, 1982):

ρ x, t( ) � ∑
i

f i � ∑
i

f
eq( )

i (6)

ρ x, t( )u x, t( ) � ∑
i

eif i � ∑
i

eif
eq( )

i (7)

FIGURE 2
(A, B) Physical description of geometr.
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The lattice Boltzmann equation (Eq. 3) involves streaming
(LHS) and collision (RHS) steps, representing the movement and
interactions of particles in different directions. The LBM approach
allows for efficient and accurate simulation of nearly incompressible
flows, making it suitable for various applications in fluid dynamics
research and modeling.

3 Problem description

This numerical study aims to investigate the variation in flow
characteristics between two rectangular polygons, RP1 and RP2, due to
varying parameters of practical significance. In the geometry illustration
see Figure 2A, two rectangular polygons, RP1 and RP2, are aligned
vertically and placed along the center line of a rectangular flow stream.
Here, vertical alignment defines the difference in length and width of
the polygons. The length “L1″ of the polygon is the side parallel to the
X-axis, whereas the width “L2″ of the polygon is the side parallel to the
Y-axis. When L2 ≥ L1, polygons are aligned vertically so that the flow
separation region is much larger than the flow reattachment region.
L1 is d, L2 is 2d, with an aspect ratio (AR) of 0.5, where AR is the length-
to-width ratio. d represents the dimensions of a rectangular polygon. “L"
represents the total length of the channel, while “W" represents the total
width of the rectangular flow stream. Upstream distance “LU” is the
distance from the inlet to the RP2 polygon, where the flow is laminar and
continuous. Downstream distance “LD” is the distance from the RP1

polygon to the outlet, where the flow is rotational and turbulent. In
general, “G" represents the distance between two polygons. In this
investigation, the X-direction gap “XG” and the Y-direction gap “YG”

have the same value. G =G*/d gives the dimensionless distance between
two polygons. The total length of the rectangular computing channel is
now L = LU + L1 + XG + L1 + LD. The distribution of mesh (L ×W) for
the proposed investigation is shown in Table 1. LU = 8d, LD = 25d and
W = 16d is shown to be a suitable computational domain.

The Lattice Boltzmann numerical algorithm simulates flow
over a single square polygon, three square polygons in tandem
and side by side, and now staggered polygons. Simulations are
carried out for flow over two staggered square polygons at G =
1.5 for grid sizes d = 10, 20, and 30. The computational domains
for d = 10, 20, and 30 grid sizes are chosen to be (366 × 116,
731 × 231, and 1,096 × 346). Table 2 calculates mean drag
coefficient for different grid sizes. Increased grid size shows that
CDMEAN monotonically decreases until d = 30. Grid size
refinement can increase computing cost and impact physical
parameter critical values. Thus, analysis shows that d = 20 is the
best grid size in terms of accuracy, efficiency, and computing
cost see Figure 2B.

The flow experienced no-slip boundary conditions (u = v = 0) on
the walls of the polygons. The no-slip boundary condition is applied
using the bounce-back boundary condition (Namvar and Leclaire,
2023) when using LBM. The bounce-back technique states that
distributed particles return to their original node after a given time.
Fitting the unknown density distribution function on the wall node
is most manageable with the bounce-back approach. The
mathematical expression of the bounce-back scheme is derived
from the kinetic equation of modulo 8. By taking distribution
functions f4, f7, and f8 at nodes 4, 7, and 8, particles impact the
solid surface, are reflected in opposite directions, and occupy the
space of particles with distribution functions f2, f5, and f6 by the
following expression

f i xi + ei, t + 1( ) � f i+6 xi, t( ).
The flow enters the system with a uniform inflow velocity (u =

Uo, v = 0 and Uo = 0.04385964). The viscous nature of the fluid
causes it to separate into parts. It spins through the polygons and
proceeds towards the exit of the channel. There, the fluid encounters
the convective boundary conditions in the form of the discretized
distribution function is given as follows

TABLE 1 Mesh Configuration.

Sr. No. G L × W Sr. No. G L × W

1 0 801 × 301 9 2.5 851 × 351

2 0.1 803 × 303 10 3 861 × 361

3 0.25 806 × 306 11 3.5 871 × 371

4 0.5 811 × 311 12 4 881 × 381

5 0.75 816 × 316 13 4.5 891 × 391

6 1 821 × 321 14 5 901 × 404

7 1.25 831 × 331 15 5.5 911 × 411

8 2 841 × 341 16 6 921 × 421

TABLE 2 Grid Independence study.

d CDMEAN1 CDMEAN2

10 1.9286 1.5002

20 1.8700 1.4917

30 1.8223 1.4777
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f i x, t + Δt( ) − f i x, t( )
Δt

+ Uo
f i x + Δx, t + Δt( ) − f i x, t + Δt( )

Δx
� 0

which are employed to restrict the flow of the opposite direction in the
channel. Because the width of the rectangular flow stream needs to be
chosen carefully, such that the lower and the higher walls do not affect
the flow before and after the Fluid Dynamical system, periodic
boundary conditions are imposed. Generally it is demonstrated as

f in � f out

4 Code validation analysis

The lattice Boltzmann Method (LBM) has been utilized to
investigate flow characteristics over various arrangements of bluff

bodies, including single, numerous aligned in tandem, side-by-side
(SBS), and staggered configurations. To assess the accuracy of the
current code, simulations were performed on an isolated square
polygon and an isolated rectangular polygon, both at a Reynolds
number of 150. Two parameters that hold practical significance,
namely, the drag coefficient (CD) and the Strouhal number (St) are
computed. The results obtained from the simulations are compared with
thefindings reported in the existing scholarly literature, see Figures 3A, B.

The obtained results at Re = 100 and 200 Figures 3A, B concur
highly with the previously conducted experimental and numerical
investigations of Okajima, A., (Okajima, 1982), Davis, R. W. et al.,
Dutta, S. et al., Sohankar, A. et al., Robichuax, J. et al., and Gera, B.
et al. (Davis andMoore, 1982; Sohankar et al., 1995; Robichaux et al.,
1999; Dutta et al., 2004; Gera et al., 2010). Minor disparities are
apparent due to variations in experimental and numerical setups

FIGURE 3
Code validation analysis.
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employed by different scientists. These variations can introduce
changes to the outputs of the problems, such as modifications to
boundary conditions, channel length, width, mesh resolution, and
the choice of fluid. The characteristics can influence the CD and St of
the situation under consideration.

Simulations were carried out for two square polygons in both
side-by-side (SBS) and staggered arrangements to validate the code
further. The simulations were conducted at a Reynolds number
73 and a gap ratio 4. The outcomes are compared with the research
conducted by Islam, S. U (Islam et al., 2019). and Agarwal, A
(Agrawal et al., 2006). presented in Table 3. This comparison
highlights the substantial influence of various configurations of
bluff bodies in a crossflow on the physical properties of the fluid.
The present discourse has established that utilizing the 2D Lattice
Boltzmann code is a reliable approach for examining the fluid
dynamics of the flow through two rectangular polygons arranged
in a staggered configuration.

A comparative table is constructed between square and
rectangular polygon at different Re to validate the code further.
Remarkable results are observed. Values of CDMEAN for different
Reynolds numbers are greater for rectangular polygon as compared
to square polygon. Similar behavior is obseved by CLRMS. On the
Contrary, values of St for different Reynolds number are greater for
Square polygon as compared to rectangular polygon see Table 4.
Similar behavior is observed for CDRMS.

5 Results and discussion

This numerical study examines the flow characteristics of two
rectangular polygons positioned vertically in a staggered

arrangement in a two-dimensional flow field. The Reynolds
Number (Re = Uod

ν ,Uo is flow velocity, d is a
size of polygon and ν is kinematic viscosity of fluid) is fixed at 150,
while the spacing between the rectangular polygons varies (growing)
from 0 to 6. The findings are provided in the form of Vortex
Shedding Mechanisms (VSM) which is describe in term of
Strouhal number (St � fd/Uo, where f is a vortex shedding
frequency, u is velocity of fluid and d is th size of the object), the
analysis of the temporal evolution of drag and lift coefficients, and
the examination of the power spectrum energy of the lift coefficient.

The calculation of VSM involves the utilization of the two-
dimensional vorticity equation. Themathematical expression for the
vorticity at a specific place inside a flow field is given by the curl of
the linear velocity vector, denoted as ω � ∇× v. To the inherent
viscosity of the fluid, two significant fluid forces, namely, drag and
lift, manifest. The calculation of the drag force (FD) and lift force
(FL) coefficients (CD = 2FD/ρUo2d and CL = 2FL/ρUo2d,
respectively) is performed using the momentum exchange
method (Chen et al., 2013) during the contact between the fluid
and the solid. Finally, the power spectrum is computed using the
Fast Fourier Transform (FFT) algorithm.

Before examining the flow characteristics surrounding two
staggered vertically positioned rectangular polygons, we
investigated the flow interaction with a square and vertically
positioned rectangular polygon at a Reynolds number 150.
Figures 3A–L presents the results as a vortex snapshot, time
histories of CD and CL plots, power spectrum plots of CL,
velocity and pressure plots.

The phenomenon of vortex shedding is apparent in Figures 4A,
B, wherein both square and vertically positioned rectangular
polygons exhibit the shedding of vortices alternately. Solid lines

TABLE 3 Code Validation analysis.

Re = 73: G = 4 CDMEAN St

Staggered (Rectangle 1) Present 1.9616 0.0833

Staggered (Rectangle 2) Present 1.8768 0.0948

SBS (Square 1) Present 1.6252 0.1531

SBS (Square 1) Present 1.6252 0.1531

Staggered (Square 1) Islam, S. U. Islam et al. (2019) 1.5592 0.1552

Staggered (Square 2) Islam, S. U. Islam et al. (2019) 1.4393 0.1635

SBS (Square 1) Agarwal et al. Agrawal et al. (2006) 1.7501 0.1661

SBS (Square 2) Agarwal et al. Agrawal et al. (2006) 1.7501 0.1661

TABLE 4 Comparison between Square and Rectangular polygons.

Square Rectangle Square Rectangle Square Rectangle Square Rectangle

Re CDMEAN CDMEAN CDRMS CDRMS CLRMS CLRMS St St

50 1.5565 1.7605 0.37063 8.19E-05 0 0.00031 0.0602 0.0667

100 1.445 1.7897 0.37677 0.15472 0.19362 0.26538 0.1543 0.0908

150 1.4577 1.9342 0.37801 0.24641 0.24761 0.46434 0.1608 0.0974

200 1.5059 2.094 0.38152 0.3357 0.39535 0.63235 0.1565 0.1039
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indicate that negative vortices are being shed from the top left corner
of the polygons. In contrast, positive vortices, represented by dashed
lines, are being shed from the bottom left corner. The vortices
exhibit vertical movement and alternate motion within the distant
region, forming a consistent pattern known as the Von Karman
Vortex Street (VKVS). This flow regime is exclusive to a specific
range of velocities, as it limits the range of Reynolds
numbers employed.

The periodic behavior of the alternate shedding of vortices is
confirmed by the time-history plots of CD and CL, as shown in
Figures 4C–F. It has been found that the time of CL is consistently
double that of CD. The spectrum graphs exhibit a single peak for
square and vertically positioned rectangular polygons. The peak of
utmost elevation guarantees the presence of rhythmic characteristics
in the flow, as depicted in Figures 4G, H. The laminar flow subjected
to square and vertically positioned rectangular polygons has St
values of 0.1608 and 0.1630, correspondingly.

Due to viscosity, fluid sticks to the square and rectangular
polygons (Fig, 4 (i-l) and has almost little velocity. Fluid velocity
increases as it flows away from the polygon’s surface, causing a
velocity gradient in the boundary layer. The boundary layer forms as
fluid travels along a polygon surface. Viscous forces slow fluid in the
boundary layer. This slowdown is more significant near solid
surfaces. The velocity profile over the boundary layer is usually
parabolic, with the maximum velocity at the free stream (far from
the polygon surface) and zero at the polygon surface. The boundary
layer’s polygon-fluid interface has a shear stress, which measures the
fluid’s force per unit area on the polygon. The fluid experiences a
pressure gradient at square or rectangular polygons due to viscous
forces. Pressure gradients occur from velocity gradients in the
boundary layer, the fluid layer next to the solid surface, where
viscous effects are significant. The fluid motion-describing Navier-
Stokes equations link shear stress and pressure gradient. Pressure
gradient and shear stress interact in the boundary layer. Viscous

FIGURE 4
Von Karman Vortex Street (A, B) Vorticity contours (C–F) Time-trace signals of CD and CL (G, H) Power Energy Spectrum of CL, (I, J) Velocity profile
and (K, L) Pressure profile for circular and vertically positioned rectangular polygons.(a), (b).
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forces may cause a pressure drop when the fluid flows along the
polygon surface, especially in the boundary layer. This pressure
reduction is caused by fluid kinetic energy to internal energy
conversion. As fluid flows across a polygon surface, the boundary
layer may separate. This separation may alter pressure distribution
and flow patterns. Reattaching the boundary layer can restore
pressure. Pressure is usually highest at the stagnation point when
fluid meets the polygon. When the fluid rests, pressure energy
becomes kinetic energy. This pressure behavior depends on fluid
viscosity, flow velocity, and solid object geometry.

In the subsequent sections, we will examine the unique flow
characteristics that arise when fluid flows through two horizontally
positioned rectangular polygons in a staggered pattern. The primary
objective of this study is to examine the impact of flow separation
and re-attachment phenomena after interaction. CD1 and
CD2 show the drag coefficients of RP1 and RP2, CL1 and
CL2 show the Lift coefficients of RP1 and RP2, and St1 and
St2 show the Strouhal number of RP1 and RP2, respectively.

5.1 Solitary Contorted Bluff Body
Vortex Street

In this numerical study, the Reynolds number is fixed at 150, and the
XY-gap is varied from 0–6, so distinct vortex streets are observed at
different combinations of Re, XG, and YG. A Solitary Contorted Bluff
Body Vortex Street occurs at Reynolds number 150, X-gap spacing 0,
and Y-gap spacing 0, respectively. (Re, XG, YG) = (150, 0, 0) is the only
combination of chosen physical parameters for which this vortex street is
obtained see Figures 5A–E. Two rectangular polygons, RP1 and RP2, are
placed vertically along the center line of the computational domain. Since
the XY-gap spacings between the polygons are zero, due to which two

polygons are acting as a solitary bluff body, see Figure 5A. Also, whenRP1

and RP2 are visualized individually, they appear as regularly shaped
polygons, but at zero spacing between them, both RP1 and RP2

combinedly act as a single bluff body having an irregular structure
called a contorted bluff body. The vortex shedding process for Solitary
Bluff Body flow is represented in the gyre snapshot see Figure 5A. The
uniform and laminar flow interacts with RP2

firstly due to the staggered
alignment of polygons. It is observed that flow separation takes place in
the form of negative and positive vortices. The stagnation point is
relatively observed for RP2, but for RP1, no clear separation is visible. A
clear negative vortex is shedding from the top corner of RP2. The positive
vortex separating from the bottom corner of RP2 is re-attached with the
incoming flow behind RP1, so no flow separation occurs from the top
corner of RP2. No flow is observed passing between the polygons due to
zero gap spacing. The positive vortices shedding from the bottom
corners of RP2 and RP1 are mixing, and a significant positive vortex is
shedding from the bottom of RP1. An alternate movement of the single
positive and negative vortices is observed throughout the computational
domain. Due to the vertical alignments of polygons, the wake of flow is
centralized and widened. Both negative and positive vortices are round
and oval. This type of vortex street is also observed for square and
rectangle single polygons, which generate Von Karman Vortex Street.
Here, we conclude that when two solid obstacles in the shape of
rectangular polygons are nearby, i.e., they act as a single obstacle and
generate a flow like a single solid obstacle with an expanded wake.

The above observations regarding the shedding pattern can also be
verified by looking into the time series of the drag and lift coefficients of
two vertically aligned polygons, RP1 and RP2, respectively. Figures 5B, C
for (Re, XG, YG) = (150, 0.0, 0.0) shows that both (CD1 & CD2) and
(CL1 & CL2) have a periodic behavior. The magnitude of CD1 is
observed to be greater than that of CD2. The amplitudes of CL1 for the
first rectangular polygon is 1.5, and that for the second polygon is 3.3,

FIGURE 4
Continued.
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implying that the lift coefficient of the second polygon is greater than
the first one. In contrast, the amplitude of CD1 and CD2 for the first
rectangular polygon is 5.486 with a, and that for the second polygon is
4.9. The frequency of oscillation for both drags and lift coefficients is the
same. This finding aligns with the empirical evidence indicating that the
occurrence of an extremum in lift is also associatedwith the highest level
of drag. The phenomenon is further explained by the power spectrum
analysis of CL1 and CL2, respectively see Figures 5D, E. For (Re, XG,
YG) = (150, 0.0, 0.0), single cylinder interaction frequency is observed for
both polygons. Two baby peaks along with the primary are observed at
the right side of the single cylinder interaction frequency, indicating the
amalgamation of shear layers.

5.2 Contorted descending bluff body
vortex street

A Contorted Descending Bluff Body Vortex Street appears at
Reynolds number 150, with X-gap spacing of 0.1 and Y-gap spacing
of 0.1, respectively. (Re, XG, YG) = (150, 0.1, 0.1) is the only combination
of physical parameters to obtain this vortex street. Two rectangular

polygons, RP1 and RP2, are again placed vertically along the center line of
the computational domain, having XY-gap spacings 0.1 between the
polygons, due to which two polygons are acting as non-solitary bluff
bodies, see Figure 6A. Also, when RP1 and RP2 are visualized
individually, they appear as regularly shaped polygons, but at
minimal gap spacing (0.1) between them, both RP1 and RP2 again
combinedly act as a bluff body having an irregular structure called a
contorted bluff body. Figure 5A depicts the vortex shedding process
during the Contorted Descending Bluff Body movement as seen in the
gyre photograph. Uniform and laminar flow initially interacts with RP2

due to the asymmetrical arrangement of polygons. Observations
indicate that flow separation occurs in terms of negative and
positive vortices. For RP2, the stagnation point is quite evident,
whereas for RP1, no distinct separation is observed. A distinct
negative vortex emanates from the upper corner of RP2 near 340d.
The positive vortex that separates from the bottom corner of RP2

stretches and rejoins with the incoming flow behind RP1. There is a
slight flow between the top corner of RP1 and the lower corner of RP2

due to minimal gap spacing. The positive vortices shedding from the
bottom extremities of RP2 and RP1 combine, and a giant positive vortex
is shedding from the bottom of RP1. The alternatemovement of positive

FIGURE 5
Solitary Contorted Bluff Body Vortex Street (A) Vorticity contours (B, C) Time-trace signals of (CD1 & CD2) and (CL1 & CL2) (D, E) Power Energy
Spectrum of CL1 and CL2.
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and negative vortices is observed throughout the computational
domain see Figure 6A. Due to the vertical alignment of polygons
and 0.1 gap spacing between polygons, the flow wake is widened and
deflected to the computational domain’s lower wall. Both negative and
positive vortices are round, oval, and spike shaped. This type of vortex
street is to Von Karman Vortex Street flow with two differences,
i.e., wake is descending, and vortex is showing spiked behavior at 450d.

The temporal histories are discussed for drag and lift forces.
Here, CD1 and CD2 are highly periodic signals. The amplitude of
CD1 is much higher when compared to CD2 because RP1 interacts
with already disturbed flow. The behavior of the lift coefficient is
opposite to that of drag. In Figure 4B, in-phase fluctuations for both
drag and lift are observed for both polygons. The sinusoidal behavior
of lift is observed for an upstream polygon. Primary Vortex shedding
frequency (PVSF) and secondary cylinder frequencies (SCF) are
observed for rectangular polygons. The facts about the shedding
pattern can be corroborated by examining the time series data of the
drag and lift coefficients for two vertically aligned polygons, denoted
as RP1 and RP2, respectively. In Figures 6B, C, it can be shown that for
the given values of (Re, XG, YG) = (150, 0.1, 0.1), CD1, CD2, CL1, and
CL2 show a periodic behavior, while CL2 exhibits a sinusoidal

pattern with amplitude of 3.2. The CD1 continuously shows a
linear increase, with the highest value of 5.375. The drag
coefficient for CD2 has a constant increase in amplitude,
indicating that the maximum value is identical for each cycle.
CL2 is clearly greater than CD2. The phenomenon can be further
elucidated by utilizing power spectrum analysis on CL1 and CL2.
When the values of (Re, XG, YG) are set to (150, 0.1, 0.1), it is noticed
that the single cylinder interaction frequency occurs for both
polygons see Figures 6D, E. Two small peaks can be detected on
the right side of the frequency at which the interaction of a single
cylinder occurs. These peaks suggest that a small gap significantly
impacts flow due to jet flow that affects the flow and deflects the
wake towards the lower boundary.

5.3 Solitary contorted bluff body distorted
vortex street

A Distorted Von Karman Street Vortex Street appears at
Reynolds number 150, with X-gap spacing of 0.25 and Y-gap
spacing of 0.25, respectively. (Re, XG, YG) = (150, 0.25, 0.25) is the

FIGURE 6
Contorted Descending Bluff Body Vortex Street (A) Vorticity contours (B, C) Time-trace signals of (CD1 & CD2) and (CL1 & CL2) (D, E) Power Energy
Spectrum of CL1 and CL2.
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only combination of physical characteristics to obtain this vortex
street. Figure 7A demonstrates that RP1 and RP2 are positioned
vertically along the center line of the channel. The XY-gap spacings
are increased to 0.25 between the polygons, due to which two
polygons act as independent bluff bodies. In addition, when RP1

and RP2 are viewed separately, they appear as regularly shaped
polygons. However, at minimal gap spacing (0.25) between them,
both RP1 and RP2 function as two independent bluff bodies with a
regular structure. In the gyre snapshot, independent fluid
separation occurs from upstream and downstream polygons.
The floe separation from the lower corner of RP2 and the upper
corner of RP1 is intermixing, creating a jet flow. The jet flow
between the cylinders affects the wake of flow. The sizeable
positive vortex is shedding near 400d. We observe that vortices
have damaged their size and shape in the far domain. Now, vortices
are scattered toward the lateral walls. The alternate shedding
mechanism is present in the near wake but has lost its
occurrence in the far wake. Vortices are distorted, slender,

rounded, and dispersed in the domain. A minimal gap spacing
can change the vortex street.

Figure 7A depicts the vortex-shedding process during the
Contorted Descending Bluff Body movement. RP2 initially
interacts with uniform and laminar flow due to the asymmetrical
arrangement of polygons. Observations suggest that negative and
positive vortices characterize flow separation. For RP2, the stagnation
point is quite apparent, whereas for RP1, there is no discernible
separation. A distinct negative vortex emanates from the upper
corner of RP2 near 340d. Behind RP1, the positive vortex that
separates from the bottom corner of RP2 stretches and rejoins the
incoming flow. Due to minimal gap spacing, there is a minor flow
between the upper corner of RP1 and the lower corner of RP2. Positive
vortices emanating from the bottom extremities of RP2 and RP1

combine, and a massive positive vortex emanates from the bottom of
RP1. The movement of positive and negative vortices alternates
throughout the computational domain. The flow discharge is
widened and deflected towards the lower wall of the

FIGURE 7
Solitary Contorted Bluff Body Distorted Vortex Street (A) Vorticity contours (B, C) Time-trace signals of (CD1 & CD2) and (CL1 & CL2) (D, E) Power
Energy Spectrum of CL1 and CL2.
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computational domain due to the vertical alignment of polygons and
0.1 gap spacing between polygons. Both positive and negative
vortices are spherical, oval, and spiked. This vortex street differs
from Von Karman Vortex Street flows in two ways: the wake is
descending, and the vortex exhibits spiked behavior at 450d.
Examining the time series data of the drag and lift coefficients
for two vertically aligned polygons, designated as RP1 and RP2,
respectively, is a method that can provide supporting evidence
for the assertions made concerning the shedding pattern. It can
be seen in Figures 7B, C that CD1, CD2, CL1, and CL2 show periodic
behaviors for the values of (Re, XG, YG) equal to (150, 0.25, 0.25).
CD1 has an amplitude of 4.75, while CD2 has 4. The drag curves of
both polygons are attractive to each other. At the same time, the lift
curve of the second polygon is higher than the lift curve of the first
polygon. Due to a small gap between the polygons, we can see the
distorted vortices in a far domain.

It is seen that the single cylinder interaction frequency is present
for both polygons when the values of (Re, XG, YG) are set to (150,
0.25, 0.25), respectively. On the right-hand side of the SCF, there are
visible signs of two minor peaks. These peaks are more significant
than those occurring for XG, YG = 0.1. These peaks imply that a
relatively tiny gap substantially impacts the flow due to jet flow,
which influences the flow and directs the wake toward the lower and
upper boundaries of the computational domain see Figures 7D,E.

5.4 Contorted ascending bluff body
vortex street

A Contorted Ascending Bluff Body Vortex Street appears at
Reynolds number 150, with X-gap spacing of 0.1 and Y-gap spacing
of 0.1, respectively. (Re, XG, YG) = (150, 0.5, 0.5) is the only

FIGURE 8
Contorted Ascending Bluff Body Vortex Street (A) Vorticity contours (B, C) Time-trace signals of (CD1 & CD2) and (CL1 & CL2) (D, E) Power Energy
Spectrum of CL1 and CL2.

Frontiers in Mechanical Engineering frontiersin.org13

Gul et al. 10.3389/fmech.2023.1334830

77

https://www.frontiersin.org/journals/mechanical-engineering
https://www.frontiersin.org
https://doi.org/10.3389/fmech.2023.1334830


combination of physical parameters to obtain this vortex street. Two
rectangular polygons, RP1 and RP2, are again placed vertically along
the center line of the computational domain, having XY-gap
spacings 0.5 between the polygons, due to which two polygons
are acting as non-solitary bluff bodies, see Figure 8A. Figure 8A
depicts the vortex shedding process during the Contorted Ascending
Bluff Body movement as seen in the gyre photograph. Uniform and
laminar flow initially interacts with RP2 due to the asymmetrical
arrangement of polygons. When RP1 and RP2 are visualized keenly,
they appear as regularly shaped independent polygons. However, the
presence of nominal stream-wise and transverse-wise gaps of
0.5 between them dramatically impacts the development of the
vortex street. We can see that an independent separation of flow is
taking place from both polygons. Flow is separated from the top and
bottom corners of the polygons. But it is also visible that the negative
vortex detaching from the upper corner of RP2 is growing into a well-
established negative vortex visible with dotted lines. Similarly, the
positive vortex separating from the lower edge of RP1 is sprouting
into a well-established positive vortex visible with solid lines.We will
highlight the impact of the 0.5 gap between the polygons. The flow is
well separated from the lower corner of RP2 and the upper corner of
RP1 see Figure 8A. However, due to minimal gap spacing, the
formation of positive and negative vortices is completely

suppressed, so we see the sandwiching behavior of the vortices.
Due to this combining mechanism of vortices, a jet flow impact
appears, pushing the sandwich vortices toward the upper boundary.
All this mechanism appears near the wake of two polygons. In the far
domain, we see that alternate vortices are moving, which are slightly
enlarged, having spikes and irregular shapes. This type of flow
behavior is called Von Karman Vortex Street Flow (VKVSF), a
benchmark of a single square cylinder. Here, two isolated
rectangular polygons give a flow phenomenon of a single
cylinder in ascending VKVSF; that’s why this flow is called the
Contorted Ascending Bluff Body Vortex Street. Due to the vertical
alignment of polygons and 0.5 gap spacing between polygons, the
flow wake is widened and deflected to the computational
domain’s upper wall.

The time series of the drag and lift coefficients of two vertically
aligned polygons can confirm the shedding pattern. Figures 8B,C
shows that (CD1 & CD2) and (CL1 & CL2) are strongly modulated
curves at (Re, XG, YG) = (150, 0.5, 0.5). RP1 interacts with the
disturbed flow; CD1 amplitude is 4.0, compared to CD2, which is
3.2. Both lift coefficient curves interact at this gap spacing, indicating
the same lift coefficient at some places. Lift curves did not interact
before this gap. Rectangular polygons have primary vortex shedding
frequency and multiple secondary cylinder interaction frequencies

FIGURE 9
Jumbled Vortex Street (A) Vorticity contours (B, C) Time-trace signals of (CD1 &CD2) and (CL1 & CL2) (D, E) Power Energy Spectrumof CL1 and CL2.
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before and after the PVSF see Figures 8D,E. The enlargement of
vortices and the spread of the wake toward the upper wall of the
computational domain confirm the ascending feature of the flow.

5.5 Jumbled vortex street

A Jumbled Vortex Street appears at Reynolds number 150, with
X-gap and Y-gap spacing of 0.75, 1, & 1.5, respectively. (Re, XG, YG) =
(150, 0.75, 0.75) is the only case we will discuss in detail. Two
rectangular polygons, RP1 and RP2, are again placed vertically along
the center line of the computational domain, having increased XY-gap
spacings of 0.75 between the polygons, due to which two polygons are
acting as independent bluff bodies, see Figure 9A. This flow is
distinguished by the absence of any discernible flow structure see
Figure 9A. Independent flow separation occurs from RP1 and RP2 in
the form of upper and lower shear layers, which then re-attach
themselves to the horizontal surfaces of both polygons. These shear

layers are spreading downward in a near computational domain. In the
near domain of the channel, a chaotic flow is produced because of the
upper shear layer of RP1 combining with the lower shear layer of RP2

through intermixing. The vortices shedding from the lower corner of
RP1 is well defined. Still, the vortices shedding from the upper corner of
RP1 & RP2 and the lower corner of RP2 are amalgamated to form a
triangular-shaped vortex deflected to the lower boundary of the
domain. No alternate shedding is visible in the far domain. Between
400d and 500d, the independent positive vortex is present, followed by
the mixture of negative and positive vortices. Because of the expansion
and amalgamation of the shear layer, the normal shedding of vortices is
disrupted, which ultimately results in chaos; due to this character, the
flow is named as the jumbled Vortex Street. The observations about the
shedding pattern can be corroborated by examining the time series of
the drag and lift coefficients of two vertically aligned polygons, denoted
as RP1 andRP2, respectively. In Figures 9B, C, it can be shown that for the
given values of (Re, XG, YG) = (150, 0.75, 0.75), both (CD1 & CD2) and
(CL1 & CL2) exhibit a highly modulated behavior. The amplitude of

FIGURE 10
Anti-Phase Jumbled Vortex Street (A) Vorticity contours (B, C) Time-trace signals of (CD1 & CD2) and (CL1 & CL2) (D, E) Power Energy Spectrum of
CL1 and CL2.
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CD1 is 3.1, much higher when compared to CD2, which is 2.8 because
RP1 interacts with already disturbed flow. Both lift coefficient curves
interact at this gap spacing, showing that they have a standard lift
coefficient at some points. Before this gap spacing, lift curves did not
interact with each other. Primary Vortex shedding frequency and
multiple SCF are observed for rectangular polygons see Figures 9D,
E. It is observed that modulation and multiple peaks before and after
PVSF indicate complete Jumbled flow. The distortion of vortices and
amalgamation of vortices support Jumbled flow.

5.6 Anti-phase jumbled vortex street

An Anti-phase Jumbled Flow appears at Reynolds number 150,
with X-gap spacing and Y-gap spacing of 2 & 2.5, respectively. (Re,
XG, YG) = (150, 2.5, 2.5) is the case we will discuss in detail. Two

rectangular polygons, RP1 and RP2, are again placed vertically along
the center line of the computational domain, having XY-gap
spacings 2.5 between the polygons, due to which two polygons
are acting as independent bluff bodies, see Figure 10A. Again, the
distance between the polygons is sufficient for the independent
shedding of vortices from both polygons (see Figure 10). (a). It is
clear from the vorticity snapshot that flow is separating from the
polygons, reattaching, and then shedding negative and positive
vortices. The shedding mechanism is delayed for RP1 as there
exists a gap of 2.5 between two polygons. Additionally, the two
polygons are arranged in a staggered alignment, which results in a
delay in the process of separation of RP1. We can see when RP2 is
shedding its positive vortex, RP1 is shedding its negative vortex.
There is a time-lapse due to staggered alignment in the shedding
process. Also, different types of vortices are shedding
simultaneously, so the flow is called Anti-phase in nature. If we

FIGURE 11
In-Phase Jumbled Vortex Street (A) Vorticity contours (B, C) Time-trace signals of (CD1 & CD2) and (CL1 & CL2) (D, E) Power Energy Spectrum of
CL1 and CL2.
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see the vortices in the far domain, it has been seen that shed vortices
are amalgamating and becoming distorted. Now that the shedding
process has taken longer than expected, a merger of vortices has
occurred, which has led to anti-phase jumbled flow in the flow
domain. Therefore, this flow is known as the Anti-phase Jumbled
Flow because, despite its staggered nature, the shedding can be seen
as anti-phase when observed simultaneously.

The previous observations regarding the shedding pattern can
also be validated by looking at the drag and lift coefficients of the RP1

and RP2 time series, respectively. It can be shown in Figures 10B,C
that both CD1 and CD2 have modulated signals, while CL1 and
CL2 have continuously varying sinusoidal behaviors with changing
amplitude. The maximum amplitude that is observed exists for CD1,
having the value of 3.08 is regulated when (Re, XG, YG) is equal to
(150, 2.5, 2.4). Figure 5 depicts a time series of the lift and drag
coefficients for two adjacent cylinders under the gap spacing of 2.5 is

less than 3.08. It has been shown that CD1 has a magnitude that is
larger than that of CD2. It may be deduced that the amplitudes of
CL1 for the first rectangular polygon are 1.38 and that for the second
polygon, they are 0.6, and the lift coefficient of the first polygon is
higher than that of the second polygon. The drag and lift coefficients
have no same oscillation frequency in motion. This discovery is
consistent with the empirical evidence, which suggests that the
occurrence of an extremum in lift is also related to the
maximum amount of drag. The power spectrum study of
CL1 and CL2 further explains the phenomenon. The probability
of a single cylinder interaction frequency is seen for both polygons
when (Re, XG, YG) = (150, 2.5, 2.5). The merging of shear layers may
be indicated by two baby peaks on the right-hand side of the single-
cylinder interaction frequency for CL1. No, baby peaks are observed
for CL2, indicating a single polygon behavior confirming the
sinusoidal behavior of the lift coefficient see in Figures 10D, E.

FIGURE 12
In-Phase Two Independent Row Vortex Street (A) Vorticity contours (B, C) Time-trace signals of (CD1 & CD2) and (CL1 & CL2) (D, E) Power Energy
Spectrum of CL1 and CL2.
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5.7 In-phase Jumbled Vortex Street

At a Reynolds number of 150, In-phase Jumbled flow manifests
itself with X-gap spacings of 3, 3.5, 4, 4.5, and 5 and Y-gap spacings of
3, 3.5, 4, 4.5, and 5, respectively. The chosen scenario in which In-
phase Jumbled flow (Re, XG, YG) = (150, 3.5, 3.5) occurs is the one that
will be the subject of our in-depth discussion. Again, two rectangular
polygons, RP1 and RP2, are placed vertically along the center line of the
computational domain. This time, however, the XY-gap spacings
between the polygons are set to 3.5, which results in the two polygons
functioning as independent bluff bodies see Figures 11A–E. Again, the
distance between the polygons is adequate for the independent
shedding of vortices from both polygons see Figure 11A. The
snapshot of the vorticity makes it clear that the flow is detaching
from the polygons, reattaching itself, and then releasing both negative
and positive vortices. Because there is a space of 3.5 between the two
polygons, the sheddingmechanism is delayed for this RP1. In addition,
the two polygons are placed in a staggered alignment, which causes a
delay in the process of RP1’s flow separation. When RP2 is shedding its
positive vortex, we can see that RP1 is also shedding its positive vortex.
In the process of shedding, there is a delay caused by the staggered

alignment of the Polygons. Additionally, since the same kind of
vortices are shedding simultaneously, the flow is referred to as In-
phase when it occurs in nature. Looking at the vortices in the distant
domain, we can see that the shed vortices combine into larger ones
and become distorted. A merging of vortices has taken place, which
has resulted in In-phase jumbled flow within the flow domain as a
direct consequence of the shedding process taking significantly more
time than was anticipated. Therefore, this flow is known as the In-
phase Jumbled Flow because, although the shedding occurs staggered,
it is possible to see the shedding as In-phase when observed
simultaneously. The conclusions pertaining to the shedding pattern
can be further substantiated by examining the Time series of drag and
lift coefficients for RP1 and RP2, correspondingly.

Figure Figures 11B, C demonstrates that CD1 exhibits
modulated signals while CD2 has a periodic nature with the
highest amplitude oh 2.25. CL1 and CL2 display sinusoidal
behaviors with constant amplitude. The highest observed
amplitude is found in CD1, with a value of 2.9, when the values
of (Re, XG, YG) are equal to (150, 3.5, 3.5).

Outcomes clearly demonstrated that the magnitude of CD1 is
greater than that of CD2. It can be inferred from the given

FIGURE 13
Anti-Phase Two Independent Row Vortex Street (A) Vorticity contours (B, C) Time-trace signals of (CD1 & CD2) and (CL1 & CL2) (D, E) Power Energy
Spectrum of CL1 and CL2.
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information that the amplitudes of CL1 for the initial rectangular
polygon are 1.12, whereas, for the subsequent polygon, they are 0.8.
Additionally, it is evident that the lift coefficient of the first polygon
surpasses that of the second polygon. The oscillation frequencies of
the drag and lift coefficients coincide when they are in motion. This
finding aligns with the empirical data, indicating a correlation
between the presence of a peak in lift and the highest level of
drag. The examination of the power spectrum of CL1 and CL2 offers
additional elucidation into the observed event. The occurrence rate
of interactions between individual cylinders is seen for both
polygons under the conditions of (Re, XG, YG) = (150, 3.5, 3.5).
The indication of independent shedding is observed by the highest
peaks and merging is observed through the existence of two smaller
peaks located on the left side of the interaction frequency for CL1,
which corresponds to a single cylinder see Figures 11D,E.

5.8 In-phase two independent row
vortex street

An In-phase Two Independent Vortex Street occurs at Reynolds
number 150, with X-gap spacing and Y-gap spacing of 5.5,

respectively. (Re, XG, YG) = (150, 5.5, 5.5) is the only case we will
discuss in detail. Two rectangular polygons, RP1 and RP2, are again
placed vertically along the center line of the computational domain,
having XY-gap spacings 5.5 between the polygons, due to which two
polygons are acting as independent bluff bodies, see Figure 12A.
When G equals 5.5, the distance between two polygons is sufficient
to prevent interaction. As the interaction between the fluid and the
polygon continues, it is possible to observe the independent
shedding of both positive and negative vortices. See Figure 12A
for an illustration of the two independent Von Karman Vortex
Ttreets that can be seen in the whole computational domain. Both
polygons shed negative vortices at the same time, which resulted in
in-phase behavior. Because of these flow characteristics, this type of
flow is known as In-phase Two Rows Independent Vortex Street
Flow. The positive and negative vortices initially are spike-shaped,
but as the flow continues through the channel, they change to an
oval and round shape.

The conclusions about the shedding pattern can be further
substantiated by examining the time series of drag and lift
coefficients for RP1 and RP2. Figures 12B, C demonstrates that
CD1 and CD2 have a periodic nature with the highest amplitude,
of 2.25. CL1 and CL2 display sinusoidal behaviors with constant

FIGURE 14
Statistical analysis. Effect of g on (A) CDMEAN, (B) CDRMS, (C) CLRMS, and (D) St.(a), (b).
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amplitude. The highest observed amplitude is found in CD1,
with a value of 2.25, when the values of (Re, XG, YG) are equal to
(150, 5.5, 5.5). Outcomes clearly demonstrated that the
magnitude of CD1 is greater than that of CD2. It can be
inferred from the given information that the amplitudes of
CL1 for the initial rectangular polygon are 1.0, whereas, for
the subsequent polygon, they are 0.8. Additionally, the lift
coefficient of the first polygon surpasses that of the second
polygon. The oscillation frequencies of the drag and lift
coefficients coincide when they are in motion. This finding
aligns with the empirical data, indicating a correlation
between a peak in lift and the highest level of drag.
Examining the power spectrum of CL1 and CL2 offers
additional elucidation into the observed event. The occurrence
rate of interactions between individual cylinders is seen for both
polygons under the conditions of (Re, XG, YG) = (150, 5.5, 5.5).
The highest peaks observe the indication of independent
shedding. No merging is observed since there is no existence
of smaller peaks see Figures 12D, E. The power spectrum is
narrow like a single polygon clearly indicating the effect of Von
Karman Street on the other. The gap is vast enough that the effect
of the wake of one polygon does not affect the wake of another.

5.9 Anti-phase two independent row
vortex street

An Anti-phase Two Independent Vortex Street occurs at
Reynolds number 150, with X-gap spacing and Y-gap spacing
of 6, respectively. (Re, XG, YG) = (150, 6, 6) is the only case we will
discuss in detail. Two rectangular polygons, RP1 and RP2, are again
placed vertically along the center line of the computational
domain, having XY-gap spacings 6 between the polygons, due
to which two polygons are acting as independent bluff bodies, see
Figures 13A–E. When G equals 6, the distance between two
polygons is insignificant and prevents the interaction between
polygons. As the interaction between the fluid and the polygon
continues, it is possible to observe the independent shedding of
both positive and negative vortices. See Figure 13(8) for an
illustration of the two independent Von Karman Vortex Ttreets
that can be seen in the whole computational domain. RP1 shed a
negative vortex, and RP2 shed a positive vortex simultaneously,
which resulted in Anti-phase behavior. Because of these flow
characteristics, this type of flow is known as Anti-phase Two
Rows Independent Vortex Street Flow. The positive and
negative vortices initially are spike-shaped, but as the flow

FIGURE 14
Continued.
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continues through the channel, they change to an oval and round
shape. Further evidence supporting the conclusions regarding the
shedding pattern may be obtained by analyzing the time series data
of the drag and lift coefficients for RP1 and RP2. The cyclic character
of CD1 and CD2 is illustrated in Figures 13B, C, with the
maximum amplitude recorded at 2.3. Both CL1 and CL2 exhibit
sinusoidal patterns characterized by a consistent amplitude. The
maximum observed amplitude is in CD1, exhibiting a magnitude
of 2.2, corresponding to the values of (Re, XG, YG) = (150, 6.0, 6.0).

The results clearly indicate that the magnitude of CD1 is more
significant than that of CD2. Based on the above information, it can
be deduced that the amplitudes of CL1 for the initial rectangular
polygon are 0.775, whereas, for the subsequent polygon, it is 0.665.
Furthermore, the lift coefficient of the initial polygon exceeds that of
the subsequent polygon. The frequency of oscillation for the drag
and lift coefficients aligns while they are in motion. This discovery is
consistent with the empirical evidence, which suggests a positive
association between the maximum lift and the corresponding
peak in drag.

Further analysis of the power spectrum of CL1 and CL2 provides
additional clarification regarding the reported phenomenon. The
frequency at which individual cylinders contact is observed for both
polygons with the specified conditions of (Re, XG, YG) = (150, 6.0,
6.0). The tallest peaks exhibit evidence of autonomous shedding.
The absence of lesser peaks precludes the occurrence of a merger of
vortices see Figures 13D, E. The power spectrum has a narrow
profile, resembling that of a single polygon, which strongly indicates
the comparison with Von Karman Street on adjacent elements. The
spacing between polygons is sufficient to ensure that the wake
generated by the second polygon does not impact the wake
generated by the first polygon.

6 Force statistical analysis

The deviation of different physical entities such as CDMEAN,
CDRMS, CLRMS, and St with gap spacing G at fixed Re = 150 is
discussed in this section and is given in Figures 14A–D. It is observed
that CDMEAN2 shows a decreasing behavior till G = 5. After that, it
shows a jump towards an increase and again a sudden drop at G = 6.
Since RP2 is positioned upstream, its mean drag coefficient smoothly
changes from increasing to decreasing behavior. The maximum value of
CDMEAN2 is observed at G = 0 where flow is Solitary Contorted Bluff
BodyVortex Street and the smallest value atG= 6where two bluff bodies
act as single bluff bodies. CDMEAN1 also shows decreasing behavior till
G = 0.75; after that, it shows increasing behavior till 1.5. After that, it
shows a steady decreasing behavior till G = 5; again, it shows a sudden
jump at gap spacing G = 5.5 and a sudden drop at G = 6. Since RP1 is
positioned downstream, itsmean drag coefficient is very disturbed due to
presence of another bluff body in the proximity of the bluff body. The
mixed trend in CDMEAN is observed For RP1. Clearly, CDMEAN1 >
CDMEAN2. The maximum value of CDMEAN1 is observed at G = 0,
where the flow is Solitary Contorted Bluff Body Vortex Street, and the
smallest value at G = 6, where two bluff bodies act as single bluff bodies.
A vertical V is the observed trend in both CDMEANS at G = 5–6. This
phenomenon indicates that the size, shape, and distance between the
bluff bodies can change the drag. At large gap spacing CDMEAN of
single and two staggered rectangular polygons coincides see Figure 14A.

Due to significant gap flow interference between two staggered
polygons, upstream cylinder RP2 CDRMS decreases until G = 0.75.
CDRMS2decreases furthermonotonically up toG= 5. For downstream
cylinder RP1, CDRMS behaves irregularly at gap spacings G = 0 and 5.
Figure 14B shows that CDRMS decreases in the 1.25 ≤ G ≤ 5 gap
spacing range. The analysis showed that adding an upstream cylinder

TABLE 5 Maximum values of drag and lift coefficients for two rectangular polygons.

G CD1 CD2 CL1 CL2

0 5.50 4.85 1.73 2.85

0.1 5.55 4.68 1.60 3.28

0.25 4.75 3.89 1.00 2.00

0.5 4.75 3.60 1.30 1.40

0.75 3.40 2.90 0.95 0.95

1 3.73 2.75 1.20 8.83

1.5 3.50 2.60 0.78 0.60

2 3.29 2.44 1.60 0.70

2.5 3.09 2.36 1.38 0.60

3 2.47 2.30 1.38 0.60

3.5 2.95 2.30 1.25 0.73

4 2.65 2.29 1.24 0.88

4.5 2.63 2.24 1.24 1.08

5 2.64 2.27 1.01 0.79

5.5 2.42 2.22 1.12 0.86

6 2.33 2.22 0.81 0.81
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RP2 before downstream cylinder RP1 and increasing cylinder gap
spacings significantly lowered CDRMS2. In Figure 14B, the
upstream cylinder RP2 has higher CDRMS2 values than a single
square cylinder, while the downstream cylinder RP1 has lower values
for G ≥ 0.75. Importantly, CDRMS of downstream cylinder RP1 and
upstream cylinder RP2 approach single cylinder data at large gap
spacings (Figure 14B). The CLRMS values of two Staggered
polygons exhibit identical behavior when the gap spacings G are
varied, and the Re is fixed at 150. The CLRMS exhibits a declining
trend as the gap spacing increases to G = 0.75; at this point, theminimal
CLRMS for both cylinders is achieved. G = 0.75 is determined to be
crucial due to the presence of a JumbledVortex Street at this specific gap
spacing. There is a noticeable upward trend in the behavior of CLRMS
when G is greater than or equal to 5. Additionally, it has been shown
that the CLRMS values for both Staggered cylinders with a gap spacing
of G ≤ 0.25 are more pronounced compared to the data from a single
cylinder see Figure 14C. This indicates the existence of a strong
interaction between the wakes of the two cylinders without any
vortex-generating phenomena. Furthermore, the CLRMS values for
both cylinders are lower than those for a single polygon when the gap
separation G is greater than or equal to 0.1–2.5 and at 5.5. This indicates
that the interaction between the wakes of the two Staggered polygons is
nearly insignificant. The Fast Fourier Transform of the lift coefficient
estimates the Strouhal number, which describes oscillating flow
behavior. As we know, a time series power spectrum is a signal that
describes power distribution as frequency components. The power
spectrum energy is a statistical average of the signal’s frequency. In
Figure 14D, the single cylinder interaction frequency, the most
prominent peak of this frequency, is shown against all gap spacings.
Upstream cylinder RP2 has the highest value at G = 0.75 and the lowest
at G = 1.Meanwhile, downstream cylinder RP1 increases monotonically.
Strouhal numbers remain constant at significant gaps. This incident

effectively isolates two Staggered polygons wakes. Thus, the two
cylinders’ wakes barely interact at large gap spacings. At large gap
spacings, all physical entities, i.e., CDMEAN, CDRMS, CLRMS, and St
of both Staggered cylinders, are almost approaching the single cylinder
values CDMEAN, CDRMS, CLRMS, and St.

7 Relationship between gap spacings
and maximum and minimum values of
CD and CL

Table 5, 6 present the maximum and minimum drag and lift
values for upstream and downstream rectangular polygons. Clearly,
the values of CD and CL are not same simultaneously for any chosen
case. For a pair of polygons positioned in a staggered configuration,
the impact of fluid forces, that is, drag and lift, is experienced by the
downstream cylinder because it always gets an impact with a
disturbed flow. Outcomes clearly show that the flow’s maximum
values of CD1 and CD2 decrease monotonically as the gap spacing
between the polygons increases with CD1 > CD2. On the other
hand, maximum values of CL1 and CL2 also show decreasing
behavior but follow some mixing behavior. In Table 6, both
minimum values of drag and lift show increasing and decreasing
behaviors for different gap spacings. All this occurs due to the
presence of jet flow and the irregular shape of two polygons as a unit.

8 Conclusion

A two-dimensional numerical analysis is conducted for the flow
past two vertically arranged staggered rectangular polygons. The
Reynolds number is fixed at 150, while the distance between

TABLE 6 Minimum values of drag and lift coefficients for two rectangular polygons.

G CD1 CD2 CL1 CL2

0 2.40 2.23 −2.10 1.39

0.1 2.58 2.40 −2.04 1.32

0.25 2.35 2.35 −1.40 0.90

0.5 2.20 2.05 −0.98 0.60

0.75 2.20 2.20 −0.77 0.20

1 1.98 2.05 −1.05 −0.15

1.5 2.00 1.90 −1.22 −0.31

2 2.01 1.79 −1.55 −0.50

2.5 2.04 1.96 −1.48 −0.70

3 1.70 1.73 −1.48 −0.70

3.5 2.10 1.95 −1.35 −0.70

4 2.10 1.95 −1.35 −0.70

4.5 2.06 1.95 −1.28 −0.80

5 1.88 1.92 −1.06 −0.84

5.5 1.93 1.87 −0.96 −0.70

6 1.94 1.91 −0.81 −0.81
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vertical polygons differs from 0 to 6. Simulations are conducted by
using SRT-LBM. Nine distinct flow regimes are identified and referred
to as Solo Bluff Body Flow, Distorted Solo Bluff Body Flow, Jumbled
flow, In-phase Jumbled Flow, Anti-phase Jumbled flow, In-phase Two
Rows Vortex Street Flow, andAnti-phase Two rows vortex Street Flow.
When two rectangular polygons are situated in proximity, the distance
between them has a significant effect on the flow characteristics,
resulting in the development of nine distinct flow regimes with
their own characteristics. For a pair of polygons positioned in a
staggered configuration, the impact of fluid forces, that is, drag and
lift, is experienced by the downstream cylinder because it always gets an
impact with a disturbed flow. It is observed that the configuration of a
bluff body can alter the flow field. The vertical alignment of polygons
favors the immediate detachment of shear layers rather than
promoting their reattachment and growth. The time histories of the
coefficients of drag and lift alternate betweenmodulated and sinusoidal
behavior for various gaps and among the same gaps for different
polygons. Strouhal numbers remain constant at significant gaps. This
incident effectively isolates two Staggered polygons wakes. Thus, the
two cylinders wakes barely interact at large gap spacings. At large gap
spacings, all physical quantities, i.e., CDMEAN, CDRMS, CLRMS, and
St of both Staggered polygons, are almost approaching the single
rectangular polygons values of CDMEAN, CDRMS, CLRMS, and St. It
is also observed that values of CDMEAN for different Reynolds
number are greater for rectangular polygon as compared to square
polygon but for St it is totally opposite.
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Nomenclature

RP1 1st rectangular polygon

RP2 2nd rectangular polygon

L1 Length of the polygon is parallel to the X-axis

L2 Length of the polygon is parallel to the Y-axis

D Mesh size

L1 20d, L2 = 40d

L represents the total length of the channel

W represents the total width of the rectangular flow stream

LU Upstream distance from the inlet to the RP2 polygon

LD Downstream distance is the distance from the RP1 polygon to the outlet

G represents the distance between two polygons. In this investigation, the

GXY G/d gives the dimensionless distance between two polygons

d dimensions of a rectangular polygon

u X component of velocity of incoming flow

V Y component of velocity of incoming flow

CD Drag coefficient of single polygon

CL Lift coefficient of single polygon

CD1 Drag coefficient of RP1

CD2 Drag coefficient of RP2

CL1 Lift coefficients of RP1

CL2 Lift coefficients of RP2

St Strouhal number of single polygon

St1 Strouhal number of RP1

St2 show the Strouhal number of RP2

XG Gap spacing in X-direction

YG Gap spacing in Y-direction

G Gap spacing in XY-direction (same)

G* Non dimensionalzed gap spacing

CDMEAN Mean drag coefficient of single polygon

CDMEAN1 Mean drag coefficient of RP1

CDMEAN2 Mean drag coefficient of RP2

CLRMS Root mean square value of lift coefficient of single polygon

CLRMS1 Root mean square value of lift coefficient of RP1

CLRMS2 Root mean square value of lift coefficient of RP2

CDRMS Root mean square value of drag coefficient of single polygon

CDRMS1 Root mean square value of drag coefficient of RP1

CDRMS2 Root mean square value of drag coefficient of RP2
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The interaction mechanism of external flow with two inline rectangular cylinders
having different aspect ratios under the impact of gap spacing (G) is the subject of
this research. The gap spacing between the cylinders was varied from 0.25 to
20 times their size. Both cylinders were vertically mounted, with the first having a
higher aspect ratio than the second. The results revealed five distinct flow
patterns under the influence of G: single slender body, shear layer
reattachment, intermittent shedding, binary vortex street, and single-row
vortex street. The mean pressure on both cylinders was found to vary due to
changes in flow patterns. Both cylinders bore the same shedding frequency but
had different pressure variations. The second cylinder placed in the wake of first
experienced negative average drag force for some spacing values, while the first
cylinder had positive average drag values for all chosen G. Due to the change in
flow pattern from shear layer reattachment to intermittent shedding flow, the
negative drag force on the second cylinder jumped to a positive drag. It was also
observed that the rms values of drag and lift force coefficients, as well as their
amplitudes for the second cylinder, were mostly higher than corresponding
values for the first cylinder at all selected G. This study revealed that G =
4 and 8 are the critical gap spacing values due to sudden changes in fluid
force parameters.

KEYWORDS

rectangular cylinders, aspect ratio, flow structure, drag, gap spacing, lift

1 Introduction

Computational fluid dynamics (CFD) is an interesting, complex, state-of-the-art field
due to the rapid development of computer technology and newly developed numerical
techniques and programming languages. One of the most significant aspects of CFD is the
analysis of fluid–solid interactions and resulting outcomes. Much research has examined
fluid flow around bluff bodies (commonly termed “cylinders”). The study of the wake
structure mechanism behind cylindrical objects is important to many practical applications
in various engineering disciplines. For example, such cylindrical objects appear in most civil
designs, such as high-rise buildings, chimneys, suspension bridges, and many internal and
external supporting components of such structures. Electronic chips are mostly rectangular/
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square in cross section, thus resembling rectangular cylinders. The
flow mechanism and characteristics behind these objects depend on
parameters such as the blockage ratio (B), Reynolds number (Re),
inflow velocities, shape, size, arrangement, and quantity of
structures in the flow field.

Many numerical and experimental studies relevant to circular
and rectangular/square cylindrical structure flow characteristics are
apparent from the literature. Mittal and Raghuvanshi (2001)
conducted numerical analysis of vortex shedding behind circular
cylinders for laminar flows by considering Re ranging from 60 to
100. They found that, as the Re increases the average drag coefficient
(CDmean) decreases while the Strouhal number (St) increases. Belloli
et al. (2014) experimentally analyzed flow around circular cylinders
at high Re up to 6 × 105 and found that drag was approximately
0.85 for the flat surface conditions at Re = 105 and dropped to 0.3 at
Re = 2.5 × 105. Kuzmina and Marchevsky (2021) simulated flow
interactions with circular cylinders by considering Re ranging from
20 to 200. The two flow regimes they observed were i) stable, where
the flow was symmetric, and ii) vortex shedding, where they
observed the von Karman vortex street. Furthermore, the
separation point changed with a variation in Re. Comparing the
fluid flow features, it is apparent that the circular cylinder displayed
an unfixed boundary layer detachment, but the square/rectangular
cylinder displayed a stable detachment point only from its edges.
Due to this detachment phenomenon, the flow modes and wake
structure mechanism differ in both geometries. Zhang and Zhang
(2012) analyzed low-Re flow past a square cylinder that ranged from
25 to 150. They found two stable symmetric vortices behind the
cylinder at Re = 25 and 50, indicating steady flow. They also found
that pressure gradually rose while moving toward the cylinder from
the inlet and dropped in the down-wake area. Perumal et al. (2012)
studied the flow around a single square cylinder by considering Re
ranging from 4 to 150. They found laminar, steady, and slightly
separated flow from the cylinder at extremely low Re. At higher Re,
the flow split into a pair of symmetrical vortices about the channel
central line. They also observed that the flow appeared uniform at
low B while, for moderated B = 10, an instability developed within
the flow field for Re = 51. Ahmad et al. (2021) analyzed the flow
characteristics around a rectangular cylinder at low aspect ratios
(AR) and Re. They found that, for AR = 0.05, the vortex formed
instantly behind the back surface of the cylinder. They also reported
the sinusoidal nature of drag coefficient (CD) for all AR. Islam et al.
(2012) conducted numerical simulations of rectangular cylinder
flows with distinct aspect ratios by considering Re = 100, 150,
200, and 250 and AR varying from 0.15 to 4. They observed that
the results for AR = 0.15 at Re = 100 indicated dual parallel rows of
clockwise and anticlockwise vortices. At AR = 0.5, the vortices
appeared at the top and bottom sides of the cylinder for a
shorter duration. Octavianty et al. (2016) experimentally studied
the radiation of sound and flow structure around a rectangular
cylinder at various Re andARwithMach numbers ((Ma) below 0.16.
According to this research, the vortex formation region was
extremely close to the back surface of the cylinder where the
maximum spectrum line (SPL) occurred.

In the case of multiple obstacles, gap spacing (G) is another
important parameter which significantly affects flow characteristics.
Several studies have examined the combined effects of Re and G on
fluid flows around two inline circular or square or rectangular

cylinders (Shiraishi et al., 1986; Su et al., 2002; Su et al., 2004;
Kuo et al., 2008; Huang et al., 2012; Mithun and Tiwari, 2014;
Gnatowska et al., 2020; Rajpoot et al., 2021; Shui et al., 2021; Wang
et al., 2022). Important findings of these studies are highlighted in
Table 1. From fluid–solid interaction analyses in the literature, it is
well-known that bluff bodies of similar dimensions, if arranged
differently, such as side-by-side, staggered, or tandem to the
incoming flow, have significant differences in fluid force behavior
as well as near wakes formed behind them. Chakraborty et al. (2022)
analyzed the influence of gap spacing on flow past two circular
cylinders placed side by side by considering Re = 5 × 105 andG = 2 to
14. They observed that the pressure at the front of both cylinders was
greater than the pressure on the back, resulting in a positive drag
force for all G. Sarvghad et al. (2011) also conducted a numerical
simulation of flow over similarly arranged cylinders by considering
Re = 100 and 200 and 1.5 ≤ G ≤ 4. They categorized the flow in
different patterns they termed biased flow, flip-flopping,
synchronized anti-phase vortex shedding, and in-phase
asymmetric. Adeeb et al. (2018) observed the flow around two
side-by-side square cylinders by considering Re = 100, G = 1.5 to
5, and corner radii (R/D) = 0 to 0.5. They observed that, for 0 ≤ R/D
≤ 0.5, at G ≤ 1.5, the wake of both cylinders joined and functioned
as an isolated wake structure for all R/D choices. Ma et al. (2017)
analyzed the wake of two side-by-side square cylinders at Re in the
range of 16–200 andG = 0 to 10. It was found that, when Rewas low,
the wake flow after both cylinders was steady state. When Re
increased, the recirculation bubbles appeared within the
downstream region attached with cylinders. These bubbles grew
as unstable modes and dominated the steady mode. The flow
became transient and vortex shedding was then observed.
Burattini and Agrawal (2013) observed the interaction of wakes
of two square cylinders placed side by side by considering Re =
73 and G = 0.5 to 6. It was reported that, with changing G, vortex
shedding was much affected. Lee et al. (2019) reported an isolated
bluff-body flow pattern for G ≤ 0.5, an asymmetric wake flow
pattern for 0.75 ≤ G ≤ 1.25, a transitional flow pattern for 1.5 ≤ G
≤ 1.75, and a dual street flow pattern for G ≥ 2 for flow-past
rectangular cylinders arranged side by side. Fluid flow-past
staggered cylinders strongly depended on G and inclination angle
(α) between cylinders. Ye et al. (2019) observed flow induced
vibrations in the case of two circular cylinders in a staggered
configuration at Re = 200, G = 5 to 7 with α = 0° to 90 °. They
reported that, at G = 5, the vortices’ generation and attachment with
the second cylinder was much influenced by an inclined angle of 0°
to 35° ; however, for an inclined angle beyond these values, the flow
structure was not much varied. Aboueian and Sohankar (2017)
numerically analyzed the shedding frequency in the case of flow past
two staggered square cylinders by considering Re = 150, G = 0.1 to 6,
and α = 45°. They reported that the variations in gap spacing are
directly related to the shedding frequencies. According to Alam et al.
(2016), the wake flow around two staggered square cylinders is very
dependent on the angle of inclination between cylinders. Small
angles greatly impact flow characteristics, while larger angles
more weakly influence flow characteristics.

When multiple objects (more than two) appear in the fluid flow
stream, the resulting forces and flow structure may significantly
differ from those seen in case of two or a single body even at the same
Reynolds number or gap spacings. Alam et al. (2017) observed the
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flow around three tandem circular cylinders by considering Re =
200, gap spacing between first and second cylinder (G1) = 3.5 to 5.25,
and gap spacing between the second and third cylinder (G2) in the
range 3.6–5.5. They categorized the flow structures as in-phase,
antiphase, and intermediate, depending on G1 and G2. Eizadi et al.
(2022) analyzed the transitions in the wake of six circular obstacles
placed inline at Re = 40 to 180 andG = 0.5 to 18. They concluded that
wake transitions of multiple cylinders depend not only on Re but
also on G. Song et al. (2017) observed the flow patterns and force

variations over four inline square cylinders by considering Re =
300 and G = 1.5 to 8. They reported that, when G < 3.5, CDmean

values for the downstream cylinders increased sharply with
increasing G. For G > 3.5, the CDmean values of the downstream
cylinders decreased gradually with increasing G. Islam et al. (2018)
investigated different aspect ratio effects on the flow around three
inline cylinders at Re = 150, AR = 0.25 to 3, and G = 0.5 to 7. They
observed that, at all G, the CLrms of all cylinders decreased with
increasing AR. Rahman et al. (2021) numerically computed the

TABLE 1 Fluid flow characteristics around two bluff bodies reported in literature.

Author(s) Geometry and method Re G Important finding(s)

Su et al. (2004) Two tandem circular cylinders, k−ε turbulence
model

Re = 104 to 105 G =
1.5 to 10

G = 4 was termed a “critical spacing ratio” when shear layer
reattachment and two vortex streets flow patterns appeared
simultaneously.

Su et al. (2002) Two tandem circular cylinders, FEM, LBM, and
experiments using laser-induced fluorescence

method

Re = 200 G =
1.5 to 5

Critical spacing reported between G = 4 and 5.

At G = 3 and 4, shear layer behavior was almost similar, but
the vorticity was much stronger at G = 4 than that at G = 3.

Kuo et al. (2008) Two tandem circular cylinders; experiments in a
recirculating water channel

Re = 1,000 G =
1.5 to 7

For G = 1.5, a single vortex street appeared in the wake of the
downstream cylinder only.

For 1.5 ≤ G ≤ 4, coupled separating shear layers developed
fluently within the gap.

For G ≥ 6, coupled vortex streets appeared, one behind each
cylinder.

Wang et al. (2022) Two tandem circular cylinders of different
diameters; spectral element method

Re ≤ 100 1.0 ≤ G
≤ 8.0

The critical Reynolds number significantly influenced by the
ratio of the upstream cylinder’s diameter to the downstream
cylinder’s diameter.

Shui et al. (2021) Two tandem square cylinders, finite element
method (FEM)

Re = 100 1 ≤ G
≤ 9

For G ≤ 3.5, a steady vortex was generated within the region
between the cylinders.

For 3.5 < G ≤ 4.4, the vortex structure lost its stability and
started to oscillate, but no vortex shedding occurred between
the cylinders.

For G ≥ 4.5, complete vortex shedding was generated behind
both cylinders.

Mithun and Tiwari
(2014)

Two tandem square cylinders, finite volume
method (FVM)

Re = 100 G = 2 to 5 For G = 2 and 3, the range of lift oscillation magnitude was
greater for the upstream cylinder while, for G = 4 and 5, the
range of lift oscillation magnitude for the downstream
cylinder dominated that of the upstream cylinder.

Rajpoot et al. (2021) Tandem square cylinders, FEM Re = 100 0.5 ≤ G
≤ 8

For wall-gap ratio g/D = 0.1, 0.2, and 0.3, the flow remained
steady for all values of G; for g/D = 0.8 to 4, unsteadiness
appeared for all values of G; for g/D = 0.6, vortex shedding
suppressed between 1 < G < 4; at g/D = 0.4, vortex shedding
no longer existed for G < 6.

Huang et al. (2012) Two 2:1 rectangular cylinders in tandem,
pseudospectral method

Re = 200 1 ≤ G
≤ 10

The flow was characterized by the stagnant symmetric vortex
pairs within gap between cylinders as the spacing ratio G) was
smaller than 3

Periodic shedding appeared in both wakes within range G
≥ 5.

RMS values of lift (CLrms) and drag (CDrms) for the second
cylinder were greater than those for the first.

Shiraishi et al.
(1986)

Two tandem rectangular structures, experimental
measurements

Re = 1.59 × 104 G = 2 to 7 St decreased with increasing G up to 4, then tended to increase
gradually and approach the St of an isolated cylinder for G

> 4.

Gnatowska et al.
(2020)

Two rectangular cylinders in tandem, experimental
study.

Re = 4,100, 10,310,
21,070, 32,940

G = 2 to 9 Different flow phenomena appeared as the spacing between
two cylinders was progressively changed
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forces on three rectangular cylinders by considering 60 ≤ Re ≤ 180,
AR = 0.25 to 4, and G = 1.5. They reported that the shedding
frequencies of all cylinders increased while CDmean decreased due to
the increase in AR at all Re.

Studies describing the fluid flow around other geometries like
airfoils have also been conducted (Bajalan et al., 2011; Mirzaei et al.,
2012; Rangan and Santanu Ghosh, 2022; Abdolahipour, 2023).
Another aspect of fluid–solid interactions is flow control around
bluff bodies. Utilizing flow control strategies, efficient devices have
been designed to save energy byminimizing flow-induced forces and
controlling wake flow structures. Among various available flow
controlling strategies, flow control through modulated pulse jet
(Abdolahipour et al., 2021; Abdolahipour et al., 2022) and
plasma actuator (Salmasi et al., 2013; Mohammadi and
Taleghani, 2014; Taleghani et al., 2018) are frequently studied by
researchers.

It can be concluded from this literature that the flow
characteristics of multiple bodies are influenced by many
parameters, including Re, G, B, AR, and α. Among these, fluid
flows around rectangular bodies have been less investigated,
especially vertically mounted bodies. Information about cases
when both cylinders have different AR is very rare. From an
application point of view, bluff bodies with rectangular cross
sections are particularly important because, for example, most
civil structures have rectangular cross sections and are vertically
assembled. Electronic devices mostly have rectangular cross-
sectional internal components. Flow around such bodies differs
from flow around circular/square cross-sectional bodies. Hence,
the current study will explore the fluid flow characteristics
around two tandem rectangular bodies with different aspect
ratios. The main focus will be on the effects of aspect ratios and
varying gap spacing between cylinders on vorticity patterns,
pressure variations, streamline behavior, and variations in fluid
forces behavior. This study will also enhance our understanding
of the dependence of the flow characteristics of both bodies on each
other. Furthermore, it will help in designing flow control strategies
for similar bodies placed in cross flows.

2 Numerical method

The current analysis utilizes the well-known numerical
methodology, the lattice Boltzmann method (LBM). The
simplified nature, easy implementation, and accuracy features of
LBM make it more suitable than conventional methods for
simulating fluid dynamics problems (Mohammad, 2011). This
method involving two main steps, streaming and collision, has
several advantages over the Navier–Stokes (NS) solvers. It has an
explicit nature with conditional stability conditions (Chen and
Doolen, 1998). The nonlinearity appearance in the case of NS
equations does not appear in this method because the Boltzmann
equation (BE) is quasi-linear. Pressure can be obtained through a
simple procedure from the equation of state instead of dealing with
the Laplace equation in each time step. LBM contains a variety of
discrete models for simulating fluid flows. The current study is based
upon the well-known two-dimensional nine-velocity directions
(D2Q9, D indicates dimensions and Q the number of velocity
directions) model (Figure 1) (Sukop and Throne, 2006).

The discrete BE along a specified direction is

∂f
∂t

+ ei∇fi � 1
τ

feq
i − fi( ), (1)

where t = time, fi = distribution function, τ = parameter
for relaxation time, and feq

i = the equilibrium
distribution function.

After discretization through finite differencing, the lattice
Boltzmann equation (LBE) takes the following form:

fi x + Δx, t + Δt( ) � −ω fi x, t( ) − feq
i x, t( )[ ], (2)

where ω � Δt
τ , τ is the relaxation time, and Δt = Δx = 1 (Wolf-

Gladrow, 2000).
For the current study, the following form of feq

i is considered:

feq
i � ρwi 1 + 3 ei.u( ) − 3

2
u2 + 9

4
ei.u( )2[ ], (3)

where ρ is density, u is fluid velocity, and wi are weighting
coefficients (see Table 2).

Here, w0 are weight-associated with rest particle, wa are weights
for particles moving along the axis, and wd are weights for particles
moving diagonally.

Density and velocity are expressed in terms of fi as

ρ � ∑i�n
i�0fi, (4)

ρu � ∑i�n
i�0

eifi. (5)

The fluid kinematic viscosity is expressed as

] � 2τ − 1( )
6

. (6)

The values of ei are given as

ei �

0, 0( ), i � 0,

c − cos iπ
2
,− sin iπ

2
( ), i � 1 to 4,

�
2

√
c − cos

2i + 1( )π
2

,− sin 2i + 1( )π
2

( ), i � 5 to 8.

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
(7)

For some recent developments of LBM schemes regarding
applications in different fields, readers are referred to Noori et al.
(2019) and Noori et al. (2020).

3 Problem statement

The problem’s schematic diagram considered in this study is
shown in Figure 2. This figure depicts a channel containing the two
tandem rectangular cylinders placed in a fluid stream to be analyzed
here. The height of the first cylinder (C1) is h1 and of the second
cylinder (C2) is h2, and the width of both cylinders is denoted by D.
In this study, h1 and h2 are discretized so as to have 40 and 30 lattices,
respectively, while the width D has 20 lattices. Each cylinder is of a
different aspect ratio (AR = height of cylinder/width of cylinder): the
first cylinder has AR = 2:1 while the second has AR = 3:2. Xu = 10D is
the distance from the channel entrance position to C1, and Xd = 20D
is the distance from C2 to the domain outlet. The distance from the
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upper surface of C1 to the upper boundary is Yu = 8D, while Yb = 8D
is the distance from the lower surface of C1 to the lower boundary of
the domain. These lengths are selected based on the
recommendations of previous research in order to have a
minimal effect of domain size on results (Perumal et al.,
2012). Channel length L varies as the gap between cylinders
(G = s/D) varies, while the height H is fixed. All lengths in this
study are non-dimensionalized using the characteristic
length (D = 20).

The boundary conditions in this study are applied in terms of
distribution functions. At the inlet position, uniform incoming
flow (u � Uin, v � 0) is assumed (Islam et al., 2012). The
convective boundary condition in terms of distribution
functions given as ∂fi

∂t + Uin
∂fi

∂x � 0 is used at the outlet
boundary (Ahmad et al., 2021). The surface of each cylinder
as well as the upper and lower walls of the domain is treated
through the no-slip boundary condition, mathematically
expressed as (u � v � 0). In LBM simulations, the no-slip
condition is applied in terms of the bounce back rule in which
the particles which stream into the wall are bounced back in the
opposite direction inside the fluid stream. For example, the
particles with distribution functions f7, f4, and f8 streaming
toward the lower wall bounce back as f7 = f5, f4 = f2, and f8 =
f6. A similar procedure was also adopted for other directions for
fluid particles hitting the solid walls (Rahman et al., 2021).
Although the geometry considered in the current study has
smooth boundaries, LBM is also a suitable choice for curved
or moving boundaries (Tao et al., 2018; Marson et al., 2021).

4 Grid independence and code
validation study

4.1 Grid independence

In order to ensure grid independence, we considered three
different grid sizes (10, 20, and 40 points) around the outer
surface of a single square cylinder at Re = 100 (Table 3). In terms
of percentage variation, the values of physical variables like
CDmean, St, and CLrms are more significantly impacted by
the 10-point grid than the 40-point results. In comparison, the
20-point grid produced superior outcomes relative to 10 points.
Furthermore, the convergence of a 40-point grid required
significantly longer time, and there was no great variation in
results at 20- and 40-point grid sizes. Therefore, we considered
the 20-point grid for analysis for this study. This grid size follows
recommendations based on lattice Boltzmann simulations for
both single and multiple objects (Islam et al., 2018; Rahman et al.,
2021). Note that the uniform meshing (Δx � Δt � 1) is selected in
the whole computational domain because the standard LBM
considers such meshing for simulations without any need to
use external mesh generators (Perumal et al., 2012). It is easy to
apply and, in the case of rectangular obstacles, uniform meshing
is an optimal choice to ensure accurate results in less
computational time.

4.2 Code validation

For code validation, we performed computations for flow
around a single square cylinder and quantitatively compared our
results with the experimental and numerical results of other
research considering Re = 100 (Table 4). Note that the results
for the geometry considered in current work are not available in
the literature. Therefore, the code validation study was
performed for flow around a single square cylinder. This was
based on the fact that the flow around a single cylinder serves as a
benchmark problem for flow around bluff bodies. This practice
was adopted in most previously published studies. Table 4
demonstrates good agreement among the current results and
with those of other studies. Some minor deviations in results also
appear. Note that the exact matching of results is not possible
because several parameters, including the accuracy of the
underlying numerical technique, mesh size, domain
dimensions, and the dimensions of cylinders influence the
outcomes. The overall agreement of current and previous
results indicates that the current code calculated the results
efficiently. Furthermore, we refer readers for the details of
quantitative as well as qualitative validation in the case of flow
around two and more inline arranged cylinders to Abbasi et al.
(2018) and Abbasi et al. (2020).

TABLE 2 Weighting coefficients for the D2Q9 model.

Weighting coefficient w0 wa; a � 1,2, 3, and4 wd;d � 5,6, 7, and8

4/9 1/9 1/36

FIGURE 1
D2Q9 lattice model.
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It may therefore be concluded that our code is well established
and that we can use it for flow around tandem arranged cylinders,
done in the present study.

5 Results and discussion

The flow around two tandem rectangular cylinders with distinct
aspect ratios was simulated at Re = 100 by considering different
values of G progressively varying from 0.25 to 20. From previous
studies, we can conclude that the flow structure mechanism around
multiple rectangular cylinders appears to be a complicated
phenomenon that depends on several parameters, including Re,
G, and AR (Islam et al., 2018; Rahman et al., 2021). In the current
study, the resulting flow regimes are specified into different patterns
in terms of the creation of different shape vortices, wake structure
mechanism, and the behavior of shear layers detaching from
cylinder corners and interacting with each other. These
different flow patterns depend on increasing values of G in
this study. The prominent flow patterns observed in this study
are the single slender body (SSB) flow found in the range G =
0.25–0.75, the shear layer reattachment (SLR) flow found in the
range G = 1–4, the intermittent shedding (IS) flow mode found in
the range G = 4.25–5.25, and the binary vortex street (BVS) flow
found for G = 5.5–20, except at G = 8 where the single-row vortex
street (SRVS) flow was observed. Similar flow patterns have been
reported by Zdravkovich (1987) for flow around tandem bodies
with different characteristics. In the following subsections, a

comprehensive illustration for each flow pattern is presented
and discussed.

5.1 Single slender body

The flow pattern noticed here at smaller gaps between two
tandem rectangular cylinders is the SSB flow in the range 0.25 ≤ G
≤ 0.75 (Figure 3). In Figure 3A, the corresponding vorticity contour
of SSB is presented. This contour shows that the free shear layers that
split off the front edges of C1 do not rejoin with C2 but instead roll up
within the wake of C2 while, within the space in the cylinders, a
steady flow can be observed. An isolated vortex row appears within
the down-wake region of the cylinders, similar to the flow around a
solo body. Zdravkovich (1987) also classified such a flow pattern as a
single slender body occurring in the range between 1 < G < 1.8 for
coupled inline circular cylinders. This kind of flow pattern is also
known as an isolated blunt body (Shui et al., 2021). Figure 3B
presents the pressure and streamline contour for this flow
pattern—it is obvious that the pressure is higher on the leading
surface area of the C1 and lower at the rear side of the C2. This
indicates that the existence of the C1 has a major role in suppressing
pressure on C2. In Figure 3B, the streamlines graph shows that an
elongated recirculating vortex at the upper side of C2 is formed
while, in the wake adjacent to C2, a large D-type recirculating eddy
appears. The size and shape of vortices as well as recirculating eddies
are sufficiently larger than those of a single square cylinder case due
to the increased aspect ratios of these cylinders. In Figure 3C, the

TABLE 3 Impact of spatial resolution on the physical properties of flow past a single square cylinder at Re = 100.

10 points 20 points 40 points

CDmean 1.4630 (1.34%) 1.4434 (0.2%) 1.4414

St 0.1498 (0.5%) 0.1491 (0%) 0.1491

CLrms 0.1798 (3.1%) 0.1742 (1.2%) 0.1762

FIGURE 2
Geometry of the problem.
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variation in drag coefficients with time is presented. The CD for C1 is
almost constant while, for C2, it appears to be sinusoidal after some
time steps. This is because the shear layers pass smoothly around C1

but roll up in the wake of C2. It can also be observed that the drag
force is positive for C1 and negative for C2 acting as a thrust force.
Huang et al. (2012) also observed such a drag tendency around two
2:1 rectangular cylinders. In Figure 3D, the lift coefficients for both
cylinders are presented against time. The CL graph depicts the C1 CL
having higher amplitude than C2. In that case, the flow boundary
layer detaching for the C1 corners spread over a larger region than
C2. Another reason is the impact of AR, which indicates that a
cylinder with highAR tends to face more lift than a cylinder with low
AR. Moreover, CL becomes periodic for both cylinders after smooth
behavior at initial time steps. Figures 3E,F present the spectrum
energy of lift coefficient for both cylinders. The St value for both
cylinders (shown on peaks of spectrum graph) indicates that the
shedding frequency is much dependent on Re and G. The power
spectrum graphs of both cylinders depict a similar peak value,
indicating the dominant wake frequency behind the cylinders.
This St value is comparatively lower than other flow patterns
found in this study. It also indicates a relatively uniform and
predictable vortex shedding pattern, with vortices
shedding regularly.

5.2 Shear layer reattachment

The second flow regime seen from current simulation results is
SLR flow which extents in the range 1 ≤ G ≤ 4 (Figure 4). In
Figure 4A, the associated vorticity pattern for SLR flow is presented
at G = 1 as a representative case. The vorticity graph depicts inner
shear layers splitting from C1 rejoin at upstream side of C2 and also
move within the gap region. The vortices shed only in the wake of C2

like the previous flow pattern. However, now the vortices behind the
rear cylinder are stronger, with reduced size and greater number
compared to SSB flow. According to Zdravkovich (1987), this flow
pattern appears within the range 1.2 < G < 3.4 for coupled inline
circular cylinders of same size. In Figure 4B, the pressure and
streamline graph is presented for SLR flow. The pressure graph
shows that, in this case, while the maximum pressure is at the front
face of C1, but C2 is also subjected to some pressure due to the fluid
being forced to flow inside the gap region as distance between
cylinders increased. As the flow passes away from the cylinders, the
pressure drops, implying a region of low pressure in the wake behind

the cylinders. In Figure 4B, the streamline pattern shows elongated
recirculating eddies developing around the upper, lower, and rear
areas of C2. In the wake adjacent to C2, the size of the recirculating
eddy appears to be smaller than the SSB case because of the reduced
size of the vortices within wake region. Figure 4C presents the
variation in drag coefficients with time. The CD graph shows almost
similar behavior to the SSB flow case—higher drag on C1 than on C2.
This might be due to the fact that the AR of the cylinders affects the
CD, with the higher AR cylinder probably experiencing higher drag
force. In Figure 4D, the lift coefficients are presented against time for
the SLR flow pattern. The graph shows that CL is periodic for both
cylinders. The amplitude of consecutive CL cycles is now sufficiently
higher than the SSB case. This is due to the SLR and increase in the
spacing ratio that results in changing the lift force signals. Figures
4E,F present the power spectrum of the lift coefficient for both
cylinders. This graph of both cylinders depicts a peak value similar to
the SSB flow pattern. However, here the St values are significantly
greater than those for a SSB flow pattern. This is due to the SLR flow
case, which leads to a more complicated flow pattern and a higher
shedding frequency.

5.3 Intermittent shedding

With increased distance between the cylinders, the flow
structure mechanism and interactions of separated flow with C2

become entirely different from the SSB and SLR flow patterns (see
Figure 5). In Figure 5A, the vorticity contour shows that the
boundary layers separated out of the top and bottom sides of C1

join to form vortices in the gap before interacting with C2 because of
the larger space between the cylinders. After that, these vortices
impinge on C2 and form a vortex street in its wake (Figure 5A).
There seems no definite pattern for movement of vortices, as was in
case of SSB and SLR patterns. Furthermore, the structures of vortices
in street differ from each other, and it can also be observed that the
strength of vortices in this case is increased more than those seen in
previous flow patterns. The pressure exhibits a fluctuating pattern,
with alternating regions of maximum and minimum pressure
(Figure 5B). These pressure variations correspond to irregularly
shedding vortices. At the back of C1, the pressure reduces, implying
the creation of a low-pressure zone, followed by a rapid increase in
pressure as the flow merges to C2. The pressure becomes minimal in
the near wake zone of C2. These alternately repeated pressure
patterns generate a characteristic waviness in the pressure

TABLE 4 Code validation in terms of single square cylinder at Re = 100.

CDmean St CDrms

Saha et al. (2000) 1.510 0.159 —

Sohankar et al. (1995) 1.444 0.145 0.002

Okajima (1982) 1.600 0.141 —

Norberg (1993) — 0.140 —

Abograis and Alshayji (2013) 1.480 0.140 0.006

Present 1.443 0.149 0.006
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contour. From Figure 5B, the location, size, and behavior of the
vortices shedding from both cylinders along with the wake pattern
behind the cylinders is indicated by streamlines. These show that the
fluid detachment occurs at the leading edges of C1 and that a
recirculating eddy appears behind C1. The fluid then moves
toward C2 where it splits again, forming another recirculating

eddy in the near lower corner of C2. Both cylinders generate
their own eddies because of the wider gap between them. The
streamlines emerging from the bottom frontal edge of C1 move
toward the upper frontal corner of C2, indicating irregularity of fluid
movement within the gap. A similar trend prevails in the wake
region, as indicated by streamlines. Due to such chaos and

FIGURE 3
(A) Vorticity contour, (B) pressure streamlines, (C, D) drag and lift coefficients, and (E, F) spectral energy of CL for single slender body flow.
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amalgamation in flow, this flow pattern is classified as IS flow, and it
is seen in the range 4.25 ≤ G ≤ 5.25 in the current study. This
disorder in flow structure also affects the drag and lift forces (Figures
5C,D). The smooth variations observed in the case of these force
coefficients for SSB and SLR flow patterns no longer exist due to IS.
The CD graph shows an irregular pattern with random dips and

peaks due to the flow transitions from one vortex shedding pattern
to another. The consecutive drag signals switch from low to high
values onto C2, and the amplitude of the CD curves increases
compared to C1 as time progresses. In Figure 5D, CL exhibits
periodic variations, with CL switching from lower to higher
amplitude cycles over time. Initially, the amplitude of CL curves

FIGURE 4
(A) Vorticity contour, (B) pressure streamlines, (C, D) drag and lift coefficients, and (E, F) power spectrum of CL for alternate reattachment flow.
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for C2 are higher than C1, which becomes almost similar as time
advances. CL further exhibits variations with G between the
cylinders in this case. For lower values of G, the cylinders’ wakes
merge more strongly, leading to larger CL amplitude. For large G,
the CL amplitude decreases, implying a weaker interaction between

the cylinders’ wakes. The spectral energy plots for both cylinders
show a similar peak value, indicating that the vortices shed with
similar frequency from both cylinders. Multiple peaks appear,
indicating an irregular attachment of the shear layers and an
inconsistency of shedding vortices among the cylinders and after

FIGURE 5
(A) Vorticity contour, (B) pressure streamlines, (C, D) drag and lift coefficients, and (E, F) power spectrum of CL for intermittent shedding flow.
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C2. Islam et al. (2018) also reported such behavior in St for three
inline rectangular cylinders. Such flow characteristics were also
observed by Zdravkovich (1987) for coupled circular cylinders in
tandem arrangement for the spacing range 3.4 < G < 3.8.

5.4 Binary vortex street

The BVS flow pattern ranges over the spacing values G = 5.5–20,
except for G = 8, where a single-row vortex street (SRVS) pattern

FIGURE 6
(A) Vorticity profile, (B) pressure streamlines, (C, D) drag and lift coefficients, and (E, F) power spectrum of CL for binary vortex street flow.
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appeared (discussed in the next section) (Figure 6). In Figure 6A, the
associated vorticity pattern for BVS is given, depicting that each cylinder
generates its own vortex street and that the vortex street behind C2 is
binary because the movement of the vortices is in a parallel dual line of

clockwise and anticlockwise vortices. The vortices afterC2 are elliptically
shaped with almost similar sizes. Zdravkovich (1987) also reported
similar characteristics of BVS for flow-past coupled tandem circular
cylinders for the spacing range G > 3.4 to 3.8. Figure 6B shows that the

FIGURE 7
(A) Vorticity profile, (B) pressure streamlines, (C, D) drag and lift coefficients, and (E, F) power spectrum of CL for single vortex street flow.
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pressure varies randomly inside the domain in this flow pattern. Instead
of a minimal pressure zone in the back of C2, as was seen in previous
flowpatterns, the pressure now seemsminimal at the corners ofC1. This
distribution of pressure corresponds to the single cylinder case. This can

be attributed to the increased gap spacing in which wake interference
effects are minimized. This phenomenon becomes more prominent in
BVS flow asG further increases. The streamlines in contour show larger
recirculation zones within the gaps and after C2. In this case, the eddies

FIGURE 8
Gap spacing effect on the variation of (A) CDmean, (B) St, (C) CDrms, (D) CLrms, (E) CDamp, and (F) CLamp.
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appearing within the gap region and afterC2 differ in shape and size due
to changed vortex structures from the other flow patterns in this study.
The CD for C1 has periodic variations, while the CD for C2 has initial
fluctuating behavior which eventually settles to being periodic
(Figure 6C). The lift coefficients become periodic for both cylinders
after a short interval of linear behavior (Figure 6D). The CL oscillations
have sufficiently higher amplitudes than SSB, SLR, and IS flow patterns
due to the elliptically shaped vortices appearing after the cylinders. The
periodic oscillation of the lift force demonstrates the domination of
wake frequency within the spectrum energy graph (Figures 6E,F). There
thus appears only a single peak in each case of the power spectrum plot.

5.5 Single-row vortex street

The SRVS flow pattern in the wake of both cylinders is observed at
only one gap spacing value—G = 8 in this study (Figure 7). The
corresponding vorticity contour for the SRVS flow pattern is
presented in Figure 7A, which shows that the vortices travel in a
single row throughout the computational domain. The vortices in the
wake of each cylinder are elongated and merge in the wake of C2. The
pressure seems to be higher at the front surface of C1 and minimal at the
corners and at back surface of C2 (Figure 7B). Here, the stagnation point
is generated, showing that the flow is slowed due to the presence of the
cylinder. The flow separates from the corners of the cylinders, indicating
a low-pressure area. The lowest pressure value appears at back surface of
C2. This low-pressure area causes the periodic shedding of vortices in the
wake of each cylinder. In Figure 7B, the streamlines depict a distinct
pattern of alternating vortex shedding from each cylinder. The
streamlines appear to be curvy and firmly packed together in the
center of the wake, indicating the existence of strong vorticity.
Due to this, the drag as well as lift coefficients appear to be
significantly impacted for both cylinders (Figures 7C,D). Since
each cylinder sheds its own SRVS, the lift on the second cylinder
is more stabilized than the IS and BVS flow pattern. The
amplitude of consecutive cycles of the lift coefficients for
both cylinders lessen compared to the IS and BVS flow
patterns. This can be attributed to the individual shedding of
vortices from both cylinders in a single row. A comparison with
the SSB and SLR flow patterns reveals a significant rise in the
amplitude of consecutive CL cycles for both cylinders due to the
elongated recirculating regions of vorticity in the wake of both
cylinders. These graphs also show that the amplitude of both
force coefficients is higher in the case of second cylinder than of
first. This is due to wake interference effect of C1 on the second
cylinder. Due to SRVS flow pattern and the smooth passage of
vortices in the domain, the power spectrum of the lift coefficient
graph for both cylinders indicates a similar peak value
(Figures 7E,F).

6 Force statistics

Variations of various fluid force parameters acting on both
cylinders with varying gap spacing is presented in this section in
order to analyze the influence of G on the forces. The parameters
considered for this purpose are CDmean, St, CDrms, CLrms, amplitude
of the drag coefficient (CDamp), and amplitude of the lift coefficient

(CLamp). Figure 8 presents the effect of G on variations of these
parameters at Re = 100.

The variation of CDmean for flow around two tandem rectangular
cylinders with increasingG is presented in Figure 8A. It can be observed
that CDmean of C1 is greater than CDmean of C2 for all chosen values of G
because the incoming flow initially interacts with C1 and thus exerts
maximumdrag force onC1. Another possible reason thatC1 experiences
significantly higher drag force than C2 is that it has higher AR. Relating
the variations of drag force coefficient, it is apparent that the change in
flow patterns significantly affects the drag force. In the range G = 0.25 to
1, the average drag on C1 slightly increases and then shows decreasing
behavior untilG = 4. It then increases with increasing G and approaches
its maximum value at G = 20. Note that, at G = 1, the flow pattern
changes from SSB to SLR, while after G = 4, the flow pattern changes
from SLR to IS. TheCDmean of C2 is negative and initially decreases until
G= 4.Huang et al. (2012) also observed the negative value of CDmean

for C2 for flowing past 2:1 rectangular cylinders in tandem at Re =
200. After G = 4, it jumps from negative to positive values due to a
change in flow pattern from SLR to IS. The negative values of
CDmean indicate that the drag force acts as a thrust force, thus
generating a backflow due to narrow gaps between cylinders. The
minimum value of CDmean for both cylinders can be seen at G = 4,
while the maximum for C2 occurs at G = 8, and CDmean of C1 is
maximum at G = 20. Figure 8A also shows that, after G = 10, the
influence of gap spacing on CDmean of both cylinders decreases.
Figure 8B presents the variation of St of both cylinders with G.
Both cylinders have same St for all G, indicating that the vortices
shed from both cylinders with same frequency notwithstanding
whether both cylinders have different ARs. Rahman et al. (2021)
also found similar behavior in St for flow past three rectangular
cylinders. Initially for G = 0.25 to 0.75, St shows increasing
behavior. SSB flow was observed in this range of gap spacing.
In the range G = 1.75 to 4, it shows decreasing behavior, which
indicates that the shedding frequency decreases due to the push
of shear layers inside the gaps between cylinders. After that it
increases with increasing G and approaches the local maximum
value for both cylinders at G = 14. The minimum value of St can
be observed at G = 4 for both cylinders where the SLR flow
pattern was seen. The variation of CDrms of both cylinders at
different values of G is presented in Figure 8C. Initially, when G =
0.25 to 1, the CDrms of C1 slightly increased and then showed
decreasing behavior in the range G = 1.25 to 1.75 where the SLR
flow is observed. The CDrms of C2 show increasing behavior in the
range G = 0.25 to 1.75. The CDrms of both cylinders jump to
higher values at G = 2 and then again show decreasing behavior
until G = 4. After G = 4, it jumps to higher values due to a change
in flow pattern from SLR to IS. The CDrms of both cylinders show
a mix of increasing and decreasing behaviors as G increases
further. The minimum value of CDrms for both cylinders can
be noticed at G = 4, while the maximum value of CDrms of C1

appears at G = 18, and CDrms of C2 is maximum at G = 8 where the
SRVS flow pattern was reported. The effect of varying G on CLrms

of both cylinders is shown in Figure 8D. This graph depicts that,
in the range G = 0.25 to 4, the CLrms of C1 shows decreasing
behavior. After that, it increases with increasing G and thus
approaches its local maximum value at G = 6. The CLrms of C2

shows decreasing behavior initially in the SSB flow pattern
regime and, after that, slightly increases and then shows
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decreasing behavior until G = 4. The CLrms curves then show an
increasing trend to higher values for both cylinders. Note that the
IS flow pattern is observed in this range. At G = 4.5 to 7.75, the
value of CLrms of C2 increases and then suddenly decreases, which
can be observed at G = 8 because of flow pattern change from BVS
to SRVS flow. The variation of CDamp for both cylinders with
varying G is shown in Figure 8E. It can be observed that, until G =
4, CDamp for both cylinders is almost constant, indicating little
change in amplitude of drag force in this spacing range. After
G = 4, CDamp jumps to the highest values for both cylinders due
to the appearance of the IS flow pattern. Note that, in this flow
pattern, the vortices appear to be in an irregular pattern in the
wake of both cylinders. This graph also shows that the higher
spacing values result in higher amplitude drag force than the
smaller spacing values. The variation of CLamp of both cylinders
shown in Figure 8F indicates that the C2 bears higher amplitude
than C1 at almost all spacing values. This is due to the wake
interference effects of C1 on C2. Shui et al. (2021) also reported
similar results in CLamp for flow around two tandem square
cylinders. Initially, CLamp corresponding to C1 decreased until
G = 4 but, after G = 4, it suddenly increased to a higher value and
became almost independent of G, showing negligible
modifications. In the range G = 0.25 to 0.75, the CLamp of C2

shows decreasing behavior. After G = 4, the CLamp of both
cylinders has sudden jumps (Figure 8F). The minimum value
of CLamp of both cylinders can be observed at G = 4 where the SLR
flow pattern is observed. Its maximum value for C1 appears at G =
4.25 and the maximum value for C2 at G = 9.

7 Conclusion

Numerical calculations were performed to analyze the fluid flow
around two vertically positioned rectangular cylinders in tandem
arrangement using the lattice Boltzmann method. The cylinders
considered in this study were of different aspect ratios. The main
goal of this study was to determine the wake structures under the
effect of gap spacing in the range G = 0.25 to 20 at Re = 100. The
results were presented and discussed in the form of vorticity contour
visualizations, pressure streamline contours, variation of drag, and
lift coefficient against time. Fluid force parameters of average drag
coefficient, Strouhal number, rms values of drag, lift coefficients,
and the amplitudes of these force coefficients were also analyzed
under the impact of changing gaps between cylinders. The
important findings of this study are:

(1) Bearing various characteristics, five different wake flow
patterns were observed in this study depending on various
ranges of gap spacings: i) single slender body, ii) shear layer
reattachment, iii) intermittent shedding, iv) binary vortex
street, and v) single-row vortex street.

(2) The single slender body flow pattern, observed in the range
G = 0.25 to 0.75, consists of single vortex street in the down
wake area of C2, without any gap flow, similar to the flow
around a single bluff body. The fluid forces in this flow

pattern varied periodically with similar amplitude as
time proceeded.

(3) In the range G = 1 to 4, the shear layer reattachment flow was
observed. In this flow pattern, the strength of vortices
increased in the down wake region. The amplitude of lift
force coefficient on both cylinders also increased more than
single slender body flow. The secondary cylinder interaction
frequency impact was also observed in this flow pattern.

(4) In the range G = 4.25 to 5.25, the intermittent shedding flow
pattern was observed. In this flow pattern, the vortices did not
exhibit any proper pattern, but instead chaos was observed in
the flow structure. The CD varied irregularly with random
dips and peaks due to the flow structure transitions between
larger and smaller sized vortices.

(5) The binary vortex street flow pattern was found in the range
G = 5.5 to 20 except at G = 8, where the single-row vortex
street flow pattern was observed. In the binary vortex flow
pattern, both cylinders generated their own vortex street,
while the vortex street in the down wake region traveled in
a double row of parallel vortices. The vortex formation region
enlarged in this range of gap spacing, corresponding to both
flow patterns, which resulted in higher magnitude drag and
lift forces on cylinders.

(6) It was observed that C2 experienced negative drag in the
spacing range between G = 0.25 to 4, while C1 had positive
values of CDmean for all G. The negative drag force on C2

jumped to positive as the flow pattern changed from shear
layer reattachment to intermittent shedding flow.
Furthermore, the CLrms, CDrms, CLamp, and CDamp for C2

were mostly higher than corresponding values on C1 for all
values of G.

(7) Although C2 was shielded by C1 and faces low pressure at
smaller spacing values, it was also subjected to pressure
change due to the changes in flow patterns as gap spacing
progressively increased. Furthermore, the magnitude of
pressure on both cylinders changed due to change in
flow patterns.

(8) At G = 4 and 8, the fluid force parameters like CDmean, St,
CDrms, CLrms, CDamp, and CLamp achieved either maximum or
minimum values or had sudden jumps in values. The flow
structure at these spacing values also exhibits complexity.
Both spacing values are hence critical for fluid flow dynamics
around the geometry considered in this study.
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Nomenclature

CFD Computational fluid dynamics

Re Reynolds number

CDmean Mean drag coefficient

St Strouhal number

AR Aspect ratio

CD Drag coefficient

G Gap spacing

CLrms Root mean square of the lift coefficient

CDrms Root mean square of the drag coefficient

CL Lift coefficient

NS No-shedding regime

CLmean Mean lift coefficient

C1 First cylinder

C2 Second cylinder

CDamp Amplitude of the drag coefficient

CLamp Amplitude of the lift coefficient

L Length of the channel

H Height of the channel

D Width of the cylinder
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Aerodynamic characteristics of a
delta wing aircraft under
ground effect

Arash Shams Taleghani* and Arsalan Ghajar

Aerospace Research Institute, Ministry of Science, Research and Technology, Tehran, Iran

The main objective of this study is to investigate the impact of ground effects on
the aerodynamic coefficients of a delta wing aircraft model. Since the flow on the
delta wing exhibits vortical flow inherently, it is crucial to examine the influence of
ground effects under these conditions. An experimental study was conducted to
enhance understanding of the aerodynamic behavior of an aircraft model
incorporating a delta wing-body-vertical tail. Experiments were conducted in
a subsonic wind tunnel with a test section measuring 2.8 m × 2.2 m.
Measurements were taken using a sting type balance to determine the
aerodynamic forces and moments. All experimental tests were performed at a
Reynolds number of 1.5 × 106, with the specific aim of examining and identifying
the influence of the ground on aerodynamic coefficients. To investigate how
ground effect affects the aerodynamic performance of the model, a fixed plate
with an adjustable height was placed underneath it. The distance between the
model and the ground was varied, and resulting data indicated that increased
proximity to the ground improved longitudinal static stability. The results revealed
that the presence of the ground plane resulted in a 6% increase in the maximum
lift coefficient. Meanwhile, the lift increases around 25% due to ground effects at
an angle of attack of 14° as it approaches the ground. The lift coefficient was
enhanced across all angles of attack, while the induced drag coefficient
decreased, resulting in an overall increase in aerodynamic efficiency. The lift
curve slope saw a 16.9% increase when themodel’s height from the ground plane
was less than half of the wing span. As the height decreased further, the
aerodynamic center shifted backward, leading to an increase in longitudinal
static stability. The rolling moment and yawing moment coefficients becomes
unstable at angles of attack above 30°.

KEYWORDS

aircraft, wind tunnel, ground simulator, aerodynamic efficiency, delta wing, ground
effects, vertical tail

1 Introduction

During the past decade, airplane aerodynamic designers have concentrated on
enhancing the lift coefficient (Mirzaei et al., 2012; Taleghani et al., 2012; Salmasi et al.,
2013; Mohammadi and Taleghani, 2014; Abdolahipour, 2023) and lowering the drag
coefficient (Albers et al., 2019; Atzori et al., 2020; Rodriguez et al., 2020; Kornilov, 2021;
Fahland et al., 2023) through active flow control methods in cruise phase. They have also
aimed to improve the aerodynamic coefficients on high-lift devices during takeoff and
landing phases (Abdolahipour et al., 2021; Abdolahipour et al., 2022a; Abdolahipour et al.,
2022b). Despite the importance of the issue of ground effect during takeoff and landing,
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recent years have seen fewer research results published, possibly due
to the short duration of exposure to ground effect. A more
comprehensive investigation is necessary to fully understand the
impact of ground effect on aircraft performance in these critical
phases of flight. When an aircraft flies at a low altitude, the airflow
between the airplane and the ground aligns parallel to the surface,

causing noticeable variations in the airplane’s aerodynamics from
flying at higher altitudes. This phenomenon is referred to as the
ground effect. The ground effect has a significant impact on
conventional airplanes during the landing and take-off phases, as
well as on ground effect airplanes during horizontal flight. A clear
comprehension of ground effects is crucial for advancing modern

FIGURE 1
Schematic of (A) 60° delta wing-body-tail model (dimensions in mm) and (B) Model at normal and inverse positions.
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conventional airplane control systems, designing landing gears, and
creating high-lift devices. In general, when an airplane is near the
ground, the wing produces a greater amount of lift. The examination
of ground effects on a wing can be separated into 2D and 3D effects.
The ground induces a high-pressure distribution on the lower
surface of a two-dimensional airfoil when the angle of attack is
positive. This results in an increase in lift for the airfoil. A three-

dimensional wing at a positive angle of attack also experiences a
decrease in downwash angle and induced drag.

In a wind tunnel experiment, Ahmed et al. (Ahmed et al., 2007)
studied the performance of a NACA4412 airfoil under ground
effect conditions. The outcomes revealed that low angles of attack
(α < 4°) led to reduced lift near the ground. Conversely, the lift
increased in close proximity to the ground for angles of attack
between 4° and 8°. Higher angles of attack result in greater lift near
the ground plane due to the increased pressure on the lower surface
of the airfoil. Ahmed and Sharma (Ahmed and Sharma, 2005)
conducted a study on the NACA 0015 airfoil in ground effect. The
study found that the aerodynamic characteristics were significantly
influenced by both the angle of attack and the distance from the
ground. Additionally, Zerihan and Zhang (Zerihan and Zhang,
2000) conducted a wind tunnel experiment on the Tyrrell-02
airfoil, which is an inverted airfoil with a high camber, to
investigate its ground effect. The researchers observed a gradual
increase in downforce as the distance from the ground plane
decreased, reaching a maximum value before decreasing. An
analysis of the aerodynamic and stability properties of airfoils
under extreme ground effects was conducted by Nirooei (Nirooei,
2018). At low Reynolds numbers, ground effects were studied
around the NACA 4415 airfoil according to He et al. (He et al.,
2018). They used this data to investigate the influence of ground
effects on the aerodynamic performance of the airfoil. The study,
utilizing both numerical and theoretical methods, demonstrated
the influential role of the ground on both primary and secondary

FIGURE 2
Delta wing-body-tail model installation on ground
simulation stand.

FIGURE 3
Variation of aerodynamic coefficients with angle of attack for the aircraft model without the ground plane.
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instabilities of the separated flow surrounding the airfoil in low
Reynolds number conditions.

A numerical simulation was performed to assess the
aerodynamic features of 2D smart flaps while considering the
ground effect (Djavareshkian et al., 2011). A computational
simulation (Qu et al., 2014) was also performed to study the
impact of dynamic ground effects on a NACA 4412 airfoil
during the landing phase. The analysis revealed that at higher
altitudes, the lift experienced in dynamic ground effect (DGE)
remains constant despite the decrease in altitude, and is
equivalent to the lift in static ground effect (SGE). On the other
hand, the lift of DGE increases rapidly as the height decreases in the
small height region. Furthermore, it is substantially higher than the
lift in SGE with the same angle of attack. Gratzer andMahal (Gratzer
and Mahal, 1971) conducted an analysis of the aerodynamics of an
STOL aircraft in ground effect through theoretical analysis and wind
tunnel experiments. They found that as the height from the ground
plane decreased, the slope of the lift curve decreased as well as the
pressure on the upper surface. For the 3D study on ground effect, the
focus has been on the aerodynamics of wingtip vortices. Chawla et al.
(Chawla et al., 1990) conducted an aerodynamics experiment on a
wing with an NACA4415 airfoil and aspect ratio of 2.33, utilizing a
grounded plane. Their research revealed that implementing
endplates improved lift at low heights from the ground plane.
Lee (Lee, 2002) carried out an experimental examination of the
motion of wingtip vortices of a rectangular wing in the ground effect.
The study findings indicate that the presence of the ground plane

causes a deceleration of downward vortices’ motion and their
outward motion towards the spanwise direction as a result of the
ground effect.

In a wind tunnel experiment performed by Harvey and Perry
(Harvey and Perry, 1971), they examined the trajectory of wingtip
vortices in ground effect. Their results indicate that the vortices
descended towards the ground initially before rebounding
downstream. Furthermore, Dakhrabadi and Seif (Tavakoli
Dakhrabadi and Seif, 2016) studied the aerodynamic properties
of the compound wing-in-ground effect with both the main and
outer wings. The study demonstrated that repositioning the outer
wing towards the trailing edge of the main wing enhanced static
height stability, leading to a decrease in tail area. In a study
conducted by Rojewski and Bartoszewicz (Adam and
Bartoszewicz, 2017), the impact of wing-in-ground effects was
assessed on the lift coefficients of airplanes and the downforce
coefficients of cars. Positive angles of attack result in a higher lift
coefficient, while negative angles of attack result in a lower lift
coefficient. Computational simulations were carried out by Sereez
et al. (Sereez et al., 2017; Sereez et al., 2018) using CFD methods to
study the aerodynamic features of the Common Research Model
(CRM). This model represents a typical transport airliner in
proximity to the ground. Wang (Wang, 2005) discovered
significant changes in lateral-directional modes when a slender
object operates close to the ground. Their study examined the
body’s lift and pitching moment relative to its distance from the
ground plane. Their results indicate that lift decreases and nose-up

FIGURE 4
Variation of side force coefficient with angle of attack for the aircraft model without the ground plane.
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pitching moment increases as the distance from the
ground decreases.

The ground effect was investigated by Deng (Deng, 2017) using a
simulation of a three-dimensional wing-body configuration.
Computations were conducted for the DLR-F6 wing-body in
unbounded flow, and compared with experimental data to verify
the accuracy of the simulation approach. As the wing body’s height
from the ground decreased while maintaining a fixed angle of attack,
researchers observed an increase in lift, a decrease in drag, and an
increase in nose-up pitching moment. Similarly, Deng et al. (Deng
et al., 2017) studied the aerodynamics of the DLR-F6 wing body in
unbounded and ground effects. It was discovered that increasing the
angle of attack in the ground effect amplified the blockage effect
while reducing the nose-up pitching moment. The Delayed
Detached Eddy Simulation and Spalart-Allmaras turbulence
model were used to investigate the aerodynamics and flow
physics of a close-coupled canard configuration with a sharp
leading edge in static ground effect (Qin et al., 2017), as well as a
65° sweep delta wing with a sharp leading edge in both static and
dynamic ground effect (Qin et al., 2015; Qin et al., 2016).

In wind tunnel studies of ground effects, static ground effect is
the most frequently used technique. This involves employing a
stationary model at different heights above the ground plane to
simulate the behavior of an aircraft flying at a consistent altitude
near the ground. The static data obtained facilitates the simulation of
an aircraft’s behavior when flying at a uniform altitude close to the
ground. To replicate the rate of descent of a descending airplane at a

specific altitude, a wind tunnel can be utilized. The technique
involves using a model that moves towards either a stationary or
a moving ground plane, commonly referred to as dynamic ground
effect (Chang andMuirhead, 1985; Lee et al., 1987a; Kemmerly et al.,
1988; Lee et al., 1989; Paulson et al., 1990).

The results indicate that defining the ground effects numerically
is complex due to the significant and variable influence of the ground
effect when the height is below a certain threshold. These effects are
non-linear; for instance, the increase in lift force is non-linear when
the height is less than half of the wing span, and these variations
differ among different aircraft. To predict and study the ground
effects, analytical software is commonly employed (McDonnell
Douglas Corporation and USAF Stability and Control DATCOM,
1960). This software utilizes flight data, equations, and tables to
forecast control and stability characteristics.

Recently, Shams Taleghani et al. (Taleghani et al., 2020)
conducted a study to examine how the ground affects
aerodynamic coefficients in different situations involving the
angle of attack and horizontal tail angle. Their research primarily
focused on evaluating the performance of the horizontal tail by
observing changes in lift, drag, and pitching moment coefficients
under various conditions, including ground effect and out-of-
ground effect.

Limited experimental results exist for the ground effect of delta
wings, mainly focusing on airplane-like configurations (Kemp et al.,
1966; Rolls and Koenig, 1966; Lockwood and Phillips, 1968;
Corsiglia et al., 1969; Baker et al., 1970; Snyder et al., 1970; Katz

FIGURE 5
Variation of rolling moment coefficient with angle of attack for the aircraft model without the ground plane.
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and Levin, 1984). This study aims to experimentally evaluate the
static aerodynamic properties of a model with a 60° swept delta wing.
The model includes a fuselage and vertical tail, both positioned close
to and above the ground surface.

2 Experimental setup

The experiments were carried out at the National Low-Speed
Wind Tunnel, which features an open test section. The rectangular
test section measures 2.2 m × 2.8 m × 4 m in dimensions. The tunnel
is equipped with a fixed-pitch axial-flow fan powered by a 1.2 MW
electric motor, with a diameter of 4.5 m. The rotational speed of the
fan can be adjusted between 60 and 560 rpm to control the airflow
velocity in the test section, ranging from 10 m/s to 70 m/s. To ensure
a uniform and low turbulence flow, the tunnel incorporates a six-to-
one contraction following a settling chamber. The settling chamber
includes one honeycomb and two metal screens. The tunnel was
calibrated to ensure that the flow parameters, including turbulence
level, flow uniformity, and flow angularity, were within acceptable
limits for this type of wind tunnel. Tomeasure the turbulence level of
the flow in the test section and test section airflow non-uniformity in
velocity, a thermal anemometer (specifically, the DANTEC
55P11 one-dimensional hot wire probe) was used. Using a
traverse mechanism, the whole area is scanned by a hot wire
probe at different test section flow velocities. Hot wire probe
measures turbulence intensity using flow velocity fluctuations

measurement. The turbulence intensity at the center of the test
section remains below 0.13% for velocities exceeding 35 m/s. At a
test section airflow velocity of 50 m/s, the turbulence intensity
remains below 0.2%, except in regions near the free jet boundary.
The test section airflow experiences a non-uniformity of less than
0.2% in velocity. The flow angle in the test section, at the same
airflow velocity, was approximately 0.3°. The velocity of the airflow
in the test section is determined using a pitot-static tube placed on
one of the side walls. This tube is connected to both the data
acquisition system and a precise differential pressure transducer.
The transducer has an accuracy of 0.05% for pressure readings. The
maximum error in measuring the flow velocity measured by pitot-
static tube is 0.1 m/s.

A 6-component internal strain gauge balance is used to measure
the aerodynamic forces and moments on the model. The maximum
range of linear loading for lift, drag and side forces is 150 kg, 50 kg
and 150 kg respectively, and the pitching moment, rolling moment
and yawing moment are all 15 kg-m. This balance is attached to the
model, which is connected to the sting mounted on the vertical and
L-shaped rotated struts of the rig. A vertical strut is driven by an
electric motor and gearbox located on the rotating floor plane of the
wind tunnel test section, which generates the motion of the model.
To conduct static tests, the model and the internal balance are placed
on a test stand. The angle of attack and sideslip angle can be adjusted
manually or in a pre-planned manner using potentiometers. This
experimental setup covers a range of −10°–40° for the model’s
incidence. The setup is mounted on a special platform

FIGURE 6
Variation of yawing moment coefficient with angle of attack for the aircraft model without the ground plane.
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(turntable) with a diameter of 2.0 m, installed on the wind tunnel
test section’s floor plane. By rotating the turntable, the mean sideslip
can be changed based on the orientation of the aerodynamic model.
The wind tunnel’s working section turntable rotation allows for

investigations of sideslip angles from −90° to +90°. All of the
experiments were conducted at zero sideslip angle. This
experimental setup enables the conduct of conventional steady
experiments.

FIGURE 7
Variation of (A) lift coefficient and (B) lift increment with ground heights for the delta wing, delta wing-body-tail and F-106 model at the angle of
attack of 14°.
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High-speed analog-to-digital converters are used to measure
the strain gauge balance signals. A 16-channel data acquisition
system processes all forces and moments, as well as the angles of
attack and sideslip angles, along with the dynamic pressure. These

measurements are then converted to their corresponding physical
quantities using calibration coefficients. The data is acquired at a
frequency of 30 kHz for a duration of 10 s at each mean angle of
attack. This acquisition time allows for flow stabilization, while the

FIGURE 8
Variation of (A) drag coefficient and (B) drag increment with ground heights for the delta wing, delta wing-body-tail and F-106model at the angle of
attack of 14°.
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sampling rate is sufficient to capture the unsteady
flow phenomena.

The present study utilized a model consisting of a delta wing
combined with a body and vertical tail, where the wing was fixed in
the middle position. The aircraft’s wing featured a delta-shaped
design with an aspect ratio of 2.31 and a leading edge sweep of 60°.
The upper surface of the wing was flat, while the leading and trailing
edges were beveled and sharp, forming a 20° angle between the lower
and upper surfaces. The fuselage was cylindrical in shape with an
ogive nose. It consisted of two sections: a tangent ogive nose with a
semi-apex angle of 20°, and a constant diameter section measuring
0.833 m in length. The fuselage had a total length of 1.092 m and a
diameter of 0.1 m. The wing was constructed from a flat plate
section. The wing reference area was 0.433 m2 and the
aerodynamic mean chord was 0.577 m. The pitching moment of
the model was measured at 25 percent of the mean aerodynamic
chord. Figure 1A provides a schematic representation of the 60° delta
wing-body-tail model. Figure 1B shows the model normal and
inverse positions. At inverse position the model is rotated 180°

around its body axis. The dimensions of the model were determined
based on specific criteria, including the dimensions of the wind
tunnel test section and the maximum allowable loads on the balance.
In order to meet the limitations of the wind tunnel test section, the
wing span of the model must be less than 0.80 times the width of the
test section, and the frontal area of the model must be less than
7 percent of the test section area tominimize any effects from the test

section walls. Based on these criteria, the model’s wing span is 1.0 m,
which is less than 0.80 times 2.8 m (the width of the test section).
Additionally, the model’s frontal area at an angle of attack of 40° is
calculated as follows: Wing area × sin 40° = 0.433 × 0.6427 =
0.2783 m2. Considering the test section area is approximately 6.0 m2,
the model’s blockage ratio (0.2783/6.0 × 100) is approximately 4.6%,
which is less than the allowed 7%. Regarding the maximum
allowable loads on the balance, the normal force must be less
than 150 kg. At a velocity of 50 m/s, the normal force is
determined by 0.5× density × velocity2 × wing area × maximum
normal force coefficient (0.5 × 1.1×502 × 0.433×1.5). This
calculation results in a normal force of 893 N, which is
equivalent to 91 kg, and is less than the allowed 150 kg.

The investigation of the ground effect utilized a generic delta
wing aircraft configuration derived from a delta wing-body
setup. The delta wing-body-tail model was affixed to a sting
balance, allowing for vertical transverse movement relative to the
model. The wind tunnel test section had a rectangular cross-section,
which was effectively reduced by the ground plane. Throughout the
test, a constant airspeed of 50 m/s was maintained, corresponding to
a Reynolds number of 1.5 × 106. The delta wing model featured a
cylindrical center body connected to a six-component sting balance.
To analyze the impact of ground effects on the longitudinal
characteristics of the delta wing-body-tail model, the model was
positioned at various heights above the ground simulator plate. The
model was secured on a sting-type support stand in the center of the

FIGURE 9
Variation of lift coefficient with angle of attack for the delta wing, delta wing-body-tail model in ground effect (H/b = 0.3) and out of ground effect
(H/b = 1.6).
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wind tunnel test section, while the ground plane was adjusted
vertically. Figure 2 depicts the installation of the delta wing
model on the ground simulation stand. The six components of
the strain-gauge balance, which were installed on the stand, were
capable of measuring all aerodynamic forces and moments.

Two separate potentiometers on this stand are used to measure
the angle of attack and sideslip angle. The maximum error in
measuring the angles of attack and sideslip angle is 0.1°. This
stand incorporates a fixed plate under the central area of the test
section in order to simulate the ground plane. The model was placed
on the stand and tested at various ground elevations in this
investigation. The measured data is compared with two basic
models that were previously used for the experimental study. The
60° delta wing model was tested by Chang (Chang and Muirhead,
1987), Wentz (Wentz, 1968), and Pal Hung Lee et al. (Lee et al.,
1987b), while the 1/48 scale model of the F-106 was also used.

3 Results

Delta wing-body-tail longitudinal aerodynamic coefficients are
shown in Figure 3. These results are presented for conditions where
the ground plane is absent. The tests were conducted in six runs,
with three runs in the normal position and three runs in the inverse
position of the model. The measured data demonstrate good
repeatability. Model tests in normal and inverse position have

been used to determine the flatness of the flow. Based on the
calibration of equipment, the measurement error of the lift, drag,
and side forces are 0.13%, 0.3% and 0.4% respectively and for the
pitching moment and yawing moments are 0.4%, and for the rolling
moment is 0.7%. To ensure the acceptable reliability of the used data,
the uncertainty of the obtained data has been calculated based on the
variance analysis method. Both systematic error and precision are
considered in these calculations. Sensor errors, changes in flow
density and velocity, changes in static pressure, data acquisition
system errors, pressure sensor errors, etc. Have been investigated.
The uncertainty value of the longitudinal static aerodynamic
coefficient has been calculated using the results of 6 individual
tests. The uncertainty of lift coefficient, drag coefficient and pitching
moment coefficient at a low angle of attack is 0.0051, 0.009 and
0.0025 respectively and at a high angle of attack is 0.0160, 0.0105 and
0.0019 respectively.

In Figure 3, the lift curve slope at the linear region of the angle of
attack is 0.0455 per degree. The curve remains linear up to an angle of
attack of 25° but becomes nonlinear at higher angles due to the
forwardmovement of the vortex bursting location. The angle of attack
at which the stall occurs is approximately 35°. The maximum lift
coefficient is 1.3. The variation of the drag coefficient with the angle of
attack shows the minimum drag coefficient is 0.0095. At an angle of
attack greater than 35°, a stall occurs due to full vortex bursting over
the delta wing. As a result, the lift force decreases, leading to a decrease
in the induced drag (drag caused by lift) and ultimately reducing the

FIGURE 10
Variation of lift coefficient with angle of attack for the delta wing-body-tail, F-106 model in ground effect (H/b = 0.4) and out of ground effect (H/
b = 1.6).
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total drag. The pitching moment coefficient is measured from
0.25 MAC. The pitching moment coefficient curve remains
linear up to the stall angle of attack, with a slope
of −0.0135 per degree. The curve slope with respect to the lift
coefficient is −0.3, indicating that the aerodynamic center of the
entire configuration is located at 0.55 MAC. Figures 4, 5, 6 display
the variation of the lateral and directional aerodynamic
coefficients (side force, yawing, and rolling moment) with the
angle of attack, specifically at zero sideslips. Figure 4 displays the
curve of the side force coefficient relative to the angle of attack at
zero-degree sideslip. The side force coefficient is negligible at low
angles of attack, up to approximately 20°, due to the absence of
sideslip. As the angle of attack grows, the value of the side force
coefficient increases, owing to the unstable vortex flow at high
angles of attack. The positions of vortex bursting on the right and
left wings are not consistent at a certain angle of attack, resulting
in different lift forces on each side due to variations in vortex
strength. The positions of vortex bursting on the right and left
wings are not consistent at a certain angle of attack, resulting in
different lift forces on each side due to variations in vortex
strength. Consequently, the rolling moment coefficient
becomes unstable at high angles of attack. Figure 5 displays
the rolling moment coefficient graph with respect to the angle
of attack at a sideslip angle of zero degrees. The same
phenomenon is observed in the yawing moment coefficient, as
demonstrated in Figure 6. This can be attributed to the instability
of vortex bursting at high angles of attack. Beyond an angle of

attack of 30°, the flow fields on the wing-body-tail combination
become asymmetric.

Figures 7, 8 present static ground effect data. These figures
compare the variations of lift and drag coefficient with ground
heights for the 60° delta wing-body-tail (Figure 2) with the 60° delta
wing and the F-106 model (Lee et al., 1987b) at an angle of attack of
14° (Figure 7A; Figure 8A). In Figures 7, 8 the data related to H/b
larger than 1.6 are related to out-of-ground. As shown in these
figures for lift coefficient for wing-body-tail configuration the lift
coefficient decreases relative to wing alone configuration due to body
(fuselage) presence because at wing-body-tail configuration the real
wing area is less than the wing reference area because of the presence
of the body. But for the F106 model, the fuselage is a lifting body so
the lift coefficient is near to the wing-alone configuration ones. In
other words, the lift of the fuselage compensated for the lift
decreasing due to decreasing the real wing area. In Figure 7B,
Figure 8B, the data are plotted as a percentage increase in lift
and drag coefficient. The findings consistently demonstrate that
lowering the ground height results in higher lift coefficients, lower
drag coefficients, and improved longitudinal stability (as evidenced
by the more negative slope of the pitching moment curve in relation
to the lift coefficient). When the aircraft is not in contact with the
ground, as the angle of attack increases, the delta wing leading-edge
vortices tend to move towards the middle section of the wing. This
reduces wing loading near the wing tips, resulting in a less negative
pitching moment. However, when the ground plane is present, the
power of the leading-edge vortices increases and they move towards

FIGURE 11
Variation of pitching moment coefficient with angle of attack for the delta wing, delta wing-body-tail model in ground effect (H/b = 0.3) and out of
ground effect (H/b = 1.6).
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FIGURE 12
Variation of pitching moment coefficient with lift coefficient for the delta wing-body-tail, F-106 model in ground effect (H/b = 0.4) and out of
ground effect (H/b = 1.6).

FIGURE 13
Variationof drag coefficientwith angle of attack for the deltawing, deltawing-body-tailmodel in groundeffect (H/b=0.3) andout of groundeffect (H/b= 1.6).
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the external part of the wing. Consequently, the pitching moment
becomes more negative in the ground effect.

Figures 9, 10 depict the changes in lift coefficient concerning the
angle of attack for the delta wing-body-tail combination under
ground effect in comparison to out-of-ground effect conditions.
The graph includes data from the 60° delta wing model and the F-
106 model (Lee et al., 1987b). At low angles of attack, a linear
relationship exists between the coefficients of lift and pitching
moment and the angle of attack (Figures 11, 12). However, at
higher angles of attack, the lift coefficient and moment curves
become nonlinear due to the influence of leading-edge vortices.
In the case of a delta wing-body-tail combination, as the height from
the ground decreases at each angle of attack, the lift coefficient value
and the slope of the lift curve increase. The presence of the ground
increases the maximum lift coefficient from 1.3 to 1.38. Overall, the
results indicate that reducing the ground height leads to increased
lift coefficients and lift curve slope (Figures 9, 10), decreased drag
coefficients (Figures 13, 14), and increased longitudinal stability
(Figures 11, 12).

4 Conclusion

Gaining a comprehensive understanding of the aerodynamic
characteristics of a delta wing aircraft in ground effect is vital for
optimizing its performance and ensuring safe flight conditions. The
purpose of this investigation was to examine the influence of ground
effects on the aerodynamic coefficients of a model delta wing aircraft.

Through conducting experiments, valuable insights were gained into
the aerodynamic behavior of an aircraft model equipped with a 60°

delta wing-body-vertical tail, under various ground effect conditions.
The results of the experimental tests, which were carried out in a
subsonic wind tunnel, unveiled a number of important findings. One
key finding was that increasing the proximity to the ground led to
improved longitudinal static stability. When the model’s height from
the ground plane was less than half of the wing span, the lift curve
slope increased by 16.9%. Additionally, the study demonstrated that
ground effect resulted in elevated lift coefficients at all angles of attack.
Specifically, at an angle of attack of 14°, the lift increased by
approximately 25% due to ground effects. When the delta wing
model was in close proximity to the ground, there was a 6%
increase in the maximum lift coefficient. These variations were
particularly significant when the distance from the ground plane
was less than half of the wing span.

Moreover, the research emphasized the importance of considering
the design of the vertical tail in delta wing aircraft operating under
ground effect conditions. The vertical tail plays a crucial role in
maintaining stability and control, especially in the presence of
altered flow patterns caused by ground effects. This study shed
light on the optimal design parameters for the vertical tail, thereby
contributing to the overall performance and safety of the aircraft. It
further emphasized the significance of incorporating ground effects
into the design and optimization of delta wing aircraft, as it has the
potential to significantly enhance lift generation capabilities. The
presence of a ground plane has the added benefit of strengthening
the flow of leading-edge vortex towards the outboard section of the

FIGURE 14
Variation of drag coefficient with lift coefficient for the delta wing-body-tail, F-106model in ground effect (H/b = 0.4) and out of ground effect (H/b = 1.6).
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wing. This, in turn, results in a more negative pitching moment,
causing a steeper decline in the pitching moment curve. As a result,
there is an increase in static longitudinal stability and a shift backward
in the aerodynamic center. Additionally, reducing the distance between
the ground plane and the wing leads to a decrease in the total drag
coefficient for all angles of attack. This decrease is primarily due to a
reduction in the induced drag coefficient. Consequently, there is a
significant improvement in the aerodynamic efficiency parameter (L/D)
when the distance from the ground plane is decreased. These findings
have important implications for the control and stability of delta wing
aircraft, especially at high angles of attack. However, it is crucial to note
that the study identified a stability issue with the rolling moment and
yawing moment coefficients becoming unstable at angles of attack
above 30°. This highlights the necessity for further research and analysis
to address this instability and ensure the safe operation of delta wing
aircraft in high-angle-of-attack scenarios. Further research in this field
is encouraged to explore additional variables and circumstances that
may affect the aerodynamic coefficients under ground effects. This will
enhance the comprehensive understanding of delta wing aircraft
behavior and aid in the development of improved design strategies
for heightened performance and safety in low-altitude flight operations.
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Nomenclature

b Wing span (m)

CL Lift coefficient

CD Drag coefficient

Cs Side force coefficient;

Cm Pitching moment coefficient

Cl Rolling moment coefficient

Cn Yawing moment coefficient

H Height from Ground plane (m)

N Fan revolution per minute (rpm)

Tu Turbulence intensity (%)

Uo Test section flow velocity (m/s)

α Angle of attack (degree)

Re Reynolds Number

WIG Wing in Ground

MAC Mean Aerodynamic Chord
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Aerodynamic design of a double
slotted morphed flap airfoil– a
numerical study
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1Department of Aerospace Engineering, Sharif University of Technology, Tehran, Iran, 2Department of
Electromechanical Engineering Technology, California State Polytechnic University-Pomona, Pomona,
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Introduction: The objective of this study is to develop and simulate a double
slotted morphed flap with the intention of reducing drag and enhancing lift,
thereby leading to a smaller flap size and reduced weight.

Methods: A flap was meticulously designed to accommodate conditions at Mach
0.2 and Reynolds numbers of 4.7×106. To conduct the simulation, ANSYS FLUENT
flow solver and POINTWISE grid generator were utilized. The morphing
technique employed involved adjusting both flap mean camber and flap slots,
ensuring minimal flow interferences. By discretizing the flap mean camber line,
various flap geometries were achieved.

Results and Discussions: The findings reveal a significant enhancement in the
airfoil’s aerodynamic efficiency attributed to the implementation of the new flap
design. The study shows that utilizing double-slottedmorphing in the NACA 4412
airfoil at a 30° flap deflection angle increased the lift coefficient by 82% compared
to the un-morphed state. A comparison of lift coefficients between this research
and the NACA 4412 split flap at a 60° deflection angle indicates that the double-
slotted morphing in the NACA 4412 airfoil at a smaller deflection angle of 30°

results in a 14% higher maximum lift coefficient.

KEYWORDS

morphing, double slotted flap, CFD, lift, drag, high-lift device, airfoil, flow control

1 Introduction

In recent years, there has been a notable increase in the advancement of active flow
control actuators in the fields of fluid mechanics and aerodynamics. Plasma actuators
(Mirzaei et al., 2012; Taleghani et al., 2012; Salmasi et al., 2013; Mohammadi and Taleghani,
2014; Taleghani et al., 2018) have demonstrated their effectiveness in enhancing
aerodynamic performance by increasing lift, reducing drag, and controlling vortex
shedding. This is achieved by ionizing the air near the aerodynamic surfaces, generating
a micro-jet in close proximity to the surface, and utilizing a fast time response capability.

Surface acoustic waves have been utilized to manipulate water droplets on solid surfaces
(Sheikholeslam Noori et al., 2020a; Sheikholeslam Noori et al., 2020b; Noori et al., 2020;
Sheikholeslam Noori et al., 2021). They have been proposed as a potential technique to
prevent water droplet icing on aircraft wings in areas not covered by the anti-ice system
(Taeibi Rahni et al., 2022). Furthermore, fluidic actuators can inject momentum into low
momentum areas, providing significant benefits (Abdolahipour, 2023). Abdolhaipour et al.
have introduced a novel type of pulsed jet, known as a modulated pulse jet (Abdolahipour
et al., 2021; Abdolahipour et al., 2022a; Abdolahipour et al., 2022b), and experimentally
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applied it as a hybrid active control method on the flap of a high-lift
device with a supercritical airfoil section to improve the wing’s
aerodynamic performance.

In addition to the rapid progress in flow control actuators,
morphing wings have emerged as a promising flow control approach
due to their lightweight nature and adjustable stiffness (Xiao et al.,
2022). In the realm of aviation, morphing encompasses alterations in
wing span, sweep angle, twist angle, dihedral/anhedral angles,
camber line, and airfoil thickness. The aim of morphing is to
enhance the performance of vehicles at different flight conditions.
The aircraft exhibits varying aerodynamic characteristics in different
flight conditions, including the distinct aerodynamic conditions
experienced during ground effect (Shams Taleghani et al., 2020).
Generally, aircrafts are designed to meet specific flight requirements,
but when equipped with the ability to modify their geometry during
flight, they can adapt to varying conditions and achieve exceptional
performances.

To simplify the design of a morphed flap, a framework for
different cruise conditions has been introduced in reference
(Steenhuizen and van Tooren, 2012). Additionally, in order to
enhance lift, reference (Nemati and Jahangirian, 2020) proposed
a robust airfoil parameterization method for designing morphed
leading and trailing edges.

Researchers have examined the aerodynamic characteristics of
morphed flaps, focusing on both trailing-edge and leading-edge
flaps. For example, reference (Taguchi et al., 2020) investigated the
aerodynamic characteristics of a passive morphed trailing edge in a
2D wing, revealing a higher lift coefficient for the morphed airfoil. In
reference (Magrini and Benini, 2017), a GA-(w)-1 airfoil with a 25%
morphed leading edge was studied, demonstrating a significant
reduction in drag with a slight increase in lift. Furthermore,
reference (Abdessemed et al., 2018) investigated the aerodynamic
performance of a NACA0012 airfoil with a time-dependent
morphed trailing edge, using computational fluid dynamics
(CFD), showing a 6.5% increase in aerodynamic efficiency. The
effects of morphed leading and trailing edge flaps were also analyzed
in reference (Aziz et al., 2019), using ANSYS FLUENT, highlighting
substantial improvements in aerodynamic characteristics.
Moreover, reference (Rivero et al., 2021) conducted a wind
tunnel test on a NACA23012 airfoil with three configurations:
base airfoil, hinged flap, and FishBAC morphed flap.

In the case of 3D wings, the aerodynamic performance of a
morphed trailing edge was investigated in reference (Lyu and
Martins, 2015) to explore the benefits of morphing technology.
The results demonstrated a 1% reduction in drag at design and 5%
reduction in off-design conditions (along with a 1% reduction in
cruise fuel consumption). Reference (Burdette and Martins, 2018)
illustrated that adjusting the frequency of motion of a dynamic
morphed surface could effectively mitigate separation zones.

Most recently, inspired from owl’s wings, reference (Harbi
Monfared et al., 2022) thoroughly investigated a morphed wing
from both aerodynamic and aeroacoustics points of view.
Furthermore, some efforts have been done to find the best airfoil
geometry for various flight conditions. In this field, an aerodynamic
shape optimization using CFD was performed in reference (Secanell
et al., 2006), wherein they found the best initial airfoil configuration.
Their results show that the optimum airfoil configuration has a
significant improvement in the performance of a UAV’s. In

addition, reference (Fincham and Friswell, 2015) studied
optimization of an airfoil camber line in two different configurations.

In addition, morphing technology has shown the ability of delaying
flow separation. In this way, reference (Chandrasekhara et al., 1998)
investigated amorphed airfoil, in which the radius of its leading edgewas
adjustable. On the other hand, reference (Jones et al., 2018) illustrated
that by adjusting the frequency of motion of a dynamically morphed
surface, it is possible to eliminate the separation zone.

Morphing technology has not only improved aircraft
performance, but also showcased potential for implementation in
wind turbines. According to reference (Ai et al., 2019), morphed
flaps provide excellent control over aerodynamic lift in turbine
blades. Similarly, reference (Daynes and Weaver, 2012) focused
on controlling the aerodynamic load of wind turbine blades, using
morphed trailing edge flaps. They designed a morphed flap structure
and conducted aeroelastic investigations, which revealed that their
morphed flap, with approximately 30% less deflection compared to a
conventional flap, could generate the same lift.

Furthermore, various intriguing studies have explored the vibration
effects of morphed trailing edges on airfoils. Reference (Simiriotis et al.,
2018) demonstrated through numerical and experimental analysis that
vibration frequency has the potential to enhance aerodynamic
performance and reduce noise. In a similar work focused on a
transonic regime, reference (Tô et al., 2019) investigated the effects
of upward motion and vibration of a trailing edge, resulting in reduced
buffet and a significant increase in lift-to-drag ratio.

In this study, we aim to design a trailing edge flap with
morphable camber. Additionally, we need to design two slots
that minimize flow interferences. One major challenge with
conventional flaps is the generation of considerable noise and
drag when deployed due to vortices produced in the cove
sections of their slots. Reference (Jawahar et al., 2019)
experimentally demonstrated the noise reduction effect of filling
the slat cove for a 30P30N airfoil. This problem also arises during
retraction due to the discontinuity of wing control surfaces.
Moreover, in deflected positions, conventional flaps exhibit sharp
changes in geometry, resulting in poor flow quality in those regions.

In order to achieve practical morphed flaps, we have designed a
mechanism capable of simultaneously changing flap camber and
generating two slots. Subsequently, aerodynamic shapes were
designed based on this mechanism. It is important to note that
this article solely focuses on investigating the aerodynamic
specifications of a morphed flap and thus the structural aspects
related to this mechanism are not addressed here.

2 Solution methodology

According to reference (Abbott and Von Doenhoff, 1956), the
well-documented NACA4412 airfoil was selected to be investigated
in this study.

2.1 Airfoil and its flap geometry

In this study, the auxiliary spar is positioned at 63% of the airfoil
chord from the leading edge, as illustrated in Supplementary Figure
S1 To generate the morphed section (Supplementary Figure S2), the
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flap chord is divided into 12 vertical lines (ribs). Here, the
intersections of the ribs with the camber line are referred to as
discretized camber line points (DCLP). The camber line is then
approximated by straight lines connecting the DCLPs, with each
straight line, forming an angle with its adjacent line. Considering the
flap’s upper and lower surfaces and ribs as a four-bar mechanism,
altering the angle of the discretized camber lines results in different
flap geometries. Supplementary Figure S3 demonstrates the
variation of camber lines obtained using this mechanism, while
Supplementary Figure S4 represents the corresponding flap
geometries.

2.2 Flap nomenclature

The flap nomenclature in this study is based on the position of
maximum camber (x/c’) and its maximum value (t/c’) relative to the
flap chord (Supplementary Figure S5). As depicted in
Supplementary Figure S6, our flap is named TnCy, where Tn
represents t/c’ = n × 100, and Cy denotes the curve number
proportional to x/c’ with values ranging from 1 to 5.
Supplementary Table S1 provides the curve numbers and their
corresponding x/c’ values.

2.3 Channels

To create channels, the flap’s upper surface is cut at nodes
2 and 8, while the lower surface is cut at nodes w and 4
(Supplementary Figure S2). This division results in three
parts: the main airfoil body and flap parts 1 and 2. The
downward vertical movement of parts 1 and 2 generates inlets
and outlets of the slots (Figure 1). The slots function as channels
to transfer and accelerate air from the lower surface of the flap to
the upper, thereby preventing separation. The adaptability of the
inlet is presumed to play an important role in facilitating smooth
airflow transfer, while it is expected that the outlet area remains
parallel to the flap’s upper surface (to ensure airflow attachment).
Consequently, the angles of the channel walls are adjustable. As
depicted in Figure 1, designing the walls of the channels involves
obtaining the optimum curves between the nodes (AB and CD in
channel No. 1; EF and GH in channel No. 2). This aspect is of
considerable importance. The airfoil comprises three parts: the

airfoil body, flap parts 1 and 2, and the nearest channel to the
main airfoil in channel No. 1. Note, here the area covering the slot
which opens during deflection is called Kool (shoulder).

Supplementary Figure S7 illustrates three different flaps with the
same maximum camber, but with different maximum camber
positions. Note, when going from left to right in this figure, the
maximum camber position moves towards the trailing edge.

The parameters of the morphed flap are as follows:

1. Size of the maximum camber (t/c’),
2. Position of the maximum camber (x/c’),
3. Inlet geometry of channels with A, D, F, and H angles,
4. Outlet geometry of channels,
5. Profile of channels, and
6. Position of channels’ throat.

3 CFD setup

In this study, incompressible flow at Mach 0.2 and at
Reynolds number of 4.7×106 was assumed. The solution was
obtained using ANSYS FLUENT software. The pseudo-
compressibility method with Roe’s second-order flux splitting
method was employed. Additionally, the transition SST
turbulence model was used to accurately predict the transition
location and thus to improve the accuracy of the drag coefficient.
In addition, no-slip walls and pressure far-field boundary
conditions were applied.

3.1 Computational grid

Grid generation was performed using POINTWISE software.
An O-type domain with a radius of 25c was utilized. The airfoil cell
size at the leading edge was set to be 0.0001c to capture high-gradient
zones accurately. The cell size at the flaps’ leading and trailing edges
was set to be 1.047e-6c. The height of the first cell was chosen to
achieve a y + value of 0.8. The quality of the grid was assessed based
on mesh orthogonality, skewness, aspect ratio, etc. The number of
cells in the boundary layer, wake zone, and far field was optimized to
maintain a consistent lift coefficient (optimal number of cells was
210,000). Figures 2, 3 show the details of the grid and its
resolution study.

3.2 Code validation

For code validation, numerical simulations were performed
for the NLR7301 airfoil, which has been previously studied
experimentally in reference (Vandenberg and Oskam, 1980).
Figure 4A shows a comparison of the pressure coefficient (Cp)
between the numerical solution of this work and the experimental
data. The present lift and drag coefficients differ from the
corresponding experimental data by less than about 5 percent.
Figure 4B displays the velocity field around the NLR7301 airfoil.
The velocity contour depicted in this figure exhibits identical
characteristics to the numerical simulation conducted in
reference (Narsipur et al., 2012).

FIGURE 1
Morphed flap parts, including its channels.

Frontiers in Mechanical Engineering frontiersin.org03

Shahrokhi et al. 10.3389/fmech.2024.1371479

126

https://www.frontiersin.org/journals/mechanical-engineering
https://www.frontiersin.org
https://doi.org/10.3389/fmech.2024.1371479


4 Aerodynamic design

In this section, channel parameters are defined and then, while
maintaining the optimal channel geometry, various flap cambers at
three different angles of attack and two distinct flap deflection angles
are investigated.

4.1 Channels’ aerodynamic performance

Figure 5 compares the velocity contour of the morphed flap in two
different configurations (with and without channels) at a 5° angle of
attack. In the configuration without channels, a large separation zone is
observed (even at low angles of attack). By deploying channels, a jet flow
is formed, and the separation region disappears, resulting in a
significant increase in lift. However, drag nearly remains the same in
both configurations. Note, in the configuration without channels, drag
is mainly caused by high pressure resulting from separation. With
channels, separation is minimized, and thus the pressure drag is

considerably reduced (but the channels themselves become the main
sources of drag). These two sources of drag appear to have significant
interactions, resulting in a relatively consistent total drag. Table 1
presents the aerodynamic characteristics of the two configurations.
The pitching moment coefficient is calculated about the quarter-
chord point.

4.2 Channel shape investigation

The following tests were conducted to design the channels’ shapes
at three different angles of attack: 0°, 5°, and 10°, to analyze the intake of
channels. Notation “;A” represents the angle of the channel wall with
respect to the horizon at point “A” (e.g., the angle of point “H” in
Figure 1). The following cases were studied:

case 1. intake angle suitable for AOA = 0°:
;B = ;D = ;F = ;H = 0°, case 2. Intake angle suitable for

AOA = 5°:
;B = ;D = ;F = ;H = 5°, case 3. Intake angle suitable for

AOA = 10°:
;B = ;D = ;F = ;H = 10°, case 4. angle of the lower wall is

10° and the upper wall is tangent to the airfoil surface:
;D = ;H = 10°.
;B = ;F = tangent to the airfoil surface, and

case 5. angle of the lower wall is 10° and angle of the upper wall is 5°:
;D = ;H = 10°.
;B = ;F = 5°.
Figure 6 displays the aerodynamic characteristics of these cases,

in which case 3 demonstrates the best performance. (Figures 7A, C)
depict the velocity field of case 1, where even at zero angle of attack, a
separation region is present in the leading edge of flaps 1 and 2,
resulting in reduced aerodynamic performance. As the inlet angle

FIGURE 2
Grid details around: (A) the whole airfoil (B) the leading edge of flap number 1 (C) the morphed flap (D) the leading edge of flap number 2.

FIGURE 3
Grid resolution study.
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increases (cases 2 and 3), this separation region becomes smaller,
leading to a reduction in drag. (Figures 7, D) present case 3 at 10°

and 0° angles of attack, respectively. Increasing the inlet angle causes
the channel throat to move towards the outlet, resulting in an
increase in lift. Case 4 exhibits the worst performance due to the
channel profile moving the throat towards the inlet. Apart from the
aerodynamic advantages of the fixed inlet shape in case 3, it also

reduces the related mechanism’s complexity, production cost, and
the overall weight of the airfoil.

The channels’ profiles were studied considering the
following cases:

1. Normal case, with d1 being 3 and d2 being 2 percent of the
airfoil’s chord,

FIGURE 4
(A) Cp comparison between numerical solotion of the peresent work and the expemental data of reference (Vandenberg and Oskam, 1980) and (B)
present velocity field around NLR7301 airfoil (at 13.1° angle of attack).

FIGURE 5
Velocity field of the morphed flap: (A) without channel and (B) with channel.
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2. Case 6, similar to the normal case, but with a 25 percent
decrease in both d1 and d2,

3. Case 7, similar to the normal case, but with a 25 percent
increase in both d1 and d2, and

4. Case 8, where the throat of the channel is moved towards
the outlet.

Figure 8 demonstrates that increasing the width of the channel
leads to an increase in lift and a decrease in drag until an optimum
point is reached. Further increasing the channel width reverses these
effects. Additionally, increasing the channel width results in an
increase in the moment coefficient, which does not reverse. Moving
the throat towards the outlet increases lift, drag, and pitching
moment, but reduces aerodynamic efficiency. The normal case
exhibits the highest aerodynamic efficiency (lift-to-drag ratio),
while case 6 shows the lowest.

4.3 Morphed flap at 15 degrees deflection

(Figures 9A–C) illustrate the lift coefficient versus maximum
camber position for three different maximum camber values and

three different angles of attack (0°, 5°, and 10°). When the maximum
camber position is moved towards the trailing edge, the lift
coefficient initially increases and then decreases, with the best
position being at 50 percent of the flap chord. Increasing the
maximum camber at a fixed maximum camber position also
results in an increase in Cl.

(Figures 9D–F) represent changes in drag coefficient with
maximum camber position for three different maximum camber
values and three different angles of attack (0°, 5°, and 10°). Moving
the maximum camber position towards the trailing edge leads to an
increase in Cd. At a fixed maximum camber position, increasing
maximum camber causes Cd to increase (independent of the angle
of attack). Themaximum camber position at 16.67 percent exhibits a
cove that creates a dead air area, resulting in a large Cd value.
Increasing maximum camber further increases both the dead air
area and Cd. The maximum camber position at 33.33 percent with a
camber of 4 percent shows the minimum Cd, regardless of the angle
of attack.

For x/c’ = 66.67 percent, both Cl and Cd are lower than those for
x/c’ = 83.33 percent due to an effect called hook-like (Supplementary
Figure S8). This effect occurs when the camber position moves to
83.33 percent of the flap chord, resulting in an aerodynamic
behavior similar to a gurney flap of references (Papadakis et al.,
1996; Papadakis et al., 1997), leading to higher Cl and Cd.

(Figures 10A–C) depict aerodynamic efficiency versus
maximum camber position for three different maximum cambers
and for three different angles of attack. The optimal lift-to-drag ratio
is found to be independent of maximum camber position and angle
of attack always occurring at 33.33 percent of the flap chord (curve
No. 2; C2). Generally, increasing maximum camber reduces l/d and
the difference in l/d for various camber values decreases at higher
angles of attack.

TABLE 1 Aerodynamic characteristics of the morphed flap in two different
configurations of “with” and “without” channels.

Aerodynamic
characteristics

Without
channel

With
channel

Cl 1.664 2.21

Cd 0.028 0.027

Cm −0.21 −0.32

FIGURE 6
Aerodynamic characteristics of the channels’ intake versus angle of attack. (A) Cl, (B) Cd, (C) l/d, and (D) Cm.
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(Figures 10D–F) demonstrates the pitching moment coefficient
versus maximum camber position for three different maximum
cambers and for three different angles of attack. Cm behaves
similarly to Cl, showing a hook-like effect as well. Lower
maximum camber values result in lower Cm. Moving the camber

position towards the flap’s leading edge leads to a smaller Cm. The
minimum Cm is associated with the maximum camber position
closest to the flap’s leading edge.

Supplementary Tables S2, S3 provide the best and worst camber
positions and camber values for various aerodynamic

FIGURE 7
Channels’ intake velocity fields at different intake angles and at: (A) and (B) AOA = 10°; (C) and (D) AOA = 0°.

FIGURE 8
Aerodynamic characteristics versus AOA of channels’ profile: (A) Cl, (B) Cd, (C) l/d, and (D) Cm.
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characteristics, respectively. The desired flap geometry for each
aerodynamic specification is also listed.

Figure 11 presents a comparative analysis of four distinct
desired flaps, demonstrating a reduction of approximately
5 percent in the l/d difference at higher angles of attack. It is
important to note that the selection of flaps may vary depending
on the aircraft and its flight type. For example, during take-off
and landing configurations, quantities related to higher angles
of attack hold significant importance. In such scenarios,
emphasis is placed more on Cl rather than Cd, Cm, and l/d.
Consequently, the T8C3 flap is considered suitable for
shorter runways.

To provide a practical example, let’s consider an aircraft that
prioritizes drag reduction. Despite the higher Cl value of the
T8C3 flap, an aircraft with specifications M = 300tons, SW =
511 m2, AR = 7, and e = 0.8 lead to a take-off speed that is
3.28 km/h higher compared to the T6C3 flap. However, the
T8C3 flap results in 3 percent higher drag force. On the other
hand, the T4C2 flap exhibits a take-off speed that is 5.4 km/h higher,
but a drag force that is 4.5 percent lower than that of the
T8C3 flap. Additionally, the T4C2 flap’s smaller Cm leads to a
reduced size of the horizontal tail, resulting in less drag and a
negative lift force.

Figure 12 showcases the Cp distribution of the T8C3 flap, where
fluctuations in Cp are observed on the upper surface of the flaps.
These fluctuations are likely a result of interactions between the
separation zone and the jet flow formed by the channels, leading to a
mixing layer flow.

Figure 13 provide insight into the velocity field of the
T8C3 flap. The geometry exhibits a separation zone at the
trailing edge of flap No. 2. As the angle of attack increases, the
separation zone remains constant due to the presence of the jet flow
formed by channel No. 2, which inhibits separation. This behavior
persists until the angle of attack reaches a limit where flow
separation occurs at the Kool area.

4.4 Morphed flap at 30 degrees deflection

At 30° flap deflection, Figures 14A–C depict the relationship
between maximum camber position and Cl for two different
maximum cambers and three different angles of attack. At this
deflection angle, the camber position that yields maximum Cl shifts
towards the trailing edge, precisely at half the flap chord (x/c’ =
50%). It should be noted that a maximum camber of 6 percent,
compared to 8 percent at zero angle of attack, demonstrates superior
performance. However, as the angle of attack increases, a reversing
phenomenon occurs. The reason behind this is that the lower
maximum camber (6 percent) causes the Kool area to have larger
angles relative to the flow, resulting in enhanced flow separation.
Moreover, a flap with 6 percent maximum camber at 7° angle of
attack experiences a deep stall.

(Figures 14D–F) showcase Cd versusmaximum camber position
for two different maximum cambers and three different angles of
attack. Similar to Cl, the reversing phenomenon is observable here as
well. While maximum camber position movement has a minimal

FIGURE 9
Cl and Cd versusmaximum camber position for three differentmaximumcambers and three different angles of attack. (A) AOA=0°, (B) AOA= 5°, (C)
AOA = 10°, (D) AOA = 0°, (E) AOA = 5°, (F) AOA = 10°.
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FIGURE 10
l/d and Cm versus camber position for three different camber values and for three distinct angles of attack. (A) AOA = 0°, (B) AOA = 5°, (C) AOA = 10°,
(D) AOA = 0°, (E) AOA = 5°, (F) AOA = 10°.

FIGURE 11
Comparison of aerodynamic performance for four desired morphed flaps. (A) Cl, (B) Cd, (C) l/d ratio, and (D) Cm.
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impact on drag value, it generally leads to an increase in Cd as it
approaches the trailing edge. For angles of attack below stall, the
optimal maximum camber position is at the flap mid chord.

Figure 15, presented in panels a) to c), illustrates the relationship
between l/d and maximum camber position for two different
maximum cambers at three distinct angles of attack. Similar to

Cl and Cd, smaller maximum camber values exhibit better
performance at lower angles of attack. Although the movement
of the maximum camber position has a slight impact on l/d,
generally, when it shifts towards the trailing edge, l/d decreases.
In comparison to the 15° deflection, the position of maximum l/d has
shifted from 33.33 to 50 percent of the flap chord.

FIGURE 12
Cp distribution of the flap T8C3 for three different angles of attack.

FIGURE 13
T8C3 flap velocity field at AOA of 0, 5° and 10°. (A) AOA of zero, (B) AOA of 5°, (C) AOA of 10°
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FIGURE 14
Cl and Cd versus camber position for three different cambers at three different angles of attack (at 30° Deflection). (A) AOA = 0°, (B) AOA = 5°, (C)
AOA = 7°, (D) AOA = 0°, (E) AOA = 5°, (F) AOA = 7°.

FIGURE 15
l/d and Cm versus maximum camber position for three different maximum cambers at three angles of attack (at 30° deflection). (A) AOA = 0°, (B)
AOA = 5°, (C) AOA = 7°, (D) AOA = 0°, (E) AOA = 5°, (F) AOA = 7°.
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(Figures 15D–F) depict the behavior of Cm in relation to
maximum camber position. The behavior of Cm aligns with other
aerodynamic characteristics. For instance, there is a small
difference between the 6 percent and 8 percent maximum
camber values, and a reversing phenomenon is observed as well.

Figure 16 provide a comparison of the aerodynamic
performance of flaps with varying maximum camber position.
It is evident that the flap maximum camber position located in
the middle of the flap chord yields the best performance. Hence,
for the 30° morphed flap deflection, the desired configuration is
the T8C3 flap.

Figure 17 displays Cp distribution over the airfoil surface for
three different angles of attack, highlighting the fluctuations
resulting from the mixing layer flow on the upper surface
of the flap.

Figure 18 showcase the flow field, even at zero angle of attack,
indicating a separation zone at the trailing edge of flap “2”due to the
steep slope of the upper surface in that area. Additionally, a larger

dead region is observed at the leading edge of flap “1”caused by the
alteration in the channel path, where the separated flow needs to
travel a longer distance to reach the channel wall. In all angles of
attack, the presence of the jet flow generated by channel number
2 maintains the trailing edge separation unchanged. At 7° angle of
attack, corresponding to the stall angle of attack, separation initiates
at the flap Kool area.

4.5 Modified T4C3 flap at
30 degrees deflection

(Figure 19A) demonstrates that even at zero angle of attack, flow
separation occurs for the T4C3 flap. To delay separation in the Kool
zone, modifications were implemented. Reducing the angle of the
Kool zone increases the outlet width of channel “1,” and thus, a third
part was added to maintain the outlet width unchanged.
Furthermore, to reduce the length of the Kool zone, the outlet of

FIGURE 16
(A) Cl, (B) l/d versus angle of attack, (C) Cd, and (D) Cm versus AOA when t/c’×100 = 8 and x/c’ varies from 33.33 to 88.89 percent.

FIGURE 17
Cp for 30° deflection of the flap T8C3 at three different angles of attack.
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channel “1” was shifted from node number 2 to node number 1.
(Figure 19B) visually presents the related changes, and Table 2
provides the results of the geometry modifications.

Figure 20 compares the aerodynamic characteristics of the
T8C3 and modified T4C3 flaps. Although the T8C3 flap
outperforms the T4C3 flap in terms of aerodynamic
performance, it is worth considering that the T8C3 flap has an
8 percent maximum camber, resulting in a larger Cl. However, when
considering Cl, the T4C3 flap exhibits a better improvement
compared to the T8C3 flap, along with an increased stall angle
of attack.

Figure 21 showcase the velocity field of the modified T4C3 flap,
clearly illustrating the disappearance of separation. It is important to
note that the addition of an extra part to the morphed flap
introduces challenges related to increased weight, cost, and
production complexities.

FIGURE 18
Velocity Field of the T8C3 flap at 0, 5°, and 7°. (A) zero angle of attack, (B) 5° angle of attack, (C) 7° angle of attack.

FIGURE 19
(A) Separation in Kool area and (B)Modified flap geometry (purple
lines) and base line (dash-dotted lines).

TABLE 2 Modified flap aerodynamic specifications.

AOA (Deg.) Cl Cd l/d Cm

0 2.42 0.0436 55.5 −0.46

5 2.8223 0.057 49.51 −0.43

7 2.903 0.065 44.45 -

Frontiers in Mechanical Engineering frontiersin.org13

Shahrokhi et al. 10.3389/fmech.2024.1371479

136

https://www.frontiersin.org/journals/mechanical-engineering
https://www.frontiersin.org
https://doi.org/10.3389/fmech.2024.1371479


FIGURE 20
Aerodynamic characteristics comparison of the modified and T8C3 flaps. (A) Cl, (B) Cd, (C) l/d, and (D) Cm.

FIGURE 21
Modified flap velocity field. (A) 5° angle of attack, (B) 7° angle of attack
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5 Concluding remarks

Figure 22 examines the application of a morphed flap on the
NACA4412 airfoil, comparing it to a regular flap with a deflection
angle of 60°. The study investigates two different deflection angles:
15° and 30°. Remarkably, despite the morphed flap having a
maximum deflection angle of 30°, its performance surpasses that
of the regular flap. The morphed flap exhibits a significant reduction

in drag (approximately three times) and an increase in lift, resulting
in a considerable improvement in the l/d ratio (approximately five
times). In contrast, both the base airfoil and split flap demonstrate
lower Cm values compared to the morphed flap. Table 3 shows the
maximum and minimum values for these flaps. It should be noted
that the results of un-morphed airfoil of the current research are the
same as the results of the simple NACA4412 airfoil in reference
(Abbott and Von Doenhoff, 1956).

FIGURE 22
Comparison of morphed and conventional flaps: (A) Cl, (B) Cd, (C) l/d ratio, and (D) Cm.

TABLE 3 Comparison of morphed and conventional flaps.

Case Cl max Cd min Cm l/d (Max)

NACA4412 un-morphed airfoil 1.66 0.0068 −0.08 125

NACA4412 split flap at 60° flap deflection angle (Abbott and Von Doenhoff, 1956) 2.65 - −0.29 -

NACA4412 morphing flap at 30° flap deflection angle 3.03 0.0385 −0.0427 65

NACA 23012 double-slotted flap at 40° flap deflection angle (Wenzinger and Gauvain, 1938) 2.97 0.126 −0.475 19
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6 Conclusion

In this study, we designed a double-slotted morphed flap with
variable camber and slots, using CFD to examine its aerodynamic
performance. The characteristics of the channels (slots), including
width, throat position, and intake angle, were initially investigated.
Subsequently, five different x/c’ and three different t/c’ were examined.
The second step was repeated for two different flap deflections (15° and
30°) at three distinct angles of attack. The optimal flap geometry was
determined and a modification was applied to further enhance the flap’s
aerodynamic performance. The results demonstrate an increase in lift, a
reduction in drag, and a significant improvement in l/d. The maximum
lift coefficient at a 30° flap deflection is 3.03, whereas the maximum lift
coefficients for the un-morphed airfoil and split flap at a 60° deflection are
1.66 and 2.65, respectively. In other words, the morphed flap generates
more lift (about 14% in maximum lift), despite its considerably smaller
deflection angle (one of the reasons for its lower drag coefficient).
According to the findings, the double-slotted modified flap has
enhanced the maximum lift coefficient of the airfoil by 82.5%. While
there is no available data for the drag coefficient of the split flap applied to
the NACA4412 airfoil, to gain a better understanding of this coefficient,
the NACA23012 airfoil with a double-slotted flap has a minimum drag
coefficient of 0.126, whereas the present morphed flap exhibits a drag
coefficient of 0.068 (more than three times less). Note, compared to the
double-slotted flap, the morphed flap achieves a fivefold increase in l/d
ratio at zero angle of attack. This study also investigated the pitching
moment coefficient, which exhibits behavior similar to Cl, but with
different magnitudes. Although the magnitude of Cm for the present
morphed flap exceeds that of the split flap, it is lower than that of the
double-slotted flap used for the NACA23012 airfoil. It appears that the
magnitude of this coefficient is proportional to the lift coefficient,
meaning that greater lift results in a higher pitching moment.

7 Future outlook

To enhance the practicality of the research findings, further
investigation is necessary to determine the flap’s weight, production
cost, and manufacturing feasibility. Additionally, given the critical
role of the Kool section in the flap, deeper analysis of this area is
recommended. Lastly, additional investigation is suggested to
identify the optimal flap shape.
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Nomencalture

AR Aspect Ratio

c Airfoil Chord

Cd Airfoil Drag Coefficient

Cl Airfoil Lift Coefficient

Cm Airfoil Pitching Moment Coefficient

Cp Airfoil Pressure Coefficient

c’ Flap Chord

d Airfoil Drag

d1 Flap First Channel’s Entrance Length (Vertical)

d2 Flap Second Channel’s Entrance Length (Vertical)

e Oswald Efficiency Factor

l Airfoil Lift

l/d Airfoil Aerodynamic Efficiency

M Aircraft Mass

SW Wing Planform Area

t/c’ Ratio of Maximum Flap Camber to Flap Chord

x/c’ Ratio of Position of Maximum Flap Camber to Flap Cord
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frequency and momentum
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Soheila Abdolahipour*
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This paper presents a comprehensive review of the studies and research
conducted on flow separation control on lifting surfaces. In this paper, two
critical parameters, namely, themomentum coefficient and excitation frequency,
that significantly impact flow separation control are analyzed in detail. Through a
comprehensive literature review, experimental and numerical studies are
examined in order to gain insight into the underlying mechanisms of
momentum injection and excitation frequency on the shear layer and wake
dynamics and to quantify the impact of these parameters on the flow separation
control. Effective flow control on lifting surfaces can modify the streamlines and
pressure distribution, thereby increasing their aerodynamic efficiency. This paper
focuses on the control of flow separation on airfoils, with particular attention paid
to the benefits of such control, including lift enhancement, drag reduction,
aerodynamic efficiency enhancement, performance enhancement, and other
important features. This paper presents a review of studies that have employed
blowing actuators, as well as zero netmass flux, plasma, and acoustic actuators, in
order to provide an appropriate historical context for recent developments. The
findings of this review paper will contribute to a better understanding of the
optimal conditions for efficient flow separation control on lifting surfaces using
unsteady excitation, which can have significant implications for improving the
performance and efficiency of various aerodynamic applications. This paper aims
to elucidate and emphasize the positive and negative aspects of existing research,
while also suggesting new interesting areas for future investigation.

KEYWORDS

flow control, unsteady actuation, excitation frequency, momentum coefficient, blowing
ratio, aerodynamic performance, airfoil, periodic excitation

1 Introduction

1.1 Flow separation phenomenon

In general, flow separation refers to the detachment of fluid flow from a solid surface,
commonly referred to as a wall. The velocity of viscous fluid particles in the boundary layer
adjacent to the wall decreases due to friction and shear stress exerted by the wall. On the
other hand, when a viscous fluid flow encounters an adverse pressure gradient, it tends to
separate. Thus, if the flow velocity undergoes a significant deceleration due to the presence
of an adverse pressure gradient, the momentum of the fluid particles is concurrently
reduced by both the wall shear stress and the adverse pressure gradient. From an energy
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perspective, the kinetic energy gained from converting potential
energy in the favorable pressure gradient region is diminished by the
effects of viscosity in the boundary layer. In the region with an
adverse pressure gradient, the remaining kinetic energy is converted
into potential energy. However, this energy is insufficient to
overcome the pressure forces, causing the movement of fluid
particles near the wall to eventually cease. At this point, the
viscous layer separates from the surface at a specific point (or
line), and the streamlines closest to the surface separate from the
wall, creating a rotational flow region near the surface. In this case, it
is said that the boundary layer is separated. During the occurrence of
flow separation, there is a sudden thickening of the rotational flow
region close to the wall, and the normal velocity component
increases to the extent that the approximations used for the
boundary layer are no longer valid.

The phenomenon of flow separation is of great importance in
the operation of a wide range of technological systems, including air,
land, and sea vehicles, turbomachines, diffusers, and other
important systems involved with fluid flow. Flow separation on
the lifting surface typically occurs just prior to or at the point of
maximum loading, with a significant impact on the optimal
performance of the device (Gad-el-Hak, 2006). To provide
further clarification, during the take-off phase of an aircraft,
when the aircraft is still at low speeds, it is necessary to
maximize lift by increasing the angle of attack of the wing.
Elevating the angle of attack enhances the production of lift,
enabling the aircraft to achieve liftoff at lower airspeeds and
maximum loading. However, it is essential to exercise caution, as
exceeding a certain angle of attack threshold can trigger a stall. A
stall occurs when the angle of attack exceeds a critical threshold,
resulting in airflow separation and the disruption of lift generation,
which may result in a loss of altitude or the loss of aircraft control.

In general, the flow topology, which includes the occurrence of
flow separation around an aerodynamic body or any other surface, is
determined by boundary conditions such as surface geometry,
Reynolds number, and Mach number. Therefore, when designing
such devices, engineers optimize the effective parameters to avoid
flow separation or postpone it as much as possible to increase system
efficiency. For instance, delaying flow separation can reduce the
pressure drag of a bluff body, increase the circulation and lift of a
wing at a high angle of attack, and improve the pressure recovery of
the diffuser (Gad-el-Hak, 2006). Due to significant energy losses
caused by the separation of the boundary layer, the performance of
numerous practical devices can be constrained by the location where
separation occurs. Consequently, the utilization of flow separation
control technology represents an efficient solution in many fluid
dynamics applications, whereby the consumption of energy is
reduced and the performance of the system is enhanced.

The field of aviation offers considerable potential for the
application of flow separation control methods. Pioneering
researchers in the field of aviation have investigated and
employed a variety of boundary layer control methods with the
objective of enhancing lift. Airfoils with conventional profiles
experience significant aerodynamic performance degradation at
low Reynolds numbers when Re < 1 × 106, due to laminar
boundary layer separation near the leading edge (Lissaman,
1983). Compared to high Reynolds number flows, airfoils with
low Reynolds numbers experience flow separation at a lower

angle of attack, even at zero angle of attack (Yarusevych et al.,
2009). Downstream of the separation point, two states may occur. In
the first case, the shear layer of the separated flow can reattach to the
airfoil surface downstream of the separation point, creating a closed
recirculation region in the time-averaged sense. This region is
known as laminar separation bubble (LSB). In the second case,
the flow may remain separated, which is known as stall. For flows
with high Reynolds numbers, stall conditions occur after the
turbulent flow separates. Compared to the airflow that remains
attached to the airfoil surface along the chord, both of these
phenomena typically result in a decrease in lift and an increase
in drag on the airfoil. These adverse effects are more pronounced
during stall and post-stall conditions, leading to high energy
consumption in the aviation industry. In this regard, extensive
research has been conducted on implementing boundary layer
control strategies to promote flow reattachment on the airfoil
surface and mitigate the unfavorable effects caused by post-stall
conditions. These studies investigated the fundamental concepts
underlying flow separation control and introduced various methods
of momentum transfer using active and passive actuators, along with
the factors influencing these methods.

The objective of this article is to present a comprehensive review
of the studies and research conducted on flow separation control on
lifting surfaces, with a particular focus on airfoils. Furthermore, two
critical parameters that have a significant impact on flow separation
control will be analyzed in detail. The main emphasis of this paper is
to investigate the impact of momentum coefficient and excitation
frequency as actuation parameters on flow separation control using
unsteady excitation. In this study, the effective excitation frequency
and the effective momentum coefficient are reported based on the
objective of enhancing lift, reducing drag, or a combination of both
in the pertinent research. Firstly, a concise overview of the different
active separation control methods, namely, steady and unsteady,
along with their respective advantages and disadvantages, is
presented. Subsequently, this article reviews experimental and
numerical simulation findings from recent years that highlight
and emphasize the influence of the momentum coefficient and
excitation frequency on active separation control. Finally, the
latest developments in this field and potential applications are
discussed, along with the challenges that arise from a control
system perspective. Furthermore, suggestions for future research
and development are provided.

1.2 Flow control

Numerous definitions have been proposed for flow control,
exhibiting apparent differences, yet ultimately sharing the same
concept. Fiedler and Fernholz (Fiedler and Fernholz, 1990)
presented a comprehensive definition, stating that flow control is
a process or operation through which certain flow properties are
controlled and directed in a desired manner, based on user
requirements. Among the various types of shear flow control
methods available, flow separation control, historically referred to
as boundary layer control, stands out as the oldest and most
economically significant. Flatt’s definition (Flatt, 1961) of
controlling wall-bounded flows encompasses any mechanism or
process that alters the behavior of the boundary layer from its
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natural state. Prandtl’s introduction of boundary layer theory,
accompanied by a description of several experiments involving
boundary layer control, positions Prandtl as a pioneer in the field
of flow control. Indeed, the earliest recognition of the potential to
modify flow by influencing the boundary layer can be attributed to
Prandtl’s early work (Gad-el-Hak, 2006). Since then, flow control
technology has been systematically researched and studied, leading
to a deeper understanding of the determining parameters for the
effectiveness and efficiency of flow control.

The ability to manipulate the flow pattern of the boundary layer
in a desired manner holds significant practical importance across
various industries. In general, methods of boundary layer control
aim to either delay or accelerate the transition of the boundary layer.
These actions, respectively, inhibit or enhance the generation of
turbulence within the flow. This process effectively promotes or
prevents flow separation, resulting in notable outcomes and
achievements. Notable achievements in boundary layer flow
control include the reduction of drag, augmentation of lift,
enhancement of heat transfer in fluids, improved mixing, noise
reduction, and the mitigation of flow-induced disturbances.

Flow control technologies can be categorized into passive and
active methods. Passive control methods involve manipulating the
flow without introducing external energy, relying solely on the
redistribution of energy and momentum to achieve the desired
flow characteristic. These methods typically impose minimal
additional weight on the main system. Examples of industrially
used passive flow separation control methods include vortex
generators on Boeing aircraft wings, blown flaps on older
generation supersonic fighters, leading edge extensions, and the
implementation of strakes on newer generation airplanes. However,
one drawback of passive methods is their reduced efficiency when
flow conditions change, such as increasing Reynolds number or

altering the angle of attack on wings and blades, which can even
negatively impact overall system efficiency. On the other hand,
active control methods involve the addition of energy through a
control actuator. This approach utilizes an external energy source to
introduce high-momentum fluid into the flow or extract low-
momentum fluid from it. In essence, the active flow control
method entails the exchange of energy, mass, or other auxiliary
forces between the environment and the fluid. Compared to passive
control, active control offers greater efficiency in flow control as it
can be deactivated when not needed. Nevertheless, the
implementation of active control necessitates additional weight
and energy consumption.

In both active and passive control methods, various physical
mechanisms are employed to achieve the desired effect, depending
on the type of control. In the context of separation control, the
primary challenge is to add momentum to the region close to the
wall, given the applied pressure field. This is accomplished by
transferring momentum from regions of the flow that are distant
from the wall, where momentum is still abundant, to regions near
the wall with lower momentum. Alternatively, momentum and
power can be directly injected from the propulsion system. The
most well-known technique for controlling flow separation is to add
momentum in the near-wall region in a manner that is either active,
such as tangential blowing or wall jets, or passive, such as vortex
generators at different scales, as illustrated in Figure 1.

Active flow control methods can be categorized based on
whether there is a net mass flux accompanied by an input of
energy and momentum, as well as whether this addition occurs
in a steady or unsteady manner. In the field of aviation, pioneering
researchers have identified steady suction and blowing as the most
commonly employed boundary layer control methods. In the case of
boundary layer suction, the removal of low-momentum fluid creates
a sink on the aerodynamic surface, which accelerates the flow
towards the suction location and promotes a more stable
boundary layer (Schlichting and Gersten, 2016). Here, both the
effect of removing the low-momentum fluid and accelerating the
flow are desirable in delaying the separation. In a flight test
conducted by Hunter and Johnson (Hunter and Johnson, 1954),
leading edge suction was utilized to eliminate flow separation
occurring on a thin airfoil. Raspet (Raspet, 1951; Raspet, 1952),
conducted experiments through distributed suction to control the
transition of the laminar boundary layer and separation of the
turbulent boundary layer. Remarkably, he was able to maintain
the laminar boundary layer for over 95% of the wing chord of a TG-
3A glider. Furthermore, Cornish (Cornish, 1953) employed
distributed suction on the wing of a TG-3A glider and
successfully increased the maximum lift coefficient from 1.38 to
2.28. In the subsequent step, this approach was employed on the L-
21motor plane, resulting in a notable enhancement of the maximum
lift coefficient to 3.98 (Raspet et al., 1956).

In the case of steady blowing, an air jet, which is typically
oriented tangentially or at an angle to the local curvature of the
surface, injects high-momentum fluid directly into the boundary
layer. This jet injects high-momentum fluid directly into the
boundary layer, thereby augmenting the mixing rate of the fluid
near and away from the wall and re-energizing the boundary layer
(Jones et al., 2006). The combination of tangential steady blowing
with the implementation of a Coanda surface, as exemplified by the

FIGURE 1
Flow separation control using a vortex generator on an airfoil
(Udris, 2024).
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design of a circular trailing edge of an airfoil in Figure 2, results in an
increase in both the virtual chord length and the chamber of the
airfoil. Consequently, this configuration yields a substantial boost in
lift (Kweder et al., 2010; Kweder et al., 2014; Du et al., 2022).

In the 1920s, concepts of boundary layer control were
investigated by aeronautical engineers for lift enhancement.
Baumann (Betz and Lachmann, 1961) obtained a patent for
utilizing air jets emanating from wing slots for flow separation
control and lift augmentation. The first documented instance of
employing a steady air jet to enhance the lift in the United States was
reported by Knight and Bamber in 1929 (Knight and Bamber, 1929).
Their investigation focused on the impact of air jet slot geometry,
slot location and jet flow rate on lift enhancement. The experimental
findings revealed a remarkable 151% increase in aerodynamic
efficiency, as measured by the lift-to-drag ratio, for a two-
dimensional airfoil. A concise overview of the development of
boundary layer control through steady suction and blowing
techniques can be found in reference (Joslin and Miller, 2009).

Currently, due to the high power and momentum requirements
in the steady flow control method, the boundary layer control by the
unsteady technique has been widely considered. This approach
involves the application of suction and blowing, or solely
blowing, in an oscillating or pulsed condition. The technique of
unsteady excitation flow control exploits the phenomenon of natural
flow instability, which has the potential to reduce mass flux and
enhance efficiency. In contrast to steady blowing, where the
momentum content and the entrainment rate of the air jets are
the primary factors influencing flow control effectiveness, unsteady
excitation, typically pulsed blowing, generates vortical structures
that play a pivotal role. These vortices augment the mixing rate
throughout the flow field, facilitating the transfer of momentum
from regions of high-momentum fluid to low-momentum fluid.
Research conducted by the NASA Langley comparing steady and

unsteady excitation reveals that the unsteady excitation is two orders
of magnitude more efficient than the steady excitation in achieving
equivalent aerodynamic benefits (Sellers et al., 2002). Over several
years, researchers have demonstrated that the application of local
unsteady excitation on the aerodynamic surface can lead to flow
reattachment and enhance aerodynamic performance (Seifert et al.,
1996; Greenblatt and Wygnanski, 2000). These studies
experimentally verify the effectiveness of periodic excitation on
an airfoil in delaying boundary layer separation. Furthermore,
studies have demonstrated that the periodic application of
suction and blowing of air through a narrow slot, extending
along the wing span, can effectively enhance the mixing of the
shear layer and facilitate the momentum transfer between wall-near
and wall-distant fluid. By employing this approach, it effectively
mitigates or postpones the occurrence of boundary layer separation.
Consequently, this method increases overall lift by shifting the
separation point downstream and towards the trailing edge of
the airfoil.

Seifert et al. (2004) stated in their research that the unsteady
active control of flow separation relies on exploiting the flow’s
inherent instabilities that require a relatively small amplitude of
excitation. Disturbances should strategically be amplified in regions
prone to separation. Effective excitation frequencies consistently
generate several vortices within the controlled region, irrespective of
the Reynolds number. Unsteady excitation expedites and regulates
the formation of large coherent structures, thereby facilitating the
transfer of high-momentum fluid toward the surface. Despite the
inherent unsteadiness of this process, it exhibits a stabilizing and
regulating effect on flows susceptible to separation. Seifert et al.
(2004) additionally emphasized that periodic excitation outperforms
steady excitation in terms of performance benefits, eliminating
unexpected flow responses that are undesirable from a control
point of view. Moreover, it effectively mitigates separation-related

FIGURE 2
The concept of circulation control and Coanda effect influence on the airfoil’s trailing edge and streamlines (Nishino et al., 2010).
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effects such as vortex shedding and buffeting, either significantly
reducing their impact or eliminating them altogether.

Seifert et al. (1996) conducted experiments demonstrating that
oscillatory blowing, as opposed to steady blowing, has a more
pronounced impact on controlling separation and enhancing the
maximum lift coefficient of a NACA 0015 airfoil. Furthermore, their
research findings indicated that introducing the jet upstream of the
separation point yields a more effective separation control. Similar
observations were made by Greenblatt and Wignansky (Greenblatt
and Wygnanski, 2000). Bernardini et al. (2014) demonstrated that
the performance of an airfoil can be enhanced by employing wall-
normal pulsed jets, by amplifying the inherent instabilities of the
flow. In fact, in this technique, the inherent instability is exploited to
achieve the desired results. They elucidated that these pulsed jets
introduce disturbances to the flow corresponding to higher-order
harmonics of the excitation frequency. Consequently, specific
harmonics, amplified by the natural Kelvin-Helmholtz instability,
facilitate the momentum absorption and transfer, and reattachment
of the flow. Numerous experimental investigations have consistently
shown that unsteady excitation methods are more efficient and
effective in utilizing energy from the actuators. Consequently,
unsteady excitation methods are often preferred in various
experiments, despite requiring a more complex drive system
compared to their steady counterparts. This is due to the
necessity of incorporating a mechanism capable of generating
unsteady flow, which is a requisite for many experiments.

As previously stated, one of the principal advantages of active
flow control, in comparison to passive methods, is its adaptability
and flexibility to adjust based on varying flow conditions. This
adaptability is facilitated by sensor systems that are capable of
providing real-time information from either the flow field or the
surface flow. The utilization of a closed-loop flow control system
enables users to implement specific corrections in order to achieve
the desired fluid flow through control actuators. Consequently,
active flow control necessitates the implementation of an
actuation system capable of delivering energy, momentum, or
mass flow in the desired form and quantity. Moreover, the
integration of these actuators with the main system should be
feasible while meeting size and weight requirements. When
considering active flow control for commercial applications, it is
crucial to design actuators that possess suitable power, energy
conversion efficiency, cost-effectiveness, maintainability, and
reliability. Furthermore, compliance with system requirements
and limitations significantly influences the design of active flow
control. Therefore, the design of an active flow control system always
involves parameters that directly impact the effectiveness of the
control effort.

2 Effective parameters in flow
separation control on the surface

The most prevalent form of flow separation control mechanism
employed on a surface is the utilization of fluidic actuators that
employ steady and unsteady flow injection or suction. These
actuators can be categorized based on their size, ranging from
macro to micro jets. They can administer fluid injection
continuously at a constant flow rate or periodically and pulsed to

the surface. Therefore, various parameters are involved in the design
of such control systems that impact their efficiency. These
parameters encompass the geometric characteristics of the
actuators, such as the shape and dimensions of the jet outlet slot,
the location and orientation of the jet injection relative to the target
surface, as well as the physical attributes of the actuators, including
the actuation amplitude or momentum coefficient, jet velocity, and
actuation frequency. Furthermore, flow conditions introduce a
distinct set of parameters to the system design, typically
encompassing similarity parameters, Mach number, and Reynolds
number. The objective of this research is to investigate two key
parameters in the design of fluidic actuators: the momentum
coefficient or actuation amplitude, and the actuation frequency.
These parameters have a significant impact on the effectiveness of
the control effort. The study will provide a comprehensive review of
the existing research conducted on these two parameters.

2.1 Actuation amplitude or momentum
coefficient Cμ

In the context of flow control research, the actuation amplitude
represents a valuable metric for the evaluation of the efficacy of
suction and blowing flow control techniques. This amplitude
directly contributes to enhancing the system’s efficiency. The
actuation amplitude is generally presented in normalized form. It
is quantified by the momentum coefficient Cμ, as depicted in
Equation 1 in its general form.

Cμ � J
q∞ .Aref

(1)

Based on this equation, the momentum coefficient Cμ can be
defined as the ratio between the momentum flux generated by the
flow control system J and the momentum flux of the oncoming flow,
represented by the product of the freestream dynamic pressure q∞
and a reference area Aref. The precise formulation of the momentum
coefficient is established by Poisson-Quinton (Joslin and Miller,
2009) in Equation 2.

Cμ � qm .Vj

q∞ .Aref
(2)

In the given equation, the variables qm and Vj represent the mass
flow rate and jet velocity, respectively. These variables are
normalized by the dynamic pressure q∞ and the reference area
Aref, respectively. The following paragraphs outline the
methodology employed to determine the actuation amplitude of
some unsteady flow control actuators.

Synthetic jet actuators primarily depend on two operating
conditions to determine their actuation amplitude: the actuation
frequency and the stroke length of the synthetic jet driver. The strain
of the piezoelectric diaphragm, and consequently the driver’s stroke
length, is adjusted by applying a voltage potential across the
piezoelectric material. Once the actuation frequency is selected,
the amplitude is solely determined by the voltage input to the
piezoelectric material. In optimal systems, the fluidic amplitude
correlates with the input voltage, although calibration is necessary to
accurately assess the performance of each actuator. This calibration
typically involves measuring the phase-averaged jet velocity at the
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centerline of the synthetic jet orifice using a hotwire anemometer. To
comprehensively quantify the fluidic amplitude of a synthetic jet
actuator, it is crucial to fully map the exit velocity profile (Smith and
Gregory, 2001; Holman et al., 2005). However, for calibration
purposes, assuming a plug-flow exit profile with an amplitude
equivalent to the measured centerline velocity is acceptable
(Shuster and Douglas, 2007). By analyzing this data, two critical
benchmarks of actuator effectiveness can be determined for a
specific flow control application: the blowing coefficient Cb and
the momentum coefficient Cμ. The blowing ratio Cb represents a
valuable metric for scaling the amplitude of a synthetic jet in
accordance with the prevailing freestream conditions. This ratio
is defined by Equation 3, in which Vj represents the average jet exit
velocity over the blowing portion of the synthetic jet cycle, as
calculated by Equation 4.

Cb � Vj

V∞
(3)

Vj � 1
T
∫

0

T
2

vj t( )dt (4)

Where vj(t) is the jet exit velocity as a function of time and T is
period. While the blowing coefficient is a significant measurement, it
is not enough to fully evaluate the effectiveness of a synthetic jet
actuator by itself. A metric that takes into account the orifice cross-
sectional area is also needed to truly compare the efficiency of
similar actuators. Therefore, it can be argued that the local
momentum measurement added to the system is more
appropriate. As a result, the time-averaged momentum coefficient
Cμ is commonly used and is defined as Equation 5. The time-
averaged momentum for synthetic jet actuator can be calculated as
the integral of the momentum added during the expulsion phase of
the synthetic jet cycle averaged over the entire period of the cycle.
The numerator of the fraction in Equation 2 for synthetic jets is
derived from the Equation 5:

qm .Vj � 1
T
∫

0

T
2

ρjAjvj t( )2dt (5)

In the context of employing solenoid valves as an actuator to
produce pulsed jets, it is possible to adjust the amplitude or
momentum coefficient Cμ of the pulsed jets by varying the
pressure within the compressed air duct. The mass flow rate and
jet velocity can be regulated by pressure regulators. Furthermore, the
momentum coefficient can be determined from Equation 2 using
anemometry, or calculated using a flow meter and jet’s cross-
section area.

The actuation amplitude of plasma actuators can be adjusted by
the input voltage applied to the actuator (Taleghani et al., 2012). The
output actuation amplitude of the plasma actuator can typically be
determined bymeasuring the velocity of the produced microjet or by
measuring the momentum of the jet (Taleghani et al., 2018).
Experimental results indicate that the dominant frequency of the
flow vortices generated by the plasma actuators precisely
corresponds to the excitation frequency of the input electric wave
(Taleghani et al., 2018). In addition to voltage amplitude, other
geometric and electrical parameters play a significant role in
determining the amplitude of plasma actuator output excitation
(Taleghani et al., 2012; Taleghani et al., 2018; Mohammadi and

Taleghani, 2014; Salmasi et al., 2013; Mirzaei et al., 2012). After
measuring the velocity profile of the generated microjet in a
quiescent environment, the numerator of the fraction in
Equation 2 is determined by Equation 6. In Equation 6, Aj

represents the cross-section area of the microjet.

qm .Vj � ∫ ρjV
2
jdAj (6)

The amplitude of acoustic excitation in flow control methods
refers to the magnitude or strength of the acoustic signals generated
by the actuator to influence the fluid flow. This amplitude can be
measured in various ways, including through sound pressure level
(in decibels, dB), microphone recordings, or vibration
measurements. The amplitude of acoustic excitation plays a
crucial role in determining the effectiveness of flow control
methods, as it directly impacts the intensity of the acoustic forces
exerted on the fluid flow.

It is important to note that while the momentum coefficient is
commonly used to quantify the actuation amplitude, it is not an
appropriate parameter for comparing the benefits of flow control
across different parameter settings and configurations (Stal nov and
Seifert, 2010). The momentum coefficient Cμ is calculated by
multiplying the mass flow rate and the velocity of mass
propagation, which leads to the formation of the jet momentum
flux J, as indicated in the numerator of Equation 1. This definition of
Cμ reveals that numerous combinations of mass flow rate and jet
velocity can yield the same value for the momentum coefficient. To
address this crucial distinction between the two quantities, the
parameter of jet velocity ratio VR or blowing ratio (as previously
mentioned), is employed. This is defined in Equation 7.

VR � Vjet

Vref
(7)

The jet velocity ratio VR, represents the ratio of the velocity of
the air jet exiting the actuator Vjet to the reference velocity Vref. The
reference velocity can be the local Vx, the impingement velocity, or
the freestream flow velocity V∞ of the controlled flow.
Consequently, the magnitude of the air jet velocities emitted
from the active flow control system is expressed through the
velocity ratio or blowing ratio.

Experimental results obtained from flow control on a two-
dimensional airfoil with a plain flap indicate that, when exciting
the flow with the same momentum coefficient, employing a higher
jet velocity ratio yields superior outcomes compared to conditions
where the mass flow rate is higher and the jet velocity ratio is lower
(Thomas, 1962). In the context of flow injection, it can be
demonstrated that a positive effect on the flow can be achieved
by ensuring that the velocity ratio of the actuation exceeds unity.
(Greenblatt and Wygnanski, 2000). Otherwise, the momentum
content of the boundary layer may be decreased, leading to an
increased likelihood of flow separation. This detrimental effect
adversely impacts aerodynamic performance (Bauer et al., 2010;
Mueller-Vahl et al., 2013).

The blowing ratio has been commonly employed in studies
investigating two-dimensional flow control as a means to measure
the actuation amplitude, instead of the momentum coefficient. In
general, for both objectives of flow control, namely, delaying flow
separation or reattachment of separated flow, it has been observed
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that increasing the actuation amplitude or blowing ratio beyond a
certain threshold limit (i.e., introducing additional input
momentum) has a diminishing effect on the attached flow. This
phenomenon is well-documented through the saturation of the
increase in lift coefficient, as demonstrated by Packard et al.
(2013) for the steady normal blowing actuation on a NACA 643-
618 airfoil at two different Reynolds numbers as depicted in Figure 3.
Furthermore, Packard et al. research (Packard et al., 2013) has
demonstrated that the optimal blowing ratio varies in flows with
different Reynolds numbers. By comparing Figures 3A,B, it is
evident that at an angle of attack α = 20°, a blowing ratio BR of
approximately 1 has negligible impact on the lift coefficient in the
low Reynolds number flow (6.4 × 104), thus failing to improve the
aerodynamic characteristics. Conversely, in the high Reynolds
number flow (4 × 106), the blowing ratio BR ≈ 1 enhances the
lift coefficient and approaches its peak performance. Consequently,
it can be inferred that maintaining a constant blowing ratio for

different Reynolds numbers is not ideal. The physics of flow around
lifting surfaces undergoes significant changes with variations in the
Reynolds number. As a result, the optimal values of flow control
parameters, such as the blowing ratio, will also vary in accordance
with these alterations in freestream flow characteristics.

In various studies, the momentum coefficient Cμ has been
identified as a crucial parameter in determining the effectiveness
of active flow control. It has been observed that increasing the
momentum coefficient leads to enhanced control benefits.
According to the research conducted by Jones and Englar (2003)
on high-lift systems, actuation with a low momentum coefficient
typically indicates separation control (boundary layer control), while
actuation with a high momentum coefficient suggests circulation
control. Their study focused on the development and testing of two-
dimensional airfoil design for potential general aviation use. This
model was based on 17% supercritical-type section with a circular
trailing edge as a Coanda surface. They utilized dual-slot blowing on
a Coanda surface for high-lift operations in both the steady state and
the pulsed modes. Testing was conducted at Reynolds number of
approximately 5 × 105 in the wind tunnel, focusing on high lift,
cruise, and mass flow optimization modes. In Jones and Englar
(2003) study, the lift performance characteristics of the model in
high-lift mode demonstrate the difference between separation
control (boundary layer control) and super-circulation, as
illustrated in Figure 4. When the jet blows with low momentum
coefficients, it entrains the outer flow, causing the boundary layer to
attach to the Coanda surface and turn the local streamlines (see
Figure 5A). As the blowing level increases, the separation point
moves around the Coanda surface towards the maximum x/C of the
airfoil (i.e., x/C = 1) as shown in Figure 5B. This results in the higher
momentum jet entraining with the oncoming low momentum flow
from the under-surface flow field. The jet penetration creates a
virtual or pneumatic flap that turns the streamlines. Increasing the
blowing results in more jet penetration and entrainment, leading to
greater streamline turning beyond the maximum x/C, Figure 5C.
The magnitude of the jet momentum governs the penetration into
the trailing edge flow field once the separation is fixed. As
momentum increases, the penetration depth (length) also
increases, leading to increased streamline turning and circulation.
This increased circulation causes the leading edge stagnation point
to move aft along the lower surface, resulting in an increase in the
leading edge suction pressure and lift enhancement.

From a phenomenological perspective, the threshold
momentum coefficient that distinguishes these two regimes,
separation control (boundary layer control) and super-
circulation, is the momentum coefficient that just suffices to
suppress flow separation completely. Experimental findings
indicate that the threshold momentum coefficient falls within the
range of 3% < Cμ < 5% (Greenblatt and Wygnanski, 2000). As
depicted in Figure 4, the transition between these two regimes is
gradual and is accompanied by a decrease in actuation efficiency, as
indicated by the dCL/dCμ ratio.

The experimental results demonstrate that optimal flow
control benefits, in terms of drag reduction and lift
enhancement, are achieved when a specific momentum
coefficient is attained. Across various systems, there exists a
saturation point where the control benefits reach a plateau, and
further changes in aerodynamic coefficients are not observed. This

FIGURE 3
Variation of Lift coefficient with different blowing ratio (A) at
angle of attack of 10° and 20° and Re = 6.4 × 104 (B) at angle of attack of
16° and 20° and Re = 4×106 (Packard et al., 2013).
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saturation occurs when the momentum coefficient surpasses a
threshold value. The threshold value represents the required
momentum coefficient to establish a fully attached flow on the
surface. The specific threshold value of the momentum coefficient
is influenced by other actuation parameters, such as the actuation
frequency F+ and the actuator’s location (Feero et al., 2017). In the
case of a low-Reynolds airfoil with actuator operating within a
moderate range of momentum coefficient, prior to the onset of
saturation, the lift coefficient increases while the drag coefficient
decreases. This beneficial effect is attributed to the formation of a
laminar separation bubble on the suction wing’s surface, as
evidenced by the pressure distribution on the airfoil’s suction
surface. However, once the momentum coefficient reaches a
threshold value, the flow becomes fully attached to the surface.
Beyond this point, further increases in the momentum coefficient
do not yield improvements in the airfoil’s lift and drag coefficients.

The saturation of the drag coefficient has also been observed in
experiments conducted by Feero et al. (2015), as illustrated in
Figure 6. These experiments involved unsteady excitation using a
synthetic jet on a NACA 0025 airfoil at a Reynolds number of 1 × 105

and an angle of attack of 10°. Figure 6 shows the impact of increasing
the momentum coefficient Cμ on the flow pattern around the airfoil
under the influence of excitation with dimensionless frequency of
58. As illustrated in Figure 6B, the boundary layer remains separated
from the surface when Cμ < 0.34%. Consequently, the drag
coefficient experiences minimal changes. However, when the
momentum coefficient is increased to Cμ = 0.34% as depicted in
Figure 6C, the boundary layer becomes attached to the surface,
resulting in a narrow wake. This configuration leads to a significant
reduction of approximately 45% in the drag coefficient. Conversely,
a marginal reduction in the drag coefficient is observed when the
momentum coefficient is further increased to Cμ = 3.72%. This small

FIGURE 4
Effect of momentum coefficient on lift coefficient and transition from separation control (boundary layer control) to circulation control (Jones and
Englar, 2003).

FIGURE 5
CFD simulation of the jet penetration around a Coanda surface for different momentum coefficientsCµ =, (A) 0.013, (B) 0.021, (C) 0.031 (Jones and
Englar, 2003).
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change in the drag coefficient for higher values of Cμ can be
attributed to the flow already being attached, with only reduced
spatial scale structures as illustrated in Figure 6D. These findings
highlight that the effectiveness of control actuation in reducing
airfoil drag basically relies on surpassing the threshold value of Cμ.

Munday and Taira (2018) utilized the modified momentum
coefficient parameter as a metric to assess the effectiveness of flow
control. Their study focused on numerically investigating the impact
of momentum injection on mitigating flow separation on a NACA
0012 airfoil operating at an angle of attack of 9° and Reynolds
number of Re = 2.3 × 104. Under these conditions, the airfoil
experienced a significant separation, resulting in the detachment
of the shear layer from the leading edge and the formation of large
spanwise vortices. The breakdown of these vortices resulted in the
generation of turbulent flow downstream. In this study, momentum
is incorporated into the separated flow in two distinct forms through
the use of swirling jets: wall-normal momentum and angular
momentum. The investigation and analysis have focused on
assessing the effects of different combinations of actuator inputs
on the flow field and surface vorticity fluxes. The experiments
revealed that the injection of wall-normal momentum resulted in
a reduction in flow separation. Furthermore, the addition of angular
momentum injection, in conjunction with wall-normal momentum
injection, led to an enhanced reduction in flow separation.
Accordingly, the modified momentum coefficient, as defined in
Equation 8, was employed in this article. In this context, the
correction function S, as described in Equation 9, represents the
ratio of the velocity in the angular momentum mode uθ,max to the
velocity in the vertical mode un,max, while k denotes a constant value.

C*
μ � 1 + S( )2Cμ (8)

S � k uθ,max/un,max( ) (9)

In the investigation conducted by Munday and Taira (2018),
the responses of the flowfield and the surface vorticity fluxes to a
range of actuation input combinations were examined in detail in
order to evaluate the value of the modified momentum coefficient
S. An illustrative example of the research findings is presented in
Figure 7. The results illustrate the effectiveness of combining
wall-normal and angular momentum in controlling flow
separation and eliminating it along the suction surface of the
airfoil. Figure 7 depicts the lift and drag forces as a function of
Cμ*. Moreover, this figure presents time-averaged flow
visualisations utilizing the time-averaged zero streamwise
velocity ūx = 0 isosurface, colored with spanwise Reynolds
stress τxy. In Figure 7, three broad classifications of flow can
be identified with different colors. These categories include
separated flow for Cμ* ≤ 1.5%, transitional flow for 1.5% <
Cμ* ≤ 2%, and reattached flow for 2% < Cμ*. For low values of
Cμ* ≤ 1.5%, as shown by the blue region in Figure 7, the flow
remains separated and the time-averaged recirculation region has
approximately the same size as in the baseline case. The control
injection modifies the shear layer around the leading edge, yet
this is insufficient to achieve reattachment. Conversely, values of
Cμ* ≤ 1.5% result in a detrimental impact on the flow, leading to a
decrease in lift in comparison to the baseline case (as indicated by

FIGURE 6
Flow visualization in near wake of the airfoil and investigating the
effect of different momentum coefficients on the changes in the flow
structure under the influence of unsteady excitation, (A) basic model
Cμ = 0, (B) Cμ = 0.12%, (C) Cμ = 0.34%, (D) Cμ = 3.72% (Feero
et al., 2015).
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the dashed lines). The second region, indicated in green in
Figure 7, depicts transitional flow cases for 1.5% < Cμ* ≤ 2%,
wherein the lift and drag coefficients exhibit a notable increase
and decrease, respectively. In this region, the control input
modifies the separated flow, which remains separated behind
the actuators. Variations in the modified momentum coefficient
between 1.5% < Cμ* ≤ 2% show different effects on the flow and
lift. The variation of lift and drag in this region illustrates that the
flow becomes sensitive to changes in the control input within
transitional region. The third region, defined by the modified
momentum coefficient of 2% < Cμ*, is represented by the yellow
area in Figure 7. In this region, the controlled flow downstream of
the actuators is reattached. This results in enhanced aerodynamic
performance. Furthermore, the greatest enhancements in lift and
reductions in drag are observed in this region, which is
characterized by reattachment. However, it is important to
note that excessively high values of S should be avoided; for
cases where S > 1.5%, a significant increase in the lift coefficient is
observed, but it is accompanied by unstable behavior due to
dynamic stall.

2.2 Dimensionless frequency or reduced
frequency F+

One of the crucial design parameters for the control actuator
in situations involving unsteady oscillatory or pulsed excitations is
the excitation frequency. Numerous studies have represented the
excitation frequency as the dimensionless frequency F+, which is

defined in a manner similar to the Strouhal number, as shown in
Equation 10.

F+ � St � f . lref
uref

(10)

The dimensionless frequency serves to adjust the physical time
scale of the excitation, whereby the excitation frequency f is made
dimensionless by incorporating the characteristic velocity uref and
length scale lref. Typically, the incidence velocity or freestream
velocity is considered as the characteristic velocity uref. In the
case of airfoils, the length scale lref is defined as the length of the
airfoil chord. Some studies have determined the length scale lref for
calculating F+ based on the length of the separation region. In the
context of an airfoil, when separation occurs at the leading edge, the
length scale lref is equal in both cases, and selecting the chord length
of the airfoil facilitates comparison with other experimental results.

To achieve optimal flow separation control, experiments have
identified different dimensionless frequency bands F+ as the most
effective values, depending on the underlying physical mechanism of
flow control. For improved performance of the control system, when
the excitation amplitude reaches a threshold value, the actuator
should operate at an appropriate excitation frequency. The unsteady
actuator produces varying effects on the flow depending on the time
scale and frequency of excitation.

A comprehensive analysis of airfoil flow control studies
conducted by Greenblatt and Wygnanski (Greenblatt and
Wygnanski, 2000; Wygnanski, 2000) reveals that, in the majority
of cases, the optimal dimensionless frequency F+ for controlling flow
separation in poststall conditions falls within the range of 0.3 ≤ F+ ≤

FIGURE 7
The effect of modified momentum coefficient on lift (top) and drag (bottom) coefficients. Values without flow control are indicated by dashed lines.
Controlled cases include: injection of wall-normal momentumwith pure blowing (○), injection of angular momentumwith corotating (∇) and injection of
angular momentum with counter-rotating (Δ) (Munday and Taira, 2018).
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4. Their findings also indicate that this range applies to excited shear
layer and deflected flap. However, alternative research, particularly
the work of Glezer et al. (Smith et al., 1998; Amitay et al., 2024),
suggests that higher magnitude dimensionless frequencies, such as
F+ = 10 or 20, can also effectively control separated flow. The wide
range of effective frequencies in flow separation control can be
attributed to factors such as surface curvature, upstream conditions,
boundary layer conditions, excitation methods, and the utilization of
different momentum coefficient values (Cμ > Cμ,min) (Greenblatt
and Wygnanski, 2003). Seifert et al. conducted experiments to
examine the impact of dimensionless frequency F+ on the
increase in lift coefficient for a NACA 0015 flapped airfoil across
a wide range of Reynolds numbers and two different excitation
locations (Seifert et al., 1996). The results of their research are
presented in Figure 8. One case depicted in the figure pertains to
airfoil tests at angles of attack ranging from 16° to 22° in the poststall
regime, conducted at the leading edge of the excitation. The second
experiment involves testing the airfoil at a zero angle of attack and a
deflection flap angle of 20°. In this case, the control actuation is
carried out on the shoulder of the flap. The figure demonstrates that,
for both experiments, the effective excitation frequency for this
airfoil falls within the range of 0.5 ≤ F+ ≤ 1. Another study (Seifert
and Pack, 1999) also concluded that the effective excitation
frequency for high Reynolds number flow lies within the range of
0.5 ≤ F+ ≤ 1. Furthermore, the research conducted by Hecklau et al.
(Hecklau et al., 2011; Hecklau et al., 2013) indicates that in scenarios
where large-scale disturbances directly transport high-momentum
fluid within the boundary layer in low Reynolds flow, the minimum
excitation frequency required to prevent the onset of flow separation
between each controlled pulse is approximately F+ ≈ 0.5.

The effectiveness of separation control typically relies on the
receptivity of the mean flow to the external excitation. In this
technique, the characteristic timescale of flow physics and its
instabilities play a significant role. Previous research has
demonstrated that enhancing flow instabilities can be an

effective approach to control separation (Wu et al., 1998).
When dealing with a separated flow, the excitation frequency
can be adjusted based on the frequency of natural instabilities in
the shear layer. Consequently, disturbances introduced by the
active flow control system within the medium range have
undergone by maximum amplification until they reach the
model’s trailing edge, therefore providing the highest mixing
rate. As a result, the mixing rate along the shear layer experiences
a substantial increase, leading to the highest mixing ratio
(Wygnanski, 2000). In this technique, a greater amount of
momentum is transferred to the flow near the surface.

Several studies (Wu et al., 1998; Kotapati et al., 2010;
Mccullough and Gault, 1951; Chang, 1976), provide a
comprehensive analysis of the natural frequencies of flow on an
airfoil, which play a crucial role in determining the excitation
frequency. For flow over a thin airfoil at a certain Reynolds
number, three natural frequencies can be observed depending on
the angle of attack. At a low angle of attack, the flow over the airfoil
remains attached to the surface despite an adverse pressure gradient.
Consequently, the dominant phenomenon in the flow is wake
instability, and the frequency of these instabilities can be referred
to as the wake frequency fwake. As the angle of attack increases,
separation may occur near the leading edge due to the adverse
pressure gradient. However, the separated shear layer may reattach
before reaching the trailing edge. In such cases, three natural
frequencies are present: the roll-up frequency of vortices in the
shear layer fsl, the frequency of fluctuations caused by unsteady flow
in the separation bubble fsep, and the frequency of fluctuations
caused by unsteady flow in the wake fwake. At high angles of attack,
where separation is significant and post-stall flow dominates, the
flow behaves similarly to passing through a bluff body. In post-stall
conditions, two primary instabilities are observed: the roll-up of
vortices in the separated shear layer fsl and the release of large-scale
vortices in the wake fwake and the fluctuations caused by the
unsteady flow (Wu et al., 1998). These instabilities typically
correspond to dimensionless frequencies fsl

+ ≈ 10 (Boutilier and
Yarusevych, 2012a; Boutilier and Yarusevych, 2012b) and fwake

+ ≈ 1
(Buchmann et al., 2013), respectively. Here, the dimensionless
frequency is defined as f+ = fc/U∞, where f is the frequency of
instability in separated flow and c is the chord length.

The reported effective dimensionless frequency band is largely
limited to F+ = O (1) in cases where the control mechanism relies on
the resonance of inherent perturbations in flow instabilities. For
example, exciting the separated shear layer at frequencies close to
F+ = 1, taking advantage of the wake instability with a frequency of
fwake

+ ≈ 1 (representing the frequency of shedding of large-scale
vortical structures into the wake) has proven to be effective. In the
excitation mode with frequency F+ = O (1), large vortical structures
are formed, which are subsequently transferred downstream near
the airfoil surface. This process induces unsteady reattachment and
time-periodic variation in the flow circulation on the airfoil (Amitay
and Glezer, 2002a; Amitay and Glezer, 2002b). The study conducted
by Amitay and Glezer (2002b) examined the impact of separation
control across a broad range of F+. However, in this particular
research, the frequency range of separated flow during stall
conditions was not explicitly defined. Therefore, results have not
been identified when the control mechanism targets flow
instabilities.

FIGURE 8
The lift response of a NACA 0015 airfoil to periodic excitation at
either the leading edge or flap shoulder at different frequencies for
Cμ = 0.08% and 1.5 × 105 ≤ Re ≤ 6 × 105 (Seifert et al., 1996).
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Yarusevych and Kotsonis (2017) investigated the effect of
controlling the separation bubble phenomenon on a NACA
0012 airfoil for flow with Reynolds number Re = 1.3 × 105, in
actuation frequencies 2 ≤ F+ ≤ 10 and F+ = 100. The results of this
study demonstrated that the most significant reduction in the size of
the separation bubble was achieved at the excitation frequency of
F+ = 6, which corresponds to enhanced fluctuations of the separated
shear layer. Wu et al. (1998) conducted two-dimensional
simulations on a NACA-0012 airfoil in turbulent flow under
post-stall conditions, with a Reynolds number of 5 × 105 and
angles of attack ranging from 18° to 35°. Wu et al. (1991) put
forth the idea that the fundamental principle behind the post-stall
lift enhancement due to unsteady controls involves a series of
interconnected mechanisms: vortex layer instability, receptivity,
resonance, and nonlinear streaming. The diverse response
spectrum of the shear layer to disturbances leads to varying
resonant states when exposed to different actuation frequencies.
These different resonant states play a crucial role in determining the
lift and drag characteristics of the object. Their findings revealed that
the effective dimensionless frequency F+ is in the range of
0.3–2.0 times the frequency of the wake (0.3–2.0 fwake).
Specifically, when the excitation frequency was set at one and
two times the natural frequency of the wake (f/fwake = 1.0, 2.0),
the lift-to-drag ratio increased by 49.2% and 46.7%, respectively, at
an angle of attack of 25°, where harmonic resonance of vortex
shedding occurred. Notably, the maximum lift increase observed in
these experiments was 73.2%, which was achieved in the
subharmonic resonance at half the natural frequency of vortex
shedding in the wake (f/fwake = 0.5).

In a separate study (Duvigneau and Visonneau, 2006),
researchers simulated the two-dimensional flow over a NACA-
0015 airfoil at Re = 8.96 × 105 and angles of attack ranging from
12° to 24°. They proposed an optimization method to maximize the
lift coefficient at various angles of attack by modifying the design
parameters, including the excitation frequency, velocity ratio, pitch
angle. Their research indicated that the optimal dimensionless
frequency F+ was approximately 0.8 for angles of attack between
14° and 20°, while a much smaller value of F+ = 0.25 was obtained for
an angle of attack of 22°. They concluded that the optimal average lift
is achieved at F+ = 0.85 across the entire range of angle of attack
variations. A similar study was conducted by You and Moin (2008)
using the LES method for an angle of attack of 16.6°. It was
concluded that applying control excitation with a dimensionless
frequency of F+ = 1.284 resulted in a 70% increase in lift.
Experimental studies have also been conducted on flow
separation control on the NACA-0015 airfoil (Buchmann et al.,
2013; Tuck and Soria, 2008) at a Reynolds number of 3 × 104 and an
angle of attack of 18°. The results of this research indicated that the
optimal excitation frequencies for achieving maximum lift were F+ =
0.65 and F+ = 1.3, which correspond to the wake frequency fwake and
its harmonic 2fwake, respectively. Other studies have reported the
optimal frequencies for an unsteady control system to reattach the
flow to the deflected flap surface as F+ ≈ 1.5 (Darabi and Wyganski,
2004) and F+ ≈ 1.3 (Nishri and Wygnanski, 1998).

In situations where the flow on the airfoil experiences separation
near the leading edge, the application of an appropriate control
method can facilitate the reattachment of the separated flow to the
surface. At the optimum frequency, the flow reattaches to the surface

with the lowest momentum coefficient Cµ. The optimum frequency
for the reattachment of the flow to a straight surface occurs at
dimensionless frequency of F+ = 1. Once the flow is reattached due to
the effective operation of the control system, it forms a large bubble.
The size of this bubble may decrease as the frequency increases.
Injecting flow with a frequency higher than the natural frequencies
of the flow primarily enhances the turbulent kinetic energy of the
boundary layer by introducing small-scale vortical structures
(Zander and Nitsche, 2013). However, injecting flow at
excessively high frequencies leads to flow separation at the
trailing edge, as the dimensionless frequency F+ becomes so high
that the applied fluctuations are dissipated before reaching the flap’s
trailing edge. Therefore, the excitation frequencymust be sufficiently
high to prevent flow separation from the surface between two
consecutive pulses (Hecklau et al., 2011). Previous studies
indicate that in cases where there is a separated flow with
reattachment to the surface, the most effective frequency range
shifts to higher values within the range of 3 < F+ < 4 in order to avoid
flow re-separation (Nishri and Wygnanski, 1998).

Raju et al. (2008) conducted a numerical simulation of the
NACA-4418 airfoil at a Reynolds number of 4 × 104 and an
angle of attack of 18°. In the absence of control, the flow over the
airfoil exhibits a separation bubble near the leading edge, leading to
stall. Under these conditions, the uncontrolled flow is characterized
by three natural frequencies: the shear layer frequency fsl, the
separation bubble frequency fsep, and the wake frequency fwake.
The simulation results indicate that applying synthetic jet
excitation near the frequency of oscillations caused by the
unsteady flow in the separation bubble fsep

+~ O (1) (based on
chord length) effectively reduces the size of the separation bubble
and improves the lift-to-drag ratio. However, employing a higher
excitation frequency, on the order of magnitude of the roll-up of
vortices in the shear layer fsl

+ ~ O (10) (based on chord length), for
controlling the separation is not beneficial. This is because in such
cases, the vortices in the shear layer merge into a larger vortex,

FIGURE 9
Variation of the lift to pressure drag ratio with F+, uncontrolled
value shown as dashed line (Amitay et al., 2001).
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intensifying the separation phenomenon. The occurrence of
inefficient excitation at high frequencies, resulting from the
merging of Kelvin-Helmholtz vortices, has been observed by
Kotapati et al. (2010) in the context of flow over a flat plate with
an elliptical leading edge and a blunt trailing edge.

However, contrasting findings were reported by Amitay et al.
(2001) based on their experimental results. The results demonstrate
the presence of two distinct regimes of dimensionless frequency that
lead to an elevation in the lift to pressure drag ratio as shown in
Figure 9. The first regime occurs when the excitation frequency
equals with the frequency of large-scale vortex shedding in the wake
fwake, falling within the range of F+ ≤ 4. The second regime occurs
when the excitation frequency surpasses the frequency of vortex
shedding in the wake fwake by one or more orders of magnitude,
specifically within the range of F+ ≥ 10.

Glezer et al. (2005) demonstrated that excitation at low
frequencies within the range of the natural shedding frequency,
and excitation at high frequencies, at least an order of magnitude
higher than the frequency of natural instabilities, yield distinct
effects on the shear layer. The separated flow on the airfoil
before excitation is shown in Figures 12A. When the excitation
frequencies approach the natural vortex shedding frequency, the
separated shear layer undergoes deflection towards the surface. At
this time, a sequence of vortices can be observed that are advected

downstream along the airfoil surface. These vortices persist up to the
trailing edge of the airfoil, and their strength increases as they move
downstream due to the potential coupling between the excitation
frequency and the natural shedding frequency of the vortices in the
flow (Figures 10, 11, 12B–E) (Glezer et al., 2005; Abdolahipour,
2023; Zhang and Ravi, 2015).

On the other hand, at dimensionless frequencies at least an order
of magnitude higher than the natural frequency, the flow remains
completely attached to the airfoil surface, with no discernible
presence of large-scale coherent structures (Figures 12F) (Glezer
et al., 2005; Abdolahipour, 2023; Zhang and Ravi, 2015). Glezer et al.
(2005) have presented a different approach to controlling separation
on lifting surfaces through high-frequency actuation. This approach
underscores the fluidic modification of the aerodynamic shape of the
surface, with the objective of altering the streamwise pressure
gradient to achieve either partial or complete elimination of flow
separation. Actuation is achieved through the establishment of an
interaction domain between the actuation jet and the crossflow
upstream of the separation, which can be viewed as a virtual
alteration in surface shape. In this technique, the characteristic
wavelength of excitation is at least an order of magnitude smaller
than the corresponding length scale in the flow. Moreover, the
excitation frequency is sufficiently high to ensure that the interaction
between the excitation and the crossflow remains essentially time-

FIGURE 10
Evolutions of phase-averaged streamlines and Q criteria for excitation case with F+ = 0.5. The vertical dotted line shows the location of the actuator
(Zhang and Ravi, 2015).
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invariant on the global timescale of the flow. Overall, various
experiments have demonstrated flow reattachment in stall
conditions and improved airfoil performance for excitation
frequencies at both the scale of F+ = O (1) and the larger scale of
F+ = O (10) (Feero et al., 2015; Glezer, 2011).

Further investigation into the various aspects of these two
control approaches in the flow field has revealed that low-
frequency excitation induces separated shear-layer flow
oscillations. These flow oscillations establish a robust coupling
with the wake, resulting in significant oscillations of the
separation point during each excitation cycle. Consequently,
these oscillations give rise to unstable aerodynamic forces. On
the other hand, when the excitation frequency reaches a
sufficiently high level, a small interaction region forms upstream
of the separation region, causing displacement of the passing flow.
These alterations create a favorable local pressure gradient, leading
to the formation of a thinner and more stable boundary layer
downstream of the interaction region. Ultimately, these
modifications result in a significant delay in flow separation. As
depicted in Figure 13, low-frequency excitation results in significant
fluctuations in circulation, consequently causing fluctuations in
aerodynamic forces. Conversely, when high-frequency excitation
is applied, circulation undergoes a brief transition period before
reaching a quasi-steady state. Consequently, the aerodynamic forces
generated in this state exhibit relatively time invariant

(Abdolahipour, 2023). These findings highlight a fundamental
distinction between low-frequency and high-frequency excitation
approaches. In the case of high-frequency excitation, the excitation
becomes decoupled from the unsteady frequencies of the base flow.
As a result, the resulting aerodynamic forces remain practically time
invariant on a scale that is comparable to the characteristic timescale
of the base flow, and overall flow fluctuations are attenuated, and
possibly even damped.

In recent research (Abdolahipour et al., 2022a; Abdolahipour
et al., 2022b; Abdolahipour et al., 2021), a novel method has been
employed to take advantage of the benefits of both low and high
excitation frequencies using a vortex generator jet actuator (VGJ).
This method involves modifying the waveform of the excitation
signal through the introduction of burst modulation. In the
literature, burst modulation of an actuator signal refers to the
controlled switching on and off of the actuator for predetermined
periods. In this study, the burst modulated signal is achieved by
combining two square-wave signals: a high-frequency square-wave
containing the base frequency fc and a low-frequency square-wave
containing the burst frequency fm, called carrier signal and
modulating signal, respectively. Figure 14 illustrates the schematic
representation of the signal burst modulation. This combination
enables the incorporation of both high and low excitation
frequencies within a single actuator driving signal. For instance,
it becomes possible to simultaneously set the frequency of flow shear

FIGURE 11
Evolutions of phase-averaged streamlines and Q criteria for excitation case with F+ = 4. The vertical dotted line shows the location of the actuator
(Zhang and Ravi, 2015).
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FIGURE 12
Visualization of the phase averaged flow on the airfoil surface at the angle of attack of 15°: (A) basic model and controlled model with dimensionless
frequency F+ = (B) 0.7, (C) 1.1, (D) 2.05, (E) 3.3, and (F) 10 (Glezer et al., 2005).

FIGURE 13
The increase in phase-averaged circulation under the influence of excitation by the control actuator with the excitation frequency a) F+ = 0.24 b) F+ =
2.5 (Time is dimensionless based on the period of THFact. The arrows show the time when the actuator is turned on and off) (Glezer et al., 2005).
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layer instability, wake instability, or a frequency at least an order of
magnitude larger within one excitation signal. In the context of flow
control, both high and low frequencies can approximately
correspond to the first-subharmonic, harmonic, and first-
superharmonic of the natural vortex shedding frequency in the
uncontrolled flow.

A noteworthy attribute of this signal modulation method for the
generation of modulated pulse jet MPJ is its capacity to reduce air
consumption by approximately 50% in comparison to a simple
pulsed jet SPJ over a specific portion of the flow control period, while
still producing equivalent or even greater control benefits, as
illustrated in Figure 15.

The optimal excitation frequency is also influenced by the
excitation location. The location of the excitation itself is a
crucial parameter in designing an active flow separation control
system. Previous research has generally indicated that excitation is
most effective when the actuator location is positioned upstream of
the separation point. However, there is no specific recommendation
for the most effective actuator location. The findings of Amitay and
Glezer (2002b) highlight the complexity of the problem when the
excitation frequency is introduced as a variable. They used a special
configuration that allowed the azimuthal position of the jet to be
continuously changed relative to the airfoil chord. Their results
demonstrate that if the actuator is positioned at the highest possible
location on the airfoil, the excitation applied at the dimensionless
frequencies of F+ = 3.3 and 10, equivalent to the excitation frequency
f = 246 and 740 Hz, has no measurable impact on the pressure
distribution on the airfoil and does not prevent separation.
Conversely, under the same conditions, excitation at the
dimensionless frequency of F+ = 0.95, equivalent to the frequency
f = 71 Hz, leads to flow reattachment and the formation of a
separation bubble on the airfoil surface. By changing the location
of actuation to x/c = 0.011, the dimensionless frequencies of F+ =
3.3 and 10 result in a partial reattachment. Actuation with F+ =
0.95 at this particular location results in a significant increase in
suction pressure followed by complete reattachment of the flow.

Amitay and Glezer (2002b) have highlighted the significant
impact that different excitation methods can have on the results
obtained. For instance, when fe ≤ 300 Hz, internally mounted
acoustic speakers were employed to generate uniform jets in the
span direction. However, for fe ≥ 300 Hz, the performance of

FIGURE 14
Schematic of the signal burst modulation (Abdolahipour
et al., 2022b).

FIGURE 15
Pressure distribution on the flap surface with SPJ and MPJ
actuation at AOA = 10° (Abdolahipour et al., 2022a).
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these speakers diminishes, both in the presence and absence of
cross flow. In fact, in the presence of crossflow, the jet velocity
decreases by over 80%, leading to a substantial reduction in the
overall efficiency of the control system. Consequently, for high
frequencies fe ≥ 300 Hz, a flow injection actuator with a small
cavity was utilized.

2.3 Threshold variation of momentum
coefficient and aerodynamic efficiency with
excitation frequency and location

The remaining question pertains to how the threshold
coefficient of momentum and aerodynamic efficiency, in terms of
both lift and drag, are influenced by excitation frequency and relative
slot location. To address this inquiry, a novel experimental study
(Feero et al., 2017) was conducted. The research focused on
investigating post-stall separated flow reattachment on a NACA
0025 airfoil at Re = 1 × 105 and an angle of attack of 12° using
synthetic jet flow control. One of the objectives of this study was to
examine the impact of control parameters, specifically the
momentum coefficient and excitation frequency, with varying
values of F+ = 1, 2, 14, and 58, on the wing’s aerodynamic
performance. The findings indicate that excitation at the
frequency corresponding to wake instabilities fwake yields the
greatest lift increase, while excitation at frequencies of a higher
order of magnitude within the separated shear layer instabilities
range fsl results in maximum drag reduction. Consequently, an
excitation frequency of F+ = 1 (f+wake) is more suitable when

seeking lift enhancement, whereas F+ = 14 (f+sl) is more
appropriate for achieving the maximum lift-to-drag ratio.
Furthermore, an increase in the blowing ratio or momentum
coefficient positively impacts both lift and drag coefficients across
all frequencies, up to a certain saturation value. This saturation value
is dependent on the excitation frequency F+ and the location of the
actuator (Feero et al., 2017).

As depicted in Figure 16, the number of structures during one
cycle exhibits an increase with F+ up to a certain threshold. To
achieve a greater number of vortices within a spatial domain, the
size of the structures needs to be reduced, which can be
accomplished by reducing the injection time. At F+ = 1, it is
evident that a single vortex moves downstream and away from
the surface throughout one pulsed excitation cycle. During a
portion of the pulse cycle, two such vortices are present on the
airfoil surface. In contrast, at F+ = 6, a larger number of relatively
smaller vortices that remain in closer proximity to the airfoil
surface are observed. This reduction in vortex size and their path
along the airfoil surface leads to a narrower wake and
consequently less drag as shown in Figure 17.

In a study conducted by Feero et al. (2015), the impact of
excitation frequency and momentum coefficient on reattachment
and subsequent drag reduction was investigated using synthetic jet
actuation. Here, the dimensionless frequency expressed as a Strouhal
number St = fc/U∞, where f is the frequency of excitation and c is the
chord length. Figure 18A presents a comparison of the drag
coefficient CD changes with the momentum coefficient Cμ for
three excitation frequencies. At a dimensionless modulation
frequency of Stm = 0.84, an initial increase in drag coefficient is
observed due to the vortex shedding at the scale of the dominant
separated wake frequency. By increasing the momentum coefficient
to 0.12%, the threshold momentum coefficient required for
reattachment is reached at the excitation mode of Stm = 0.84,
resulting in a 30% reduction in the drag coefficient. For Ste = 58,
a threshold value of Cμ was reached at 0.34%, resulting in a

FIGURE 16
The streamlines and Q-criterion for the actuated case at AOA =
16° and at time instant t/T = 0.45 of one actuation cycle (A) F+ = 1, (B)
F+ = 6 (Abdolahipour, 2023).

FIGURE 17
Variation of time-averaged aerodynamic forces for different
actuation frequencies at AOA = 16° (Abdolahipour, 2023).
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narrowing and downward shift of the wake, accompanied by a
decrease in CD of approximately 45%. These changes corresponded
to the steady reattachment of the boundary layer to the airfoil
surface. At Cμ = 0.34%, all three excitation frequencies yield the
lowest drag coefficient CD. For a high momentum coefficient Cμ, the
excitation at dimensionless frequency Ste = 58 performs slightly
better. Notably, the results indicate that the momentum coefficient
Cμ required for maximum drag reduction is independent of the

excitation frequency. One potential explanation for the observed
common maximum drag reduction for all excitation frequencis may
be inferred from the unsteady blowing ratio Uj/U∞, as illustrated in
Figure 18B. The maximum drag reduction occurs at approximately
Uj/U∞ = 1, and increasing Uj beyond U∞ initially leads to a small
increase in drag coefficient CD. These findings highlight that while
flow reattachment primarily depends on reaching the threshold
momentum coefficient Cμ, the blowing ratio can also play a
significant role in achieving maximum drag reduction. In this
study, it was observed that low-frequency excitation yields a
lower threshold blowing ratio compared to high-frequency
excitation. Specifically, excitation in shear layer instabilities
(Stm = 9.9) requires the lowest threshold blowing ratio for flow
reattachment and drag reduction.

Figure 19 illustrates the effect of frequency and momentum
coefficient of pulsed excitation on the lift coefficient of a NACA
0015 airfoil. The experiment involved applying pulsed excitation at
the leading edge of the airfoil under post-stall conditions (AOA =
16°) at Reynolds numbers Re ≤ 6 × 105. At a momentum coefficient
of Cμ = 0.2%, it appears that high-frequency excitation within the
range of 2 ≤ F+ ≤ 11 has minimal effect on the lift coefficient. The
peak effectiveness is within the range of 0.5 ≤ F+ ≤ 1. As expected, at
a higher momentum coefficient of Cμ = 1.2%, the effective frequency
range expands to approximately 0.5 ≤ F+ ≤ 3. This is due to the
reduction in hysteresis at the most effective dimensionless frequency
F+, which helps to prevent separation and promote flow
reattachment (Seifert and Pack, 1999). Furthermore, it is
important to highlight that even with six times more momentum
input, there was no significant increase in the lift coefficient at the
most effective dimensionless frequency F+.

Table 1 presents a summary of the optimum controlling factors
or parameters and the most significant airfoil performance
improvements relative to the baseline, taking into account the
airfoil type and Reynolds number. Additionally, a summary of
selected experimental and numerical investigations dealing with
active separation control applied to an airfoil model using
instability exploitation, is presented in Table 2. This table

FIGURE 18
Drag coefficient as a function of (A)momentum coefficient Cμ (B)Uj/U∞ for dimensionless frequency Ste = 58 (○), Stm = 9.9 (◇), Stm = 0.84 (□) (Feero
et al., 2015)

FIGURE 19
The effect of dimensionless frequency with different momentum
coefficients on post-stall lift (Greenblatt et al., 1999).
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summarizes the frequencies associated with the instabilities present
in the uncontrolled flow, fsl and fwake, were determined by flow
characteristic measurements in the separated shear layer and wake.
In these investigations, both high and low excitation frequencies
approximately correspond to the subharmonic, harmonic, and
superharmonic of the natural instabilities frequencies in the

uncontrolled flow. All authors report a beneficial effect of the
control approach, but the magnitude of the benefit varies
considerably between studies. Values marked (*) were calculated
based on the provided context.

The data presented in Tables 1, 2 indicate that the dimensionless
frequency range of 0.8 ≤ F+ ≤ 2 is identified as the optimal frequency

TABLE 1 Representative summary of experimental and numerical investigations on active separation control by unsteady excitation.

Author Model Re
(×105)

Actuator
Type

Cμ (%) F+ (Base
on chord
Length

Enhancement
relative to
baseline (%)

Location
x/c (%)

Description

Zaman 1987
(Zaman et al., 1987)

LRN-(1)-1007 0.4 Acoustic Amplitude =
104 dB

6.5* (376 Hz) CLmax: 16 Floor of the
Test Section

AOA = 18° at
Post-Stall

Seifert 1996 (Seifert
et al., 1996)

Flapped NACA
0015

3 Continuous +
Pulsed Jet

at Flap Shoulder:
0.8+<0.8>

at Leading Edge:
3.2+<2.7>

2 CLmax: 64 at Flap
Shoulder: 75
at Leading
Edge: 0

Stall Delay from
12° to 14°

CLmax: 64 Stall Delay from
12° to 20°

Greenblatt
1999 (Greenblatt

et al., 1999)

Flapped NACA
0015

3 Periodic
Excitation

0.3 0.3 CL: 53 Flap Slot Flap Deflection
Angle = 35°

Greenblatt
2003 (Greenblatt
and Wygnanski,

2003)

NACA 0012 2.4 Periodic
Excitation

0.09 1.5 CLmax: 3 5 Single Slot

1.8 1.5 CLmax: 25

Darabi 2004 (Darabi
and Wyganski,

2004)

Flat Surface as a
Highly

Deflected Flap

1.24 Acoustic 0.08 1.5 Minimum
Reattachment Time

τr,min = 16

Behind the Flat
Surface

Deflection Angle
α = 6°

Duvigneau 2006
(Duvigneau and
Visonneau, 2006)

NACA 0015 8.96 SJA 3.8*
(Ujet/U∞ = 1.72)

0.85 CLmax: 52 12 Stall Delay from
16° to 22°

You 2008 (You and
Moin, 2008)

NACA 0015 8.96 SJA 1.23
(Ujet/U∞ = 2.14)

1.284
(120 Hz)

CLmax: 70
CD: -15 up to -18

12 AOA = 16.6°

Tuck 2008 (Tuck
and Soria, 2008)

NACA 0015 0.3 SJA 0.14
(Ujet, rms/
U∞ = 0.65)

1.3 CLmax: 34 Leading Edge Stall Delay from
10° to 18°

Scholz
2009 (Scholz et al.,

2009)

Flapped
DLR-F15

20 VGJ 1.28 1.2 CLmax: 5 1 Flap Deflection
Angle = 45°

Casper 2011
(Casper et al., 2011)

Flapped
DLR-F15

42 VGJ 0.79 1.62*
(100 Hz)

CLmax: 4 1 at Pressure
Side

Flap Deflection
Angle = 45°

92 0.53 2* (100 Hz) CLmax: 3

Hecklau 2011
(Hecklau et al.,

2011)

Compressor
Cascade Blade

8.4 Continuous +
Pulsed Jet

0.93 + 0.9 0.43 (40 Hz) Pressure loss: -13 Continuous
Blowing:10
Pulsed

Blowing: 66.5

Duty Cycle = 50%

0.93 + 1.1 1.28 (120 Hz)

Taleghani 2012
(Taleghani et al.,

2012)

NLF 0414 7.5 DBD Plasma 1.8 (100 Hz) CLmax: 17% 2, 32 and 62 AOA = 18° at
Post-Stall

Zhang 2015 (Zhang
and Ravi, 2015)

NACA 0018 0.1 SJA 0.0213 1 CLmax: 210.76
CL/CD: 231.07

13 AOA = 10°

Yarusevych 2017
(Yarusevych and
Kotsonis, 2017)

NACA 0012 1.3 DBD Plasma 2.1 × 10−4

(Forcing
Amplitude Vpp =

3.5 kV)

6 Bubble Length: -40 60 AOA = 2°

Abdolahipour 2023
(Abdolahipour,

2023)

NASA SC(2)-
0714

10 Pulsed Jet 0.082 1 (167 Hz) CLmax: 12
CL/CD: 28.62

25 AOA = 16°
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for enhancing aerodynamic efficiency in 76% of the research studies
detailed in these tables. The analysis of the data presented in Table 2
reveals that employing an excitation frequency proximate to the
wake instabilities frequency fwake demonstrates enhanced

effectiveness in lift improvement. Conversely, utilizing an
excitation frequency near the frequencies within the range of
separated shear layer instabilities fsl leads to drag reduction and
the optimization of the lift-to-drag ratio. Furthermore, elevating the

TABLE 2 Representative summary of experimental and numerical investigations on active separation control by unsteady excitation using instability
exploitation.

Author Model Re
(×105)

Actuator
Type

Cμ (%) F+ (Base
on

chord
Length)

Instability
frequency

in
Base flow

Enhancement
relative to
baseline (%)

Location
x/c (%)

Description

Wu 1991 (Wu
et al., 1991)

NACA 0012 5 Periodic
Excitation

2.5 0.5 fwake fwake CLmax: 73.2
CL/CDp: 49.2

Near Leading
Edge

AOA = 25°

Chang 1992
(Chang et al.,

1992)

NACA
633-018

3 Acoustic Amplitude
110 dB

4 (200 Hz) fsl = 250 Hz
f+sl = 5

CLmax: 18* 1.25

Smith 1998
(Smith et al.,

1998)

NACA
Symmetric
Airfoil-

Cylindrical
Leading
Edge

3 SJA 0.17 10.16*
(720 Hz)

fwake = 75 Hz CL/CDp = 12 at
AOA = 5° relative to

CL.base = 0

Near Leading
Edge

Cp Improvement

Amitay 2001,
2002 (Amitay
and Glezer,

2002a; Amitay
and Glezer,

2002b; Amitay
et al., 2001;
Amitay and
Glezer, 2006)

NACA
Symmetric
Airfoil-

Cylindrical
Leading
Edge

3.1 up
to 7.25

SJA 0.35 0.95, 2.05,
3.4, 10, 14.7,
20 (71, 148,
246, 740,
1088,

1480 Hz)

f+wake = 0.7 CL: up to100
CDp: up to −45
CL/CDp: 233

Near Leading
Edge

For F+ = 10, 14.7,
20, the CL/CDp

Is Much Larger
and Invariant
With the
Actuation
Frequency

Raju 2008 (Raju
et al., 2008)

NACA 4418 0.4 SJA 1.2 × 10-2

–1.9 × 10−2

(Ujet/
U∞ = 0.1)

1 f +
wake = 1 CLmax: 10

CL/CDp: 52
Cd: -28

2.4 AOA = 18°

2 f +
sl ≈2 CLmax: 1

CL/CDp: 64
CD: -39

Feero, 2015
(Feero et al.,

2015)

NACA 0025 1 SJA 0.34
(Ujet/

U∞ = 1)

F+ = 58
(970 Hz)
F+ = 0.84
(14 Hz)
F+ = 9.9

f+wake = 0.84
(fwake = 14 Hz)

f+sl = 9.9

CD: -45 19 AOA = 10°

Feero, 2017
(Feero et al.,

2017)

NACA 0025 1 SJA Ujet/
U∞ = 0.8

F+ = 1 f+wake = 1 CL/CLbase: 410 (xjet-
xseparation)/
c = −4.3

AOA = 12°

Ujet/
U∞ = 1

F+ = 14 f+sl = 10-26 CL/CD: 1280

Abdolahipour
2022

(Abdolahipour
et al., 2022b)

Flapped
NASA

SC(2)-0714

10 VGJ
Simple

Pulsed Jet

0.082 0.29 (40 Hz) fwake = 40 Hz
fsl = 400 Hz

CLmax: 11 (CL/
CD)AOA=20°:12

(CL/CD)AOA=0°: 24.5

x/cflap = 0.4 AOA = 20°

F+ Range =
0.3–1.8

VGJ
Modulated
Pulse Jet

F+m = 0.29
(40 Hz) and
F+c = 1.8
(250 Hz)

CLmax: 12.6 (CL/
CD)AOA=20°:16

(CL/CD)AOA=0°:39.5

Abdolahipour
2022

(Abdolahipour
et al., 2022a)

Flapped
NASA

SC(2)-0714

10 VGJ
Simple

Pulsed Jet

0.082 7.2
(1000 Hz)

and
2.88

(400 Hz)

f +
wake = 0.29

(fwake = 40 Hz)
f+sl = 2.88 (fsl =

400 Hz)

Flap Suction Peak Cp
Increase: 48

x/cflap = 0.4 AOA = 20°

F+ Range =
0.3–7.2

VGJ
Modulated
Pulse Jet

F+m = 0.29,
F+c = 7.2and
F+m = 0.29,
F+c = 2.88

Flap Suction Peak Cp
Increase: 53
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blowing ratio or momentum coefficient exerts a beneficial impact on
both lift and drag coefficients across all frequencies, up to a defined
saturation threshold.

3 Conclusion

The review presented in this paper outlined the effect of two
crucial parameters in separation control by means of unsteady
excitation. Among different methods, the application of unsteady
excitation locally at the lifting surfaces has demonstrated the
most potential as an efficient and practical means of separation
control. Reviewing the literature reveals that the utilization of
unsteady excitation to control flow separation is of significant
interest across various applications. In this paper, an attempt was
made to identify the optimal ranges of momentum coefficient and
excitation frequency for achieving flow reattachment and
separation delay in a shear layer flow on the lifting surfaces by
means of different unsteady excitation techniques such as pulsed
jets, synthetic jets, plasma, and acoustic actuators. It is important
to note that the determination of the effective or optimal
excitation frequency is case-dependent and relies on factors
such as the actuation location, geometry of lifting surfaces,
angle of attack and other freestream flow parameters.
Therefore, the selection of the appropriate excitation
frequency should be based on a thorough understanding of
the uncontrolled flow physics in each specific case.

The research findings indicate that, elevating the amplitude or
momentum coefficient of actuation exerts a beneficial impact on the
aerodynamic characteristics of lifting surfaces across all frequencies,
up to a defined saturation threshold. However, for flow reattachment
and separation delay, there exists a saturation point where the
benefits of flow control become limited once a specific
momentum coefficient is reached. In other words, once a
threshold momentum coefficient is achieved, further increases in
momentum input have minimal impact on the attached flow.

Regarding excitation frequency, the literature primarily
focuses on two distinct frequency bands. The first band
corresponds to the dominant natural shedding frequencies,
while the second band encompasses frequencies at least an
order of magnitude higher than the natural instabilities
frequencies. Several studies have shown that excitation at a
dimensionless frequency in the range of F+ = 1 has a positive
effect on reducing flow separation and increasing lift. However,
recent studies have contradicted this finding by suggesting that
dimensionless frequencies an order of magnitude higher than the
natural shedding frequency yield better results. One noteworthy
discovery in these studies is the fundamental distinction between
low-frequency and high-frequency actuation approaches. Low-
frequency actuation induces pronounced oscillations in the
aerodynamic forces on lifting surfaces, whereas high-frequency
actuation generates time-invariant aerodynamic forces. In fact,
actuating at high frequencies has been discovered to result in a
more stable flow reattachment and produce better aerodynamic
properties when compared to using low-frequency control
methods. Recently, the excitation frequency modulation
technique has emerged as a means to take advantage of both
high and low excitation frequencies. A notable feature of the

signal modulation was that this method can reduce the air
consumption by half the amount consumed by a simple
pulsed jet over a certain part of the flow control period,
producing the same amount of control benefits or even more.

In this context, new research horizons are suggested for future
research. The present review paper primarily focuses on studies that
mainly consider the optimization of one parameter such as the
efficiency of flow separation control, and lift enhancement.
However, future investigations could consider multi-objective
optimization, taking into account all performance metrics such as
drag reduction, lift enhancement, and energy consumption. This
approach would provide a more comprehensive understanding of
the trade-offs and potential synergies between different control
parameters, leading to more efficient and practical flow
separation control strategies.

While the present review paper examines both experimental and
numerical studies, future research could focus on conducting more
extensive experimental investigations to validate the findings and
explore practical applications. The experiments on scaled models or
full-scale prototypes can provide valuable insights into the
effectiveness of different excitation frequencies and momentum
coefficients in flow separation control techniques, facilitating
their implementation in practical engineering applications. While
the current review paper examines periodic excitation and
momentum injection as active flow control techniques such as
synthetic jets, pulsed jets, and plasma actuators, future
investigations could explore the effectiveness of other control
strategies, such as sweeping jet actuators or adaptive control
algorithms. Comparing the performance of these strategies can
help identify more efficient and reliable approaches for
separation control. In addition to excitation frequency and
momentum coefficient, the surface characteristics of lifting
surfaces can also play a crucial role in flow separation control.
Future research could focus on studying the effects of surface
modifications, such as compliant coatings, on the efficiency of
unsteady flow separation control. Understanding how these
surface modifications interact with excitation frequency and
momentum coefficient can provide valuable insights into
optimizing flow control techniques.
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