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Surrounded by multiple objects and events, receiving multi-
sensory stimulation, our brain must sort through relevant and
irrelevant multimodal signals to correctly decode and represent
the information from the same and different objects and, respec-
tively, events in the physical world. Over the last two decades,
scientific interest has increased dramatically in how we integrate
multisensory information and how we interact with a multisen-
sory world, as evidenced by exponential growth of the relevant
studies using behavioral and/or neuro-scientific approaches.

The Special Issue topic of “Multisensory perception and
action: psychophysics, neural mechanisms, and applications”
emerged from a scientific meeting dedicated to these issues: the
Munich Multisensory Perception Symposium held in Holzhausen
am Ammersee, Germany (June 24–26, 2011). This volume, which
collects research articles contributed by attendees of the sympo-
sium as well as the wider community, is organized into three
interrelated sections:

(I) Development, learning, and decision making in multisen-
sory perception

(II) Multisensory timing and sensorimotor temporal integra-
tion

(III) Electrophysiological and neuro-imaging analyses of mul-
tisensory perception

DEVELOPMENT, LEARNING, AND DECISION-MAKING IN
MULTISENSORY PERCEPTION
Many multisensory studies, ranging from spatial (e.g., Ernst and
Banks, 2002; Alais and Burr, 2004) to temporal integration (e.g.,
Burr et al., 2009; Chen et al., 2010; Shi et al., 2013b), reveal that
our brain combines multisensory signals if they are closely rele-
vant to the task, in order to boost overall performance. Senses,
however, are not the only source for decision-making. Prior,
contextual, and symbolic cues can also contribute as an extra
source of information to improve performance (Jazayeri and
Shadlen, 2010; Petzschner and Glasauer, 2011; for a review, see
Shi et al., 2013a). Accordingly, Petzschner et al. (2012) set out to
examine how auxiliary contextual cues, such as symbolic “short”
and “long” cues, are used optimally in a distance production-
reproduction task. Their findings indicate that humans are capa-
ble of using symbolic cues for final estimates, even though the
mapping of the symbolic cue onto the stimulus dimension has to
be learned during the experiment.

With respect to learning, one prominent question in multisen-
sory integration concerns when and how we acquire the capacity
to optimally integrate multisensory cues. Some recent studies
suggest that this capacity is not present at birth, but rather devel-
ops after about 8 years of age (e.g., Gori et al., 2008). Gori et al.
(2012) expanded this line of research by examining audio-visual
temporal and spatial bisection tasks in young children, finding
that young children exhibit strong unisensory dominance over
multisensory integration of audiovisual signals, with audition
dominating audiovisual time perception and vision dominating
space perception. Both dominance effects reflect a process of
cross-sensory calibration of developing systems, where the more
accurate sense calibrates or teaches the other, rather than fusing
with it. In another study, Wismeijer et al. (2012) showed that our
brain also exhibits remarkable ability to learn cue-associations,
such as an arbitrary association of visual gloss and touch soft-
ness, and use the learned associate-cues for judgments—with
learning being more efficient from touch-to-vision than from
vision-to-touch, which is in line with earlier evidence of touch
teaching vision for size discrimination in young children (Gori
et al., 2008).

Multisensory signals, compared to separate unisensory sig-
nals, not only enhance overall performance, but also facilitate the
speed of responses. Based on their previously developed frame-
work of the time-window-of-integration (TWIN), Colonius and
Diederich (2012) provided further qualitative and quantitative
predictions of the TWIN model regarding how the probabil-
ity of multisensory integration would affect response facilitation
differently in the crossmodal-signals and the focused-attention
paradigm. In the reverse direction Hong et al. (2012) exam-
ined response impairments arising from conflicting crossmodal
stimuli or configurations that engender multisensory illusions, in
particular, the hand-reversal illusion.

MULTISENSORY TIMING AND SENSORIMOTOR TEMPORAL
INTEGRATION
Time perception is susceptible to a wide range of factors (Shi
et al., 2013a), in particular with multisensory inputs. A num-
ber of authors examining this set of issues have attempted to pin
down key factors in multisensory timing. With regard to the per-
ception of multisensory durations, Shi et al. (2012) showed that
high-arousal affective pictures have differential impacts on subse-
quent tactile duration judgments, with pictures that evoke threat
meanings expanding subjective duration, whereas pictures that
evoke disgust meanings exhibiting no effects on tactile temporal
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judgments—indicative of the importance of crossmodal connec-
tions in the processing of multisensory timing. Ganzenmüller
et al. (2012) further demonstrated that delayed onset of auditory
signals generated by participants’ manual button press immedi-
ately lengthens the reproduced duration, whereas offset delays
did not—showing that multisensory timing relies differentially
on sensory and motor signals in duration reproduction. Using
apparent motion as an implicit measure of perceived duration,
Zhang et al. (2012) reported another differential adaptation effect
in multisensory timing: adaptation to a short auditory or visual
interval resulting in a consistent negative aftereffect for Ternus
apparent motion, whereas adaptation to a long interval yielded
an aftereffect only for the auditory, and not the visual, condition.

Similar to multisensory duration, multisensory temporal-
order processing is also influenced by many factors. For example,
to identify key physical changes associated with the articula-
tion of consonants and vowels that may influence the temporal
integration window for audiovisual speech, Vatakis et al. (2012)
examined the perception of audiovisual synchrony using video
clips uttered by different speakers with differential audiovisual
signal saliencies (with auditory saliency measured by a combina-
tion of three acoustic features: instantaneous energy of the most
active filter, instantaneous amplitude, and frequency of the dom-
inant filter’s output; and visual saliency computed by intensity,
color, and motion). They found that the (degree of) saliency
of visual-speech signals can modulate the lead of visual over
auditory signals that is necessary for them to be perceived as
simultaneous, the lead typically found in audiovisual speech per-
ception. These findings thus support the “information reliability
hypothesis,” on which the perception of a multisensory feature is
dominated by the modality that provides the most reliable infor-
mation (Welch and Warren, 1980; Ernst et al., 2004). Similarly,
Hendrich et al. (2012) found that not only stimuli features, but
also task requirements, such as dual tasks, could affect audio-
visual temporal-order judgments, arguing that the influence of
dual tasks on crossmodal temporal processing is mainly on the
perceptual, rather than the response-selection, stage.

ELECTROPHYSIOLOGICAL AND NEURO-IMAGING ANALYSES
OF MULTISENSORY PERCEPTION
The neural mechanisms underlying integrative and interactive
functions are central to understanding multisensory perception.
Quite a number of studies concerned with these functions have
been designed to elucidate how information that comes from
different sensory modalities are processed and integrated in the
brain.

Several studies provide found evidence that multisensory sig-
nals are integrated at a very early stage. Naci et al. (2012), for
example, found that higher-order regions in anterior temporal
(AT) and inferior prefrontal cortex (IPC) performed audio-
visual integration 100 ms earlier than a sensory-driven region in
the posterior occipital (pO) cortex, suggesting the brain repre-
sents familiar and complex multisensory objects through early
interactivity between higher-order, and sensory-driven regions.
Stekelenburg and Vroomen (2012) also showed that spatial con-
gruity between auditory and visual signals modulates audiovi-
sual interactions reflected in early ERP components, namely,

the N1 and P2. Early integration may boost the saliency of the
multisensory signals, even when the multisensory signals are
irrelevant distractors, causing an attentional shift toward the mul-
tisensory distractor, as measured by steady-state visual evoked
potentials (SSVEP) in an audiovisual speech task (Krause et al.,
2012). Instead of using multisensory signals, Töllner et al. (2012)
presented separate auditory and visual signals in a dual-task
paradigm requiring both auditory and visual discriminations,
to investigate influences of task order predictability (TOP) and
inter-task onset asynchrony (SOA) on perceptual, and motor
processing stages, two stages indexed, respectively, by two EEG
components: the Posterior-Contralateral- Negativity (PCN) and
the Lateralized-Readiness-Potential (LRP). Töllner et al. found
TOP to interact with inter-task SOA in determining the speed
of perceptual processing, providing electrophysiological evidence
of central capacity limitations in the processing of auditory and
visual dual tasks.

Using functional MRI imaging techniques, two other stud-
ies examined brain regions involved in multisensory perception.
Noesselt et al. (2012) investigated the neural basis of the percep-
tion of synchrony/asynchrony for audiovisual speech stimuli, and
found a distinct pattern of modulations within the multisensory
superior temporal sulcus complex (mSTS-c): “auditory leading
(AL)” and “visual leading (VL) areas” lie closer to “synchrony
areas” than to each other, suggesting the presence of distinct sub-
regions within the human STS-c for the maintenance of temporal
relations for audiovisual speech stimuli, with differential func-
tional connectivity with prefrontal regions. Beer et al. (2013), on
the other hand, found bimodal presentation of audiovisual speech
and audiovisual movement stimuli, compared to unimodal stim-
ulation, engaged a temporal-occipital brain network including
the multisensory superior temporal sulcus (msSTS), the lateral
superior temporal gyrus (ISTG), and the extrastriate body area
(EBA). Moreover, brain areas involved in multisensory processing
showed little direct connectivity with primary sensory cortices;
rather these brain areas were connected to early sensory cortices
via intermediate nodes of the STS and the inferior occipital cortex
(IOC).

Taken together, this collection provides a broad-spectrum but
overall coherent addition to the rapidly growing field of mul-
tisensory perception and action. Of course, more work needs
to be carried out and many open questions and issues (some
of which are identified in the present collection) remain to be
addressed in order to achieve a full understanding the functions
and neural mechanisms of multisensory perception and action.
We would like to thank all the authors, the expert reviewers, and
the Frontiers staff for helping to make this Special Issue possi-
ble. We hope this collection can act as a catalyst for some of
the future work, and we look forward to further explorations of
multisensory perception and action.
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Judging the duration of emotional stimuli is known to be influenced by their valence and
arousal values. However, whether and how perceiving emotion in one modality affects
time perception in another modality is still unclear. To investigate this, we compared
the influence of different types of emotional pictures—a picture of threat, disgust, or a
neutral picture presented at the start of a trial—on temporal bisection judgments of the
duration of a subsequently presented vibrotactile stimulus. We found an overestimation of
tactile duration following exposure to pictures of threat, but not pictures of disgust (even
though these scored equally high on arousal), in a short-range temporal bisection task
(range 300/900 ms). Follow-up experiments revealed that this duration lengthening effect
was abolished when the range to be bisected was increased (1000/1900 ms). However,
duration overestimation was maintained in the short-range bisection task regardless of
whether the interval between the visual and tactile events was short or long. This pattern
is inconsistent with a general arousal interpretation of duration distortion and suggests
that crossmodal linkages in the processing of emotions and emotional regulation are two
main factors underlying the manifestation of crossmodal duration modulation.
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INTRODUCTION
Judgments of time intervals are often distorted by the emotional
state a person is in. For instance, when involved in an accident,
such as car crash, people often report that they felt the world slow
down. Although the phenomenon has been known for long, it has
only been sparsely examined (Lang et al., 1961; Hare, 1963), with
more systematic studies published only in recent years (Angrilli
et al., 1997; Droit-Volet et al., 2004; Droit-Volet and Gil, 2009).

The most simple and classical explanation of interval timing
is provided by the internal clock model (Treisman, 1963; Gibbon
et al., 1984; Zakay and Block, 1996). This model assumes an inter-
nal pacemaker that emits pulses at regular intervals, and a switch
that starts and stops the counting of pulses. The pulses recorded
by an accumulator represent the subjective time. Studies on emo-
tion and time have shown that emotion can influence the internal
pacemaker and/or the switch and strongly distort perceived dura-
tion (see review Droit-Volet et al., 2004). For example, Angrilli
and colleagues examined duration estimation for emotional pic-
tures, taken from the international affective picture system (IAPS)
(Lang et al., 2005), presented for 2, 4, or 6 s. They found that both
emotional valence and arousal were important factors in dura-
tion judgments. For high-arousal stimuli, negative pictures (e.g.,
mutilated bodies) were perceived as longer in duration compared
to positive pictures (e.g., erotic scenes). In contrast, for low-
arousal stimuli, duration of negative pictures was judged shorter
than that of positive pictures (Angrilli et al., 1997). Angrilli et al.
argued that two different mechanisms, one attentional and the
other emotional, play important roles in time judgment. Negative

events themselves engage more attentional resources (as also indi-
cated by lowered heart rates). As a result, less attention is devoted
to time processing and the negative events’ durations tend to
be underestimated. For high-arousal stimuli, so they argued, the
effect of attention is minimized, and an emotional mechanism
triggered by the pictures dominates the time estimation. Since
high-arousal negative pictures evoke a defense response (Bradley
et al., 2001), the duration of negative pictures is overestimated. By
contrast, positive pictures evoke an approach response and thus
their durations are underestimated. Similarly, other studies have
shown that angry faces were judged as longer than neutral faces
(Droit-Volet et al., 2004; Droit-Volet and Meck, 2007). It has been
argued that both anger and fear are arousing emotions (Phelps
and LeDoux, 2005), which increase the internal pacemaker rates,
leading to temporal overestimation. Besides the visual modality,
emotional modulation of time perception has also been found in
the auditory modality (Noulhiane et al., 2007). Emotional sounds
(e.g., a woman crying) were often judged as longer than neutral
ones; and negative sounds were perceived as longer than positive
ones (e.g., laughs).

Although there is now ample evidence of how emotion dis-
torts duration perception, most of the studies have focused on
unisensory modulation only. Given this, to date, there is still only
scant understanding of how emotion-induced from one sensory
modality influences time judgments in another modality. The
likely reason is that emotional effects are generally (and tacitly)
assumed to be amodal in nature i.e., emotional arousal or anxiety
exerts a general influence, not restricted to one sensory modality.
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This implicit assumption can be clearly seen in early crossmodal
duration studies. For example, Hare attempted to examine how
electrical shock influences auditory interval judgments (Hare,
1963). Auditory intervals were defined by two successive clicks.
In the shock condition, a moderately painful (tactile) shock was
delivered to participants’ fingers at the second click, to induce
general anxiety. Hare found that anxiety did indeed lead to a
greater overestimation of auditory intervals compared to the
baseline condition. However, recent crossmodal studies have pro-
vided evidence that each sensory system may possess its own clock
(see review Bueti, 2011) and time processing is distributed across
brain regions (Matell and Meck, 2004). The sensory-specific clock
model is supported by behavioral evidence, such as for modality-
specific pacemaker rates (Wearden et al., 1998; Penney et al., 2000;
Droit-Volet et al., 2007), as well as by neurophysiological evi-
dence, for example, for separate brain regions underlying visual
and auditory duration processing (Ghose and Maunsell, 2002;
Bueti et al., 2008; Bueti, 2011). Studies on non-emotional cross-
modal duration judgments have revealed rather complex and
inconclusive results (Walker and Scott, 1981; van Wassenhove
et al., 2008; Chen and Yeh, 2009; Chen et al., 2010, 2011; Shi
et al., 2010). For example, van Wassenhove et al. (2008) exam-
ined influences of visual (and, respectively, auditory) inputs on
duration judgments of auditory (visual) events using looming
and receding stimuli. They found the duration of auditory events
was lengthened or shortened by the presence of conflicting visual
information, while the perceived duration of visual events was
unaffected by auditory stimuli. However, other studies using static
stimuli or implicit measures have reported the opposite effect,
i.e., perceived visual duration was affected by auditory duration
(Chen and Yeh, 2009; Shi et al., 2010). Interestingly, in order to
explain the crossmodal duration interaction by looming stimuli,
van Wassenhove et al. (2008) suggested that salient, looming stim-
uli might be treated as “threat” signals (i.e., as having a negative
emotional valence), causing duration dilation within and across
modalities. Again, as concerns emotion, the influence of emo-
tion on duration judgments was implicitly assumed to reflect a
sense-independent arousal effect.

However, as suggested by recent discrete emotion theory (Izard
and Ackerman, 2000; Mikels et al., 2005), the arousal and valence
dimensions may not provide a complete description of emo-
tions. It is also conceivable that different types of emotion link
to different behavioral functions and sensory modalities. For
example, although both threat and disgust are categorized as
high-arousal negative-valence emotions, they activate different
processes. Threat activates our defensive system and biases motor
responses (Bradley et al., 2001). Given that a threatening or dan-
gerous event is most likely directed toward our body (e.g., the
sight of a snake attacking), an association between what we see
and what we feel in our body can be quickly established (Poliakoff
et al., 2007). This, in turn, may increase the tactile pacemaker
speed and/or shorten the latency of the switch. Disgust, by con-
trast, is more related to avoiding something detrimental to our
health or something tasting bad (Rozin and Fallon, 1987; Droit-
Volet and Gil, 2009). Given this, the linkage between the visual
and the tactile system by disgust events might not be as strong
as that by threat events. Consequently, visual disgust signals may

have only a relatively weak, if any, influence on the internal clock
of the tactile system.

Moreover, duration judgments may also be influenced by the
strength of perception-action associations. Research on duration
estimation of emotional faces has shown that angry or fearful
faces are often perceived as longer than neutral faces (Droit-Volet
et al., 2004; Effron et al., 2006). However, when participants in
such a study held a pen in their mouth to inhibit imitation of
emotional faces, the duration lengthening was abolished (Effron
et al., 2006). This finding suggests that perception-action associa-
tions are one of the critical factors causing changes of the internal
clock system. Crossmodal associations induced by emotional
stimuli might have a similar impact on time judgments.

To examine whether crossmodal emotional modulation of per-
ceived duration is a general arousal effect or an emotion-specific
effect, we compared modulations induced by three types of emo-
tional pictures (threat, disgust, and neutral) on subsequent judg-
ments of vibrotactile duration (Experiment 1). We chose threat
and disgust since both are categorized as high-arousal negative
emotions. If crossmodal emotional modulation reflected a gen-
eral arousal effect, both types of emotional picture would engen-
der similar distortions of tactile duration judgments. On the other
hand, images depicting threat or fear may have particularly strong
associations with the defensive system, compared to disgusting
images. As supported by studies on affective modulation of the
human startle blink (Balaban and Taussig, 1994; Stanley and
Knight, 2004), blink magnitude was significantly larger during the
presentation of frightening pictures compared to disgusting pic-
tures. Thus, an alternative prediction is that threatening pictures
would influence perceived duration by related sensory systems,
such as touch, more than disgusting pictures would.

To further investigate the mechanisms underlying crossmodal
emotional modulation of the internal clock system, we explored
effects of emotions by comparing their modulatory influences
between short and long tactile durations (Experiment 2) as well
as short and long inter-stimulus intervals (ISIs) between the
emotional picture and the vibrotactile stimulus (Experiment 3).
Analogous to unimodal studies, the rationale was to examine
whether the internal pacemaker rate or/and the switch latency
in the tactile modality are changed by emotional events from
visual modality. If the tactile pacemaker rate is impacted, one
would expect a slope effect (multiplicative effect) on short and
long duration judgments (Wearden, 1992, 2006), i.e., the cross-
modal emotional influence should be greater for long than for
short durations. By contrast, if emotion influences only the switch
latency, one would expect duration overestimation for both short
and long duration conditions. However, if processes of emotional
regulation supersede processes of activation during a late stage of
processing, one might fail to observe duration overestimation in
the long duration condition. Experiments 2 and 3 were designed
to examine for these effect patterns.

MATERIALS AND METHODS
PARTICIPANTS
Fourteen (six female; mean age 28), 15 (10 female; mean age
25), and 16 volunteers (10 female; mean age 25) took part
in Experiments 1, 2, and 3, respectively. All participants had
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normal or corrected-to-normal vision, and none reported any
somatosensory disorder. Written informed consent was obtained
before the experiments.

MATERIALS
The experiments took place in a sound-isolated cabin, which
was dimly lit with an ambient luminance of 0.76 cd/m2. Visual
stimuli were presented on a 21 inch Sony CRT monitor with a
refresh rate of 100 Hz. The viewing distance was kept constant at
57 cm using a chin-rest. Tactile vibration (250 Hz) was produced
by an AEC TACTAID VBW32 vibrator (Audiological Engineering
Corporation; Vibrating surface 1.6 × 2.4 cm), which was fixed to
the index finger of the participant’s right hand. The participant
was asked to place her/his right hand, behind a short black cur-
tain, on the table in front of her/him; the curtain ensured that
the participant could not see her/his hand, while she/he had a
free view of the display screen. Visual and tactile stimuli presenta-
tion was controlled by a Matlab program using the Psychophysics
Toolbox (Brainard, 1997).

Three types of pictures were selected from the IAPS (Lang
et al., 2005): threatening pictures evoking high-arousal (such as
a snake, shark, etc.); disgusting pictures also classed as high on
arousal (such as a burn victim, mutilation); and neutral pictures
rated “neutral” in both valence and arousal. For Experiment 1,
we used five pictures of disgust (mean valence 1.69; mean arousal
6.90), five pictures of threat (mean valence 3.28; mean arousal
6.73), and 10 neutral pictures (mean valence 4.82; mean arousal
2.47). For Experiments 2 and 3, we selected 10 threatening and
20 neutral pictures. Pictures were then evenly divided into two
groups, each containing five attacking (mean valence 3.3; mean
arousal 6.7) and 10 neutral pictures (mean valence 4.9; mean
arousal 2.7); these were assigned randomly to one or the other of
two test sessions (see details in Procedure section). Descriptions
and IAPS numbers of the pictures are given in Table A1.

PROCEDURE
We used a temporal bisection task in all experiments. Participants
were first trained with two anchor tactile durations: a short vibra-
tion (S) and a long vibration (L). Then, in the subsequent test
sessions, several probe durations between S and L were presented
to participants, who had to indicate whether the probe duration
was closer to S or to L. In Experiments 1 and 3, S and L dura-
tions were 300 and 900 ms and the probe durations were 400,
500, 600, 700, and 800 ms, respectively. In Experiment 2, there
were two different ranges of temporal bisection tasks: 300/900 ms
and 1000/1900 ms. For the range of 300/900 ms, S, L, and probe
durations were the same as in Experiment 1. For the range of
1000/1900 ms, S and L durations were 1000 and 1900 ms and
the probe durations were 1150, 1300, 1450, 1600, and 1750 ms,
respectively.

In the training session, an experimenter sat beside the par-
ticipant to make sure that her/his anchor discrimination perfor-
mance reached perfect level. Then, the experimenter left the cabin
and the test session started. In the test session, a trial started with
a “go” display which contained a central blue fixation dot (sub-
tending 0.3◦ of visual angle) and the blue word “Ready!” just
above fixation on a gray background. After the participant pressed

a button, the “go” display disappeared and a blank display was
shown randomly for 300–800 ms. Then a picture, randomly cho-
sen from selected pictures, was presented for 1 s. In Experiments
1 and 2, after a short, random ISI of 400–600 ms, a vibration was
delivered to the participant’s index finger for a given probe dura-
tion (see above). In Experiment 3, the ISIs between picture and
vibration were fixed to be either short (500 ms) or long (1500 ms).
When the vibration had terminated, a question mark was dis-
played on the screen prompting the participant for a response:
she/he had to judge, as accurately as possible, whether the dura-
tion of the vibration was closer to S or to L and indicate the choice
by pressing keys labeled “short” and “long” on the keyboard. The
inter-trial interval (ITI) was set to 4–6 s, in order to avoid poten-
tial inter-trial interference. There were four blocks, each of 25
trials. At the beginning of each block, both the S and L anchor
durations were presented five times each, for refreshing the par-
ticipant’s memory of two anchors. Participants took rests of about
1 min between blocks.

After the test session, the participant was asked to rate the
valence and arousal of the pictures using a sheet of paper with 9-
point scales self-assessment-manikin (SAM) (Bradley and Lang,
1994).

RESULTS
ASSESSMENT OF EMOTIONS
For Experiment 1, a repeated-measures ANOVA revealed rated
valence to differ significantly among threatening, disgusting,
and neutral pictures, [F(2, 26) = 94.08, p < 0.01]. Follow-up
Bonferroni t-tests showed that the average valence was lower for
disgusting pictures compared to both threatening and neutral
pictures (both p < 0.01), and the mean valence of threatening
pictures was lower than that of neutral pictures, p < 0.01. A
further repeated-measure ANOVA revealed rated arousal, too,
to differ significantly among conditions, [F(2, 26) = 112.89, p <

0.01]. Follow-up Bonferroni t-tests showed that disgusting and
threatening pictures were higher in arousal ratings than neu-
tral pictures (both p < 0.01), whithout a difference between the
former (p > 0.1).

The mean valence of threatening pictures was significantly
lower than that of neutral pictures, in both Experiment 2
[F(1, 14) = 77.79, p < 0.01] and Experiment 3 [F(1, 15) = 116.94,
p < 0.01]. Furthermore, repeated-measures ANOVAs revealed
the mean arousal to be significantly higher for threatening than
for neutral pictures, [F(1, 14) = 86.30, p < 0.01] (Experiment 2)
and [F(1, 15) = 125.88, p < 0.01] (Experiment 3).

Thus, the results of the subjective ratings were consistent with
the rating of valence and arousal from the IAPS.

TEMPORAL BISECTION
The proportions of “long” responses were calculated for the five
probe durations and fitted by a logistic function, for each condi-
tion and each subject. The temporal bisection point (TBP) was
then calculated based on the 50% point of a given estimated
logistic function (Treutwein and Strasburger, 1999). To measure
the sensitivity of the temporal bisection task, we estimated the
just noticeable difference (JND) of the temporal bisection using
the half difference in duration between the 25% and 75% point
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(Shi et al., 2008; Vroomen and Keetels, 2010). In addition, we
measured the Weber fraction with the ratio of JND/TBP.

Figure 1 shows average psychometric curves for the three emo-
tion (i.e., neutral, disgust, and threat) conditions in Experiment
1. The mean TBPs (±SE) for the tactile S/L duration pair
300/900 ms were 552 ± 14, 550 ± 19, and 529 ± 15 ms for the
neutral, disgust, and threat conditions, respectively (Figure 2A).
A repeated-measures ANOVA showed that the type of emotion
picture significantly influenced the (subsequently performed)
judgment of tactile duration, [F(2, 26) = 4.41, p < 0.05]. Follow-
on linear contrast tests revealed tactile TBP to be significantly
lower in the threatening condition compared to both the neu-
tral (p < 0.01) and disgust (p = 0.05) conditions, while there
was no difference between the latter (p > 0.1). This pattern
indicates that the modulatory influence of emotional pictures
on tactile duration judgments was due mainly to the threat-
ening condition. The lower TBP in this condition means that
participants tended to overestimate the physical tactile dura-
tion of a vibratory stimulus preceded by a threatening picture.
Interestingly, however, the subjective ratings of arousal (mean
7.41) were as high for disgusting pictures as for threatening
pictures (mean 6.86). Given that duration overestimation only
occurred in the threatening condition, arousal level alone cannot
explain the crossmodal emotional modulation of time judg-
ments.

The mean JNDs (±SE) were 72 ± 8, 73 ± 18, and 59 ± 12 ms
for the neutral, disgust and threat conditions (Figure 2B). A one-
way repeated-measures ANOVA on JNDs failed to reveal any dif-
ference among three types of emotion pictures, [F(2, 26) = 0.39,
p = 0.68]. The Weber fractions (±SE) were 0.13 ± 0.01, 0.14 ±
0.04, and 0.11 ± 0.02 for the neutral, disgust, and threat condi-
tions, respectively. A repeated-measures ANOVA also indicated
no difference among three conditions, [F(2, 26) = 0.32, p = 0.73].
Both results suggested that emotional pictures did not influence
the sensitivity of the subsequent tactile duration judgments.
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FIGURE 2 | (A) Mean temporal bisection points and (B) mean JNDs (and
associated standard errors) for three emotional conditions (n = 14).

Experiment 2 was designed to examine how threatening pic-
tures influence performance on short-range (300/900 ms) and
long-range (1000/1900 ms) tactile temporal bisection tasks. In
the short-range task, the mean TBPs (±SE) were 550 ± 12 and
573 ± 12 ms for the threat and neutral conditions, respectively,
and in the long-range task, the points were 1399 ± 16 (threat)
and 1385 ± 18 ms (neutral), respectively (Figure 3A). A two-way
repeated-measures ANOVA with the factors temporal bisection
range (300/900 vs. 1000/1900 ms) and emotional picture type
(threat vs. neutral) revealed the main effect of temporal bisec-
tion range, [F(1, 14) = 2136.55, p < 0.01], and the interaction,
[F(1, 14) = 6.18, p < 0.05], to be significant; the main effect of
emotional picture type was non-significant, [F(1, 14) = 0.14, p =
0.71]. Follow-up simple contrast tests showed that the TBP was
lower with threatening pictures (indicative of a duration over-
estimation) in the short-range task, [F(1, 14) = 5.17, p < 0.05],
but not in the long-range task, [F(1, 14) = 0.71, p = 0.42]. Thus,
while the results from the short-range condition are consistent
with those of Experiment 1, there was no evidence of crossmodal
duration lengthening in the long-range condition.

The mean JNDs (±SE) were 55 ± 12 and 69 ± 9 ms for
the threat and neutral conditions in the short-range task, and
119 ± 21 and 152 ± 12 ms for the threat and neutral conditions,
respectively, in the long-range task (Figure 3B). A two-way
repeated-measures ANOVA revealed that JND was larger in the
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FIGURE 3 | (A) Mean temporal bisection points and (B) mean JNDs (and
associated standard errors) plotted against threat and neutral picture
conditions, for the short-range (300/900 ms) and the long-range
(1000/1900 ms) sessions (n = 15).

long- than the short-range task, [F(1, 14) = 32.61, p < 0.01], and
was marginally smaller in the threat than the neutral condi-
tion, [F(1, 14) = 4.54, p = 0.05]. This indicated that the threat-
ening picture might increase the sensitivity of the temporal
bisection for the subsequent tactile duration task. However,
the interaction between the duration range and the emotion
type was not significant, [F(1, 14) = 0.80, p = 0.39]. To com-
pare task difficulties, we further calculated the Weber fractions.
They were 0.10 ± 0.02, 0.12 ± 0.02, 0.09 ± 0.01, and 0.11 ± 0.01
for the threat and neutral conditions in the short- and long-
range tasks, respectively. A repeated-measures ANOVA revealed
non-significant main effects and interaction (duration range:
[F(1, 14) = 0.58, p = 0.46]; emotion: [F(1, 14) = 3.62, p = 0.08];
interaction: [F(1, 14) = 0.01, p = 0.97]), which suggested task dif-
ficulties were relative similar among different conditions (e.g., the
short- vs. long-range task).

However, it remains unclear from Experiment 2 whether
the absence of a crossmodal duration overestimation follow-
ing threatening pictures in the long-range temporal bisection
task (1000/1900 ms) is due to the modulatory effect of emo-
tion passively dissipating over time. Experiment 3 was designed
to examine this question by comparing the effects of short
(500 ms) and long (1500 ms) ISIs between the emotional pic-
ture and the tactile stimulus using the short-range temporal
bisection task (300/900 ms). The intervals from the onset of
the emotional picture to the offset of the tactile stimulus in
the long ISI condition were then similar to that in the long-
range condition (Experiment 2). Figure 4A depicts the mean
tactile TBPs for the neutral and threat picture conditions for
short and long visual-tactile ISIs, respectively. The average TBPs
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FIGURE 4 | (A) Mean temporal bisection points and (B) mean JNDs (and
associated standard errors) plotted against threat and neutral picture
conditions, for the short-ISI (500 ms) and the long-ISI (1000 ms) session
(n = 16).

(±SE) were 532 ± 12 and 549 ± 11 for threatening and neutral
pictures in the short-ISI condition, and 527 ± 12 (threatening)
and 549 ± 10 ms (neutral) in the long-ISI condition. A two-way
repeated-measures ANOVA with main terms of ISI and emo-
tional picture type revealed the bisection points to be significantly
lower in the threatening compared to the neutral condition, for
both short and long visual-tactile ISIs. There were no effects
involving ISI (main effect, [F(1, 15) = 0.26, p = 0.62]; interaction,
[F(1, 15) = 0.11, p = 0.74]). This indicates that the modulatory
effect of threatening picture in the short-range condition did
not simply lessen over time, i.e., as a function of merely length-
ening the ISI between the emotional picture and the tactile
stimulus.

Figure 4B depicts the mean JNDs (±SE) for the neutral and
threat conditions in the short and long visual-tactile ISIs. A two-
way repeated-measures ANOVA revealed that JNDs were not
influenced by the visual-tactile ISI, [F(1, 15) = 0.58, p = 0.46],
but modulated by the type of pictures, [F(1, 15) = 4.91, p < 0.05].
However, there was no interaction between the visual-tactile
ISI and the emotion picture, [F(1, 15) = 3.07, p = 0.1]. The sig-
nificant smaller JNDs in the threat than the neutral condition
confirmed the finding in Experiment 2. Both results suggest that
threating pictures might increase the sensitivity of subsequent
tactile temporal bisection task. Weber fractions were 0.10 ± 0.02,
0.16 ± 0.01 for the threat and neutral conditions in the short ISI
and 0.15 ± 0.03, 0.15 ± 0.01 for the correspondent conditions
in the long ISI. A repeated-measures ANOVA, however, showed
no effects of the visual-tactile ISI, [F(1, 15) = 0.61, p = 0.45], the
type of pictures, [F(1, 15) = 3.19, p = 0.10], and their interaction,
[F(1, 15) = 2.48, p = 0.14].
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DISCUSSION
The present study was designed to investigate the effect of view-
ing visual emotional stimuli on the subsequent estimation of
the duration of non-emotional tactile events. We compared the
effects of viewing three types of emotional pictures (neutral,
threat, and disgust) in a short-range (300/900 ms) tactile tem-
poral bisection task in Experiment 1. The results revealed the
processing of threatening pictures to lengthen, relative to the
neutral baseline, the subsequent judgments of tactile duration,
as evidenced by a lowered mean TBP in the threat compared
to the neutral condition. Interestingly, the lengthening effect
was not simply due to the high-arousal induced by the threat-
ening pictures: both threat and disgust pictures were rated as
high in arousal negative in valence in the subjective ratings
(using SAM sheets) of the participants in the present study
as well as in the IAPS norms. Yet, no lengthening effect was
evident in the disgust condition. This is clearly inconsistent
with the predictions deriving from the assumption of a general
arousal effect.

Previous studies of judged durations of emotional events
themselves have shown that arousal and valences are two main
factors for duration distortions (Angrilli et al., 1997; Droit-Volet
et al., 2004; Noulhiane et al., 2007; Grommet et al., 2011).
Using IAPS pictures, Angrilli and colleagues observed that the
durations of high-arousal negative-valence pictures were overes-
timated (Angrilli et al., 1997). A similar effect has been reported
for the auditory modality, with high-arousal negative sounds
being judged as longer in duration than positive ones (Noulhiane
et al., 2007). Moreover, a recent study suggests that negative high-
arousal activation, such as produced by a frightening movie, can
also influence the subsequent time judgment of a neutral visual
event (Droit-Volet et al., 2011). However, it is not clear from those
studies whether arousal activation from one modality can influ-
ence time perception in another modality. In contrast to these
earlier studies on the temporal perception of emotional events
themselves, in the present study, we focused on duration distor-
tions induced by crossmodal emotional linkages. We found that
viewing a rather threatening (e.g., a snake attacking), but not a
disgusting (e.g., a mutilated body), picture expanded the subse-
quent tactile duration, although both threat and disgust emotions
induced high-arousal. Our findings suggest that the crossmodal
modulatory effect of emotion depends on the type of emotional
stimuli. This is consistent with the “discrete emotion” theory
(Izard and Ackerman, 2000; Mikels et al., 2005), which posits
that different core emotions (such as disgust, fear, anger, etc.) link
different behavioral functions. Studies of the affective modula-
tion of the startle blink reflex (Balaban and Taussig, 1994; Stanley
and Knight, 2004) and duration estimation of emotional faces
(Droit-Volet et al., 2007; Droit-Volet and Gil, 2009) suggest that
the emotion of disgust has less salience than that of threat. A
threatening picture often portrays an attack signal, which invokes
the anticipation (or fear) of potential damage to perceiver’s body.
Thus, the perceiver is put in a state in which she/he needs to
react as quickly as possible to the threatening signal (e.g., fight
or flight). Indeed, it has been found that automatic defense sys-
tems come into operation within an “eye blink” for biologically
relevant threat events (e.g., snakes, spiders), with their activation

being based mainly on preattentive coding mechanisms (Öhman,
1997; Öhman and Mineka, 2001). The threatening event also
establishes a strong association between the visual and tactile
modalities, as suggested by several neuro-imaging studies (Dong
et al., 1994; Gray and Tan, 2002; Keysers et al., 2004; Lloyd et al.,
2006). For example, posterior parietal cortex has been shown to
play an important role in the early integration of visual infor-
mation with somatosensory, proprioceptive signals. Lloyd and
colleagues found an increase in posterior parietal cortex activity
in response to observing a sharp (painful) stimulus, vs. a non-
painful stimulus, touching a rubber hand in peripheral space, in
the absence of any direct tactile stimulation (Lloyd et al., 2006).
Consistent with reports such as these, our findings provide fur-
ther behavioral evidence of visual-tactile associations elicited by
threat-type emotional pictures.

The asymmetrical crossmodal modulation of duration judg-
ments by pictures of threat versus those of disgust would also
argue in favor of multiple clock models (Ivry and Richardson,
2002; Buhusi and Meck, 2005; Bueti, 2011). On this notion,
time processing is “distributed” to different sensory-specific brain
regions, with each of the multiple clocks operating separately.
Within this framework, our results complement, rather than
being in conflict with, previous, unimodal studies of emotional
modulations of duration judgments. These studies have shown
that the durations of emotional pictures themselves are over-
estimated, likely due to the “visual” clock being modulated by
the pictures’ arousal and valence signals. Our results go beyond
this by showing that emotions induced via the visual modality
may influence the “tactile” clock, depending on the strength of
the emotional association induced between the visual and tactile
modalities.

How does visual threat influence the tactile clock? Does expo-
sure to threatening pictures subsequently speed up the tactile
pacemaker or/and shorten the switch latency? Using a short- and a
long-range temporal bisection task in Experiment 2, we observed
a crossmodal duration lengthening by the threatening pictures in
the short-range temporal bisection task (300/900 ms), replicat-
ing the finding of Experiment 1; by contrast, no such lengthening
was observed in the long-range task (1000/1900 ms). The lacking
crossmodal modulation in the long-range condition suggests that
the tactile pacemaker is unlikely to be speeded up by preceding
high-arousal visual stimuli. Otherwise, one would have expected
to see a general slope effect, i.e., a larger duration expansion in the
long-range condition. A recent study (Grommet et al., 2011) of
the time estimation of visual fear cues using two different dura-
tion ranges (250/1000 ms, 400/1600 ms) concluded that the fear
effects were mediated mainly by the switch latency, rather than the
speeding up of the internal pacemaker. In the study of Grommet
et al., the duration expansion of the fear cue itself was of a similar
magnitude in both the short- and the long-range condition.

If the tactile switch latency is shortened by the presentation of
threatening images in the present study, then why did we fail to
observe a duration lengthening in the long-range condition? No
difference on Weber fractions between the short- and long-range
conditions suggests that the task difficulty cannot be the reason
for the non-effect in the long-range condition. Furthermore, the
mean standard errors of the TBPs were not significant different
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between the short and long duration conditions (12 vs 17 ms,
p > 0.1). This could rule out the potential cause by large varia-
tions for long duration estimations. We suggest that the absence of
such an effect is due to a dynamic shifting of attention from emo-
tional activation to emotional regulation mechanisms (Zakay,
1989; Macar et al., 1994; Casini and Macar, 1997; Fortin, 2003).
Emotional activation is often followed by emotional regulation,
in line with the existence of two emotional pathways, one sub-
cortical and one cortical (LeDoux, 1995). The former is rapidly
activated by potentially dangerous or survival-relevant stimuli—
even though the stimuli are not fully processed, facilitating the
preparation of (physiologically autonomous) response programs
for avoidance (flight) or fight. The cortical pathway, by contrast,
processes information more precisely, though this takes more
time. Precise cortical stimulus analysis in turn can help to inhibit
or correct “erroneous” early responses elicited by the subcortical
pathway, thus readjusting the subsequent behavior. When partic-
ipants in the present study are exposed to threatening pictures,
attentional resources may first be rapidly directed to the defensive
system, including the somatosensory system, for preparing a reac-
tion. Possibly, the strong visual-tactile linkage reduces the latency
of the tactile switch at the beginning. Consistent with this, tactile
duration was overestimated in the short-range temporal bisection
tasks of the present Experiments 1 and 2. While the same would
apply to the long-range condition, participants (in this condition)
would eventually realize that the tactile vibration is not a threat
event. Accordingly, attentional resources would be increasingly
redirected to processes of emotional regulation. As a consequence,
some pulses may be lost in the time accumulation, leading to
an underestimation of the tactile duration. The absence of an
(overt) emotional modulation in the long-range condition may
then arise from the overestimation brought about by the short-
ened switch latency being nulled by an underestimation owing to
the emotional regulation.

It is interesting to note, however, in both short- and long-range
conditions the sensitivity of temporal bisection task increased
in the threat condition compared to the neutral condition. The
higher sensitivity (smaller JND) in the threat condition is further
confirmed in Experiment 3 and shown a trend in Experiment 1.
These results may well reflect the general alerting effect induced
by threatening pictures. However, the alerting could not account
for the differential effects in the short- and long-range conditions.

One alternative explanation: general emotional attenuation,
might account for the absence of duration lengthening in the

long-range condition. As reported in previous unimodal studies
(Angrilli et al., 1997; Noulhiane et al., 2007), the duration length-
ening induced by emotional stimuli disappeared for the judgment
of long durations (usually above 4 s). The absence of an emotion
effect in these studies has been attributed to dynamic pacemaker
changes by emotional attenuation: the pacemaker rate would be
increased by the onset of the emotion event and would then grad-
ually return to baseline when emotion attenuates over time. Note,
however, that the emotional attenuation could also be the result
of emotional regulation—which are the two faces of one and the
same coin.

One interesting question, though, is at what point in time
emotional regulation takes over. The results of the present
Experiment 3 suggest that emotional regulation is unlikely to
occur prior to the subsequent (tactile) event. Recall that in the
long-ISI condition of Experiment 3, the time interval from the
onset of the emotional picture to the offset of the tactile vibration
was the same as that in the long duration condition of Experiment
2. If emotional regulation (or emotional attenuation) took place
immediately after the onset of the emotional event, one would
predict both conditions to yield the same crossmodal emotional
modulation of duration judgments. However, on the opposite
(and unlike the nulling effect in the long duration condition), the
tactile duration lengthening effect evoked by threatening pictures
was almost as large in the long-ISI as in the short-ISI condition.
This suggests that the crossmodal linkage activated by threaten-
ing events was not attenuated before the subsequent event, at
least within the time rage of our study (3 s). The defensive sys-
tem appears to be still highly activated and dominant for reacting
to the external world after the threatening events. Only when the
subsequent event is identified to be non-threatening (as under the
long duration condition of Experiment 2) does emotional regu-
lation become dominant and the emotion-induced defensive bias
dissipates gradually.

In summary, the present results indicate that the crossmodal
subjective-duration lengthening effect is emotion-specific: tac-
tile duration is overestimated following exposure to pictures of
threat, but not to pictures of disgust of the same high-arousal
potential. However, the duration lengthening disappears for long-
range durations. This pattern may be best explained by the latency
of the tactile (clock’s) switch being shortened by crossmodal
emotional activation, while emotional regulation takes over after
the subsequent (tactile) event is identified as a non-threatening
signal.
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APPENDIX

Table A1 | IAPS stimuli used in the current study.

Category of pictures IAPS number Picture description

Mutilation pictures 3030 Mutilation

3053 Burn victim

3060 Mutilation

3071 Mutilation

3120 Dead body

Animal or human attacking pictures 1052 Snake

1120 Snake

1201 Spider

1300 Pit bull

1321 Bear

1930 Shark

6250 Aimed gun

6260 Aimed gun

6300 Knife

6510 Attack

Neutral pictures 2840 Chess

5500 Mush room

7000 Rolling pin

7009 Mug

7035 Mug

7041 Baskets

7050 Hair driver

7059 Key ring

7090 Book

7140 Bus

7150 Umbrella

7161 Pole

7185 Abstract art

7224 File cabinets

7233 Plate

7235 Chair

7490 Window

7700 Office

7705 Cabinet
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A key question in cognitive neuroscience is how the brain combines low-level features
processed in remote sensory cortices to represent meaningful multisensory objects
in our everyday environment. Models of visual object processing typically assume a
feedforward cascade through the hierarchically organized ventral stream. We contrasted
this feedforward view with an alternate hypothesis in which object processing is viewed
as an interactive, feedforward and feedback process. We found that higher-order regions
in anterior temporal (AT) and inferior prefrontal cortex (IPC) performed audio-visual
(AV) integration 100 ms earlier than a sensory-driven region in the posterior occipital
(pO) cortex, and were modulated by semantic variables (congruency), from as early as
50–100 ms. We propose that the brain represents familiar and complex multisensory
objects through early interactivity between higher-order and sensory-driven regions. This
interactivity may underpin the enhanced behavioral performance reported for semantically
congruent AV objects.

Keywords: familiar, multisensory, integration, object, semantic, top–down, feedback

INTRODUCTION
To recognize a familiar object in our everyday environment (e.g.,
an animal or a tool), the brain effortlessly integrates inputs
from different sensory modalities into a coherent meaningful
representation. While multisensory integration responses have
been consistently reported at numerous sites across the cortex,
a key, unresolved question in cognitive neuroscience concerns
the temporal mechanism that combines multisensory integra-
tion responses to familiar object features (e.g., the visual percept
and roar of a lion) that occur across the brain into an object
representation. fMRI studies have consistently reported audio-
visual (AV) integration responses to complex stimuli in both
auditory (A) and visual (V) sensory regions, and in higher-order
anterior ventral regions. For example, regions in primary and
association auditory and visual cortices (Calvert et al., 1999), tra-
ditionally thought to be sensory-specific, show AV integration
responses during multisensory speech perception and object pro-
cessing. AV responses to meaningful multisensory object stimuli
have been reported in regions higher-up in the object process-
ing hierarchy, including the lateral temporal (Beauchamp et al.,
2004; Hein et al., 2007), anterior temporal (AT), and in particular
the antero-medial temporal cortex (AMTC) (Taylor et al., 2006),
prefrontal cortex (Laurienti et al., 2003), and inferior prefrontal
cortex (IPC) (Hein et al., 2007). It remains unclear when AV
integration responses in higher-order and sensory-driven regions
interact, and whether integration responses from anterior ven-
tral regions feed back to affect integration responses in posterior
occipital (pO) regions from early stages of multisensory object
processing.

Research on visual object recognition provides two models that
may explain how multisensory integration responses in sensory-
driven and higher-order regions are combined during the early
stages of multisensory object processing. The traditional, feedfor-
ward model (Riesenhuber and Poggio, 2000) claims that object
recognition is achieved through a feedforward, bottom–up pro-
cessing cascade from sensory-driven to higher-order regions,
where the evaluation of the meaning of an object is carried out
at the final stages of object processing. However, an important
architectural aspect of the visual system, i.e., the anatomical back
projections between almost all ventral stream sites (Felleman and
Van Essen, 1991), appears incompatible with a strictly feedfor-
ward view. Indeed, studies on visual object recognition (Barceló
et al., 2000; Bar et al., 2006) instead support an interactive feed-
forward and feedback (top–down) model of object recognition,
whereby processes in higher-order regions influence those in
sensory-driven regions from the earliest stages, prior to recog-
nition, and before a fine-grained meaningful representation has
been achieved (Lamme and Roelfsema, 2000; Bullier, 2001; Bar
et al., 2006; Clarke et al., 2011).

Nevertheless, models of the temporal dynamics of multisen-
sory integration have been largely influenced by the feedfor-
ward view of visual object recognition. According to feedforward
accounts of multisensory integration, auditory (A) and visual (V)
inputs are analyzed within separate, hierarchically structured sen-
sory processing streams, whose outputs finally become integrated
in higher-order, multisensory sites (Felleman and Van Essen,
1991; Stein and Meredith, 1993). One such site is the AMTC
(Simmons and Barsalou, 2003), where polymodal neurons bind
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inputs from the different sensory modalities together (Murray
and Richmond, 2001). Thus, this view assumes that multisen-
sory integration responses in higher-order regions occur at later
stages, i.e., after extensive processing has taken place in sensory-
specific streams, and does not allow for early interactions between
higher-order and sensory-driven integration responses (Felleman
and Van Essen, 1991; Calvert, 2001).

The strict independence of unisensory processing has been
called into question by reports of rapid AV integration responses
(i.e., below 100 ms) in auditory (Foxe et al., 2000) and visual
(Giard and Peronnet, 1999) cortex. Based in part on findings
of direct connections between visual areas V1 and V2, and the
core belt and parabelt auditory areas in the macaque monkey
(Falchier et al., 2002), these early effects have been attributed to
direct interactions between sensory cortices, independent of top–
down triggers (Foxe and Schroeder, 2005). Thus, the feedforward,
hierarchical account has been modified to allow for early inter-
actions between unisensory cortices. The multisensory responses
from the sensory-driven regions are proposed to feed forward to
higher-order regions, where recognition is accomplished.

An alternative, interactive account of multisensory integra-
tion across the brain would claim that early AV integration
responses, which may result from direct interactions between the
sensory cortices, are modulated in a top–down fashion by on-
going AV integration responses in higher-order regions, and that
these interactions occur before multisensory object recognition.
To determine whether AV integration involves early top–down
feedback, as suggested for visual object processing (Barceló et al.,
2000; Lamme and Roelfsema, 2000; Miyashita and Hayashi, 2000;
Bar et al., 2006), and what its role might be, we exploited
the temporal sensitivity of EEG recordings and investigated the
time-course of AV integration responses in sensory-driven and
higher-order regions.

Two candidate regions for early top–down feedback exist
within the ventral object processing system, and both appear
critical for processing meaningful aspects of AV object stimuli:
the ventral portion of the orbitofrontal cortex (OFC) located
within the IPC region, and the AMTC located in the AT region.
The AMTC and OFC are among the most heteromodal cor-
tical regions, receiving afferents from all sensory modalities
(Kringelbach, 2005). Both show multisensory responses in mon-
keys (Murray and Richmond, 2001; Romanski, 2007) and humans
(Taylor et al., 2006). Importantly, activation in both the AT
and IPC regions is modulated by high-level object informa-
tion in monkeys (Sugase et al., 1999; Freedman et al., 2001),
and by semantic variables in humans (Moss et al., 2005; Hein
et al., 2007). Within the AMTC, the perirhinal cortex, located at
the culmination of the occipito-temporal portion of the ventral
object processing stream, is specifically involved in differentiating
objects that share many properties and are therefore ambiguous
(Moss et al., 2005; Barense et al., 2007; Clarke et al., 2011). The
IPC is involved in processing visual object identity (Ranganath,
2006) and is thus hypothesized to represent the prefrontal extent
of the object processing stream (Ungerleider and Haxby, 1994).
Within the IPC, the ventral OFC plays a multifaceted role in
object processing. This includes context-dependent semantic pro-
cessing of objects to determine their behavioral meaning (Miller

and Cohen, 2001), and context-independent processing of low
visual spatial frequencies to determine the form of visual objects,
starting from as early as 150 ms (Bar et al., 2006). Although the
time-course of human AMTC involvement in object processing
has not been investigated, findings of its direct connections with
the pO cortex via the inferior longitudinal fasciculus (Catani
et al., 2002) and strong bilateral connections with the OFC
(Kringelbach, 2005) suggest that it may play an early top–down
role in AV object processing.

To investigate the spatiotemporal profile of AV integration
responses in a set of theoretically and empirically motivated
regions of interest (ROIs), we performed source analyses of EEG
data. Two higher-order regions, one in AT and one in IPC, were
defined as the sites onto which the activity from our medial
ROIs, the AMTC and OFC, respectively, would most likely be
localized by the distributed source modeling method. The more
lateral AT (Mummery et al., 2000) and IPC (Wagner et al., 2001)
regions have inherent semantic processing capacities. In addition,
we defined a sensory-driven/auditory region in the lateral supe-
rior temporal (ST) cortex, and a sensory-driven/visual region in
the lateral pO cortex.

We used pairs of A, V, and AV stimuli (i.e., two image parts, two
sounds, or a sound and an image) to represent familiar objects
(e.g., animals and tools), and manipulated object meaning via
the variable of semantic congruency. EEG data were recorded
while participants made semantic congruency decisions in each
unisensory (A, V) and cross-sensory (AV) trial. Stimuli in con-
gruent trials represented the same object (e.g., a complete picture
of a lion and the sound “roar”), whereas stimuli in incongru-
ent trials represented different objects (e.g., a complete telephone
picture and the sound “woosh”). By measuring responses to
stimuli that could be either meaningfully integrated (congru-
ent) or not (incongruent), we were able to evaluate each region’s
response to the semantic relationship between A and V stimuli,
over time.

We asked two related questions. First, we tested whether the AT
and IPC regions are involved in early stages of familiar AV object
processing (<150 ms), i.e., prior to the onset of the EEG compo-
nents correlated with object recognition (Johnson and Olshausen,
2003). Second, we tested whether early AV responses in AT and
IPC reflected semantic processing. We predicted that semantic
congruency would modulate AV integration responses in the AT
and IPC regions, based on reports of AV semantic congruency
effects in the AMTC (Taylor et al., 2006) and IPC (Hein et al.,
2007). If the emergence of a familiar object representation is
underpinned by early top–down feedback, then semantic con-
gruency will modulate early AV integration responses in these
regions.

MATERIALS AND METHODS
PARTICIPANTS
Eighteen healthy volunteers (age-range 18–40 years; 13 males) with
normal or corrected-to-normal vision participated. Participants
had no history of neurological disorders and did not take
any psychotropic or drowsiness-inducing medication. All were
right-handed, as determined by the Edinburgh Handedness
Inventory (Oldfield, 1971), and gave informed consent. The study
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was approved by the Cambridge Psychology Research Ethics
Committee.

MATERIALS
The stimuli were naturalistic color photographs (Figure 1) and
environmental sounds of living and non-living things (e.g.,
animals and tools/appliances). All conditions (auditory base-
line, visual baseline, crossmodal condition) used concepts from
the same living and non-living categories, i.e., animals and
tools/appliances. Each category had an equal number of living
and non-living things, and within each domain, an equal number
of congruent and incongruent stimuli.

One of the unique contributions of this experiment, as com-
pared to other experiments investigating cross-modal integration,
is that here we look at the effects of integration that are unique to
cross-modal (combined auditory and visual) stimuli, as compared
to effects of integration of unisensory (auditory or visual) stim-
uli. In order to be able to investigate unisensory and cross-modal
integraton within the same paradigm, we created conditions
where the integration of the stimuli could take place in each
sensory modality, as well as across modalities, independently of
one another. To avoid any priming effects across conditions, we
created stimuli that were unique within each condition.

Another motivation for the stimuli selection was to keep them
the same as those used in a previous fMRI experiment (Taylor
et al., 2006, PNAS). This would enable us to compare the effects
of cross-modal integration across neuroimaging modalities (see
“Discussion” section).

The unisensory visual (V) trials (n = 100) consisted of two
picture halves, the unisensory auditory (A) trials (n = 100) con-
sisted of two sound parts, and the AV trials (n = 100) consisted
of whole pictures and whole environmental sounds. All 100 AV
and all 200 unimodal stimuli were unique. In half of the trials
of each condition the two stimulus parts were congruent, and in
the other half of the trials, in each condition, they were incongru-
ent. Specifically, for the congruent unisensory visual (V) trials we
used two halves of the same objects (i.e., from the same image),
whereas for the incongruent visual trials, we used two halves from
pictures of different objects (within-domain) (e.g., congruent V:
left half of a cat picture on left, right half of a cat picture on
right; incongruent V: left part of a dog picture on left and right
part of a cow picture on right; congruent A: the sound “jjj” fol-
lowed by its other sound half “jjj”; incongruent A: the sound
“moo” followed the part of another sound “clack”; congruent AV:

FIGURE 1 | Example stimuli belonging to the living things domain.

a complete picture of a lion and the whole environmental sound
“roar”; incongruent AV: a complete picture of a telephone and the
whole environmental sound “woosh”). Within each congruency
condition, half of the trials represented living and half non-living
things.

Critically, continuity between stimuli pairs in the incongruent
trials was addressed by making sure that incongruent trials pre-
sented stimuli (images/sounds) from the same semantic category
(i.e., they were both animals, or tools, etc.). Thus, we were able to
avoid confounding the effects of semantic congruency with effects
due to semantic domain.

Images were presented on a grey background of a 21-inch
computer monitor placed 45 cm in front of the participant, and
with a screen resolution of 1024 × 768 pixels and refresh rate of
60 Hz. The sounds were matched for peak amplitude (−7.7 dB).
They were truncated to have the same length (1185 ms) for all
the AV trials. For the A trials, the environmental sounds were
divided into two halves with length of 593 ms and 592 ms. We also
included control trials consisting of pairs of visual noise picture
halves (Vscrambled), pink noise filtered environmental sound
halves (Anoise), and visual noise whole pictures with pink noise
transformed environmental whole sounds (AVnoise and scram-
bled) (n = 52 in each condition), to control for the effects of low-
level visual and auditory information processing on meaningful
unisensory and multisensory object integration. In order to create
the Anoise stimuli, the environmental sounds were transformed
into pink noise by using the “generate noise” (pink) option
in the Audacity software (http://audacity.sourceforge.net/). The
noise filter was applied for the entire duration of the sound.
The Vscrambled stimuli were created in Photoshop (Adobe
Photoshop CS5, Version 12.0 × 64) by applying the “noise” filter
to each image. This filter added 100% Gaussian distributed noise
to the image.

TASK
Participants were presented with an environmental sound and a
picture (e.g., the sound “roar” and a picture of a lion) in the AV
condition, and two parts of a sound and two parts of a picture
in the unimodal A and V conditions, respectively. Participants
decided, for every trial, whether the two items were congruent
or incongruent by pressing different response keys. This design
allowed us to isolate the processes unique to meaningful inte-
gration of object features across sensory modalities, as different
from integration per se and associated decision-making processes,
by contrasting neural responses to the AV integration condi-
tions with the sum of the responses due to unimodal (A + V)
integration.

PROCEDURE
E-Prime (Psychology Software Tools) was used to present and
control the timing of the stimuli, and to communicate with the
data acquisition software (Net Station; Electrical Geodesics, Inc.).
In the unimodal conditions, participants were presented with two
halves of stimuli. In the visual condition, the two image parts
were presented simultaneously, and in the auditory condition,
the two parts of the auditory object/two sounds were presented
sequentially, separated by 750 ms of silence. The V and AV trials
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were 1185 ms long, whereas the A trials were 1835 ms, includ-
ing the silence. The stimuli were pseudo-randomly presented in
fours blocks of 114 trials each. Within each block, the trial types
were pseudo-randomized and the SOA jittered, between 1000 and
3200 ms. The order of block presentation was counterbalanced
across subjects. Participants pressed a key to indicate whether the
two stimuli were congruent or incongruent, and did not respond
during the control trials. To avoid the motor response overlaying
on the electrical activity due to integration processes, participants
were instructed to not respond as soon they knew the answer, but,
rather, to wait until the end of the trial before making a response.
The resulting RT data were considered inadequate for analysis.

DATA ACQUISITION AND PRE-PROCESSING
Continuous EEG was acquired from 128 scalp electrodes
(impedances <50 k�), band pass filtered between 0.01 and
100 Hz and digitized at 250 Hz, using a Geodesic EEG System
250 (Electrical Geodesics, Inc.). The data were band-pass filtered
offline with a 0.1–40 Hz forward filter to remove low frequency
drifts as well as high frequency noise, including line noise. The
continuous EEG was divided into epochs from −200 ms pre- to
800 ms post-stimulus presentation. Trials contaminated by blinks
and horizontal eye movements were rejected off-line on the basis
of vertical and horizontal electro-oculograms. In addition, exclu-
sion criteria for amplitude >100 µV and gradient >70 µV were
used to reject trials with excessive EMG and other noise tran-
sients. Participants with artifacts in more than 20% of the object
trials were excluded from further analysis (n = 3), to ensure
adequate power in the source localization analysis. Average ref-
erenced EEG data were submitted to ERP analyses and source
modeling.

ERP ANALYSIS
EEG epochs were sorted according to each condition and aver-
aged for each subject to compute individual subject ERPs. Group
averaged ERPs for each condition were calculated for display and
analysis purposes. Consistent with previous studies, AV integra-
tion responses were defined as AV > (A + V). (When calculating
the sum A + V, we used the second part of the auditory trial, as
the unimodal auditory objects gradually unfolded in time and
all the auditory stimulus information would be available dur-
ing the second sound.) The stringent criterion of super-additivity
[AV > (A + V)] was used to avoid false positives when measur-
ing AV responses, or responses due to the concurrent processing
and integration of A and V stimuli (Giard and Peronnet, 1999;
Foxe et al., 2000; Molholm et al., 2002). The latency window and
electrode sites for the visual N1 in the AV condition were defined
based on the unisensory V condition, before assessing the effect
of AV integration processes. The mean ERP values (N1 interval)
were averaged across montages of electrodes from the left and
right pO regions (four per hemisphere), and entered into repeated
measures ANOVA with the factors Hemisphere (2), and Condition
(2: AV, A + V).

DISTRIBUTED SOURCE MODELING
To investigate the cortical generators that underlie AV integra-
tion, and in particular to reveal the time-course of their responses,

Minimum-Norm Current Estimates (MNCEs) were calculated.
L2 minimum norm was computed using Brain Electric Source
Analysis software (BESA 5.1, MEGIS Software GmbH, Munich).
The 128 electrode positions were transformed to head coordi-
nates using the standard BESA 5.1 brain. An idealized four-shell
ellipsoidal head model (Berg and Scherg, 1994) with a radius
of 92.5 mm, and scalp, skull and CSF thickness of, respectively,
6 mm, 7 mm, and 1 mm were used to calculate the EEG for-
ward solution, before the inverse solution was computed. BESA
modeled the neural activity from medial and lateral sources by
projecting it on the lateral surface of the cortex. In total, there
were 1426 evenly distributed regional sources (713 per hemi-
sphere), each consisting of three orthogonally oriented dipoles,
which modeled the electrical activity across the cortex at each
time sample (4 ms). To account for the contribution of deep
sources, the L2 minimum norm was computed for a source con-
figuration consisting of two layers of regional sources 10 and 30%
below the cortical surface. Thus, for each location on the lat-
eral surface of the cortex, the minimum norm was computed
for two regional sources below it. The larger activity of the
two sources was projected onto the lateral surface of the cor-
tex. This source placement is a standard feature of the BESA
software.

ROI ANALYSES
Based on the MNCEs, ROI waveforms (group and individual
data) were extracted for four ROIs bilaterally, located on the pO,
ST, AT, and IPC. The particular location of the AT and IPC ROIs
on the lateral surface of the cortex was chosen to optimize the
detection of the response from the medial sources of interest
(AMTC and OFC). ROI waveforms were computed by averaging,
at each time sample, the strength of sources within the bound-
aries of each ROI, defined by Brodmann (BA) areas in MRIcro
(www.mricro.com) (pO: BA 17, 18; ST: BA 41, 42; IPC: BA 45,
47; AT: BA 38). For statistical comparisons, the data was aver-
aged along empirically and theoretically latency regions, based
on 100 ms or 50 ms time-intervals locked to stimulus presenta-
tion, thus avoiding biasing the statistical results (Vul et al., 2009).
Within each condition (A, V, and AV), the ROI activity was inves-
tigated by entering averaged ROI responses (100 ms time-bin)
into repeated measures ANOVAs with factors Time, Hemisphere
and ROI. The Huynh-Feldt correction was applied to spherical-
data. Planned paired T-tests or independent sample T-tests were
used to explore significant effects of ANOVA, or test a priori
hypotheses.

REGIONAL RESPONSE ANALYSES
In the A trials, the two parts of the auditory object/two sounds
were presented sequentially, separated by 750 ms of silence. The
first and second parts of the auditory object (separate sounds)
were averaged and analyzed independently, as the unimodal audi-
tory objects gradually unfolded in time, and the underlying
neural processes were expected to differ. Specifically, in the con-
text of the semantic congruency task, no integration could take
place during the first sound. Separate repeated measures ANOVAs
with factors Hemisphere (2), ROI (3), and Time (4) were run
on responses from each sound. Significant effects were explored
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further with planned paired T-test comparisons of the responses
in the ST to those in the AT/IPC regions. Different repeated mea-
sures ANOVA with factors Hemisphere (2), ROI (3), and Time
(4) were performed separately for each set of Vscrambled, V, and
AV trials. Significant effects were explored further with planned
paired T-test comparisons of the responses in the pO to those
in the AT/IPC regions. Regional responses were collapsed across
hemispheres, to limit the number of comparisons.

ANALYSIS OF AV INTEGRATION
Similarly to the ERP analysis, the criterion of super-additivity
[AV > (A + V)] was used to calculate AV integration responses
in the source-localized data. As mentioned above, when calcu-
lating the sum A + V, we used the second part of the auditory
trial. Fifty millisecond time-intervals were used when testing the
difference between conditions [e. g., AV – (A + V)], to ensure
adequate temporal resolution of subtle effects. The effect of
semantic processing on AV integration responses was investigated
across semantic congruency trials by comparing AV integration
responses in congruent and incongruent trials [[AV congruent >

(A + V) congruent] – [AV incongruent > (A + V) incongruent]].
Effects of semantic congruency were explored pre-150 ms, in two
intervals (50–100 ms, 100–150 ms), determined by orthogonal
analysis, with repeated measures ANOVA with factors Hemisphere
(2), ROI (3), and Time (2 or 3). Significant effects of the ANOVAs
were explored further by planned independent sample T-tests.

RESULTS
ERP ANALYSIS
Initially, we tested for early AV integration responses on the
scalp-based visual ERPs. We found an enhancement of the
visual N1 component during AV trials compared to the sum of
unisensory (A + V) trials, at pO sensors, in the latency-window
150–200 ms (Figure 2). A repeated measures ANOVA with the
factors Hemisphere (2) and Condition (2) showed a significant
main effect of Condition [F(1, 14) = 23, p < 0.001], with the
AV response significantly more negative-going than the sum
of unisensory responses (A + V). This finding replicates ear-
lier reports (Giard and Peronnet, 1999; Molholm et al., 2002;
Molholm, 2004).

SOURCE MODELING ANALYSIS
We then analyzed the source-localized unimodal (A/V) responses
for proof of principle that the ST and pO regions were primarily
driven by sensory processes, whereas the AT and IPC regions were

driven by higher-order processes. Although sensory/bottom-
up processes and higher-order/top–down processes may occur
throughout the time-course of object processing, we expected the
former to dominate early (0–200 ms), and the latter to dominate
subsequent (200–400 ms) processing stages. Thus, we expected
unimodal ST/pO responses to be stronger than AT/IPC responses
between 0–200 ms, and the reverse to be true from 200–400 ms.

Initially, we tested regional responses during unisensory audi-
tory integration. In this context, we refer to auditory integration
as the process by which two sounds naturally merge into a longer,
coherent auditory percept. For instance, each congruent auditory
trial presented two halves of the same environmental sound (e.g.,
the sound “jjj” followed by its other sound half “jjj”). Therefore,
in a congruent auditory trial, during the presentation of the sec-
ond sound, integration occurred naturally, as the two sounds
merged into one percept. By contrast, each incongruent audi-
tory trial presented two halves of different sounds (e.g., the sound
“moo” followed the part of another sound, e.g., “clack”). As a
result, in an incongruent auditory trial, the two sounds clearly
did not go together and did not form a coherent whole. At
the end of the trial, the two sounds were still perceived as two
separate items.

The responses during each sound were analyzed separately, as
integration could not yet occur during the 1st sound. (We did
not use the Anoise sounds in this analysis. The 1st sound served
as a low-level baseline for the 2nd sound, when all the auditory
information could be integrated into a familiar auditory object.)
Figure 3 displays regional response waveforms for each sound.
Figure 4 displays these responses time-binned (100 ms) for sta-
tistical analyses. For the 1st sound, repeated measures ANOVA
with factors Hemisphere (2), ROI (3), and Time (4) showed (a) a
significant effect of ROI and (b) a significant ROI by Time inter-
action. These were driven by large response fluctuations in the
ST region compared to the relatively small changes in the AT/IPC
responses over time [a: F(2, 82) = 11.7; p < 0.001; b: F(6, 84) =
13; p < 0.001]. Paired T-tests of regional responses showed (a)
ST > AT and (b) ST > IPC, from 0–100 ms [a: t(14) = 4.2; p =
0.001; b: t(14) = 2.8; p < 0.05] (Figure 4A). Regional dominance
was reversed during the 2nd sound. Repeated measures ANOVA
with factors Hemisphere (2), ROI (3), and Time (4) showed (a) a
significant effect of ROI and (b) a significant ROI by Time inter-
action. These were driven both by the decrease of ST and increase
of AT/IPC responses over time [a: F(2, 82) = 10.3; p < 0.001;
b: F(6, 84) = 5.2; p < 0.001]. Paired T-tests of regional responses
showed (a) AT > ST, and (b) IPC > ST, from 300 to 400 ms

FIGURE 2 | Group averaged ERPs for AV trials (black trace), V trials (blue trace), and the sum of unisensory (A + V) trials (red trace), (A) at left and (B)

right posterior occipital (pO) electrode sites, indicated in black on the 3D electrode layout.
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FIGURE 3 | Regional response waveforms averaged across participants during (A) the first sound, when integration could not yet occur, and (B) the

second sound, when participants attempted to integrate the two sounds into a meaningful auditory object. Left/right panel displays left/right
hemisphere.

FIGURE 4 | Time-binned (100 ms) responses to auditory trials (same as Figure 3).

[a: t(14) = 4.3; p = 0.001; b: t(14) = 3.2; p < 0.01] (Figure 4B). In
summary, we found dominance of ST over AT and IPC responses
during the 1st sound, and the reverse effect during the later stages
of the 2nd sound processing (time >200 ms), when integration
between the two sounds could take place. This suggested that the
ST region had greater involvement than higher-order regions in
sensory processes. By contrast, the AT and IPC regions had greater
involvement than sensory regions in the integration of the two
sounds into a familiar auditory object.

Subsequently, we tested regional responses during unisensory
visual processing. We compared responses to phase-scrambled
visual stimuli, with those to intact visual objects. Figure 5 displays
regional response waveforms for scrambled objects (Figure 5A)
and intact objects (Figure 5B). Figure 6 displays these responses
time-binned (100 ms) for statistical analyses. For scrambled
objects, repeated measures ANOVA with factors Hemisphere (2),
ROI (3), and Time (4) showed (a) a significant effect of ROI
and (b) a significant ROI by Time interaction. These were driven

by the peaking and subsiding pattern of pO responses versus
the relatively small changes in the AT/IPC responses over time
[a: F(2, 82) = 28; p < 0.001; b: F(6, 84) = 28.2; p < 0.001]. Paired
t-tests of ROI strength showed (a) pO > AT and (b) pO > IPC,
from 0–100 ms [a: t(14) = 5; p < 0.001; b: t(14) = 5.4; p < 0.001]
(Figure 6A); similarly, from 100–200 ms, (a) pO > AT and (b)
pO > IPC [a: t(14) = 5.3; p < 0.001; b: t(14) = 4.7; p < 0.001];
also, from 200 to 300 ms, (a) pO > AT and (b) pO > IPC
[a: t(14) = 3.3; p < 0.005; b: t(14) = 3.5; p < 0.005]. By contrast,
for visual objects, repeated measures ANOVA with the factors
Hemisphere (2), ROI (3), and Time (4) showed a significant ROI
by Time interaction. This was driven by interleaved (peaking
and subsiding) responses in the pO and AT/IPC regions over
time [F(6, 84) = 13.3; p < 0.001]. Paired t-tests of ROI strength
showed that, from 0–100 ms, (a) pO > AT, and (b) pO > IPC,
and from 300–400 ms, (c) AT > pO [a: t(14) = 4.6; p < 0.001;
b: t(14) = 4.9; p < 0.001; c: t(14) = 2.5; p < 0.05] (Figure 6B). In
summary, during scrambled object trials, we found dominance
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FIGURE 5 | Regional response waveforms to visual trials, averaged across participants, during (A) the Vscrambled trials, presenting phase-scrambled

visual images, and (B) the Vobject trials, presenting two object (s) parts.

FIGURE 6 | Time binned (100 ms) responses to visual trials (same as Figure 5).

FIGURE 7 | Regional response waveforms to intact audio-visual object trials, averaged across participants.

of pO over AT/IPC responses. By contrast, during intact object
trials, we found dominance of pO over AT/IPC responses, only at
early stages (0–200 ms). This pattern reversed for the AT region in
the latter stages (300–400 ms) of object processing. These results
suggested that (similarly as for unisensory auditory trials) during
unisensory visual object trials, the AT and IPC regions had greater
involvement than sensory regions, when stimuli could be inte-
grated into familiar objects (intact objects), as compared to when
stimuli could not be integrated (scrambled objects). Responses

during AV trials showed a similar bilateral pattern of decreas-
ing responses in pO, accompanied by increasing responses in
the AT and IPC regions, during 0–400 ms (Figure 7). Repeated
Measures ANOVA with factors Hemisphere (2), ROI (4), and Time
(4) showed a significant ROI by Time interaction. This was driven
by the interleaved pattern (peaking and subsiding) of responses in
the pO and AT/IPC regions [F(9, 126) = 5; p < 0.001] (Figure 8).
We analysed the AV trials further, to test for responses unique to
AV integration [AV > (A + V)].
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MULTISENSORY INTEGRATION
We then turned to our main question of whether the AT and IPC
regions were involved early (pre-150 ms) in AV integration. All
trials (collapsed across semantic domains and semantic congru-
ency categories), except for the AVscrambled (noise), were used
for this analysis. (AV scrambled trials were not needed, as the
variable of semantic congruency was used to investigate the effect
of semantic processing during AV integration). Figure 9 displays
regional waveforms for AV integration responses. Figure 10 dis-
plays the time-binned (50 ms) responses used in the statistical
analyses. The ST region was not included in these analyses, as
it did not exhibit AV integration responses (i.e., AV < A + V)
(Figures 9, 10). Repeated measures ANOVA on the AV integra-
tion responses with factors hemisphere, ROI (pO, AT, and IPC),
and time (50 ms steps from 50 to 400 ms) showed a significant
ROI by time interaction, which was driven by the sequential pat-
tern of AV responses in the AT/IPC and pO regions [F(12, 168) =
3.2; p < 0.005]. Planned comparisons of AV responses were

performed for the anterior regions in the time-intervals
50–100 ms and 100–150 ms. We found early, bilateral AV integra-
tion responses in (a) the left AT, from 100 to 150 ms, (b) the right
AT, from 50 to 100 ms, (c) the left IPC, from 50 to 100 ms and (d)
the right IPC, from 50 to 100 ms ROIs [a: t(14) = 4.03; p = 0.001;
b: t(14) = 3.6; p < 0.005; c: t(14) = 4.25; p = 0.001; d: t(14) = 4.53;
p < 0.001] (Figure 10). The early AT and IPC responses cannot
be explained by increased eye movements during the AV trials, as
trials contaminated by blinks and eye movements were removed
prior to localization analysis. We also found significant AV inte-
gration responses in the left pO region, peaking at 200–250 ms
[t(14) = 2.3; p < 0.05]. These regional results were corroborated
by the whole-brain, unconstrained localization (L2 minimum
norm) of the integration responses across the entire lateral corti-
cal surface (top panel in Figure 10). In summary, AV integration
responses in the AT and IPC preceded by 100 ms those in the pO
region (200–250 ms), suggesting early top–down feedback from
these regions during AV integration.

FIGURE 8 | Time binned (100 ms) responses to audio-visual trials (same as Figure 7).

FIGURE 9 | Regional waveforms showing audio-visual integration responses [AV – (A + V)], averaged across participants, in the left and right

hemispheres.

FIGURE 10 | Time-binned (50 ms) audio-visual integration responses (same as in Figure 9). The top panel shows L2 minimum norm images from the
whole-brain, which represent unconstrained localization of the group-averaged responses, for each respective time-interval. Goodness of fit = 96.3%.
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FIGURE 11 | Regional waveforms showing the difference between integration responses in congruent and incongruent AV object trials, averaged

across participants, in the left and right hemispheres.

FIGURE 12 | Time-binned (50 ms) semantic audio-visual integration

responses (same as in Figure 11), averaged across participants, at

50–100 ms and 100–150 ms. The top panel shows L2 minimum norm
images from the whole-brain, which represent unconstrained localization of
the group-averaged responses, for each respective time-interval. Goodness
of fit = 91.8%.

SEMANTIC MULTISENSORY INTEGRATION
Lastly, we tested whether the early integration responses in AT
and IPC regions was modulated by semantic integration. We
compared integration responses in congruent and incongruent
trials, during two intervals (50–100 ms, 100–150 ms), determined
from the previous orthogonal analysis (Figures 11, 12). Repeated
measures ANOVA with factors hemisphere, ROI (AT, IPC) and
time (50–100 ms; 100–150 ms) showed a significant main effect
of hemisphere reflecting stronger responses in the left hemi-
sphere [F(1, 14) = 4.23; p = 0.05]. Planned post-hoc comparisons
revealed significantly stronger AV integration responses for con-
gruent than incongruent AV stimuli (a) in the left AT, between
50 and 100 ms, and (b) in the left IPC, between 100 and 150 ms
[a: t(14) = 2.2; p < 0.05; b: t(14) = 2.3; p < 0.05]. These regional
results were corroborated by the whole-brain, unconstrained
localization (L2 minimum norm) of the semantic effect across
the entire lateral cortical surface (top panel in Figure 12). This
result suggested that AT and IPC regions play an early role in the
semantic integration of auditory and visual object features, from
as early as 50–100 ms. No early effects of semantic domain were
observed.

DISCUSSION
We tested whether the AT and IPC play an early (<150 ms)
role in the semantic integration of auditory and visual features

of familiar objects. Initially, we replicated previous findings by
observing AV enhancement of early visual (N1) event related
potentials (Giard and Peronnet, 1999; Molholm et al., 2002;
Molholm, 2004). Subsequent source modeling of the electrical
signals revealed early AV integration responses in AT and IPC,
starting from 50 to 100 ms, and preceding integration responses
in the pO cortex (200–250 ms). This pattern of temporally inter-
leaved integration responses supported an interactive account of
multisensory integration, where early top–down feedback from
higher-order regions biases or changes the inputs processed in
the sensory-driven regions (Simons and Spiers, 2003). Although
beyond the scope of this paper, determining the precise onset
of these multisensory integration effects would be worthwhile
investigating in future studies. The early effects (i.e., in the range
50–100 ms) should be interpreted cautiously, as their nature and
functional significance may vary widely, depending the onset time
(e.g., 50 ms or 80 ms).

Critically, these integration responses in the AT and IPC were
modulated by semantic congruency, with enhanced responses for
congruent stimuli. These early semantic effects suggested that AV
integration responses in these regions differentially modulated
integration in lower-level regions, as a function of the mean-
ingfulness of the AV stimuli. Our findings agree with previous
studies, which have reported semantic effects in similar regions,
but have not investigated the time-course of their involvement in
AV integration (Taylor et al., 2006; Hein et al., 2007). Unlike the
present findings, stronger responses for incongruent than con-
gruent trials have been reported in the IPC (Hein et al., 2007).
This discrepancy may be explained by the different methodolo-
gies (fMRI vs. EEG), which do not yield directly comparable
neural measures. Another important difference is the experimen-
tal task. The semantic congruency decision used here may drive
stronger responses to stimuli that were felicitous with respect to
the task description, than the passive viewing task used by Hein
et al. (2007). The effect we observe is consistent with a context-
specific role of the IPC, in particular to do with assessment of
an object’s meaning based on behavioral outcome (Miller and
Cohen, 2001).

The early involvement of the AT region may be part of
the mechanism for the rapid integration of stimuli from
the auditory and visual modalities, and may underpin the
enhanced behavioral performance reported for semantically con-
gruent AV stimuli (Doehrmann and Naumer, 2008), includ-
ing faster reaction times (Molholm, 2004) and improved
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target detection (Molholm, 2004). The AMTC has been found
to integrate object features from different sensory modalities
(Murray and Richmond, 2001; Taylor et al., 2006) and is mod-
ulated by AV semantic congruency (Taylor et al., 2006). In
addition, the signal strength in the rhinal region has been
found to correlate with the degree of an object’s familiar-
ity (Ranganath et al., 2004), and the perirhinal cortex has
been implicated in familiarity-based object recognition (Aggleton
and Brown, 1999). The rapid integration of AV properties in
the AT region may involve simultaneous referencing of the
sensory-specific representations in lower-level regions. When the
stimuli are congruent, or can be integrated into a coherent,
familiar object representation, a wide network of associations,
strengthened through repeated exposures to the familiar object,

may be activated to support the emergence of the AV object
representation.
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Adults integrate multisensory information optimally (e.g., Ernst and Banks, 2002) while
children do not integrate multisensory visual-haptic cues until 8–10 years of age (e.g., Gori
et al., 2008). Before that age strong unisensory dominance occurs for size and orientation
visual-haptic judgments, possibly reflecting a process of cross-sensory calibration between
modalities. It is widely recognized that audition dominates time perception, while vision
dominates space perception.Within the framework of the cross-sensory calibration hypoth-
esis, we investigate visual-auditory integration in both space and time with child-friendly
spatial and temporal bisection tasks. Unimodal and bimodal (conflictual and not) audio-
visual thresholds and PSEs were measured and compared with the Bayesian predictions.
In the temporal domain, we found that both in children and adults, audition dominates
the bimodal visuo-auditory task both in perceived time and precision thresholds. On the
contrary, in the visual-auditory spatial task, children younger than 12 years of age show
clear visual dominance (for PSEs), and bimodal thresholds higher than the Bayesian pre-
diction. Only in the adult group did bimodal thresholds become optimal. In agreement with
previous studies, our results suggest that also visual-auditory adult-like behavior develops
late. We suggest that the visual dominance for space and the auditory dominance for time
could reflect a cross-sensory comparison of vision in the spatial visuo-audio task and a
cross-sensory comparison of audition in the temporal visuo-audio task.

Keywords: audio, bisection, development, integration, multisensory, space, time, visual

INTRODUCTION
Multisensory integration is fundamental for our interaction with
the world. Many recent studies show that our brain is able to
integrate unisensory signals in a statistically optimal fashion,
weighting each sense according to its reliability (Clarke and Yuille,
1990; Ghahramani et al., 1997; Ernst and Banks, 2002; Alais and
Burr, 2004; Landy et al., 2011). However, children do not integrate
unisensory information optimally until late (Gori et al., 2008; Nar-
dini et al., 2008, 2010). We recently showed that in a visual-haptic
integration task (similar to that used by Ernst and Banks, 2002)
children younger than 8 years of age show unisensory dominance
rather than bimodal integration and the modality that dominates
is task specific: the haptic modality dominates bimodal size per-
ception and the visual modality dominates orientation bimodal
perception (Gori et al., 2008). This dominance could reflect a
process of cross-sensory calibration, where in the developing brain
the most robust modality is used to calibrate the others (see Burr
and Gori, 2011 for a discussion of this idea). It has been sug-
gested that vision calibrates touch for orientation judgments, and
touch calibrates vision for size judgments. A good deal of evi-
dence suggests that the calibration process may be fundamental to
acquire specific perceptual concepts: in particular we have shown
that the impairment of the system that should calibrate the other
impacts on the modality that needs calibration (Gori et al., 2010,
2012).

If the communication between sensory modalities has a fun-
damental role in the development of multisensory function, then
we should find different forms of calibration for different dimen-
sions, such as space and time. For example the visual system is the
most accurate sense for space judgments and it should be the more
influential modality for cross-modal calibration of spatial percep-
tion during development. Many studies in adults support this idea,
showing that when the spatial locations of audio and visual stim-
uli are in conflict, vision usually dominates, resulting the so called
“ventriloquist effect” (Warren et al., 1981; Mateeff et al., 1985).
In adults the ventriloquist effect has been explained as the result
of optimal cue-combination where each cue is weighted accord-
ing to its statistical reliability. Vision dominates perceived location
because it specifies location more reliably than audition does (Alais
and Burr, 2004). The auditory system, on the other hand, is the
most precise sense for temporal judgments (Burr et al., 2009), so
it seems reasonable that it should be the more influential in cal-
ibrating the perception of temporal aspects of perception during
development. In agreement with this idea, studies in adults show
that when a flashed spot is accompanied by two beeps, it appears
to flash twice (Shams et al., 2000). Furthermore, the apparent mul-
tiple flashes actually had lower discrimination thresholds (Berger
et al., 2003). Also the apparent frequency of a flickering visual
stimulus can be driven up or down by an accompanying auditory
stimulus presented at a different rate (Gebhard and Mowbray,
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1959; Shipley, 1964), audition dominates in audio-visual time
bisection task (Burr et al., 2009), and in general audition seems
to affect the interpretation of a visual stimulus also under many
other conditions (e.g., see Sekuler and Sekuler, 1999; Shams et al.,
2001).

All these results suggest that in the adult visual information
has a fundamental role for multisensory space perception, and
that audition is fundamental for temporal perception. Like adults,
children are immersed in a multisensory world but, as mentioned
above, unlike adults they do not integrate optimally across senses
until fairly late in development, about 8 years of age (Gori et al.,
2008) and some unisensory information seems to be strongly rel-
evant for the creation of specific perceptual aspects (Gori et al.,
2008, 2010, 2011; Burr and Gori, 2011; Burr et al., 2011). If the
cross-sensory calibration process is necessary for development,
then the auditory modality should calibrate vision in a bimodal
temporal task, and the visual modality should calibrate audition
in a bimodal spatial task. To test this idea we measured visual-
auditory integration during development in both the temporal
and the spatial domains. To compare the results between the two
domains we used a bisection task both in space and in time to
study the relative contributions of visual and auditory stimuli to
the perceived timing and space of sensory events. For the spatial
task we reproduced in 48 children and adults a child-friendly ver-
sion of the ventriloquist stimuli used by Alais and Burr (2004).
For the temporal task we reproduced in 57 children and adults a
child-friendly version of the stimulus used by Burr et al. (2009).
We also test whether and at which age the relative contributions of
vision and audition can be explained by optimal cue-combination
(Ernst and Banks, 2002; Alais and Burr, 2004; Landy et al., 2011).

MATERIALS AND METHODS
AUDIO-VISUAL TEMPORAL BISECTION TASK
Fifty-seven children and adults performed the unimodal and
bimodal temporal bisection tasks (illustrated in Figure 2A).
All stimuli were delivered within a child-friendly setup
(Figures 1A,B). The child was positioned in front of the setup
and observed a sequence of three lights (red, green, and yellow,
positioned in the nose of a clown cartoon Figure 1B), listened
to a sequence of sounds (produced by speakers spatially aligned
with the lights Figure 1B), or both. Three stimuli (visual, audi-
tory, or both) were presented in succession for a total duration of
1000 ms, and the observer reported whether the middle stimulus
appeared closer in time to the first or the third stimulus. To help
the children to understand the task and the response, they were
presented a cartoon with a schematic representation of the two
possible responses to be indicated. In the visual task the subject
perceived a sequence of three lights: the first one was always red,
the second yellow, and the third green. The subject had to respond
whether the yellow light appears closer in time to the first or the
last one (Figure 2A upper panel). In the auditory task the sub-
ject had to respond if the second sound was presented closer in
time to the first or the third one (Figure 2A panel in the mid-
dle). In the bimodal task the subject perceived a sequence of three
lights associated with three sounds (Figure 2A bottom panel). The
sequence of the lights presentation was identical to the visual task.
The visual and the auditory stimuli could be presented in conflict

FIGURE 1 | (A) Representation of the setup used for the temporal bisection
task while a subject is tested. (B) Image reporting the setup used for the
temporal bisection task. Three lights are presented in front and two
speakers are present behind. (C) Representation of the setup used for the
space bisection task. The blurring panel was positioned in front of the
speakers so that the subject could not see the speakers behind it. For
illustrative purposes this has been replaced with a transparent panel to
show the speakers.

or not (∆=−100; 0; 100 ms). The procedure was similar to that
used by Burr et al. (2009). In the bimodal condition, all stimuli had
an audio-visual conflict, where the auditory stimulus preceded or
followed the visual stimulus. For the second stimulus, the conflict
was ∆ ms (∆=−50; 0; 50 ms), while for the first and the third
stimulus the offset was inverted in sign (-∆ ms).

The visual stimuli were 1˚diameter LEDs displayed for 74 ms.
Auditory stimuli were tones (750 Hz) displayed for 75 ms. Accurate
timing of the visual and auditory stimuli was ensured by setting
system priority to maximum during stimulus presentation, avoid-
ing interrupts from other processes (and checking synchrony by
recording with microphone and light sensor). The presentation
program waited for a frame-synchronization pulse then launched
the visual and auditory signals. Before collecting data, subjects
were familiarized with the task with two training sessions of 10 tri-
als each (one visual and one audio). Subjects indicated after each
presentation of the three stimuli whether the second appeared ear-
lier or later than the midpoint between the first and third stimuli.
We provided feedback during these training sessions so observers
could learn the task and minimize errors in their responses. No
feedback was given after the training sessions. During the exper-
iment proper, five different conditions were intermingled within
each session: vision only, auditory only, and three audio-visual
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FIGURE 2 | (A) Temporal bisection task. Representation of the visual
stimulation (upper panel), auditory stimulation (middle panel), and bimodal
conflictual and not conflictual visual-auditory stimulation (bottom panel). (B)
Spatial bisection task. Representation of the visual stimulation (upper
panel), auditory stimulation (middle panel), and bimodal conflictual and not
conflictual visual-auditory stimulation (bottom panel). The subject was
aligned with the speaker in the middle (number 12).

conditions. The total single session comprised 150 trials (30 for
each condition). The time of presentation of the probe was var-
ied by independent QUEST routines (Watson and Pelli, 1983).
Three QUESTs were run simultaneously in the conflict conditions
(and one in each of the unisensory conditions). The timing of
the second stimulus was adjusted with Quest algorithm (Watson
and Pelli, 1983) to home in on the perceived point of bisection of
the first and third stimuli. The timing for each trial was given by
this quest estimate, plus a random offset drawn from a Gaussian
distribution. This procedure ensured that the psychometric func-
tion was well sampled at the best point for estimating both the
PSE and slope of the functions, as well as giving observers a few
“easy” trials from time to time. Also, as the Gaussian offset was
centered at zero, it ensured equal responses of closer to first and
to third. Data for each condition were fitted by cumulative Gaus-
sians, yielding PSE and threshold estimates from the mean and
standard deviation of the best-fitting function, respectively. Stan-
dard errors for the PSE and threshold estimates were obtained by
bootstrapping (Efron and Tibshirani, 1993). One hundred iter-
ations of bootstrapping were used and the standard error was
the standard deviation of the bootstrap distribution. All conflict
conditions were used to obtain the two-cue threshold estimates.
Both unimodal and bimodal (conflict or not) audio-visual thresh-
olds and PSEs were compared with the prediction of the Bayesian
optimal-integration model.

AUDIO-VISUAL SPATIAL BISECTION TASK
Forty-eight children and adults performed the unimodal and
bimodal spatial bisection tasks (illustrated in Figure 2B). Stimuli

were presented with a child-friendly setup (Figure 1C) which dis-
played a sequence of three red light, three sounds, or both. The
setup comprised 23 speakers,with a red LED in front of each,which
projected onto a white screen in front of the speaker array, yield-
ing a blurred blob of 14˚ diameter at half height (see Figure 1C).
The room was otherwise completely dark. The audio stimulus was
identical to that used for the temporal bisection task (see previous
section). The subject was seated 75 cm from the screen, causing
the speaker array to subtend 102˚ (each speaker suspended about
4.5˚). The child was positioned in front of the central speaker
(number 12). Three stimuli (visual, auditory, or both) were pre-
sented in succession for a total duration of 1000 ms (identical to
the duration used in the temporal bisection task), with the sec-
ond stimulus occurring always 500 ms after the first. Observers
reported whether the middle stimulus appeared closer in space to
the first or the third stimulus (corresponding to the speakers at the
extreme of the array: see Figure 1C).

In the unisensory visual and auditory task subjects were pre-
sented with a sequence of three lights or sounds (Figure 2B upper
panel and panel in the middle). In the bimodal task they were
presented with a sequence of three lights associated with three
sounds (Figure 2B bottom panel). The second stimulus was pre-
sented in conflict, the standard now comprised visual and auditory
stimuli positioned in different locations: the visual stimulus was
the central stimulus +∆˚ and the auditory stimulus was the cen-
tral stimulus −∆˚ (∆= 0 or ±4.5˚ or ±9˚). The first and the
last stimuli, the auditory, and visual components were presented
aligned, with no spatial conflict. The position of the second stimu-
lus was adjusted with Quest algorithm as for the temporal task. The
durations of the auditory and visual stimulations were both 75 ms.

Before collecting data, subjects were familiarized with the task
with two training sessions of 10 trials each (one visual and the other
audio). To facilitate the understanding of the task and the response
in the training phase was presented at the child the image of two
monkey cartoons (one red and one green) positioned the red on
the left, in proximity of the first speaker and the green on the right,
in proximity of the speaker (number 23). The child had to report
if the second light was closer to the position of the red or green
monkey. Subjects indicated after each presentation of the three
stimuli whether the second appeared closer in space to the first or
to the third stimulus. We provided feedback during these training
sessions so observers could learn the task and minimize errors in
their responses. No feedback was given after the training sessions.

During the experiment proper, seven different conditions were
intermingled within each session: vision only, auditory only, and
five two-cue conditions. The total single session comprised 210
trials (30 for each condition). As before data for each condition
were fitted with cumulative Gaussians, yielding PSE and threshold
estimates from the mean and standard deviation of the best-fitting
function, respectively. Standard errors for the PSE and threshold
estimates were obtained by bootstrapping (Efron and Tibshirani,
1993). All conflict conditions were used to obtain the bimodal
threshold estimates. Both unimodal and bimodal (conflictual or
not) audio-visual thresholds and PSEs were compared with the
prediction of the Bayesian optimal-integration model.

In bisection tasks, there are often constant biases, particularly
for temporal judgments: the first interval tends to appear longer
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than the second (Rose and Summers, 1995; Tse et al., 2004). These
constant biases were of little interest to the current experiment, so
we eliminated them by subtracting from the estimates of each PSE
the PSE for the zero conflict condition.

No children with hearing and vision impairments participated
to the two tests. We excluded for data recording the children that
were not able to perform correctly at least 7 of 10 trials in the
training condition (in which the distance between the standard
and the comparison were maximal and the test was presented in
the simplest version).

BAYESIAN PREDICTIONS
The MLE prediction for the visuo-auditory threshold σVA is
given by:

σ2
VA =

σ2
Vσ2

A

σ2
V + σ2

A

≤ min
(
σ2

V, σ2
A

)
(1)

where σV and σA are the visual and auditory unimodal thresholds.
The improvement is greatest (

√
2) when σV= σA.

The MLE calculation assumes also that for time and space judg-

ments, the optimal bimodal estimate of PSE
(

ŜAV

)
is given by

the weighted sum of the independent audio and visual estimates(
ŜV and ŜA

)
.

ŜVA = wVŜV + wAŜA (2)

Where weights wV and wA sum to unity and are inversely pro-
portional to the variance (σ2) of the underlying noise distribution,
assessed from the standard deviation σ of the Gaussian fit of the
psychometric functions for visual and auditory judgments:

wV =
σ2

A(
σ2

A + σ2
V

) , wA =
σ2

V(
σ2

A + σ2
V

) (3)

To calculate the visual and auditory weights from the PSEs
(Figure 6), we substituted the actual spaces or times (relative to
standard) into Eq. 2:

Ŝ (∆) = (wV∆− wA∆) = (1− 2wA) ∆ (4)

The slope of the function is given by the first derivative:

Ŝ(∆)′ = 1− 2wA (5)

Rearranging:

wA =

(
1− Ŝ(∆)′

)
2

(6)

The slope Ŝ(∆)′was calculated by linear regression of PSEs for
all values of ∆, separately for each child and each condition.

The data of Figure 5 show as a function of age the proportion
of the variance of the PSE data explained by the MLE model. The
explained variance R2 was calculated by:

R2
= 1−

1

σ̂2 + σ2
·

1

N
·

N∑
i=1

(
Si−Ŝi

)2

(7)

Where N is the total number of PSE values for each specific age
group (all children and all values of ∆), Si the individual PSEs for
time and space, Ŝi is the predicted PSE for each specific condition,
σ̂2 is the variance associated with the predicted PSEs and σ2 the
variance associated with the measured PSEs. R2

= 1 implies that
the model explains all the variance of the data, R2

= 0 implies that
it does no better (or worse) than the mean, and R2 < 0 implies that
the model is worse than the mean.

RESULTS
Figure 3 reports the PSEs for both temporal bisection (Figure 3A)
and space bisection (Figure 3B). In both Figures we adjusted the
PSEs for constant errors in bias by subtracting for each conflictual
PSE the PSE obtained in the not conflictual condition. In the tem-
poral bisection task (Figure 3A), PSEs tend to follow the green line,
suggesting auditory dominance over vision. As may be expected,
the results for the 5–7 age-group are noisier than the others, but the
tendency is similar at all ages, particularly the older age-groups. In
the audio-visual spatial bisection task (Figure 3B) PSEs follow the
visual standard (indicated by the red line) especially until 12 years
of age.

To observe how much this behavior is predicted by the MLE
model, we plotted in Figures 4A,B the PSEs measured against the
PSEs predicted by the Bayesian model (Eq. 2). Superimposition
of the dots on the black line (equality line) would suggest that
the behavior of the group is well predicted by the Bayesian model.
From this graph we can observe that for the temporal bisection task
(Figure 4A) the behavior becomes adult-like at about 8–9 years of
age when the dots lie close to (but not entirely superimposed on)
the equality black line as occurs in the adult groups. On the other
hand, for the space bisection task, the dots lie on the equality line
only in the adult group (Figure 4B).

Figure 5 summarizes how visuo-auditory integration develops
with age. It plots the amount of variance (R2) in PSEs explained by
MLE model. A value of 1 means that all the variance was explained
by the model, 0 that the model performed as well as the mean, and
less than 0 that it performed worse than the mean (see Eq. 7). For
both the spatial and temporal tasks, the MLE model explains a
large proportion of the variance at all ages except the youngest (6-
year-olds). For both space and time in the 6 years old group R2

' 0,
suggesting that the model performed as well as the mean. The 8-
year-old group shows a larger proportion of explained variance
(R2 > 0.5) but interestingly, there is a dip in the curve at 10–
12 years showing less explained variance, especially for the space
bisection test (R2 < 0.5). In the adult group a larger amount of
variance is explained by the MLE model in the space bisection task
than in the time bisection task suggesting better integration for
the first task.

We then calculated the audio and visual weights required for the
Bayesian sum (Eq. 2), separately from the estimates of PSEs (Eqs
4–6) and from the estimates of unimodal thresholds (Eq. 3). The
results are plotted in Figure 6, showing auditory weights on the left
ordinate and visual weights on the right (the two sum to unity).
In general, for the time bisection (Figure 6A), the auditory weight
for the PSE was more than that predicted by thresholds (points
tend to fall to the right of the bisector). This occurred at all ages,
but was clearest for the adults. Conversely, for the space bisection
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FIGURE 3 | (A) PSEs measured for the different conflictual condition in the
temporal bisection task. (B) PSEs measured for the different conflictual
condition in the spatial bisection task. In both panels the green line
represents total auditory dominance and the red line total visual dominance.
Different ages are reported in different panels. The number of subjects who
participated is indicated in each panel for each age and condition.

(Figure 6B), the PSE has less auditory weight (more visual weight)
than predicted by thresholds until adulthood.

Figure 7 plots average theoretical auditory and visual weights
as a function of age: gray lines show the MLE-predicted weights
(Eq. 3), and blue lines the weights calculated from the PSE vs.
conflict functions (Eq. 6). These graphs tell a similar story to
Figure 6. For temporal judgments (Figure 7A), the PSEs show a
greater auditory weight than predicted by thresholds while for spa-
tial judgments (Figure 7B) the PSEs show a greater visual weight
than predicted. The only exception is the spatial judgments for
adults, where PSE and thresholds estimates are very similar (both
heavily biased toward vision).

FIGURE 4 | (A) Measured against predicted PSEs for the different
conflictual conditions in the temporal bisection task. (B) Measured against
predicted PSEs for the different conflictual condition in the spatial bisection
task. In both panels the black line represents the prediction of the Bayesian
model and suggests optimal integration. Different ages are reported in
different panels. The number of subjects who participated is indicated in
each panel for each age and condition.

The strong test of optimal integration is an improvement
in bimodal thresholds (given by the standard deviation of the
cumulative Gaussian fits). Figure 8 shows the results. For the tem-
poral bisection task (blue dots in Figures 8A–C), the improvement
in thresholds for bimodal presentations was less than predicted at
all ages (see stars in Figure 8C and caption), if compared with
the Bayesian prediction (gray symbols in Figures 8A–C). In the
youngest group of children (5–7 years of age), bimodal thresholds
follow the poorer modality (the visual one, red and blue dots in
Figure 8A). Interestingly, at this age the bimodal PSEs also are
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FIGURE 5 | (A) Proportion of variance (R2) of the PSE data (Figure 3) for the
time bisection task explained by the MLE model. A value of 1 means that all
the variance was explained by the model, 0 that the model performed as
well as the mean, and less than 0 that it performed worse than the mean
(see Eq. 7). (B) The same for the space bisection task.

much noisier than the older groups (see Figure 4A). After 7 years
of age, when also PSEs become less noisy and adult-like, bimodal
thresholds become identical to the auditory thresholds and remain
equal to the auditory one also in the older groups (green dots in
Figure 8A). Also for the space bisection task, PSEs and thresholds
show related behaviors: when PSEs show less inter-subject vari-
ability (in the adult group), the bimodal thresholds become well
predicted by the Bayesian model (blue and gray dots in Figure 8B,
see stars in Figure 8D). In the younger groups they follow the
poorer sense (the auditory one, blue and green dots in Figure 8B).

DISCUSSION
AUDIO-VISUAL SPACE AND TIME BISECTION IN ADULTS
In this study we investigated audio-visual integration in space and
in time perception during development. The goal was to examine
the roles of the visual and auditory systems in the development of
spatial and temporal aspects. To compare these two aspects, simi-
lar tasks were used to study space and time, requiring subjects to
bisect temporal or spatial intervals. In adults, optimal multisen-
sory integration, which has been reported for many tasks (Clarke
and Yuille, 1990; Ghahramani et al., 1997; Ernst and Banks, 2002;
Alais and Burr, 2004; Landy et al., 2011), is not evident in our
temporal bisection task at any age tested and is evident in our
spatial bimodal task only for the adult group. The absence of inte-
gration obtained in our temporal task is in agreement with other
studies (e.g., Tomassini et al., 2011) that show that multisensory
integration is sub-optimal also for a visual-tactile time reproduc-
tion tasks. It is also in agreement with previous studies that show
auditory dominance over vision rather than optimal integration
in adults (Shams et al., 2000; Burr et al., 2009) for temporal local-
ization. In particular, Burr et al. (2009) examined audio-visual
integration in adults using a bisection task (similar to the one we
used), and found that sound does tend to dominate the perceived
timing of audio-visual stimuli. Our stimulus is for the most part
similar to the stimulus used by Burr et al. (2009) with few excep-
tions. One difference was the larger temporal conflicts and the fact
that all the three stimuli presented in the conflictual conditions
contained conflict information, while in the Burr et al. (2009)
stimuli the conflict was only in the first and last stimuli. Overall, if

FIGURE 6 | (A) Individual weights predicted from thresholds plotted against
those predicted from PSEs for different ages for the time bisection task.The
black line shows the equality line. (B) Same for the space bisection task.

some differences between these two experiments were present, our
results are mostly in agreement with those of Burr et al. (2009),
particularly for the fact that auditory dominance of PSEs was not
well predicted by the Bayesian model, with more weight to audi-
tion than predicted from thresholds. This audio dominance can
be specific to the audio stimulus used. Burr et al. (2009) reported
that bimodal prediction of thresholds was less successful for higher
auditory tones (1700 Hz) than for lower tones (200 Hz) and in
agreement with this finding we found auditory dominance rather
than optimal integration by using a high auditory tone (750 Hz).

Our results on audio-visual space integration in adults agree
well with previous studies. Like Alais and Burr (2004), we found
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FIGURE 7 | (A) Average weights as a function of age, predicted from
thresholds in gray and from PSEs in blue, for the time bisection task. (B)
Same for the space bisection task.

FIGURE 8 | (A) Thresholds as a function of age for the temporal bisection
task. Visual thresholds are reported in red, auditory in green, bimodal in
blue, and predictions of the Bayesian model in gray. (B) Same for the space
bisection task. (C) Same as A, showing for clarity only bimodal thresholds
(blue) and Bayesian prediction (gray). (D) Same as C for the space bisection
task. In all cases, two stars represent a significance level of less than 0.01
and one star a significance level of less than 0.05 in a one tailed one sample
t -tests.

optimal integration of bimodal thresholds, shown by an incre-
ment in precision compared with the unisensory performances.
Both visual and multisensory thresholds (considering a similar
visual blurred condition) were similar to those obtained by Alais
and Burr (2004). Our auditory thresholds were better than those
obtained by Alais and Burr (2004), possibly because of the different
audio stimulation. Indeed in their experiment the audio stimulus
was defined by only one cue (interaural timing difference), while
our stimuli were real speakers in space, thereby providing many
cues to localization, binaural and monaural. On the other hand
our results suggest sub-optimal integration for PSEs, for which
the proportion of the variance of the PSEs data is not completely

explained by the MLE model (see Figure 5) and the weights pre-
dicted from thresholds are not completely superimposed to those
computed from PSEs (see Figure 7). A possible explanation for this
difference could be that the task in our experiment was a bisection
task rather than the discrimination task as used by Alais and Burr
(2004). Another difference could be that Alais and Burr’s subjects
were trained extensively on the auditory task and were instructed
to attend to both visual and auditory aspects of the stimuli. Given
the limited time available to test children (and not wanting differ-
ences between children and adults), all subjects had the same 20
trials of training without particular attention to the auditory or
bimodal aspects.

AUDIO-VISUAL SPACE AND TIME BISECTION IN CHILDREN
In agreement with our previous results (Gori et al., 2008), we
found that for both tasks the bimodal adult-like behavior emerges
only late in development. For the time bisection the adult-like
behavior occurs after 8 years of age while for the space bisec-
tion task, it was fully mature only in our adult group. Like the
visual-haptic studies (Gori et al., 2008), children show strong
unisensory dominance rather than multisensory integration of
audio and visual space and time perception. In the child, audition
dominates visual-auditory time perception and vision dominates
visual-auditory space perception. This result is in agreement with
our prediction and in line with our cross-sensory calibration the-
ory (Burr and Gori, 2011). The auditory dominance can reflect
a process of cross-sensory calibration in which the auditory sys-
tem could be used to calibrate the visual sense of time since it
is the most accurate sense for temporal judgments. This result
is also in agreement with many experiments performed with
adults that show a dominant role of the auditory system for
time (Gebhard and Mowbray, 1959; Sekuler and Sekuler, 1999;
Shams et al., 2000, 2001; Berger et al., 2003; Burr et al., 2009).
Why the auditory dominance of both PSEs and bimodal thresh-
olds persists into adulthood is not clear. A possible explanation is
that for this kind of task the cross-sensory calibration process is
still occurring since audition is too accurate with respect to the
visual modality, and the precision of the visual system for this
kind of task prevents the transition from unisensory dominance
to multisensory integration. This dominance may however not
be apparent with a different kind of stimulation. For example
it would be interesting to observe whether auditory dominance
in children occurs in other visual-auditory temporal integration
tasks for which a strong multisensory integration in adults has
been reported (as for example reducing the auditory tone from
750 to 200 Hz).

Similarly, the visual dominance of space during development
could reflect a process of cross-sensory calibration in which the
visual system is used to calibrate the auditory system for space
perception, since it is the most accurate spatial sense. In agreement
with this idea, many studies in adults show that the visual system is
the most influential in determining the apparent spatial position
of auditory stimuli (Pick et al., 1969; Warren et al., 1981; Mateeff
et al., 1985; Alais and Burr, 2004). Only after 12 years of age, visual-
auditory integration seems to occur in this spatial task suggesting
a very late development. Audio-visual space integration seems to
mature later than visual-haptic spatial integration (that develops
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after 8–10 years of age, Gori et al., 2008) and also visual-auditory
temporal integration. This could be related to the time of matura-
tion of the individual sensory systems. Indeed, our previous work
(Gori et al., 2008) suggested that multisensory integration occurs
after the maturation of each unisensory system. The unisensory
thresholds of Figure 8 suggest that both visual and auditory thresh-
olds continue to improve over the school years, particularly for the
spatial task. For the space bisection task, the unisensory thresholds
are still not mature at 12 years of age, and nor is integration optimal
at this age. For the temporal task, unisensory thresholds become
adult-like after 8–9 years of age, and at this age the auditory dom-
inance appears. A delay in the development of unisensory systems
seems to be related to the delay in the development of multisensory
adult-like behavior.

These results support the idea that in children the use of one
sense to calibrate the other precludes useful combination of the
two sources (Gori et al., 2008; Burr and Gori, 2011). On the
other hand, given the strong variability between subjects and also
the noise in the developing system we cannot exclude the pos-
sibility that these results reflect the greater noise in the sensory
system of the developing child. The fact that the weights derived

from thresholds lie at the midpoint between auditory and visual
dominance do not allow us to exclude this hypothesis.

To examine further whether this dominance reflects a process
of cross-sensory calibration it would be interesting to measure
how the impairment of the dominant system impacts on the non-
dominant modality that may need calibration (as we did in Gori
et al., 2010, 2012). In particular, it would be interesting to see how
auditory spatial perception is impaired in children and adults with
visual disabilities and how visual time perception is impaired in
children and adults with auditory disabilities by using stimuli and
procedures similar to those used in this study. If this dominance
really reflects a process of a cross-sensory calibration it should
allow clear and important predictions about spatial and temporal
deficits in children and adults with visual and auditory disabilities.
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Attending to a conversation in a crowded scene requires selection of relevant information,
while ignoring other distracting sensory input, such as speech signals from surrounding
people. The neural mechanisms of how distracting stimuli influence the processing of
attended speech are not well understood. In this high-density electroencephalography
(EEG) study, we investigated how different types of speech and non-speech stimuli
influence the processing of attended audiovisual speech. Participants were presented
with three horizontally aligned speakers who produced syllables. The faces of the three
speakers flickered at specific frequencies (19 Hz for flanking speakers and 25 Hz for
the center speaker), which induced steady-state visual evoked potentials (SSVEP) in
the EEG that served as a measure of visual attention. The participants’ task was to
detect an occasional audiovisual target syllable produced by the center speaker, while
ignoring distracting signals originating from the two flanking speakers. In all experimental
conditions the center speaker produced a bimodal audiovisual syllable. In three distraction
conditions, which were contrasted with a no-distraction control condition, the flanking
speakers either produced audiovisual speech, moved their lips, and produced acoustic
noise, or moved their lips without producing an auditory signal. We observed behavioral
interference in the reaction times (RTs) in particular when the flanking speakers produced
naturalistic audiovisual speech. These effects were paralleled by enhanced 19 Hz SSVEP,
indicative of a stimulus-driven capture of attention toward the interfering speakers. Our
study provides evidence that non-relevant audiovisual speech signals serve as highly
salient distractors, which capture attention in a stimulus-driven fashion.

Keywords: crossmodal, EEG, bimodal, SSVEP, oscillatory

INTRODUCTION
In everyday life, speech signals from a person that we are listening
to are often accompanied by distracting other sensory input, such
as auditory and visual stimuli from surrounding people. These
distracting stimuli can capture attention and interfere with the
recognition of speech. How exactly distracting auditory and visual
speech stimuli affect the recognition and processing of attended
speech is, to date, not well understood.

Speech recognition, in particular in noisy conditions, is con-
siderably improved when matching visual inputs, i.e., lip move-
ments, are presented (Sumby and Pollack, 1954; Ross et al.,
2007a,b). Moreover, a recent functional magnetic resonance
imaging study showed that attending to lip movements that
match a stream of auditory sentences leads to an enhanced tar-
get detection rate and to stronger activity in a speech-related
multisensory network compared to attending to non-matching
lip movements (Fairhall and Macaluso, 2009). This suggests an
important role of top-down attention for multisensory processing
of speech (Koelewijn et al., 2010; Talsma et al., 2010).

This notion is consistent with an electroencephalographic
(EEG) study, in which we examined the influence of task relevant
and task irrelevant visual speech stimuli on audiovisual speech
processing in a multiple speaker scenario (Senkowski et al., 2008).

In this study, participants were instructed to detect an occasional
audiovisual target syllable by a speaker (i.e., a speaking face) who
was presented centrally and surrounded by two flanking speakers.
The study comprised of no interference trials, in which a syllable
was produced by the relevant central speaker only, and interfer-
ence trials, in which different audiovisual syllables were produced
by three speakers simultaneously. Using steady-state visual evoked
potentials (SSVEP) as a real-time index of deployment of visual
attention, we observed that visual attention toward the task irrel-
evant flanking speakers interferes with the recognition of task
relevant audiovisual signals. The main open question raised by
this study is whether the interference effect is specific for the
processing of naturalistic audiovisual speech or whether similar
effects would occur when the flanking speakers produce other dis-
tracting stimuli, like moving their lips without a sound or when
they produce noise instead of syllables.

Using an extended setup of our previous study (Senkowski
et al., 2008), we addressed this question by examining behavioral
data and SSVEPs in three interference conditions and one control
condition. In the interference conditions, the flanking speakers
produced either naturalistic audiovisual syllables, lip movements
alone, or lip movements in combination with acoustic noise.
In line with our previous study (Senkowski et al., 2008), we
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expected distraction effects in behavioral data that are paralleled
by enhanced SSVEPs to flanking speakers when these speakers
produced naturalistic audiovisual speech. Given the salience of
naturalistic audiovisual speech, we predicted that the interference
effects of lip movements alone and lip movements accompanied
by auditory noise would be much weaker or even vanished.

MATERIALS AND METHODS
PARTICIPANTS
Twenty volunteers, who reported no history of neurologic or psy-
chiatric illness, participated in the study. Four participants were
excluded from the analysis on the basis of extensive eye move-
ments. Additional three participants were excluded because their
hit rate (HR) was lower than 50% in the “Speech Interference”
condition (see below). The remaining 13 participants (all right
handed, mean age 22.92 years, range 21–29 years, 6 females)
had normal hearing, as assessed by a hearing test in which
30 dB HL sinusoidal tones of varying frequencies had to be
detected. Participants had normal or corrected-to-normal vision,
as ensured by the Landolt test of visual acuity (visus ≥ 0.9).
The Institutional Review Board of the Medical Association of
Hamburg approved the experimental procedures, and each sub-
ject provided written informed consent and was paid for partici-
pation.

PROCEDURE AND STIMULI
A continuous stream of four stimulation conditions was pre-
sented (Figure 1). Two of the conditions were identical to
those used in our previous study (Senkowski et al., 2008).
This previous study comprised of a “No Interference” control
condition, in which only the center speaker produced a sylla-
ble, and a “Speech Interference” condition, in which all three
speakers produced syllables (a short clip of this experiment
is provided at: http://www.sciencedirect.com/science/article/pii/
S1053811908007933). In the present study, two conditions were
added to examine in further detail how visual attention toward

flanking speakers interferes with audiovisual speech process-
ing. In one of these conditions the flanking speakers produced
acoustic non-speech noise instead of syllables. Non-speech noise
samples were directly derived from the original syllables by
phase-scrambling the auditory syllables, thereby maintaining
basic properties like stimulus power. We will refer to this condi-
tion as “Auditory Noise Interference.” In the other condition the
flanking speakers moved their lips without producing an acous-
tic syllable. We will refer to this condition as “Lip Movement
Interference” condition. Thus, the study comprised of four
conditions: “No Interference,” “Speech Interference,” “Auditory
Noise Interference,” and “Lip Movement Interference.” The center
speaker produced one of the syllables /ta/, /da/, /ga/, or /ba/ in all
conditions, whereas the flanking speakers could produce the sylla-
bles /ta/, /da/, or /ga/ in the “Speech Interference” condition. The
four conditions and the different syllables were presented in ran-
dom order. Participants were instructed to focus their attention
to the center speaker and to ignore the signals from the flank-
ing speakers. Furthermore, they had to indicate the occasional
appearance of the target syllable /ba/ by the center speaker with
a button press of their right index finger. The target syllable
occurred in 20% of all trials. The three speakers never produced
the same syllable in a trial and syllable combinations that could
evoke the McGurk illusion (McGurk and MacDonald, 1976), like
the combination /ba/ and /ga/ were excluded.

On average 76 targets and 300 non-target stimuli were pre-
sented for each condition. One trial consisted of 120 visual frames
of 6.67 ms each, resulting in a trial duration of 792 ms. Two fixed
cycles of 24 frames were added per trial. Moreover, a variable
number of 1–5 cycles (average: 3 cycles) was added, resulting in
a total average trial duration of 1592 ms. During the inter-trial
interval the faces of the three speakers were presented on the
screen without producing any lip movements or speech sounds,
but the 19 Hz flicker of the flanking speakers and the 25 Hz
flicker of the center speaker continued. An additional number
of 645 (about 30% of all trials) “omitted trial” periods (Busse

No Interference

Flickering rate
19Hz 25Hz 19Hz

“ga”

Flickering rate
19Hz 25Hz 19Hz

“ga”“da” “ta”

Auditory Noise Interference

Flickering rate
19Hz 25Hz 19Hz

“ba”[noise] [noise]

Lip Movement Interference

Flickering rate
19Hz 25Hz 19Hz

“ga”

Speech Interference

FIGURE 1 | Stimulus setup. Stimuli consist of three horizontally aligned
speakers on a black background. In all experimental conditions, the center face
is visually presented in an on-off fashion so that a 25 Hz flicker was elicited. The
center speaker produces natural auditory and visible syllables (‘ta’, ‘da’, ‘ga’,
‘ba’), whereas the two flanking speakers are always presented with a flicker
frequency of 19 Hz. The subject‘s task is to detect the syllable ‘ba’ by the
center speaker. In the No Interference condition, the flanking speakers produce

neither visual lip movements nor speech sounds, whereas they produce
natural speech syllables (‘ta’, ‘da’, and ‘ga’) simultaneous with the syllables of
the center speaker in the Speech Interference condition. The Auditory Noise
Interference condition consists of phase-scrambled versions of the original
syllables ‘ta’, ‘da’, and ‘ga’ produced by the flanking speakers. In the Lip
Movement Interference condition the flanking speakers produce lip
movements of the original syllables without any accompanying auditory signal.
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and Woldorff, 2003) were randomly inserted into the continuous
stream of stimuli, further reducing the predictability of the exper-
imental stimuli. During omitted trial periods, the faces of the
three speakers were presented for a time interval that was identi-
cal to the interval of regular experimental events (i.e., 792 ms) but
without any lip movements or speech sounds. Each participant
underwent 18 experimental blocks with 120 trials each.

Recordings of syllables from the three speakers were obtained
at frame rates of 30/s. Each syllable consisted of 20 frames of 33 ms
duration, which results in a total duration of 660 ms for each
syllable. The visual angle of the speakers subtended 7◦ between
adjacent speakers (from mouth to mouth) and the width of the
speakers’ faces subtended an angle of 4.8◦ each. The charac-
ters of the flanking speakers switched their location (i.e., left or
right of the center speaker) after every block, while the center
speaker character remained the same throughout the experiment.
The monitor was set to a refresh rate of 150 Hz, i.e., the refresh
rate duration for one frame was 6.67 ms. To induce SSVEPs, the
continuous stream of pictures was dissected in an on–off fash-
ion, i.e., pictures of the continuous stream (“on”) were presented
alternately with blank screens (“off”). Pictures of the continuous
stream and blank frames alternated every 20 ms. Thus, the flicker
frequency (i.e., on–off cycle) was 25 Hz for the center speaker.
For the two flanking speakers, the on–off periods alternated
every 26.6 ms simultaneously for both speakers, corresponding
to a flicker frequency of about 19 Hz. In the EEG the time-
frequency (TF) transformed activity of a sustained visual on–off
flicker is reflected in event-related activity that corresponds to the
presented flicker frequency (Herrmann, 2001).

Both the 19 Hz flicker and the 25 Hz flicker were presented
continuously and all trials started with an “on” period. The
average stimulus duration of the acoustic syllables was 295 ms
and the onset of these syllables followed the onset of visual
lip movements on average by 230 ms. To eliminate overlapping
event-related responses to the sounds, a relative stimulus onset
jitter of 110 ms (more than two times the duration of a 19 Hz and
a 25 Hz cycle) was used by adding or subtracting a random time
interval between ±55 ms to the real acoustic sound onset in each
trial (Woldorff, 1993; Senkowski et al., 2007). This jitter prevented
overlapping event-related 19 and 25 Hz responses to the acoustic
inputs. A spline curve FFT filter between 400 and 4000 Hz was
applied to all syllables to align the voice characteristics between
the three speakers.

DATA ACQUISITION
The EEG was recorded from 124 scalp sites using an active elec-
trode system (EASYCAP, Herrsching, Germany). In addition, the
electrooculogram was recorded by two electrodes. One of these
electrodes was placed below the eye and the other one was placed
at the lateral bridge of the nose. The nose tip was used as reference
during recording and data were off-line re-referenced to aver-
age reference. Data were digitized at a sampling rate of 1000 Hz
using BrainAmp amplifiers (BrainProducts, Munich, Germany),
filtered from 0.3 to 120 Hz and downsampled to 250 Hz for
the off-line analysis. Epochs were cut around the visual motion
onset (0 indicates the first frame of the visible movement) from
–1000 ms before to 1200 ms after visual motion onset. Trials

containing artifacts in EEG data resulting from eyeblinks, hor-
izontal eye movements, or muscle activity were removed from
the further analysis. Noisy channels were linearly interpolated.
Finally, an automatic threshold was applied, excluding all trials
in which the EEG amplitude exceeded 100 µV.

DATA ANALYSIS
Reaction times (RTs) to target stimuli were calculated by aver-
aging all trials in which subjects responded between 230 and
1000 ms after visual motion onset and in which the RT did
not exceed 2 standard deviations from the mean RT within
each participant and condition. For the statistical analysis of
RTs, HR, and false alarms (FA), an ANOVA or Friedman test
(if the assumption of gaussianity was violated) with the factor
experimental condition (No Interference, Speech Interference,
Auditory Noise Interference, Lip Movement Interference) was cal-
culated. A Kolmogorov-Smirnov test was computed to test for
gaussianity of RT, HR, and FA distributions. Moreover, three
planned contrasts were computed: Speech Interference vs. No
Interference, Auditory Noise Interference vs. No Interference, and
Lip Movement Interference vs. No Interference.

EEG data were analyzed using MATLAB (Version 7.10),
EEGLAB 5.03 (http://www.sccn.ucsd.edu/eeglab), and the
FIELDTRIP toolbox (Oostenveld et al., 2011). For the analysis
of SSVEPs, event-related activity was calculated by averaging the
epochs of each condition. For the averaged activity, TF analyses
were calculated using wavelet transformation with Morlet
wavelets spanning a range of 10–30 Hz with a length of 12 cycles.
The TF analysis was computed in 0.25 Hz steps. In agreement with
our previous study (Senkowski et al., 2008), we analyzed SSVEPs
for three predefined regions of interest (ROIs): an occipital ROI,
comprising of 7 electrodes that were located at midline-occipital
scalp, and two symmetric bilateral ROIs that were located at
lateral temporal scalp, comprising of 6 electrodes each. In line
with the observed SSVEP response pattern, the analysis was done
for the time window of 230–550 ms after visual motion onset.
To investigate how visual inputs of the center speaker and the
flanking speakers were processed in the different experimental
conditions, wavelet transformed data were analyzed for those fre-
quencies that corresponded to the visual stimulation frequencies
of the speakers. The length of the wavelet was 480 ms for the anal-
ysis of 25 Hz activity and 632 ms for the analysis of 19 Hz activity,
with a wavelet length of 12 cycles. Repeated measures ANOVAs
with the within-subject factors Condition (No Interference,
Speech Interference, Auditory Noise Interference, Lip Movement
Interference) and ROI (left temporal, right temporal, and occip-
ital) were conducted. Furthermore, planned contrasts between
each of the three interference conditions (Speech Interference,
Auditory Noise Interference, and Lip Movement Interference)
and the no-interference condition were computed. In case of
non-sphericity, as tested by Mauchly’s sphericity test, the degrees
of freedom were adjusted in the ANOVAs.

RESULTS
BEHAVIORAL DATA
The ANOVA for RTs with the factor Condition (No Interference,
Speech Interference, Auditory Noise Interference, and
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Lip Movement Interference) revealed a significant effect
[F(2.07, 24.85) = 16.169, p < 0.0001; Figure 2B]. The analy-
sis of planned contrasts revealed significant longer RTs in
Speech Interference Condition (731 ms) compared to the No
Interference condition (673 ms; t12 = −6.557, p < 0.001). No
other significant effects were observed for RTs.

Since the Kolmogorov–Smirnov tests indicated violations
of gaussianity in the distributions of HR and FA data, non-
parametric Friedman tests were computed for the analy-
sis of effects in HR and FA rate. For the HR, this test
revealed a significant difference between conditions (p < 0.0001).
The analysis of pair-wise planned contrasts (using non-
parametric Wilcoxon tests) revealed significant differences
between the No Interference and the Speech Interference
Condition (p = 0.001) and the No Interference and the Auditory
Noise Interference Condition (p = 0.003). For both compar-
isons the HR was higher in the No Interference condition.
There was no significant difference between the No Interference
and the Lip Movement Interference Condition (p = 0.128).

For the three Interference Conditions, a significant difference
was found between the Lip Movement Interference and the
Auditory Noise Interference Condition (p = 0.011), due to
a higher HR in the Lip Movement Interference Condition.
Furthermore, there were significant differences between the Lip
Movement Interference and the Speech Interference Conditon
(p = 0.001) as well as between the Speech Interference and
the Auditory Noise Interference Condition (p = 0.001). The
HR was higher in the Lip Movement and the Auditory Noise
Interference conditions compared to the Speech Interference
Condition.

The Friedman test for FA rate revealed a significant
result (p = 0.019; Figure 2B). Pairwise Wilcoxon tests revealed
significantly larger FA rates in the Speech Interference Condition
(0.799%) compared to the No Interference Condition (0.287%,
p = 0.021). However, the differences between the No Interference
compared to the Auditory Noise Interference Condition (0.835%)
and the Lip Movement Interference Condition (0.257%) were not
significant.
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FIGURE 2 | Behavioral performance. (A) Reaction times (left panel) and hit rates (right panel) for the No Interference control condition as well as for the three
Interference conditions. (B) False alarm rates in the four experimental conditions.
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STEADY-STATE VISUAL EVOKED POTENTIALS
The spectral analysis revealed occipital SSVEPs that corre-
sponded to the flicker frequency of flanking speakers (19 Hz)
and the center speaker (25 Hz, Figure 3). The Two-Way
ANOVA for flanking speakers’ 19 Hz SSVEPs using the fac-
tors Condition (No Interference, Speech Interference, Auditory
Noise Interference, and Lip Movement Interference) and ROI
(left temporal, right temporal, and occipital) revealed signifi-
cant main effects of Condition [F(3, 12) = 4.123, p < 0.05] and
ROI [F(2, 12) = 12.780, p < 0.001], and a significant interac-
tion between these factors [F(6, 72) = 2.770, p < 0.05]. Follow-up
analyses were performed separately for the three ROIs. Whereas
no significant effects were observed for the bilateral temporal
ROIs (all p’s > 0.1), a significant main effect of Condition was
found for the occipital ROI [F(3, 12) = 3.777, p < 0.05, Figure 4].
The analysis of planned contrasts revealed a significant effect
for the contrast between the Speech Interference and the No
Interference condition [F(1, 12) = 5.996, p < 0.05], due to larger
flanking speaker SSVEPs in the Speech Interference condition.
Moreover, a trend toward significance was found for the contrast
between the Lip Movement Interference and the No Interference

condition [F(1, 12) = 4.488, p < 0.1]. SSVEPs tended to be larger
in the Lip Movement than in the No Interference condition. No
other significant effects were found, neither in the 19 Hz nor in
the 25 Hz SSVEPs.

The present finding of a occipital modulation of the 19 Hz
SSVEPs differs from our previous study, which found relevant
effects at a left temporal ROI. To ensure that the differences
in the topographic distribution of the maximum SSVEP power
between our studies are not due to a technical malfunction, we
tested the original stimulation setup as used in our previous study
(Senkowski et al., 2008) as well as the stimulation files which
we used in the present study with a photodiode but found no
deviations in visual stimulation frequencies.

DISCUSSION
The present study demonstrates that processing of distracting
audiovisual speech signals interferes with the recognition
of attended audiovisual speech. Comparing speech recogni-
tion performance in three interference conditions with a
no-interference control condition, we observed a decrease in
response speed primarily when the distracting signals comprised
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FIGURE 3 | Time-frequency-plots of SSVEPs for the three Interference

conditions (left panel), the No Interference condition (middle panel) as

well as for the differences between Interference, and No Interference

conditions (right panel) for the occipital ROI (see Figure 4B). For the
statistical analysis a time-frequency window of 230–550 ms and 19 Hz was
selected.
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FIGURE 4 | (A) Topographies of flanking speaker’s induced SSVEPs (19 Hz) for the time window of 230–550 ms after visual motion onset. (B) Left temporal,
right temporal, and occipital sensors were pooled in three regions of interest and used for the statistical analysis of SSVEPs.

of naturalistic audiovisual speech. This finding was paralleled by
an enhancement of flanking speakers SSVEPs over the occipi-
tal lobe.

BEHAVIORAL DATA
From the three distraction conditions (Figure 1), an interference
effect in RT data was found particularly in the naturalistic audio-
visual speech interference condition. Although we also found

a significant difference in the HR between the Auditory Noise
Interference Condition and the No Interference Condition, the
most robust interference effects on RT, FA, and HR were observed
in the Speech Interference Condition (see Figure 2A). Previous
studies have shown that synchronously presented auditory and
visual stimuli can serve as salient distractors, which can, for
instance, bias temporal order judgements and simultaneity judge-
ments of visual stimuli (Van der Burg et al., 2008a). Furthermore,
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it has been demonstrated that task irrelevant auditory signals
can facilitate visual search (Van der Burg et al., 2011), in partic-
ular when the auditory signal is presented synchronously with
the visual target (Van der Burg et al., 2008b) and when it is
transient (Van der Burg et al., 2010). Using a spatial cueing
paradigm, another study showed a stronger attentional capture
for bimodal audiovisual compared to unimodal visual distractors
(Matusz and Eimer, 2011). All of these studies have used basic,
semantically meaningless, auditory, and visual stimuli. A study in
which participants were asked to detect or localize a naturalistic
face (out of up to four faces) that matches in its lip move-
ments with a simultaneously presented auditory speech, showed a
decrease in accuracy and an increase in search times with increas-
ing set size in the localization task (Alsius and Soto-Faraco, 2011).
This suggests that the faces were processed in a serial fashion
(Wolfe, 2003).

Alsius and Soto-Faraco (2011) conducted another experiment,
in which the task was to detect or to localize an auditory stream
(out of up to four auditory streams) matching the lip movements
of a face. In this experiment, RTs and accuracy did not depend
on set size in the detection task, supporting the assumption of
parallel processing of the auditory streams. Together, these stud-
ies show that auditory speech represents a salient input and that
auditory stimuli can strongly bias the processing of concurrently
presented visual stimuli.

In the present study two bimodal audiovisual interference
conditions were examined: one consisted of natural audiovisual
speech signals and the other of lip movements and auditory noise.
In agreement with the above-described studies, our finding of dis-
traction effects in the naturalistic speech interference condition
suggests that auditory speech stimuli serve as salient inputs in
our environment, even if they are unattended. Taken together, our
study demonstrates that irrelevant naturalistic audiovisual speech
signals have a much stronger interference effect on RTs than visual
lip movements alone or lip-movements that are accompanied by
acoustic noise. This highlights the unique relevance of speech
signals in our environment.

INTERFERENCE EFFECTS IN SSVEP
The finding of enhanced flanking speaker induced SSVEPs for
naturalistic audiovisual speech stimuli fits with our previous
study (Senkowski et al., 2008), which had only two exper-
imental conditions (Audiovisual Speech Interference and No
Interference). Importantly, the present observations extend our
previous findings by demonstrating that the enhancement of
flanking speaker induced SSVEP occurs primarily when the
flanking speakers produced naturalistic audiovisual speech but
this enhancement is weaker (in the Lip Movement Interference
condition) or even vanished (in the Auditory Noise Interference
condition) in the other distraction conditions. In contrast to our
previous study (Senkowski et al., 2008), the present results allow
a more specific interpretation of the interfering effects of nat-
uralistic audiovisual speech signals, since no interfering effects
on RTs were found when auditory noise, which resembled the
naturalistic syllables in its basic properties, like stimulus power,
was presented. As shown in previous visual attention studies,

SSVEP enhancement likely reflects an increased processing of
the respective visual flicker stimuli and thus can serve as an
electrophysiological measure for the allocation of visual atten-
tion (Morgan et al., 1996; Müller et al., 2003; Martens et al.,
2011). Therefore, we suggest that the enhanced flanking speaker’s
SSVEPs reflect a capture of visual attention by the non-relevant
audiovisual speech signals.

Another interesting observation was the trend toward a signif-
icant enhancement of the flanking speaker’s SSVEPs in the Lip
Movement Interference condition. Since there were no behav-
ioral interference effects of viewing lip movements alone, the
enhanced SSVEPs in this condition do not appear to reflect a
behaviorally relevant capture of visual attention. An explana-
tion for the observed trend could be that the lip movements
of the flanking speakers were not accompanied by an acoustic
stimulus, which may have led to a crossmodal mismatch detec-
tion (Arnal et al., 2011) that enhanced visual processing of the
flanking speakers.

The absence of interference effects on SSVEPs induced by the
center speaker is in line with our previous study (Senkowski et al.,
2008). It may be that the capture of attention observed in the
Speech Interference Condition involves a split of the attentional
focus when the flanking speakers produced bimodal audiovisual
syllables. Previous studies have shown that the attentional spot-
light can be split (Müller et al., 2003; McMains and Somers,
2004). Specifically, these studies have shown that visual input pre-
sented at multiple locations can be monitored in parallel by our
attentional system. In the current study, however, such a possible
split of the attentional spotlight did not substantially affect the
processing of visual input from the attended center speaker.

While the finding that the distraction effects are particularly
reflected in flanking speakers SSVEP is in agreement with our
previous study (Senkowski et al., 2008), there are also some differ-
ences in results. The main difference is that the effects on flanking
speakers SSVEPs in our previous study were found at left lat-
eral temporal electrode sites, whereas in the present study we
observed modulations at occipital sites. The differences between
our previous study and the present work may emerge from dif-
ferences in experimental setups. The paradigm in the present
study consisted of four experimental conditions (including three
distraction conditions) compared to two conditions (with only
one distraction condition) in our previous study. It is possible
that these differences contributed to the differences in results
(i.e., topography of effects). Notably, however, the effects in both
studies were found particularly for flanking speaker SSVEPs.
Interpreting the results in terms of a capture of visual attention,
the observation of effects at occipital electrodes in the present
study fits well with previous studies showing attention related
effects on SSVEPs at postero-occitipal scalp (e.g., Müller et al.,
2003).

CONCLUSION
Our study demonstrates that non-relevant audiovisual speech
stimuli serve as highly salient distractors in the processing of
audiovisual speech. The enhanced attentional capture in the
naturalistic audiovisual speech interference condition is reflected

Frontiers in Integrative Neuroscience www.frontiersin.org September 2012 | Volume 6 | Article 67 | 42

http://www.frontiersin.org/Integrative_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Integrative_Neuroscience/archive


Krause et al. Capture of attention distracts multisensory processing

by a decrease in behavioral performance and an enhancement
of flanking speaker induced SSVEPs. The interference effects
in the other distraction conditions, comprising of visual lip
movements alone and lip movements accompanied by audi-
tory noise, were much weaker or even vanished, respectively.
Taken together, our study provides evidence that non-relevant
audiovisual speech in particular leads to stronger distraction
in speech interference situations as compared to other sensory
signals.
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Philosophers, psychologists, and neuroscientists have long been interested in how the
temporal aspects of perception are represented in the brain. In the present study,
we investigated the neural basis of the temporal perception of synchrony/asynchrony
for audiovisual speech stimuli using functional magnetic resonance imaging (fMRI).
Subjects judged the temporal relation of (a)synchronous audiovisual speech streams,
and indicated any changes in their perception of the stimuli over time. Differential
hemodynamic responses for synchronous versus asynchronous stimuli were observed
in the multisensory superior temporal sulcus complex (mSTS-c) and prefrontal cortex.
Within mSTS-c we found adjacent regions expressing an enhanced BOLD-response to the
different physical (a)synchrony conditions. These regions were further modulated by the
subjects′ perceptual state. By calculating the distances between the modulated regions
within mSTS-c in single-subjects we demonstrate that the “auditory leading (AL)” and
“visual leading (VL) areas” lie closer to “synchrony areas” than to each other. Moreover,
analysis of interregional connectivity indicates a stronger functional connection between
multisensory prefrontal cortex and mSTS-c during the perception of asynchrony. Taken
together, these results therefore suggest the presence of distinct sub-regions within the
human STS-c for the maintenance of temporal relations for audiovisual speech stimuli plus
differential functional connectivity with prefrontal regions. The respective local activity in
mSTS-c is dependent both upon the physical properties of the stimuli presented and upon
the subjects’ perception of (a)synchrony.

Keywords: audiovisual, temporal perception, fMRI, speech, human

INTRODUCTION
When observers are confronted with incongruent auditory and
visual information, that information is often fused into a con-
gruent multisensory percept. Spatial, semantic, and temporal
factors have all been shown to contribute to this perceptual fusion
(see e.g., Driver and Noesselt, 2008, for a review). The temporal
relationship between inputs from different senses plays a partic-
ularly important role in multisensory integration (Köhler, 1947;
Dennett, 1991; Spence and Squire, 2003; Kelly, 2005) and the
perceived synchrony declines when the audio-visual asynchrony
exceeds a certain temporal delay. When simple auditory beeps and
visual flashes are being judged, subjects’ temporal synchrony win-
dow spans approximately 100 ms (Slutsky and Recanzone, 2001;
Vatakis and Spence, 2006a) becoming broader/wider when stim-
uli are more complex (consisting of semantic content; Dixon and
Spitz, 1980; McGrath and Summerfield, 1985; Spence and Squire,
2003; Miller and D’Esposito, 2005; Vatakis and Spence, 2006b, see
also Vroomen and Keetels, 2010 for review).

Several brain structures have been implicated in the multi-
sensory integration of auditory and visual stimuli. Among them
are the superior colliculi (Stein and Meredith, 1993), the supe-
rior temporal sulcus complex (STS-c), the intraparietal sulcus
(IPS), the insular cortex, the claustrum and prefrontal areas (e.g.,
Calvert et al., 2000; Bushara et al., 2001; Calvert, 2001; Driver
and Noesselt, 2008). Within the STS-c, areas within or close to
the upper bank have been identified as key regions governing
multisensory integration in both humans (Wright et al., 2003;
Beauchamp, 2005a; Noesselt et al., 2007) and non-human pri-
mates (Benevento et al., 1977; Desimone and Gross, 1979; Bruce
et al., 1981; Hikosaka et al., 1988; Barraclough et al., 2005).
Direct neuronal recordings from the superior temporal poly-
sensory (STP) region in monkeys have revealed that neurons
can respond to both visual and auditory stimuli in both the
upper (Bruce et al., 1981; Hikosaka et al., 1988) and lower banks
(Benevento et al., 1977). Barraclough et al. (2005) reported neu-
rons within the STS-c that respond to action-related congruent
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audiovisual stimulation. When focusing on complex, speech-
related animal communication, results from studies in macaques
suggest that temporal regions in the macaque brain (including
in the STS-c) are activated by audiovisual species-specific vocal-
izations (Gil-da-Costa et al., 2004; Ghazanfar et al., 2008). In
humans, using linguistic stimuli, van Atteveldt et al. (2004) found
regions in the STS-c that responded to visually presented letters,
spoken single letters, or their combination. As in the study by
Wright et al. (2003) employing lip-movements plus spoken syl-
lables, the STS-c response was greatest for audiovisual stimuli.
van Atteveldt and colleagues (2004) reported that multisensory
enhancement was seen for congruent but not for incongruent
stimuli. However, other studies reported enhancements in func-
tional magnetic resonance imaging (fMRI)-responses for incon-
gruent stimuli within STS-c (e.g., van Atteveldt et al., 2007). These
findings suggest that the STS-c is involved in the temporal bind-
ing of audiovisual stimuli. However, it still needs to be established
whether congruent or incongruent audiovisual stimuli elicit a
higher fMRI-signal in STS-c, or whether different subregions
within the STS-c may differentially code multisensory temporal
relations.

Hence, the aim of the present study was to investigate the
functional neuroanatomy of the multisensory regions includ-
ing STS-c and prefrontal cortex when perceiving a temporal
(mis-)alignment of ecologically-valid long speech sequences;
and to examine whether audiovisual temporal relationships
may subdivide multisensory regions functionally. Subjects were
shown videos of temporally aligned and misaligned video
streams [either auditory leading (AL) or visual leading (VL)
and reported whether those were perceived as being syn-
chronous or asynchronous. Importantly, they also reported
changes of perceived timing during the presentation of each
stimulus. This design enabled us to dissociate those neural
processes that were related to perceptual switches and those
related to stable perceptual states during the presentation of
audiovisual speech sequences. To anticipate, we found differen-
tial BOLD-effects for the different temporal percepts (AL, VL,
and synchrony (AVS)] within adjacent subregions in human
STS-c, plus differential interregional connectivity with prefrontal
cortex.

METHODS
A temporal-threshold experiment was conducted prior to scan-
ning, to account for any individual differences in temporal
perception. By choosing bistable stimuli for each subject we
maximized the number of trials per condition during the
fMRI-experiment (see below). Subjects (n = 14, 7 female) were
placed in a dark, sound-attenuated chamber after providing
written informed consent in accord with local ethics. They
had to report the perceived synchrony or direction of asyn-
chrony of auditory and visual information of video sequences
by pressing one of three buttons (thereby indicating AL, AVS,
VL). Importantly, subjects could change their judgements dur-
ing each video presentation. The stimuli consisted of 20 video
clips (length 23.7 s), depicting the face of a trained female
speaker reading sentences (see Figure 1). Stimuli were random-
ized with MATLAB 6.1 and presented using Presentation 9.11

FIGURE 1 | Overlap of visual and auditory BOLD-modulations for

unisensory stimulus presentations (p < 0.005; k > 10). This activation
map was used as the search volume for the fMRI-analysis in the main
experiment.

(Neurobehavioral Systems, Inc., CA). Initially, 20 synchronous
sequences plus 80 temporally shifted sequences were presented
(−130 ms, −60 ms (AL) and 200 ms/400 ms (VL), 20 video
clips each, see Figure 2A). These asynchronies for threshold-
determination were chosen in accord with previous reports
(Dixon and Spitz, 1980). For the fMRI-experiment, those stim-
uli were chosen for each subject that had a similar number
of synchrony and asynchrony judgments (called near-threshold
below).

fMRI-DATA ACQUISITION
fMRI-data was acquired on a whole body Siemens 3 T Trio-
scanner (Siemens, Erlangen, Germany) using a circular-polarized
whole-head coil (BrukerBioSpin, Ettlingen, Germany). Subjects
performed the same task as they had outside the scanner, report-
ing their responses with their right index, middle, and ring finger.
Within the scanner subjects were presented three conditions:
near-threshold VL, near-threshold AL plus the AVS condition. All
other stimulus parameters were kept as in the behavioral experi-
ment outside the scanner except for the following: first, a baseline
period of 20 s was introduced after each video clip. Second, eye
movements were monitored using an fMRI-compatible infrared
recording system (Kanowski et al., 2007) plus evaluation soft-
ware (PupilTracker, HumanScan, Erlangen, Germany). The eye
movement data was analysed with MATLAB 6.5. Third, before
the main fMRI-experiment, a functional localizer was run in
which only unimodal auditory or unimodal visual stimuli from
the videos were presented (331 volumes covering the whole
head, TR 2 s, TE 30 ms, flip 80◦, resolution 64 × 64 × 32 at
3.5 × 3.5 × 4 mm). The derived overlapping audio-visual activa-
tion map was then used to identify candidate multisensory areas
(see below). Fourth, subjects wore earplugs; perceived loudness
and balance were adapted individually to ensure easy compre-
hension of the auditory speech sequences despite the scanner
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FIGURE 2 | Experimental design and behavioral results. (A) Depicts an
example of a video-clip presented in three conditions [i.e., auditory leading
(top left, temporal lag from 60–120 ms), auditory and video synchronous (top
middle), or visual leading (top right, temporal lag from 200–400 ms)].
Auditory and visual lags were determined in a preliminary
threshold-determination-experiment. Stimuli were presented at 1◦ visual
angle above fixation (lower boundary) up to 7◦ (upper boundary). The duration
of all 20 video-clips was 23.7 s, the interstimulus interval was 20 s.
Partcipants indicated whether they perceived the auditory stream leading,
the visual stream leading, or the 2 streams as being synchronous. They were
encouraged to report any changes in their perception during the presentation
of each video. Note that the physical lag was fixed within each video clip near
the individual’s synchrony/asynchrony-threshold. (B) Radar graph

depictsmean durations (time from one keypress to the next) of subjects’
(a)synchrony-percepts for each experimental condition during fMRI-scanning:
perceptual states were longest when perception of (a)synchrony was
congruent with physical stimulation. Therefore, in the fMRI-analysis,
hemodynamic response functions (HRF) could be specifically modeled and
extracted for each stable percept and perceptual switches using a mixed
model (see below). (C) An example trial modeled with hemodynamic
response functions for an auditory leading-stimulus (AL). Gamma-curves
depict perceptual switches/decisions, whereas box-car functions illustrate
the sensory procesing prior to the first decision and perceptual states.
Purple curves stand for AVS, red for AL. Note that each box-car function
was individually specified based on the trial-by-trial inter-button-press
duration.
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noise. The stimuli were presented using MR-compatible, electro-
dynamic headphones (MRconfon, Magdeburg, Germany).

During the main experiment functional volumes were col-
lected in four sessions (331 volumes each, covering the whole
head, TR 2 s, TE 30 ms, flip 80◦, resolution 64 × 64 × 32
at 3.5 × 3.5 × 4 mm). Additionally, for anatomical localization
an inversion-recovery EPI was acquired (TR 2 s, TE 30 ms,
TI:1450 ms, resolution 64 × 64 × 32 at 3.5 × 3.5 × 4 mm, same
slice orientation and distortions as the functional volumes). The
first five volumes from each session were excluded from further
analysis. The remaining volumes were acquisition-corrected to
the first acquired slice of each volume, motion-corrected, nor-
malized at 2 mm3 voxel size and smoothed (6 mm), using SPM2
(Wellcome Department of Cognitive Neurology, London, UK).

GROUP-LEVEL STATISTICS
After pre-processing the data from a localizer run were modeled
with two box-car functions convolved with the hemodynamic
response function (HRF) for the auditory and visual trials. For
the localizer runs, blocks were compared to the baseline dur-
ing which no stimulus was present (p < 0.005; k > 10). An
audiovisual mask (i.e., overlap of unisensory visual and auditory
activations) was computed to identify candidate multisensory
structures (see Figure 1; cf. Beauchamp et al., 2004b; Beauchamp,
2005b; Noesselt et al., 2007; Szycik et al., 2008).

Next, all experimental conditions were modeled with the HRF
with variable durations when appropriate (mixed model; see
Figure 2C). In particular, 21 conditions were defined in a mixed
model: three perceptual switches (subjects’ button press, event-
related), three perceptual states (time after button press, variable
block) and the initial stimulation (time before the first but-
ton press, variable block) for every stimulus condition (AL, VL,
and AVS). To test condition effects, linear contrasts were used
for each subject and condition and masked inclusively with the
audiovisual overlap from the functional localizer. The result-
ing contrast images were applied to perform random effects
second-level analyses. The statistical parametric maps of the
t-statistics at each voxel were thresholded at p < 0.05 (small-
volume-corrected) and the spatial extent threshold was set at k >

5 voxels.
The following contrasts were computed: First, we identified

regions that responded to physical synchrony and asynchronous
conditions. Second, we identified regions that showed differen-
tial fMRI-signals for perceived synchrony vs. asynchrony con-
ditions. Finally, we computed interaction effects for differential
perceptual states with identical physical stimulation (i.e., asyn-
chronous vs. synchronous percepts separately for AL, VL, and AVS

stimulation).

SINGLE-SUBJECT STATISTICS
We also analysed the data from individual subjects in order
to confirm our group-level results and to test the interaction
between stimulation and percepts formally. We identified for each
subject regions within STS-c using the identical contrasts as in
the group analysis above: for AL stimulation: veridical AL per-
cept > non-veridical synchronous percept; for AVS stimulation:
veridical synchrony percept > both non-veridical percepts; for VL

stimulation: veridical VL percept > non-veridical synchronous
percept. Subject-specific regions of interest (ROI) were identi-
fied by searching for significant clusters of the three contrasts
of interest within subregions of the STS-c (anatomical crite-
rion) which expressed unisensory responses to both modalities
(additional functional criterion). We extracted the beta-weights
of all experimental conditions from these three local maxima for
each subject and tested whether these local maxima would express
significantly different results across stimulations. Note that this
analysis is non-trivial and provides additional information, since
any BOLD-modulation of different perceptual states to the AVS-
stimulation was left unspecified in the AL and VL stimulation
contrasts and vice versa.

ANALYSIS OF INTERREGIONAL CONNECTIVITY
Complementary to the analysis of local modulations of the
BOLD-response we investigated the effects of interregional con-
nectivity in the context of perception of AVS, VL, and AL as
described above (Friston et al., 1997). We seeded our analy-
ses in the subject-specific local maxima in STS-c and analyzed
which other regions showed enhanced functional coupling in
the context of AL percepts in the AL condition (relative to
non-veridical synchronous percept in the AL condition), in the
context of VL percepts in the VL condition (relative to the
non-veridical synchronous percept in the AL condition) and in
the context of synchronous percepts in the synchronous condi-
tion (relative to the non-veridical asynchronous percept in the
synchronous condition) using a model with 21 regressors (see
above) plus the physiological response and the psychophysiolog-
ical interaction as two additional regressors (see e.g., Noesselt
et al., 2007 for a similar approach) to reveal differential func-
tional interregional connections in the psychological context of
synchronous or asynchronous percepts. Three models were cal-
culated separately for each STS-local maximum (corresponding
to veridical AL-percepts, veridical VL-percepts, and veridical AVS

percepts).
Differential group-level effects were calculated with an analysis

of variance (ANOVA) pertaining the three PPIs from the three
connectivity analysis.

ANALYSIS OF CONSISTENT PATTERNING OF SUBREGIONS
Finally, distances between single subject maxima in STS-c were
computed and analysed to reveal any systematic anatomical dis-
tribution of subjects’ local maxima for the AL, VL, and AVS

representation. For this we used a three step approach: normaliza-
tion of MNI-coordinates, calculation of distances by subtracting
the normalized MNI-coordinates and calculation of Euclidian
distances in three-dimensional space. In particular, for the cal-
culation of distances, the MNI coordinates (in millimeters) of
the three contrasts and their respective local maxima were scaled
by adding the maximum negative value to all coordinates of
one dimension so that all values were positive. This procedure
was applied for the y and z extension/dimension; x coordinates
were converted into their absolute value. Second, coordinate val-
ues of the same dimension but different local maxima were
subtracted from each other (AL/VL minus synchrony and AL

minus VL). Finally, we computed Euclidean distances for the
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difference measures: following Pythagoras’ Theorem, difference
values of the x and y dimension (cathetuses) were squared and
added together and the resulting value (hypotenuse) added to the
squared z dimension difference. The square roots of the result-
ing values (again hypotenuse) represent the reported distances
between voxels.

RESULTS
BEHAVIORAL RESULTS
The results of the behavioral experiment outside the scanner
revealed that subjects’ judgments became more consistent with
stimulation as the audiovisual delay increased. For the auditory
stream leading condition, the mean delay for near-threshold stim-
uli was 105 ms (±35 ms) while for the visual stream leading
condition it was 227 ms (±47 ms). Inside the scanner, subjects
again judged temporal relations of the video clips while fMRI-
data were acquired. The eye-movement data were analysed using
both deviations from fixation and eye blinks (Kanowski et al.,
2007). Three subjects who showed extensive eye movements or
blinking were excluded from further analysis. In the remaining
11 subjects, neither “real” eye movements nor eye blinks showed
any differential effect across the experimental conditions (i.e., eye
movements < 1◦).

During each video subjects (n = 11) switched 5.72 (2.34 SD)
times toward a “congruent” perceptual state [i.e., one during
which perception and the physical stimulus were identical] vs.
3.97 (2.0) times toward a non-veridical one. Moreover, sub-
jects maintained veridical percepts for 9.13 (3.38) s on average,
whereas non-veridical percepts lasted 6.04 (2.02) s (see Figure 2B
for length of stable durations as a function of the stimulus type).
This allowed for an unbiased mixed model design (see Figure 2C
and Kleinschmidt et al., 1998; Dosenbach et al., 2006 for similar
approaches).

NEUROIMAGING RESULTS
Voxel-based group results
First, we computed candidate multisensory structures (i.e., the
overlap of activation patterns found with unisensory visual and
auditory stimuli before the main experiment; see Beauchamp
et al., 2004b; Noesselt et al., 2007; Szycik et al., 2008, for sim-
ilar approaches). These candidate multisensory structures com-
prised of bilateral superior temporal sulcus, bilateral anterior
insula extending into prefrontal cortex plus bilateral premotor
cortex.

When comparing stable perceptual states with switches we
found stronger fMRI-responses in bilateral STS-c and lateral pre-
frontal cortex for the maintenance of perceptual states relative to
switches whereas perceptual switches engaged posterior parietal
regions plus anterior cingulate in accord with earlier studies (e.g.,
Heekeren et al., 2008). Since perceptual switches did not signifi-
cantly modulate voxels within temporal regions, we then focused
on the experimental effects of the different stimulus types and
of stable perceptual states (i.e., inter-response intervals) within
multisensory regions.

First, comparisons of AVS vs. (VL+AL) perceptual states (col-
lapsed over stimulus types) revealed modulations in adjacent
subregions of bilateral multisensory STS-c, in right insular cortex,

and in bilateral prefrontal areas (see Figure 3A and Tables 1A,B);
note that both asynchronous and synchronous perceptual states
modulated regions within STS-c, whereas only asynchronous per-
ceptual states additionally modulated the anterior insula and
prefrontal cortex (see Table 1). Second, comparisons of the physi-
cally AVS minus (VL+AL) stimuli (regardless of perceptual states)
revealed right-lateralised modulations in middle and posterior
STS-c plus prefrontal cortex (see Figure 3B, purple spots). AL and
VL stimuli (relative to synchronous stimuli; see Figure 3B, red
and blue spots, respectively) showed enhanced BOLD-responses
in bilateral STS-c, prefrontal cortex, and anterior insula (see
Tables 2A–C for local maxima). Please note, that the time-
related modulations are more widespread in the left hemisphere,
which might be a reason for the left-sided dominance of syn-
chronous representation reported in other studies (e.g., Miller
and D’Esposito, 2005; Marchant et al., 2012).

Finally, we compared different perceptual states separately for
each stimulus type (and not collapsed across stimulus type as
above). Note that these stimulus-type-specific comparisons were
designed to reveal perceptual effects for identical physical stim-
uli. Differential non-overlapping BOLD-modulations were again
found in anterior insula, prefrontal cortex, and STS-c; with only
asynchronous perceptions expressing higher activations in the
insula and prefrontal cortex (see Figure 4, plus Tables 3A–C).
Within STS-c, distinct regions for synchronous and asynchronous
perceptions were observed as a function of stimulus type. BOLD-
modulations for AL and VL conditions (veridically perceived
as asynchronous) enclosed a region with an enhanced BOLD-
response for veridically perceived AVS stimuli within the left
hemisphere (see Figure 4, middle row and lower left panel). In
the right hemisphere, regions within the STS-c responded to
veridically perceived AVS and VL stimuli (see Figure 4, middle
and bottom row). We also investigated whether we would find
modulations in the fMRI-signal for the main effects of stimulus
type, perception and perceptual states for each stimulus type out-
side the multisensory ROI. However no significant modulations
were observed (pFWE−corrected < 0.05, since we did not have any
a priori hypothesis).

Single-subject region-of-interest approach
Because of the possible anatomical differences between sub-
jects within the STS-c (Ochiai et al., 2004), a ROI analysis
was performed within single subjects to confirm and extend
voxel-based group-level responses to physical and/or perceptual
(a)synchrony.

For this ROI analysis, three differential temporal percepts were
evaluated for each subject with the following contrasts: veridi-
cal (asynchronous) minus non-veridical synchronous perception
for AL and VL speech stimuli; plus synchronous minus asyn-
chronous perception for AVS stimulus trains. This analysis was
again applied within subjects’ audiovisual masks. Mean beta
weights responses (proportional to percent signal change) for the
subjects’ perceptual states in every experimental condition were
assessed for the three (a)synchrony areas and their respective local
maxima. (Note, that these local maxima were identified by con-
ducting comparisons of a limited number of perceptual states,
regardless of any other differential effects between conditions.
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FIGURE 3 | Voxel-based group BOLD-effect of subjects’ stable

perceptual states (time from one keypress to the next, upper row) and

the effects of the different stimulus types (lower row) within audiovisual

activation maps (as defined by the overlap of unisensory stimuli)

thresholded at p < 0.05 (small-volume-corrected). Note that the
distribution of time-sensitive regions differed in the left and right hemisphere,
with the left hemisphere showing a more widespread pattern than the right
hemisphere (as evidenced by the formatting). (A) Comparison of synchrony >

asynchrony percepts collapsed over stimulus type (purple spots) highlights
modulations reaching from posterior to middle STS-c. Adjacent regions within
STS-c were also found to be relevant for stable asynchrony percepts >

synchronous ones (red spots; additionally, the asynchrony > synchrony
percepts-contrast produced significant modulations in prefrontal areas; not
shown, see Table 1). (B) Differential BOLD-responses for the three stimulus
types collapsed over peceptual state show significant effects at the right
posterior STS-c (purple spots; plus premotor regions; not shown, but see
Table 2) for synchronous relative to asynchronous stimulation; at both STS-c
(blue spots) and prefrontal areas (not shown) for visual leading relative to
synchronous stimuli, and at left posterior STS-c and right anterior/posterior
STS-c (red spots plus modulations at precentral gyrus and prefrontal areas;
not shown, see Table 2) for auditory leading relative to synchronous
stimulation.

Thus, the analysis of BOLD-effects reported below, will provide
additional information concerning the overall response patterns
within the STS-c-subregions):

We extracted the beta weights for all perceptual states
(3 states × 3 stimulus types) from the three local maxima
within STS-c and conducted a 2 × 3 × 3 × 3 repeated measures
ANOVA with the factors of hemisphere, type of (a)synchrony
area, percept, and stimulus type (see Figure 5B). As no effect
of hemisphere was found [F(1, 10) < 1; n.s.], beta weights

averaged over hemispheres are displayed in Figure 5C. Interaction
effects occurred between type of area, percept, and stimu-
lus type [F(8, 80) = 3.1; p < 0.01] suggesting that, within each
(a)synchrony area, beta weights change as a function of the sub-
jects’ percept and stimulus type. Main effects were observed for
type of (a)synchrony area [F(2, 20) = 4.9; p < 0.05] and percept
[F(1.33, 13.26) = 10.9; p < 0.01]. Although post-hoc t-tests showed
no significant effects, responses within the “VL areas” were lower
than in the other two areas. BOLD responses to synchronous
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Table 1 | Local maxima (p < 0.05, k > 5 small-volume-corrected) for (A) synchrony minus asynchrony perception within multisensory regions

(see Figure 3A, purple spots) and (B) asynchrony minus synchrony percepts (see Figure 3A, red spots) collapsed across physical stimulation.

Anatomical structure Hemisphere Cluster size (voxels) t-value MNI coordinates

x y z

A.SYNCHRONY PERCEPT > ASYNCHRONY PERCEPT

Temporal Lobe

Anterior STS R 96 4.95 (0.001) 60 −22 −2

Anterior STS − 22 3.68 (0.005) 62 −10 −10

Posterior/middle STS R 32 2.84 (0.01) 48 −38 8

Posterior/middle STS L 13 3.47 (0.007) −58 −34 −4

B. ASYNCHRONY PERCEPT > SYNCHRONY PERCEPT

Temporal Lobe

Posterior/middle STS R 206 5.63 (0.000) 66 −34 −6

Posterior/middle STS/MTG R 10 2.98 (0.007) 58 −40 −8

Posterior/middle STS R 14 2.92 (0.008) 54 −44 18

Posterior/middle STS L 17 3.56 (0.006) −66 −50 2

Frontal Lobe

Anterior insula R 14 2.66 (0.01) 42 36 −10

Prefrontal cortex R 644 10.09 (0.000) 56 24 22

Prefrontal cortex L 9 2.44 (0.02) −54 30 14

MNI, Montreal Neurological institute; L, left; R, right.

stimuli were significantly lower than to asynchronous stimuli
[t(20) = −3.53; p < 0.01]. Interaction effects occurred between
hemisphere and type of area [F(2, 20) = 8.04; p < 0.01], type of
area and percept [F(4, 40) = 3.48; p < 0.05], type of area and
stimulus type [F(1.73, 17.3) = 9.17; p < 0.01], percept and stim-
ulus type [F(1.7, 17.06) = 4.7; p < 0.05].

Further analysis of the ANOVA-data (post-hoc t-tests) revealed
that for each stimulus category, subjects’ BOLD responses were
highest when a veridical judgment was made. Within the “AL

area” (red), the mean BOLD response was highest when subjects
perceived an AL stimulus as AL (veridical percept). The according
beta weight differed statistically from the two other beta weights
and their respective perceptual states [t(10) = 3.12; p < 0.05],
whereas the beta weights of the non-veridical percepts did not
differ statistically from each other. The same pattern of results
was also observed for the AVS region (yellow) [t(10) = 4.76; p <

0.001] and VL percepts (blue) [t(10) = 2.72; p < 0.05]. Since, in
the AVS area, veridical responses were not significantly differ-
ent from BOLD-responses for other stimulus types, this region
may serve additional sub-functions on top of the maintenance of
synchrony perception. In general, these ROI-results reaffirm the
functional micro-compartmentalization of the STS-c found in the
voxel-based group results into areas specialized for the perception
of distinct audiovisual temporal patterns.

Interregional connectivity of STS-c-regions
Moreover, we assessed whether the subregions within STS-c that
consistently expressed differential local activity (see Figure 5)
would also be functionally linked to other multisensory regions.
We used the assumption-free “psychophysiological interaction”
(PPI; Friston et al., 1997) and seeded our analysis in subject-
specific STS-c maxima. We analysed whether the strength of
functional coupling of these adjacent STS-c-regions with other

multisensory regions would differ. We found that both AL and
VL-regions in bilateral STS-c showed a significantly stronger cou-
pling with right prefrontal regions than did the AVS-region (see
Figure 6 and Table 4). Moreover, synchronous patches with the
middle STS-c expressed a stronger functional connection with
posterior STS-c regions in the left hemisphere, whereas asyn-
chronous patches showed a stronger coupling with posterior
STS-c in the right hemisphere (see Table 4).

Spatial configuration of STS-c-subregions
In addition, we evaluated whether the spatial configuration of
the identified sub-regions within bilateral STS-c showed a sys-
tematic spatial distribution across subjects: the analysis revealed
that perceived asynchrony (AL or VL) and synchrony modulated
distinct regions along the STS-c which were situated adjacent
to one another (with asynchrony enclosing synchrony modu-
lations). For every subject, this specific pattern differed in its
position along STS-c but occurred regularly (see Figure 5A for
average, Figure 5B for illustrative subjects). Distances between
the areas modulated by an interaction of stimulus type and
perception were calculated. We found that, on average, the
local maxima of the “AL” and “VL areas” were situated closer
to “synchrony areas” (12.1 and 11.1 mm) than to each other
(17.6 mm).

A 2 × 3 repeated measures ANOVA with the factors hemi-
sphere and distance showed an effect of distance [F(2, 20) = 10.2;
p < 0.001]. The distance between the “asynchrony areas” was
statistically different from their respective distance to the “syn-
chrony area” [AL: t(10) = 3.77; p < 0.05; VL: t(10) = 3.40; p <

0.05]; the distances between the asynchrony areas and the “syn-
chrony area” were similar [t(10) = 0.63; p = 0.55]. There was
no effect of hemisphere [F(1, 10) < 1; n.s.], nor any interaction
between hemisphere and distance [F(2, 20) < 1; n.s.].

Frontiers in Integrative Neuroscience www.frontiersin.org August 2012 | Volume 6 | Article 64 | 50

http://www.frontiersin.org/Integrative_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Integrative_Neuroscience/archive


Noesselt et al. When is where in temporal perception

Table 2 | Local maxima (p < 0.05, k > 5 small-volume-corrected) for (A) AVS minus (AL+VL) stimulation within multisensory regions (see

Figure 3B, purple spots); (B) VL minus synchrony stimulation (see Figure 3B, blue spots); and (C) AL minus synchrony stimulation (see

Figure 3B, red spots) collapsed across perceptual states.

Anatomical structure Hemisphere Cluster size(voxels) t-value MNI coordinates

x y z

A. PHYSICAL SYNCHRONY > PHYSICAL ASYNCHRONY

Temporal cortex

STS R 9 2.39 (0.03) 54 −46 14

STS R 8 2.31 (0.04) 62 −50 10

Frontal lobe

Prefrontal cortex R 14 2.92 (0.008) 50 36 12

B. PHYSICAL VISUAL LEADING ASYNCHRONY > PHYSICAL SYNCHRONY

Temporal lobe

Anterior STS R 370 3.81 (0.001) 64 −20 −12

Middle STS L 9 3.05 (0.005) −68 −38 14

Middle STS L 14 2.95 (0.007) −60 −30 8

Frontal lobe

Prefrontal cortex R 41 2.78 (0.01) 38 18 26

Prefrontal cortex L 11 2.73 (0.01) −46 20 28

Anterior insula R 8 2.99 (0.006) 50 42 2

Anterior insula/IFG L 41 3.88 (0.001) −36 38 −16

C. PHYSICAL AUDITORY LEADING ASYNCHRONY > PHYSICAL SYNCHRONY

Temporal Lobe

Anterior STS R 177 3.55 (0.002) 62 −14 −8

Posterior/middle STS R 122 3.32 (0.002) 54 −46 −2

Middle STS L 12 4.07 (0.001) −68 −38 14

Posterior STS L 57 2.86 (0.009) −54 −54 8

Frontal Lobe

Precentral gyrus R 17 3.27 (0.003) 44 0 40

Precentral gyrus R 7 2.47 (0.02) 48 6 44

Anterior insula/IFG L 6 3.31 (0.002) −36 40 −18

Prefrontal cortex L 19 2.46 (0.02) −46 22 24

MNI, Montreal neurological institute; L, left; R, right.

DISCUSSION
The present study investigated the neural basis of both the pro-
cessing of physical properties and subjective perception of the
temporal relationship between auditory and visual speech stimuli,
thereby pinpointing the functional neuroanatomy of audiovisual
temporal processing and perception in multisensory cortex in
humans. We found that sub-regions within the superior temporal
sulcus have a distinct response pattern during the maintenance
of perceptual states and for the processing of physical stimu-
lus differences regardless of subjects’ perceptual state. Within
lateral prefrontal regions and anterior insula only the percep-
tion of asynchrony was consistently linked to an increase in
BOLD-response. A ROI-based single-subject analysis corrobo-
rated and extended this pattern: three subregions within the STS-c
showed a differential response for the different physical stimuli
(AL, VL, and AVS). Responses were further enhanced if subjects’
perceptual states were congruent to the physical stimulus being
presented. Further, analyses of interregional connectivity suggest
that during the perception of asynchronous stimuli AL and VL
regions within the STS-c are coupled more strongly to lateral

prefrontal regions, whereas connectivity within posterior STS-c
was lateralized with stronger connections of the middle with pos-
terior STS-c in the left hemisphere for synchrony patches and
with posterior STS-c in the right hemisphere for asynchronous
patches. Finally, analysis of the anatomical patterning of these
regions suggests that they are distributed regularly within the
STS-c with a synchrony region being enclosed by asynchrony
regions.

Previous neuroimaging studies have reported that the STS-c
(among other structures) is involved in audiovisual temporal
processing and synchrony perception (Calvert, 2001; Macaluso
et al., 2004; Miller and D’Esposito, 2005; Dhamala et al., 2007;
Noesselt et al., 2007; Stevenson et al., 2010; Marchant et al.,
2012; see Driver and Noesselt, 2008, for a review). However,
most of these studies investigating the crossmodal binding of
semantically meaningful stimuli (Calvert et al., 2000; Calvert
and Campbell, 2003; Macaluso et al., 2004) did not separate
task- and perception-related effects; their reported modulations
may therefore reflect a mixture of stimulus-, decision-, and
perception-related processing.
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FIGURE 4 | Activation maps comparing participants’ stable veridical

percepts (i.e., identical with the physical stimulus) against

non-veridical percepts within audiovisual regions thresholded at

p < 0.05; k > 5 (small-volume-corrected). Whereas the right-sided STS-c
is only modulated by synchronous > asynchronous percepts (orange spots,
upper left panel) when processing synchronous stimuli, the results also
show higher activations for asynchronous judgments during asynchronous
stimulation [both auditory (red spots) and visual leading (blue spots);
represents coherence] compared to synchronous judgments during
asynchronous stimulation (incoherence) within prefrontal regions (top right)
and the left STS-c region (middle and lower row). Note that within this area
analysis revealed distinct spots for each veridical percept. Prefrontal regions
were only modulated by veridical percepts during asynchrony stimulation
(see Table 3).

Previous research (Miller and D’Esposito, 2005; Stevenson
et al., 2010) reported effects of the temporal fusion of short AV-
syllables using event-related fMRI. Stevenson and his colleagues
(2010) reported functional subregions within STS-c, that prefer-
entially processed asynchronous or synchronous speech. Miller
and D’Esposito (2005) reported left-hemispheric modulations
within STS-c for perceptual fusion and right hemispheric effects
for perceptual segregation. However, the differences in stimulus
materials used in the various conditions may explain the differ-
ent activation maps reported there. Nonetheless, while we did not
find lateralized effects of the local fMRI-signal, our interregional
connectivity analysis revealed a lateralized pattern, that accord
with Miller and D’Esposito.

Other studies have investigated the effects of audiovisual tim-
ing with streams of simple stimuli: Calvert et al. (2001) investi-
gated multisensory interactions using simple synchronized and
desynchronized audiovisual stimulus sequences. Synchronous
or asynchronous bimodal inputs showed non-linear enhance-
ments or suppressions (respectively) of BOLD-responses in

multisensory areas, including STS-c, plus frontal regions. Noesselt
et al. (2007) reported effects in contralateral STS-c for the
processing of lateralized non-semantic synchronous audiovisual
stimuli, but did not report effects for asynchronous audiovi-
sual stimuli. In a related study, Marchant et al. (2012) observed
left-sided synchrony representations in left STS-c. Meanwhile,
van Atteveldt et al. (2004, 2007) identified lateral temporal
areas (PT, STP, and STS-c) as major integration sites whenever
audiovisual grapheme-morpheme pairs were being processed.
While the intensity of modulations increased in auditory areas
for semantically congruent conditions, the location of modula-
tions within the STS-c changed as a function of the temporal
distance/delay between vision and sound: asynchrony was pre-
dominantly processed at the eccentricity of the STS-c activation
pattern, whereas smaller temporal delays were related to the
activation’s core region. However, no effect of synchrony was
reported for synchronous audiovisual letters in the STS-c and
the reported activations for different audiovisual lags overlapped
substantially.

In the present study, asynchronous percepts engaged the
posterior STS-c, the anterior insula, and the prefrontal cortex
bilaterally. Our results accord with previous imaging studies on
temporal asynchrony which reported right-sided effects within
the STS-c, supplementary motor areas (Miller and D’Esposito,
2005) and prefrontal (MFG, IFG) cortices (Bushara et al., 2001;
Dhamala et al., 2007) in the perception of asynchrony. Our
findings corroborate previous results and suggest that audio-
visual prefrontal areas and the STS-c are functionally linked
during the maintenance of the perception of audiovisual asyn-
chrony. There is also corroborating anatomical evidence that
the STS-c is reciprocally linked to prefrontal regions (see e.g.,
Yeterian et al., 2012). We speculate that the perception of asyn-
chronous percepts may be more demanding than synchrony
perception and requires the on-line updating of two separate
working memory representations in prefrontal cortex with input
from the STS-c. Alternatively, the separation of auditory and
visual input may be processed by prefrontal cortical regions
(in line with the notion of a hierarchical multisensory pro-
cessing model, see e.g., Noppeney et al., 2010) and fed back
into the STS-c. Future research in non-human primates or
in humans using transcranial magnetic stimulation/transcranial
direct current stimulation is needed to disentangle these two
possibilities.

Most remarkably of all, our results indicate that the multisen-
sory superior temporal sulcus complex (mSTS-c) can be further
differentiated into subregions that process particular audiovisual
temporal patterns. Anatomical studies in non-human primates
that have investigated the anatomical texture of TPO (the likely
homologue to the human STS-c; Beauchamp, 2005a) have pro-
vided evidence for three caudal-to-rostral subdivisions within
this region (Cusick et al., 1995). Those subdivisions are dis-
tinct in terms of their chemoarchitecture. Seltzer and Pandya
(1991) provided evidence that TPO consists of cytoarchitec-
tonic subdivisons of which particularly the rostral part is directly
connected to the insula. Further chemoarchitectonic results sup-
port the view that the upper bank of TPO in the rhesus mon-
key contains several different anatomical and functional zones
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Table 3 | Local maxima (p < 0.05, k > 5 small-volume-corrected) for (A) Auditory leading minus synchrony percepts during AL stimulation

within multisensory regions (see Figure 4, red spots); (B) synchrony minus (AL + VL) percepts during AVS stimulation (see Figure 4, purple

spots); and (C) VL minus synchrony percepts during VL stimulation (see Figure 4, blue spots).

Anatomical structure Hemisphere Cluster size (voxels) t-value MNI coordinates

x y z

A. COHERENT AUDITORY LEADING PERCEPT > COHERENT SYNCHRONY PERCEPT

Temporal lobe

Posterior/middle STS L 57 2.62 (0.01) −52 −42 4

Posterior/middle STS L 18 2.96 (0.01) −64 −38 10

Posterior/middle STS L 6 2.85 (0.01) −64 −36 −8

Middle STS R 8 3.43 (0.005) −54 −30 −14

Anterior/middle STS R 15 2.95 (0.007) −64 −42 12

Frontal lobe

Anterior insula L 20 3.64 (0.001) −32 28 −6

anterior insula R 66 6.52 (0.000) 42 32 −6

Precentral gyrus R 86 3.98 (0.002) 48 10 40

precentral gyrus L 28 4.67 (0.000) −36 8 60

Precentral gyrus L 11 3.41 (0.006) −40 8 38

Prefrontal cortex R 191 3.25 (0.003) 54 28 12

Prefrontal cortex L 12 2.97 (0.01) −50 6 44

B. COHERENT SYNCHRONY PERCEPT > COHERENT ASYNCHRONY PERCEPT

Anterior STS R 447 4.24 (0.001) 62 −16 −4

Anterior STS L 62 4.05 (0.002) −62 −24 4

Posterior STS R 5 2.66 (0.02) 48 −52 10

Posterior/middle STS L 29 3.28 (0.007) −50 −46 8

Frontal lobe

Anterior Insula/Prefrontal L 14 2.63 (0.01) −34 40 −14

C. COHERENT VISUAL LEADING PERCEPT > COHERENT SYNCHRONY PERCEPT

Temporal lobe

Posterior STS R 18 3.5 (0.002) 64 −50 2

Posterior STS R 5 2.41 (0.02) 62 −50 14

Posterior STS L 29 3.47 (0.002) −58 −50 8

Frontal lobe

Anterior insula R 72 4.77 (0.000) 44 40 −10

Anterior insula L 20 2.71 (0.008) −34 30 −2

Precentral gyrus R 21 3.42 (0.002) 42 8 46

Prefrontal cortex R 451 3.76 (0.001) 50 24 24

Precentral cortex L 134 3.56 (0.002) −42 16 26

MNI, Montreal Neurological institute; L, left; R, right.

(Padberg et al., 2003). They demonstrated that within those
distinct neurochemical/connectional modules the STS-c shows a
patchy organization of connections toward other cerebral regions.
Those patches within the STS-c may have functional relevance.
In a functional imaging study, Beauchamp et al. (2004a) reported
that STS-c can be parcellated into unisensory auditory, visual, and
multisensory patches. Our imaging analysis extends these find-
ings and reveals distinct multisensory patches along the STS-c
that encode separate audiovisual temporal patterns when the syn-
chrony/asynchrony of continuous speech is being judged. Given
that the identified synchrony patches lie in-between auditory-
and visual-leading audiovisual patches, these modulations build
up a chronological array that suggests the existence of a “time
line.” Moreover, another publication (Fairhall and Macaluso,

2009) also reported a modulation of the fMRI-signal due to
attention within middle but not posterior STS-c, when subjects
processed congruent audiovisual speech, thereby suggesting a
large-scale segregation of the STS-c along the anterior-posterior
axis (though asynchronous representations seem to be more
variable; see Tables 1–3). Moreover, Marchant et al. (2012) inves-
tigated the correspondence of an audiovisual behavioral benefit
on BOLD-modulations in the cerebrum and found significant
effects in middle but not posterior STS-c for synchronous stim-
ulus trains. The results from our study—revealing an inter-
action effects in middle STS-c specific for temporal patterns
and their perception plus an enhanced connectivity with more
posterior regions—are in accord with this proposition (though
note that our results did not reveal a clear anterior-posterior
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FIGURE 5 | Panels showing the results of single-subject analyses.

The contrasts displayed here represent subjective perceptions that were
congruent with physical stimulation > incogruent perceptions for
auditory/visual leading (AL,VL, red/blue spots) and synchronous stimuli (AVS,
purple spots). (A) The colored spots indicate average local maxima (11
subjects) of areas that express higher activations for veridical percepts (see
main text for contrast definitions) than for non-veridical ones within the STS-c
region (region of interest). The white lines and their corresponding numbers
display averaged distances in millimeters from one activation spot to the two
others (see “Methods” section for details). Note that asynchrony spots are
always more distant from each other than from synchrony activation. Colored
lines show the individual anatomical curvatures of STS-c of the all subjects
after normalization. (B) The middle row depicts the activation maps of three
individual subjects for the above-described contrasts. Note that synchrony
spots (purple) are enclosed by two asynchrony spots [blue and red spots; see

also distances in panel (A)]. Such activation patterns were found in both left
and right hemispheres. (C) Mean beta-weights (proportional to % signal
change) for the local maxima in panel (A) were collapsed over hemispheres.
Bars show the height of the BOLD-effect (y-axis) for each stable percept
[auditory leading (red bars), synchronous (orange bars), and visual leading
(blue bars)] for the three stimulus types (auditory leading, visual leading, and
synchrony, x-axis) within each each of the local maxima shown in panel
(A) [auditory leading percept maximum (left graph section), synchrony
percept maximum (middle section of graph), and visual leading percept (right
graph section)]. BOLD-responses to asynchrony percepts within asynchrony
percept maxima were always higher (outer left and right bars) than to any
other percept for the different stimulus types. Within the synchrony
percept maximum BOLD-responses to synchrony percepts were higher
than asynchrony percepts whenever synchronous video clips were
presented.
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FIGURE 6 | Interregional connectivity of subjects’ stable veridical

percepts (i.e., identical with the physical stimulus) during asynchronous

stimulation thresholded at p < 0.05; k > 5 (small-volume-corrected). Left
column: right prefrontal regions only expressed stronger coupling with

temporal regions in the context of veridical asynchronous > non-veridical
synchronous perceptions during AL and VL stimulation (see Table 4 for all
maxima). Right column shows the origin of the brain sections depicted on
the left on a lateral group mean view.

Table 4 | Local Maxima (p < 0.05, k > 5 small-volume-corected) of interregional connectivity in the context of (A) veridical synchrony percepts

(relative to non-veridical asynchrony percepts) during AVS stimulation; (B) veridical auditory leading percepts (relative to non-veridical

synchrony percepts) during AL stimulation; (C) veridical visual leading percepts (relative to non-veridical synchrony percepts) during VL

stimulation.

Anatomical structure Hemisphere Cluster size (voxels) p-value MNI coordinates

x y z

A. PSYCHOPHYSICAL INTERACTION OF SYNCHRONY PERCEPTS

Temporal regions

Posterior STS L 31 4.32 (0.001) −54 −54 12

B. PSYCHOPHYSICAL INTERACTION OF AUDITORY LEADING PERCEPTS

Temporal regions

Anterior STS R 73 3.57 (0.001) 64 −12 −8

Posterior STS R 22 3.32 (0.001) −50 −46 16

Frontal regions

Middle/inferior frontal gyrus R 168 2.94 (0.002) 40 22 16

precentral gyrus L 54 2.68 (0.005) −48 −2 46

C. PSYCHOPHYSICAL INTERACTION OF VISUAL LEADING PERCEPTS

Temporal regions

Posterior STS/STG R 44 2.42 (0.009) 52 −46 0

Frontal regions

Inferior frontal gyrus R 21 2.51 (0.008) 58 22 14

distinction for the main effects of physical vs. perceptual states).
Finally, our results could be applied to nonhuman primates to
enable more invasive measures [combined with fMRI (see Tsao
et al., 2006)] to identify the pathways and neural mechanisms
involved. A study in non-human primates on audiovisual face-
voice integration (Ghazanfar et al., 2008) reported enhanced
coupling of STS-c-neurons with auditory areas when processing
audiovisual stimuli (Schroeder et al., 2008). Our results would
predict the existence of distinct patches within mSTS-c that may

differentially engage unisensory cortices via feedback connections
(Driver and Noesselt, 2008).

In conclusion, we found a distinct pattern of modulations
within mSTS-c reflecting an interaction between perceptual state
and the physical properties of audiovisual speech stimuli. Our
data therefore suggest that there is an aligned spatial represen-
tation of audiovisual temporal patterns parcellating the multisen-
sory STS-c in humans, with differential functional connections to
multisensory prefrontal regions.
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We studied whether vision can teach touch to the same extent as touch seems to teach
vision. In a 2 × 2 between-participants learning study, we artificially correlated visual gloss
cues with haptic compliance cues. In two “natural” tasks, we tested whether visual gloss
estimations have an influence on haptic estimations of softness and vice versa. In two
“novel” tasks, in which participants were either asked to haptically judge glossiness or
to visually judge softness, we investigated how perceptual estimates transfer from one
sense to the other. Our results showed that vision does not teach touch as efficient as
touch seems to teach vision.
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1. INTRODUCTION
Every day we obtain information about our environment using
different sensory modalities. To create a unified percept of our
environment, information from different senses needs to be com-
bined. We can learn which information about our environment
is most likely to belong together by analyzing statistical corre-
lations, and by interacting with the environment. For example,
we can learn that larger objects are heavier than smaller ones—
given that they have the same visual appearance—by lifting them.
Even more so, if we can get estimates of an environmental prop-
erty from different sensory modalities, we can calibrate the senses
with respect to each other and the world. Two important research
questions within the field of multi-sensory perception are how
such learning happens, that is how information from one sense
is transferred to the other and how information from different
senses is combined.

Studies on multi-sensory perception provide evidence for the
theory of reliability-based cue integration, meaning that infor-
mation from different senses are weighted according to their
reliability before being combined, see Ernst and Bülthoff (2004)
for a review.

Some of these studies focused on space perception, e.g., per-
ceived surface orientation and depth, and showed that touch can
teach vision (Ernst et al., 2000; Atkins et al., 2001; Ho et al., 2009;
van Beers et al., 2011). Ernst et al. (2000), for instance, have shown
that haptic feedback correlated with one of two conflicting visual
slant cues entices observers to give more weight to that cue when
judging slant. Evidence that vision can teach touch, is much thin-
ner and mainly comes from developmental studies (Gori et al.,
2008, 2011). From adult studies on stimulus properties such as
size—which is thought to be sensed more accurately by the hap-
tic system than the visual system (Gori et al., 2008)—and weight,
there is evidence that haptic estimates are influenced by visual

cues (Hillis et al., 2002; Flanagan et al., 2008; Buckingham et al.,
2009; Walker et al., 2010), i.e., vision can at least influence touch.
However, none of these studies have shown that vision can teach
touch, in the sense that learning leads to a change in weights given
to single cues, as has been shown previously for touch-to-vision
learning. Thus, it is unknown whether such transfer of informa-
tion can occur to the same extent from vision to touch. In this
study, we investigated whether vision can teach touch to the same
extent as touch seems to teach vision.

A draw-back of stimulus properties used in previous studies,
e.g., surface orientation, depth, and size, is that they are naturally
sensed by both the haptic and visual system. In addition, one sys-
tem might be able to do so more accurately, leading to unevenly
distributed weighting of visual and haptic cues, i.e., capture by
one or the other sense (Ernst and Bülthoff, 2004). The fact that
one sense might dominate the other, would make it difficult to
study information transfer in both directions. It would thus be
ideal to study multi-sensory perception of environmental proper-
ties that are naturally sensed by either of the two sensory systems,
but not by both.

In such a case, one cannot disturb the natural relation between
e.g., the haptic and visual counterparts of a particular prop-
erty as is usually done in multi-sensory perception studies. But,
one could create an artificial correlation between two unrelated
sources of information. That one can learn such arbitrary sta-
tistical correlations in a relatively short time, has been studied
by Ernst (2007). He showed that mandatory perceptual associa-
tion between brightness and stiffness of an object occurred after
exposure to an artificial statistical correlation between the two.

Using artificial correlations, we studied the influence of a non-
natural cue on a perceptual estimate, and we did so in both
directions: from-vision-to-touch and from-touch-to-vision. To
this end, we chose two material properties that are naturally
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uncorrelated to one another and can only be directly sensed by
one modality. As a “haptic material property” we used compli-
ance, which can only be directly sensed by the haptic system
(because only the haptic system has direct access to force informa-
tion) and any visual corrugate has to be learned (Drewing et al.,
2008). As a “visual material property” we chose gloss, which has
no haptic corrugate.

Real haptic objects with varying compressibility gave partici-
pants a haptic cue to the compliance of the stimulus. As a visual
cue to gloss, we varied the amount of light that was reflected by
a virtual cylindrical object and the size of the highlights on it.
Participants were given one stimulus defined by both cues and
another defined by one or the other cue and were instructed to
discriminate between the two stimuli regarding gloss or softness.
For instance, a participant was given one stimulus which was
defined by both a compliance and a gloss cue (standard stimulus)
and one which was only defined by a compliance cue (compari-
son stimulus). Now, we could ask the participant to judge one of
two material properties: gloss or compliance. The “natural task”
would consist of judging “which one feels softer,” in which case
the participant could compare the two haptic compliance cues,
even before any statistical correlation between the haptic and
visual cues was learned. In contrast, in the “novel task,” judg-
ing “which one feels less glossy,” the participant should, initially,
hardly be able to make a reliable judgment, unless he/she relied
on a pre-existing association between felt softness and seen gloss
(and transferred his/her perceived softness into some estimate of
felt glossiness).

We used a 2 × 2 between-participants design [2 senses or judg-
ment modalities, (haptic or visual) × 2 judged dimensions (gloss
or softness)], with a two alternative forced choice task (2-AFC
task). In a 2-AFC task, the participant is forced to make a dis-
criminative decision between two stimuli. Such a task makes
it possible to measure the point of subjective equality (PSE)—
which assesses the stimulus parameter value at which the two
stimuli are perceived to be identical—and the just noticeable dif-
ference (JND)—which assesses the discrimination threshold. The
judgment modality, or sense used to judge a particular stimulus
property (dimension), not only refers to how participants had to
judge (“feel” or “look”), but also reflects which cues were avail-
able. For the haptic sense, there was always a haptic cue for two
stimuli (and a visual cue for just one stimulus), whereas for the
visual sense, there was a visual cue for two stimuli (and a haptic
cue for just one stimulus). We thus had two novel-task conditions
(“which one looks softer” and “which one feels less glossy”) and
two natural task conditions (“which one feels softer” and “which
one looks less glossy”).

Since we could not be a 100% sure that participants did not
have some pre-existing association between the two cues, we
tested that in an initial (control) session in which we made sure
that there was no overall correlation (Pearson’s product-moment
correlation coefficient was 0) between the two cues. Then in a sec-
ond session (on another day), participants were first subjected
to a short (56 trials) training in which the overall correlation
(Pearson’s product-moment correlation coefficient) between the
two cues was 0.94, followed by training trials interleaved with test
trials (the overall correlation was 0.85 in this part).

To make comparisons between experimental conditions easier,
we refer in the rest of the manuscript to the cues we used as main
and associated cues. The main cue always refers to that cue which
is naturally sensed by the judgment modality, i.e., the haptic
compliance cue for haptic judgments (“which stimulus feels . . .”)
and the visual gloss cue for the visual judgments (“which stimu-
lus looks . . .”). The associated cue then refers to the other cue of
the standard stimulus, i.e., the visual gloss cue for the haptic judg-
ments and the haptic compliance cue for the visual judgments. In
addition, the judged dimension relates to the material property
participants had to judge: less glossy or softer.

We measured learning of the arbitrary association by changes
in the estimation of the PSE and JND as follows: we introduced
small discrepancies between the main and associated cue values
in our test stimuli.

We predicted for the two natural tasks (haptic softness judg-
ments and visual gloss judgments) that learning the arbitrary
association would lead to estimations derived from reliability-
based weighting of cues. This means that, before learning, the
PSE should only depend on the main cue, because gloss and
softness are not (naturally) related to one another. Learning the
arbitrary association should lead to a shift in the PSE in the
direction of the associated cue value, thus giving some weight
to the associated cue in the judgment. In the novel task, the
participant should have learned how perceived softness can be
transferred into an estimate of gloss before comparing the two
stimuli and thus be able to make a reliable judgment of felt gloss.
After learning, cues should be combined similarly as in the natu-
ral task, leading to a similar shift in the PSE in the direction of the
associated cue.

Learning the arbitrary association should lead to a decrease
in the JND in all tasks. We predicted that the largest changes
would occur in the novel tasks, since we did not expect par-
ticipants to perform the task very well in the initial session. In
addition, we predicted that after learning, the JND should be
same for all tasks, given that we tried to have similar JND val-
ues for visual and haptic cues. Otherwise, the biggest difference in
JND should arise between judgment modalities, but not judged
dimensions.

With the experimental paradigm as sketched, we investigated
how participants in the novel task learned to transfer percep-
tual estimates from one sense to another. And, by interchanging
both the single cue stimuli (gloss vs. compliance cue only) and
the dimension to be judged, we were able to compare learn-
ing between touch-to-vision and vision-to-touch transfers. In
addition, the natural tasks allowed us to study whether learning
arbitrary correlations influenced the integration of the associated
cue into a combined percept similarly for vision-to-touch and
touch-to-vision.

2. MATERIALS AND METHODS
2.1. PARTICIPANTS
All 29 participants (three male, mean age 24 years with a standard
deviation of 4 years, one left-handed participant, and by accident,
one participant more in the haptic soft condition) had normal
or corrected-to-normal vision, a stereoacuity of at least 60 arcsec
(Randot Stereo Fly, graded circle test) and no sensory or motor
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deficits. They were either paid for their participation (8 Eur/h) or
given credits as part of their psychology curriculum.

2.2. APPARATUS
Figure 1 shows a sketch of the experimental setup. Participants
sat in front of the setup resting their heads on both a chin- and
headrest to minimize head movements. To track the position of
the hand, the index finger of participant’s preferred hand (par-
ticipants could be either left or right handed) was attached to a
force-feedback device (Phantom Premium 1.5, 1000 Hz, spatial
resolution: 0.03 mm), by gluing a reusable plastic finger nail with
a small magnet onto the finger (see Figure 2B). The participants
viewed the visual scene through a mirror while wearing shutter
glasses (NVIDIA, 3D vision kit). The visual scene was displayed
on a Samsung Syncmaster 2233RZ (120 Hz) and generated on
a DELL Precision 380. Because a mirror rotates polarized light
(emitted by any LCD) by 90◦, we had to rotate the screen by
the same amount to realign the polarizing filters of the screen
and those of the shutter glasses. Due to the fact that brightness
was dependent on the viewing angle along the vertical axis of the
LCD screen, we corrected the whole visual scene using shaders
(OpenGL/GLSL: Woo et al., 1997; Rost, 2006).

2.3. STIMULI
A stimulus consisted of either a haptic compliance cue or a visual
gloss cue or a combination of both (standard stimulus). The
haptic compliance cue was obtained by pressing onto custom
made silicone cylindrical objects, for an example see Figure 2A.

force sensor

screen

force-feedback
device

shutterglasses

FIGURE 1 | The experimental setup. Participants were seated in front of
the virtual reality setup, with their heads resting on a chin- and headrest for
stabilization purposes. Participants wore shutter glasses and viewed the
visual 3D scene via a silver-coated mirror. The real haptic objects were
placed in front of the participant on the force sensor. We used a
force-feedback device to track the location of the participant’s index finger.
Participants responses were registered by tracking (with the force-feedback
device) which virtual decision button was touched.

They had compliance values of: 0.124, 0.136, 0.148, 0.159, 0.177,
0.189, and 0.198 mm/N, identical to the ones used by Kaim and
Drewing (2011). We measured the compliance of each object
using a cylindrical probe of 1 cm2. The difference between con-
secutive compliance values was equal to approximately half a JND
value (and see Kaim and Drewing, 2011). Instead of referring to
the compliance values, we used a JND scale with one unit approx-
imately equal to 0.5 JND (−3 . . . 3, with 0 equal to a compliance
value of 0.159).

The visual gloss cue was conveyed by a virtual 3D cylindri-
cal NURB (non-uniform rational basis spline) surface that was
generated with a custom made C(++) program using OpenGL,
see Figure 2C. NURB refers to a mathematical technique using
polynomials to describe smooth surfaces, which is available in
OpenGL (Woo et al., 1997). Using this mathematical technique,
we were able to generate virtual cylindrical objects that had a sim-
ilar non-flat top surface as our real objects, which were slightly
convex. The virtual cylinders had the same dimensions (height
and diameter) as the real objects. Differences in gloss appear-
ance were established by co-varying two OpenGL defined object
parameters: the shininess component, which regulates the size
and brightness of specular highlights on a surface, and the spec-
ular component, which defines how a material reflects specular
light. In order to generate more than one highlight on the virtual
cylinders, we used several light sources to illuminate the scene,
which were spread symmetrically around the vertical meridian. In
a separate pilot experiment (four subjects, magnitude estimation
of identical surfaces but with sparser lighting), we determined
that perceived glossiness depended linearly on the specular com-
ponent. In addition, there was an interaction effect between the
shininess component and the specular component on perceived
gloss, which became non-linear for extreme values of these two

A B

160°160°

C

FIGURE 2 | Stimuli and setup detail. (A) Sketch of a haptic object. (B)

Attachment of finger to force-feedback device. (C) Sketch of a visual scene
showing the two extreme cases of our gloss axis. Note that in reality the
visual correlate would only be visible when the participant pressed on the
object (or in its presumable location for visual-only comparisons). Also note
that the shader has been turned off to generate these images and that the
actual scene was dimmer than shown here.
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components. We stayed within the perceptually linear range and
varied the shininess component between 30 and 90 (total range
[0, 128]), and the specular component was varied between 0.25
and 0.55 (total range [0, 1]). We then chose a set of parameter val-
ues for which the difference between consecutive gloss values was
approximately half a JND. We verified this assumption in another
pilot experiment (almost identical to the study reported here but
with longer visual stimulus exposure times, 10 subjects, 2-AFC
task), in which the mean JND was 2.4 with a standard deviation
of 2.66. In the current study we found a mean JND of 3.3 with a
standard deviation of 2.0. Instead of referring to the gloss param-
eters, we used a JND scale, with one unit being approximately
0.33 JND (in the current study, range between −3 . . . 3 and with 0
equal to a specular component of 0.4 and a shininess component
of 60).

The virtual cylinders were positioned such that they com-
pletely coincided with the haptic objects in real space. These visual
correlates were only visible when observers pressed onto the hap-
tic object, otherwise a ring was shown to identify the location of
the object. In cases without the haptic object, participants had
to place their finger in the empty space where the comparison
stimulus was, to make the visual cue visible.

2.4. TASK AND PROCEDURE
2.4.1. Task
Before starting the experiment, participants were told that they
had to judge which stimulus felt or looked as being softer, or less
glossy, respectively. In addition, we told them which type of stim-
uli would be present in the experiment. For instance, a participant
in the haptic soft condition was told that he/she would be able to
(and had to) press onto two haptic stimuli, but that only one stim-
ulus would also be shown on the screen. After that, he/she was
told to judge which one of the stimuli felt softer and then touch
the virtual decision button (“fuehlt sich weicher an”) above the
softer stimulus. We additionally instructed participants to press
in the middle of the haptic objects and not to slide their finger
across them [a natural movement made by participants to judge
surface roughness (Lederman and Klatzky, 1993)].

They were then given four initial trials, in which we used the
stimuli that had the most extreme gloss and/or compliance values.
After that the experiment began.

Before each trial, participants were asked to position the finger
attached to the force-feedback device in the left-bottom corner
of the virtual environment, which was visualized by the word
“WARTEN” (wait). This gave the experimenter the opportunity
to place the haptic object(s) for the next trial in the designated
area(s), without touching the observer. After placement of the
stimuli, the next trial started. Participants would then move their
index finger (either to the left or the right stimulus) and press on
the haptic object—or in the space where it should have been—
and thus trigger the visual cue to be shown. They then could
either touch the same object again, or move to the other object.
After touching each stimulus location, they indicated which stim-
ulus was “less glossy” or “softer” by pressing the corresponding
virtual decision button. After that, the wait sign would reappear.
Participants were only allowed to press each haptic object twice.

Touching a third time set off a loud beep without the visual object
being shown.

Participants were allowed, even encouraged, to have breaks
whenever they wanted and the experimenter asked at least every
hour, whether or not the participant wanted a break.

2.4.2. Procedure
We used a balanced 2 × 2 between-participants design and a
2-AFC task with seven participants per experimental condition.
The complete experiment consisted of four experimental con-
ditions, which are visualized in Figure 3. In each condition, an
observer was asked to make a 2-AFC judgment based on a partic-
ular stimulus property (judged dimension), either glossiness or
softness, using either vision or haptics as judgment modality.

We used a balanced design (each pair of stimuli was shown
twice with stimuli changing sides) and trials were randomized
across participants.

In all conditions, we presented a standard stimulus, defined
by both a haptic and a visual cue. The type of comparison stim-
ulus we provided was based on the judgment modality: it was
either defined by a haptic compliance cue for haptic judgments
or a visual gloss cue for visual judgments. Thus, when making
a haptic judgment of softness (“which one felt as being softer”),
observers were given a standard stimulus and a haptic-only com-
parison stimulus, whereas when making a visual judgment of
softness (“which one looks as being softer”), they were given a
standard stimulus and a visual-only comparison stimulus.

Because compliance and gloss are unrelated cues, we defined
the compliance and gloss values in JND-related units (−3 . . . 3).
The haptic cue with the lowest compliance (hardest) and the most
glossy visual cue were assigned a value of −3 and the haptic
cue with highest compliance (softest) and respectively the least
glossy visual cue, were assigned a value of 3. This assignment was
in agreement with our imposed artificial correlation (Pearson’s)
between increasing gloss and decreasing compliance (increasing
hardness).

For each experimental condition, we ran two separate ses-
sions, on different days. In the “initial” session, we tested for
any pre-existing associations between haptic compliance and
visual gloss cues and in the second session learning and testing

visual haptic

softness

gloss

haptic judgment of
softness (HS)

visual judgment of
gloss (VG)

visual judgment of
softness (VS)

haptic judgment of
gloss (HG)

judged 
dimension

judgment 
modality

FIGURE 3 | The four experimental conditions. In our 2 × 2
between-participants design, participants judged on one of two
dimensions, gloss or softness, using one of two judgment modalities,
visual or haptic. This resulted in two natural judgment task: visual judgment
of gloss and haptic judgment of softness, and two novel judgment tasks: a
haptic judgment of gloss and a visual judgment of softness (both in light
blue).
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were combined. The set of standard stimuli that we used to test
for pre-existing associations was defined by the following main
cue-associated cue combinations ([main cue, associated cue]):
[−1, −1], [−1, 0], [−1, 1], [0, −1], [0, 1], [1, −1], [1, 0], [1, 1].
To ensure that there was no overall Pearson correlation between
the two cues, we used two additional main cue-associated cue
combinations: [0,−2], [0, 2]. All of these combinations were
compared to all seven comparison stimuli and were repeated six
times (three repetitions and presentation on each side). In addi-
tion, we added some “noise” trials in which the following stan-
dard stimuli were only compared to the three nearest (neighbors
of main cue) comparisons: [3, −1], [3, 1], [−3, −1], [−3, 1]. The
total session consisted of 492 (8 × 7 × 3 × 2 + 2 × 7 × 3 × 2 +
4 × 3 × 3 × 2) trials. Participants did not receive any feedback
on their performance during and after this session. On average,
participants needed around 2 h to complete this session.

The second session consisted of a training or learning part,
and a second part in which learning and testing trials were
interleaved. In the training part, we used the following main
cue-associated cue combination as standard stimuli ([main cue,
associated cue]): [−1,−1], [−1,−2], [1, 1], [1, 2]. These com-
binations were compared to all seven comparison stimuli and
repeated twice (balanced design, total of (4 × 7 × 2 × 2) 56,
trials). The overall Pearson’s product-moment correlation coef-
ficient in this part was 0.94. In the second part, the following
standard stimuli were compared to the seven comparison stimuli
a total of six times (including balancing): the test set: [−1,−1],
[−1, 0], [−1, 1], [0, −1], [0, 1], [1, −1], [1, 0], [1, 1] and a “cor-
related cue set”: [−3,−3], [−2, −2], [0, 0], [2, 2], [3, 3]. An addi-
tional set was repeated four times: [−3,−2], [−2,−3], [−2,−1],
[−1, −2], [2, 1], [1, 2], [3, 2], [2, 3]. This part consisted of 770

trials (13 × 7 × 3 × 2 + 8 × 7 × 2 × 2). The overall Pearson’s
product-moment correlation coefficient in this part was 0.85.
Participants did not receive any feedback on their performance
during either part. Note that learning and testing took part on the
same day within this session. Participants needed 3 h to complete
this session.

2.5. ANALYSIS
From the collected (judgment) data, we calculated the propor-
tion of trials in which the comparison was perceived as softer/less
glossy than the standard per softness/glossiness value of the com-
parison. We then fitted cumulative Gaussian distributions to these
proportional values per phase of the experiment (initial or learn-
ing) under the assumption that the JND was equal for each stan-
dard stimulus (per experimental phase). To this end, we simulta-
neously fitted eight cumulative Gaussian distributions to the data
collected with the eight standard stimuli using eight biases (PSE)
and a single standard deviation (JND) as free parameters in a
least-square error fit (for an example of these fits see Figure 4).
The PSE is defined as the softness/glossiness of the comparison
stimulus at which discrimination performance is random (here a
performance of 0.5). The 84%-discrimination threshold (JND) is
defined as the difference between the PSE and the softness/gloss
of the comparison when it is judged softer/matter than the stan-
dard 84% of the time. After fitting, we selected data based on
the fitted JND parameter. If the JND of both the initial and
the learning phase deviated more than two standard deviations
from the average JND (calculated per phase), a participant was
removed, because it meant that the participant displayed random
behavior in both phases. With this criterion a total of three par-
ticipants were removed from further analysis, resulting in one
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FIGURE 4 | Example of psychometric curve fits. (A) The proportion of trials
in which the comparison was perceived as softer than the standard is plotted
against the softness of the comparison, for one participant in the haptic soft
condition in the initial session [data and fits of the learning session are shown
in panel (B)]. Series of data points represent the percentage of judgments
that the comparison was judged as being softer than the standard separated
by the different standard stimuli (different symbols and colors). Lines
represent a set of cumulative Gaussian functions that was fitted to the data
points. Functions share the standard deviation (as defined in the fit), but differ

in mean (or PSE). In the inset, PSE values are plotted against the main cue
value. PSEs of data with the same associated cue value are connected by
(dotted) lines. Note that contrary to our predictions, PSEs of same main cue
value did not overlap, but depended on the associated cue. For this
participant, the PSE values were greater than 1 (a boundary defined by a
reliability-weighted cue combination model). (B) Fitted psychometric curves
(and actual data) of the same participant in the learning session. In the inset,
PSE values are plotted against the main cue value, with PSEs of data the
same associated cue value connected by lines.
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participant less in the haptic gloss, visual soft and visual gloss
conditions.

To test for differences in learning between the four experi-
mental groups, we used a MANOVA (multi-variate mixed-design
general linear model, SPSS) on the estimated PSE and JND values.
Even if the data do not perfectly comply to the assumptions of
normally distributed data and homoscedasticity, these are robust
test, meaning that deviations from these assumptions generally
do lead to acceptable test results. Depending on the parameter
to be tested, we used different within-participant and between-
participant variables of which the details can be found in the
corresponding results section. We used a significance criterion
of p < 0.05. Where appropriate, we tested on individual groups
using one- or two-sided Student’s t-tests in order to clarify statis-
tically significant differences between groups and/or sessions.

3. RESULTS
An example of the data we fitted under the assumption that
the JND was equal for each standard stimulus (per experimental
phase), can be seen in Figure 4, where we plotted the proportion
of trials in which the comparison was perceived as softer than
the standard against the softness of the comparison, for one par-
ticipant in the haptic soft condition. Data and fits of the initial
phase are given in panel A, and those of the learning phase in
panel B. Series of data points represent the percentage of judg-
ments that the comparison is softer than the standard separated
by the different standard stimuli (different symbols and colors).
Lines represent a set of cumulative Gaussian functions that was
fitted to the data points. Functions share the standard deviation
(as defined in the fit), but differ in mean (or PSE).

In each inset, we plotted the PSE against the main cue for
each associated cue. We predicted that in the initial phase, the
PSE should correspond to the main cue value and not depend on
the associated cue value, which would yield overlapping curves
in the inset of panel A. Whereas after learning, the PSE should
depend on both cues, if cue integration did occur, and the curves
should no longer overlap (inset panel B). As predicted, the PSE
values of this participant did depend on the value of the main
cue, the PSE increased with increasing main cue value, see both
insets. Contrary to our predictions, the PSE (of this participant)
also depended on the associated cue value in both experimental
phases (the curves for different associated cues did not over-
lap). Note that reliability-weighted cue combination should yield
slopes ≤ 1, because in this theory the sum of weights should
always equal 1 and the slope (in the current figure) defines the
weight given to the main cue. Thus, for this participant an other
type of interaction between main and associated cues is observed.

In both novel-task conditions, haptic gloss and visual soft,
there were four participants (one in the visual soft condition and
three in the haptic gloss condition) of whom the data fitted better
to a cumulative Gaussian distribution that was tilted in the direc-
tion opposite to the one defined by the correlation between the
two cues in the learning phase. The data of these mirror-model
participants suggested that they, at least in the initial phase, asso-
ciated an increase in compliance (softness) with an increase in
gloss (whereas in the training trials we correlated an increase in
compliance with a decrease in gloss).

3.1. ESTIMATED POINTS OF SUBJECTIVE EQUALITY
Following the same style as that of the insets in Figure 4, we plot-
ted the average PSE across participants with standard errors in
Figure 5.

Individual PSE values entered a MANOVA with main cue
(−1 vs. 0 vs. 1), associated cue (−1 vs. 1) and learning as within-
participant variables, and as between-participant variables judged
dimension and judgment modality. This design enabled us to sep-
arate effects of either cue. In order to get a balanced design, we did
not use conditions with an associated cue value of 0. A control
analysis including these stimuli yielded the same conclusions. In
case of mirror-model participants, the main cues were mirrored
before they entered the analysis in order to keep the direction of
gloss and softness judgments the same across participants (i.e.,
higher/positive values meaning less glossy or softer, respectively).
The associated cue was not inverted.

The overall (ANOVA) analysis showed that participants’ judg-
ments systematically depended on, and increased with, the value
of the main cue, F(2, 44) = 143, p ≤ 0.001. As predicted, the rela-
tion between main cue and judgment was modified by learning,
F(2, 44) = 3.5, p = 0.04, whereby the effect of learning was mod-
ified by the judged dimension and the judgment modality (inter-
action: main × learn × judged dimension: F(2, 44) = 6.0, p =
0.004; interaction main × learn × judgment modality: F(2, 44) =
4.7, p = 0.014; interaction main × learn × judged dimension ×
judgment modality: F(2, 44) = 3.5, p = 0.038). There were no
other reliable effects. Even though direct effects of the associ-
ated cue—as they were predicted from the weighted averaging
scheme—failed to reach significance, the manifold of interaction
effects with the main cue reject the possibility that participants
based their judgments solely on the main cue. In that case, the
participants judgments should have depended on the main cues
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value irrespective of learning, dimension or modality (i.e., a main
cue of −1, 0, or 1 should have resulted in a judgment of −1, 0,
or 1 in each and every condition). Put in other words, the results
suggest influences of the double-cue situation on the judgments
that depended on the interaction between learning, dimension
and modality condition.

In order to clarify these differences between the four tasks,
we conducted four additional analyses (MANOVA) separated by
judged dimension and judgment modality (within-participant
variables learning, main cue and associated cue). To make the
influence of the double-cue situation better visible, we con-
ducted these analyses on PSE data from which the to-be-expected
effect of a main-cue alone strategy was eliminated (simply by
subtracting the main cue value from each single PSE).

In the visual gloss condition, this analysis did not yield any
significant effect. This result is consistent with the view that
participants judged visual gloss on the basis of the visual main
cue alone, and did so similarly before and after learning the
correlation with the haptic cue. The same lack of effect was
observed for the visual soft condition, even if numerical effects
(see Figure 5) seem to suggest otherwise. Thus, the PSE analy-
ses suggest that participants based their visual judgments of both
gloss and softness solely on the (main) gloss cue.

In contrast, in the haptic soft condition, participants deviated
from the main-cue alone strategy: a remaining effect of the main
cue, F(2, 14) = 6.8, p = 0.009, indicated an “over-weighting” of
the main cue, i.e., judgments were spread wider apart than
the main cue values. The interaction main cue × associated
cue × learning, F(2, 14) = 6.9, p = 0.008, indicated a more com-
plicated modification of this effect. Additional separate analyses
(MANOVA) for each learning condition (variables: main and
associated cue) tracked down these deviations to the initial phase
(i.e., there was no reliable effect after learning the correlation).
Here, we observed a significant interaction between the main
cue and the associated cue, F(2, 14) = 6.6, p = 0.014 (corrected
according to Huynh and Feldt, 1976), indicating that over-
weighting occurred in particular with one of the two associated
cues (the glossier visual cue, value of 1) and before the correla-
tion between the two cues had been learned. Taken together, these
results revealed unexpected non-linear influences of the associ-
ated cue (i.e., interaction, over-weighting), before learning the
correlation, which vanished with learning. Finally, in the haptic
gloss condition, we observed an interaction between the main cue
and learning, F(2, 10) = 5.6, p = 0.042, which—by separate anal-
yses for the two learning conditions—could be due to an under-
weighting of the main cue in the initial phase (trend: F(2, 10) =
3.64, p = 0.081) combined with its over-weighting after learning
(trend: F(2, 10) = 3.6, p = 0.067).

Taken together, indirect influences of the associated cue on
the interpretation of the main cue were observed in the two
haptic conditions, but not in the two visual conditions. The
observed interactions between associated and main cues were
unlike predicted, of a non-linear nature including over- and
under-weighting of the main cue, and statistical interactions.

Originally, we expected only linear influences of the main and
the associated cue, which should have changed by learning the
correlation. However, the PSE analyses revealed that learning,

with regard to the overall strategy and in contrast to judgment
precision (see JND results in section 3.2), resulted in the elimina-
tion of non-linear influences. In the section 3.3, we conducted an
additional sensitive analysis which supports these findings.

3.2. ESTIMATED JUST NOTICEABLE DIFFERENCES
In Figure 6, the mean JND value across participants with stan-
dard error are shown for each experimental phase and condition.
JND values were entered in a ANOVA (mixed-design, SPSS), with
learning as a within-participants variable, and judgment modality
and judged dimension as between-participants variables. There
was a significant main effect of learning on JNDs, F(1, 22) = 6,
p = 0.025, which can be seen in the general trend of decreasing
JND with learning in all experimental conditions. This effect was
modified by judged dimension and judgment modality (trend:
learning × judged dimension × judgment modality F(1, 22) = 4,
p = 0.07). In addition, we found a between-participants effect of
judged dimension, F(1, 22) = 5, p = 0.03.

We predicted (see introduction) that, if there was any influence
of learning, the JND values should show the largest decrease in
the novel tasks. Indeed, there were trends for learning in individ-
ual conditions of the novel tasks (haptic gloss p = 0.094, visual
soft p = 0.12 and all novel tasks combined p = 0.054, 1-tailed
Student’s t-tests), but not for natural tasks (individual and com-
bined conditions p ≥ 0.2, 1-tailed Student’s t-tests). In addition,
we predicted that if there would be any interaction effects with
learning, these should be due to judgment modality, because the
JND values could have differed between the two senses (or the two
types of cues). However, there was a significant effect of judged
dimension on learning (after learning: haptic gloss vs. haptic
soft: p = 0.029, visual gloss vs. visual soft: p = 0.014, 1-tailed
Student’s t-test), and none of judgment modality (after learn-
ing: haptic gloss vs. visual gloss: p = 0.49, visual soft vs. haptic
soft: p = 0.37, 1-tailed Student’s t-tests). JND for gloss judg-
ments were higher than for softness judgments both before (trend
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p = 0.073, 2-tailed Student’s t-test) and after learning (p = 0.003,
2-tailed Student’s t-test), whereas different judgment modalities
were indistinguishable both before (p = 0.54, 2-tailed Student’s
t-test) and after learning (p = 0.95, 2-tailed Student’s t-test).

Overall, these effects show that, in agreement with our predic-
tion, JND changed with learning in the novel tasks, but not in the
natural tasks. And, against our prediction, the JND after learning
was independent of the judgment modality, or which cues were
given to the participant, but depended on the judged dimension.
Thus while given the same cues, the JND values of participants
judging softness were lower than of those judging glossiness.

3.3. RESIDUAL ANALYSIS
As we have seen in the fitted PSE values previously, both the main
and associated cue were used to make soft and gloss judgments,
but they were not combined in a way congruent with a standard
cue integration hypothesis (see Figure 5). Therefore, investigat-
ing changes in weight given to each cue, would not completely
describe effects of learning. We therefore sought of other ways
to capture learning effects. We hypothesized that by learning the
arbitrary correlation, the unpredicted interaction effects should
decrease. In addition, learning the association should lead to an
increased linear dependence on the main and associated cues,
that is cue combination instead of interaction. We decided to fit a
model to the PSE values that depended linearly on the main and
associated cue values. The residuals of such a fit then contain any
non-linear and interaction effects of the main and associated cues
on the PSE values. We used the following linear cue combination
model to fit the PSE values and slightly adapted it by letting go of
the constraint that the sum of weights assigned to the cues should
equal 1 (as in a standard cue integration model):

PSE = wm × main cue + wa × associated cue (1)

where wm defines the weight assigned to the main cue, wa defines
the weight assigned to the associated cue. Both these weights were
constrained between [0, 1] and we used an additional constraint
that the sum of wm and wa should always be less than or equal
to 1. These two fit parameters (wm, wa) thus give an indication
of how much the PSE values linearly depended on the main and
associated cue values.

The residuals of these fits now contained all the unpredicted
interaction effects, such as scaling and biasing of the main cue and
other interaction effects between the two cues, and they included
the unpredicted variance. To separate the interaction effects from
the unexplained variance, we fitted the following model to the
residuals:

fres = a1 × main cue + a2 × associated cue

+ a3 × main cue × associated cue + a4, (2)

without any constraints on the parameters. The residuals of this
fit then describe the total (or final) unexplained variance.

We now had two different measures that could show an effect
of learning the association: (1) the total variance explained by the
learnt-linear model (Equation 1) and (2) the part of the residuals
that could be fitted by our Interaction-model [because they were
due to interaction effects, Equation (2)]. Learning the arbitrary
association should first of all decrease the size of the residuals
due to interaction effects, because the association defined a linear
non-interactive correlation between the two cues. For the same
reason, it should lead to an increase in the total variance explained
by the learnt-linear model.

The results of these fits are shown in Figure 7, with in
Figure 7A, the mean variance explained by the learnt-linear
model (with standard error) per experimental phase and condi-
tion and in Figure 7B, the average amount (with standard error)
of the residuals that was due to interaction effects (i.e., was fitted
by our Interaction-model).

We then subjected the variance explained by the learnt-
linear model and the part of the residuals that were fit-
ted by our Interaction-model to a MANOVA (multivariate
mixed-design general linear model, SPSS), with learning as a
within-participants variable and judgment modality and judged
dimension as between-participants variables. Because these two
quantities are not independent from each other, they were tested
simultaneously. There was a significant main effect of learn-
ing, F(2, 21) = 6.1, p = 0.008. This effect was modified by judged
dimension (interaction learning × judged dimension, F(2, 21) =
7.1, p = 0.004), there was only a trend for the interaction with
judgment modality (interaction learning × judgment modality,
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F(2, 21) = 3.0, p = 0.072) and a significant modification by judg-
ment modality and judged dimension simultaneously, F(2, 21) =
4.3, p = 0.028. In addition, there were significant differences
between groups: a between-participants interaction effect (judg-
ment modality × judged dimension, F(2, 21) = 4.9, p = 0.018)
and an effect of judged dimension, F(2, 21) = 3.5, p = 0.05. We
further investigated the effects of learning using 1-tailed Student’s
t-tests and the interaction effects with judgment modalities and
judged dimensions using 2-tailed Student’s t-tests.

There were at least trends for an effect of learning in both
visual tasks. For the visual gloss condition, both the variance
explained by the learnt-linear model (p = 0.023, 1-tailed) and
that explained by the Interaction-model (p = 0.020, 1-tailed)
changed with learning in the predicted directions. In the visual
soft condition, there was only a trend for learning for both the
variance explained by the learnt-linear model (p = 0.098) and
that explained by the Interaction-model (p = 0.095).

For both haptic tasks, however, we found only a trend for
learning in the Interaction-model for haptic soft (p = 0.091)
and no significant effects of learning within the learnt-linear
model (p = 0.32) and no effects of learning in either model for
the haptic gloss condition (learnt-linear: p = 0.41, Interaction:
p = 0.22).

In addition, learning had a differential effect on the two novel
tasks. Whereas they did not differ before learning (learnt-linear:
p = 0.18, Interaction: p = 0.8, 2-tailed Student’s t-tests), they
did so afterward (learnt-linear: p = 0.034, Interaction: p = 0.044,
2-tailed Student’s t-tests). Both before and after learning, the vari-
ance explained by the learnt-linear model was lower for the haptic
gloss condition compared to those of the two natural tasks (ini-
tial: vs. haptic soft: p = 0.005, vs. visual gloss: p = 0.013, learning:
vs. haptic soft: p = 0.024, vs. visual gloss: p = 0.026, 2-tailed
Student’s t-tests) and higher for the Interaction-model only after
learning (vs. haptic soft: p = 0.021, vs. visual gloss: p = 0.040,
2-tailed Student’s t-tests). The visual soft condition, however,
was not different from either natural task both before and after
learning.

Taken together, these results support the previous findings
of the PSE analyses, namely that learning—in agreement with
the correlation—occurred in visual judgment tasks (there were
trends in both visual tasks), but not in either haptic judgment
task. Moreover, they showed participants performed better in the
visual novel task (visual soft judgment) than in the haptic novel
task—reaching the same high-level performance as in the natural
visual task.

4. DISCUSSION
In this study, we investigated whether learning from touch-to-
vision is similar to learning from vision-to-touch. To this end, we
introduced an artificial correlation between visual gloss and hap-
tic compliance cues and investigated how learning this association
influenced two natural judgments (visually judging gloss, hapti-
cally judging softness) and two novel judgments (visually judging
softness and haptically judging gloss).

Our analyses of PSEs revealed unexpected non-linear inter-
actions, whereas our sensitive analyses of explained variance
revealed that learning (including de-learning of non-linear

interactions) occurred, in particular, in visual tasks. In addi-
tion, the analyses of explained variance showed that “perfor-
mance” after learning was better in the visual novel task (similar
to “performance” in the natural visual task), than in the hap-
tic novel task. Taken together, these results suggest that vision
does not educate touch as efficiently as touch seems to educate
vision.

To our knowledge, our study is the first to show that learning
between the senses depends on its direction. In many previous
studies, it has been shown that touch teaches vision, however, the
reverse whether vision can teach touch had not been investigated
thoroughly in adults, so far.

Our study is in agreement with the results from Ernst (2007)
that humans have ability to learn from cue-associations and that
previously unrelated cues can be recruited for a judgment task,
if they are positively correlated [see also Haijiang et al. (2006)
for cue recruitment in binocular rivalry tasks]. Our result that
touch teaches vision is also in agreement with previous stud-
ies investigating e.g., surface orientation and depth (Ernst et al.,
2000; Atkins et al., 2001; Ho et al., 2009; van Beers et al., 2011).
However, we did not find any sign of reliability-weighted cue
combination, as reported previously, but found cue-interaction
instead. Although the difference may have occurred due to lack of
learning, van Beers et al. (2011) have shown that learning to inte-
grate haptic cues for surface slant estimation can occur quickly
(with 55 trials) and within the same day. However, these time
scales may apply to studies where the properties to be estimated
can be sensed by both senses and not to our study in which the
material properties to be estimated could only be estimated by
one or the other sense.

We found that the JND depended on the judged dimension
(gloss vs. soft), irrespective of the judgment modality—and thus
irrespective of which cues were available for making the judg-
ment; an effect that became clearer after learning. This may
mean that participants were using different cues, or using the
cues differently, in the novel tasks compared to the natural tasks.
Thus, these results showed that after learning, at least in the
novel tasks, estimation of the stimulus property was similar
for the two senses; i.e., was the same for touch-to-vision and
vision-to-touch.

In this work, we studied a kind of unconstrained basic learn-
ing. Although the cues were correlated in the learning session,
participants did not receive feedback on their performance and
this kind of learning could mimic learning in infants. We propose
that, with our study, we tapped into the neural learning process
before cue integration might occur. As a precursor to maximum-
likelihood-estimated integration [see Ernst et al. (2000) for a
short review], the cues both influenced the judgment, but are
not yet linearly integrated. We hypothesize that given enough
time, neural mechanisms related to cue integration would come
to play even for seemingly arbitrary cues. However, in the case of
inter-modal cue-integration, such integration is often not com-
pulsory (Hillis et al., 2002; Gori et al., 2011) and might therefore
be overshadowed by single cue effects.

Taken together, our data revealed differences in learning from-
touch-to-vision and from-vision-to-touch. Learning from-touch-
to-vision did occur, but not the other way around.
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Functional magnetic resonance imaging (MRI) showed that the superior temporal and
occipital cortex are involved in multisensory integration. Probabilistic fiber tracking
based on diffusion-weighted MRI suggests that multisensory processing is supported
by white matter connections between auditory cortex and the temporal and occipital
lobe. Here, we present a combined functional MRI and probabilistic fiber tracking study
that reveals multisensory processing mechanisms that remained undetected by either
technique alone. Ten healthy participants passively observed visually presented lip or body
movements, heard speech or body action sounds, or were exposed to a combination
of both. Bimodal stimulation engaged a temporal-occipital brain network including the
multisensory superior temporal sulcus (msSTS), the lateral superior temporal gyrus
(lSTG), and the extrastriate body area (EBA). A region-of-interest (ROI) analysis showed
multisensory interactions (e.g., subadditive responses to bimodal compared to unimodal
stimuli) in the msSTS, the lSTG, and the EBA region. Moreover, sounds elicited responses
in the medial occipital cortex. Probabilistic tracking revealed white matter tracts between
the auditory cortex and the medial occipital cortex, the inferior occipital cortex (IOC), and
the superior temporal sulcus (STS). However, STS terminations of auditory cortex tracts
showed limited overlap with the msSTS region. Instead, msSTS was connected to primary
sensory regions via intermediate nodes in the temporal and occipital cortex. Similarly, the
lSTG and EBA regions showed limited direct white matter connections but instead were
connected via intermediate nodes. Our results suggest that multisensory processing in
the STS is mediated by separate brain areas that form a distinct network in the lateral
temporal and inferior occipital cortex.

Keywords: multisensory processing, auditory cortex, superior temporal sulcus, extrastriate body area, fMRI, DWI,

structural connectivity, fiber tractography

INTRODUCTION
Identifying objects or actions in our environment usually relies
on multiple sources of sensory cues such as sounds and images.
Over the last decade several functional magnetic resonance imag-
ing (fMRI) studies have associated the superior temporal cor-
tex (STC) with multisensory object and action processing. For
instance, reliable blood-oxygenation-level-dependent (BOLD)
responses to auditory and visual stimuli as well as enhanced
BOLD responses to bimodal stimuli were observed in a poste-
rior part of the superior temporal sulcus (STS) (Beauchamp et al.,
2004b, 2008; Hein et al., 2007; Noesselt et al., 2007). The authors
suggested that the multisensory STS (msSTS) region found in
humans likely reflects a homologue of the polysensory STS region
observed in macaques. As brain imaging techniques such as
fMRI, electroencephalography (EEG), or magnetoencephalogra-
phy (MEG) detect the activity of large neural ensembles, over-
lapping (or enhanced) responses may also result from separate
but interspersed neural populations rather than reflecting mul-
tisensory integration. Therefore, several researchers examined

violations from linear summation or race model violations in
brain or behavioral responses to bimodal stimuli as such viola-
tions suggest multisensory interactions (Schröger and Widmann,
1998; Laurienti et al., 2005; Stein et al., 2009; but see also Gondan
and Röder, 2006; Proctor and Meyer, 2011; Szameitat et al.,
2011). For instance, (degraded) bimodal auditory-visual stimuli
elicited larger BOLD responses in msSTS than predicted by the
sum of the BOLD responses to corresponding unimodal stim-
uli (Calvert et al., 2000; Werner and Noppeney, 2010b). However,
such “superadditive” responses are not always observed (Hocking
and Price, 2008; Meyer et al., 2011) and likely require degraded
or noise stimuli (Laurienti et al., 2005; Angelaki et al., 2009).
Other studies adopting salient (non-degraded) bimodal stim-
uli observed “subadditive” EEG/MEG responses (Schröger and
Widmann, 1998) with a source in the STS (Raij et al., 2000; Cappe
et al., 2010).

Other researchers compared responses to synchronous
(simultaneously presented) and asynchronous (presented with
a temporal offset) auditory-visual stimulus pairs (Calvert et al.,
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2000; Miller and D’Esposito, 2005; Noesselt et al., 2007, 2012;
Stevenson et al., 2011). They found that synchronous stimulus
pairs (that were perceived as fused) elicited stronger BOLD
signals in the STS than asynchronous pairs. These findings
suggest that the STS merges multimodal signals based on tem-
poral synchrony. Other studies examined semantic congruency
between pairs of object sounds and visual stimuli (Hocking and
Price, 2008). For instance, semantically incongruent auditory-
visual stimulus pairs elicited more pronounced MEG responses
in the STS compared to that evoked by congruent pairs (Raij
et al., 2000). Similarly, fMRI adaptation research found that
incongruent pairs of syllable sounds and lip movies that elicited
the well-known McGurk illusion (McGurk and MacDonald,
1976) were associated with more adaptation in the STS than
auditory-visual pairs that failed to elicit the McGurk illusion
(Benoit et al., 2010). Likewise, video clips of point-light lip or
body movements elicited weaker BOLD signals in the posterior
STS when paired with congruent speech sounds or body action
sounds, respectively, than when paired with incongruent sounds
(Meyer et al., 2011). In this latter study, a one-back task was
adopted which required observers to memorize a representation
of the multimodal stimuli. Moreover, the BOLD difference
between congruent and incongruent sound-video pairs was
only observed with stimuli of real objects and actions but not
with noise stimuli. This suggests that the STS contributes to
a supramodal representation of objects and actions based on
converging input of auditory and visual signals.

Many studies imply that multisensory processing relies on a
single region within the posterior STS. However, recent progress
in fMRI research (Beauchamp et al., 2004a; Van Atteveldt et al.,
2010) and cell recordings (Dahl et al., 2009) suggests that mul-
tisensory processing in the STC relies on a network of spatially
distinct regions and that the STC shows a more patchy orga-
nization than previously thought. For instance, processing of
multimodal synchrony seems to involve at least two distinct sub-
parts of the STS (Stevenson et al., 2011; Noesselt et al., 2012).
Congruent compared to incongruent auditory-visual motion
stimuli elicited more pronounced BOLD responses in the supe-
rior temporal gyrus (STG)—rather than the STS (Baumann and
Greenlee, 2007). Likewise, spatially-semantic congruent sound-
picture pairs elicited more activity in the STG compared to that
evoked by incongruent sound-picture pairs (Plank et al., 2012).
These lateral STG regions likely correspond to lateral belt and
parabelt regions of the auditory cortex as described in macaques
(Petkov et al., 2006) rather than the msSTS. Regions relevant
for multisensory object processing were also observed outside
the STS/STG complex. Several studies showing multisensory
responses in the STS also reported multisensory activity in the
inferior occipito-temporal cortex, anterior insula, and ventrolat-
eral frontal cortex (Calvert et al., 2000; Beauchamp et al., 2004b;
Hein et al., 2007; Meyer et al., 2011; Nath and Beauchamp, 2012).
This diversity of findings suggests that the notion of a unitary STS
region related to multisensory object processing needs to be re-
considered. It is likely that multisensory object processing relies
on separate but inter-connected brain areas within the STC, the
inferior occipito-temporal cortex and the frontal lobe. If this net-
work notion is true, then understanding the connections between

the nodes of this network becomes crucial in understanding
multisensory processing.

Diffusion weighted imaging (DWI), first described in 1985 (Le
Bihan and Breton, 1985) and sometimes also referred to as diffu-
sion tensor imaging (Basser et al., 1994), is a non-invasive MRI
technique that is sensitive to the diffusion of molecules (primar-
ily water) in the brain. Molecular diffusion is primarily caused by
thermal activity and is restricted by cell membranes. Brain regions
containing coherent cell structures (e.g., axons of white matter)
show a higher degree of anisotropic diffusion than other brain
parts (e.g., somas and dendrites in gray matter). Voxel-wise mea-
sures of diffusion parameters such as the fractional anisotropy
(FA) or diffusion vectors (tensors) derived from DWI allow infer-
ences about the white matter structure. About one decade ago,
tractographic approaches emerged that infer the path of least
diffusion hindrance (tracks) across the white matter based on
the diffusion parameters of an assembly of voxels. These white
matter tracks are likely formed by axonal fiber bundles (tracts).
Therefore, DWI-based tractography allows inferences about the
white matter architecture of healthy humans or patients in vivo
(Conturo et al., 1999; Jones et al., 1999; Mori et al., 1999; Lee
et al., 2005). For instance, we recently reported evidence for
white matter tracts between human auditory and visual cortex
(Beer et al., 2011b). Combining tracking approaches based on
DWI with conventional fMRI may resolve ambiguities in brain
connectivity research. For instance, concurrent functional activ-
ity or resting-state connectivity between multiple brain areas
do not necessarily require a direct (monosynaptic) anatomical
connection (Damoiseaux and Greicius, 2009). Instead functional
connectivity may result from indirect (polysynaptic) white mat-
ter connections. Moreover, structural connectivity studies have
shown that brain areas, which cannot be distinguished otherwise,
may be classified by their “connectivity fingerprints” (Behrens
and Sporns, 2012).

The goal of this study was to examine the structural connec-
tions of the brain network involved in auditory-visual processing
by means of white matter tracking. Therefore, probabilistic fiber
tracking based on DWI was performed between auditory cortex
and several brain areas involved in auditory-visual processing.
We were primarily interested in the connectivity profile of the
msSTS and related brain areas involved in processing biological
sounds and visual motion. Brain areas involved in multisen-
sory processing of speech and body actions were localized by
whole-brain fMRI. The stimuli were adapted from a previous
study that showed robust activation patterns in multisensory
processing areas (Meyer et al., 2011). In order to control for
confounds by behavioral responses, stimuli were task-irrelevant
for the observer. Observers’ attention was controlled by a sim-
ple detection task. Multisensory interactions were examined by a
region-of-interest (ROI) analysis.

MATERIALS AND METHODS
PARTICIPANTS
The study comprised ten healthy volunteers (including one
author, 7 females, all but one right-handed). All participants
reported normal or corrected-to-normal vision and no hearing
impairments. Their mean age was 27 years (range from 23 to 40).
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All participants gave written informed consent prior to the
study. The procedure was approved by the ethical board of the
University of Regensburg.

AUDITORY-VISUAL TASK
Unisensory visual and auditory as well as multisensory (auditory-
visual) brain areas were identified by fMRI while partici-
pants passively perceived biological motion stimuli (Figure 1A;
Supplementary Movies 1 and 2). Task-irrelevant stimulus presen-
tation was chosen in order to reduce the possibility that brain
activity related to multisensory processing (e.g., in frontal cor-
tex) was confounded by activity elicited by behavioral responses
(see also Hein et al., 2007). Attention was controlled by asking
observers to perform a simple detection task (see below). The
stimuli were adopted from previous work in which they elicited
significant activation in multisensory brain areas of the STC and
other parts of the cortex (Meyer et al., 2011). In particular, visual
stimuli consisted of videos with point-light displays of speech
(lip) (VS) or body (VB) movements. Auditory stimuli consisted

FIGURE 1 | Stimuli, conditions, and scan protocol. (A) Schematic
depiction of stimulus types. Auditory stimuli (1200 ms duration) were
speech sounds (AS) such as “aba” or sounds generated by body
movements (AB) such as “sawing” noise. No sound was presented during
baseline conditions (A0). Visual stimuli consisted of video clips (1200 ms
duration) with point-light (13 dots) lip (speech) (VS) or body movements
(VB). A blue dot in the display center served as fixation marker. Only the
fixation dot was shown during baseline condition (V0). See also
Supplementary Movies 1 and 2. (B) Audio-visual stimulus combinations:
baseline (fixation without sound, A0V0), auditory only conditions (ASV0 or
ABV0), visual only conditions (A0VS or A0VB), semantically congruent (cAV)
conditions (ASVS or ABVB), semantically incongruent (iAV) conditions
(ASVB or ABVS). (C) Trial sequence and schematic BOLD signals for sparse
imaging. MR scan (acquisition) time (TA) was 2070 ms with a repetition
time (TR) of 8000 ms. Stimuli were presented 4500 ms after scan onset
during acquisition-free periods. Note that the stimulus-induced BOLD signal
(red solid line) reaches its maximum during the acquisition time. The BOLD
signal induced by the scanner noise (green dashed line) drops to about
baseline at the acquisition time. Its post-stimulus undershoot (green dotted
line) is masked by the peak of the subsequent BOLD response.

of sounds corresponding to the speech (AS) (sounds generated by
the lip movements) or the body (AB) movements (sounds gen-
erated by the action). Speech stimuli represented nine distinct
vowel-consonant-vowel syllables such as “aba” or “igi” spoken
by a male speaker. Body stimuli represented nine distinct actions
such as a person walking, jumping, cycling, rowing, sawing, etc.
Each stimulus was presented for 1.2 s.

Each video clip showed 13 black moving dots on a gray back-
ground with a frame rate of 30 Hz. In addition, a blue dot in the
center of the display served as a fixation point. The display size
was normalized so that the mean dot deviation from the screen
center was 2.7 degrees of visual angle (with a dot size of approx-
imately 0.15 degrees). Participants viewed the video clips via a
back-mirror (mounted within the head-coil) on a translucent
screen positioned about 70 cm distant to the eye. Participants had
to view the video clips while fixating the fixation point and press
a button with their index finger whenever they detected a red dot.
Accordingly, in some videos one dot was colored red for 300 ms
during an interval between 300 and 900 ms. Sounds were pre-
sented via MR compatible headphones (MR confon, Magdeburg,
Germany). Sound onset and offset was synchronized with the
onset and offset of the video clips. All sounds were matched in
root mean square power and presented with a sound pressure
level of approximately 65 dB. Participants were asked to listen to
the sounds and press a button whenever they detected a beep
sound. Accordingly, in some trials a target beep sound (500 Hz,
130 ms, about 70 dB) occurred between 300 and 900 ms while the
body action or speech sound was presented.

Visual and auditory stimuli were presented in nine conditions
(Figure 1B) that were grouped into five main conditions: purely
visual presentation of speech or body movements (VS or VB),
purely auditory presentation of speech or body sounds (AS or
AB), congruent auditory-visual presentation of speech or body
stimuli (ASVS or ABVB), incongruent auditory-visual speech or
body stimuli (ASVB or ABVS), or a silent baseline condition
requiring participants to view the fixation point on an otherwise
blank screen (A0V0). During congruent trials, each video clip was
presented together with its matching sound. During incongruent
trials, each clip was combined with a sound of the other category
(e.g., speech sound with body action video).

In order to monitor attention, participants were asked to
respond to a visual (red dot) or auditory (beep) target occur-
ring in 20% of the trials (10% for each target). Targets were
balanced across all stimulus conditions. They occurred in a
pseudo-random order and never occurred on the same trial. The
participants pressed a button on a response box upon target
detection.

Stimuli were presented with an inter-trial-interval (ITI) of
8000 ms. This relatively large ITI was required, because a sparse-
imaging MRI acquisition protocol with a repetition time (TR) of
8000 ms and an acquisition time (TA) of 2070 ms was adopted
(Figure 1C). Sparse-imaging successfully reduces the influence of
the scanner noise on the BOLD response (see Edmister et al.,
1999; Engelien et al., 2002). Stimuli started 4.5 s after the onset
(2.43 s after the offset) of the scanner acquisition phase. This
timing was chosen for two reasons: First, in order to assure ade-
quate perception, stimuli were presented during the silent phase
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of the functional measurement stream. Second, based on previ-
ous experience the BOLD response reaches its maximum about
3–5 s after stimulus onset. A TR of 8 s and a stimulus onset at 4.5 s
assured that the MR acquisition following the stimulus best cap-
tured the stimulus-induced BOLD signal with little interference
by the BOLD signal induced by the scanner noise. Note that this
timing ignores the “post-stimulus undershoot”—a temporary
decline below baseline following the main peak—of the scanner
noise BOLD response. As this post-stimulus undershoot is sub-
stantially smaller in magnitude than the main peak, equal across
measurements, and masked by the main peak of subsequent mea-
surements, it is usually ignored in auditory fMRI research (e.g.,
Petkov et al., 2006; Benoit et al., 2010). Each run of the mul-
tisensory task lasted about 12 min and consisted of 90 trials. At
least three runs were conducted for each participant. Trials were
pseudo-randomized in each run to avoid carry-over effects. Trial
number per condition was balanced within each run. Stimulus
pairings (e.g., targets combined with the different stimuli: “aba,”
“igi,”. . .) were balanced across runs.

DATA ACQUISITION
All MRI data was acquired by a 3T head-only Allegra scanner
(Siemens, Erlangen, Germany) using a one-channel whole-head
coil while participants laid supine (head first) in the scanner bore.
Head motion during the scans was constrained by cushions. For
each participant, one high-resolution structural run, a series of
functional runs, and three diffusion-weighted runs were acquired.
The structural images were acquired with a magnetization-
prepared rapid acquisition gradient echo (MPRAGE) sequence
(TR = 2250 ms, echo time = 2.6 ms, inversion time = 900 ms, flip
angle = 9◦). The parameters were adapted from the Alzheimer’s
disease Neuroimaging project (Laboratory for Neuro Imaging,
UCLA, Los Angeles, CA). The 160 sagittal slices covered the
whole brain (voxel size = 1 × 1 × 1 mm3, field of view =
256 × 256 mm2). Functional runs were acquired with a T2∗
weighted echoplanar sparse-imaging sequence (TR = 8000 ms,
TA = 2070 ms, echo time = 30 ms, flip angle = 90◦) with
36 axial slices (voxel size = 3 × 3 × 3 mm3, field of view =
192 × 192 mm², no inter-slice gap, interleaved acquisition). DWI
runs were acquired with a single-shot pulsed gradient spin-echo
sequence with echoplanar readout (TR = 7200 ms, echo time
= 95 ms, flip angle = 90◦). Diffusion was examined along 30
isotropically distributed orientations (Jones et al., 2002) and
weighted by a b-value of 1000 s/mm². Five volumes without dif-
fusion weighting (b-value of zero) were interspersed into the
diffusion sequence every six volumes. The 54 axial slices covered
the whole brain (voxel size = 2.5 × 2.5 × 2.5 mm3, field of view
= 240 × 240 mm²).

CORTICAL RECONSTRUCTION
Cortical reconstruction was automatically performed with
Freesurfer version 4.1 (Martinos Center for Biomedical Imaging,
Charlestown, MA) as described elsewhere (Beer et al., 2009). In
brief, non-brain tissue was removed (Segonne et al., 2004), images
were intensity corrected and normalized (Sled et al., 1998), sub-
cortical volumetric structures were segmented (Fischl et al., 2002,
2004a), and the gray-white matter boundary was tessellated and

topologic inaccuracies automatically corrected (Fischl et al., 2001;
Segonne et al., 2007). Then, the cortical surface was deformed
(Dale et al., 1999), inflated (Fischl et al., 1999a), registered to a
spherical atlas that preserves individual folding patterns to match
the cortical geometry across subjects (Fischl et al., 1999b), and
automatically parcellated into units based on gyral and sulcal
structures (Fischl et al., 2004b; Desikan et al., 2006).

WHOLE-BRAIN ANALYSIS OF fMRI
The fMRI data was analyzed with the FSFAST tools of Freesurfer.
Pre-processing included motion correction (to the first volume
of each session), intensity normalization (Cox and Jesmanowicz,
1999), and spatial smoothing with a three-dimensional Gaussian
kernel of 8 mm (full-width at half-maximum). The first volume of
each session was automatically co-registered to the structural vol-
ume. All co-registrations were verified by blink comparison and
manually corrected if necessary.

In order to define brain regions relevant for auditory-visual
processing, we performed a general linear model (GLM) whole-
brain group analysis. The design matrix of the GLM contained
separate predictors for all nine conditions (see Figure 1B) and
a second order polynomial to model MR signal drift artifacts.
Note that because of the sparse-imaging protocol (TR = 8000 ms,
TA = 2070 ms) only one acquisition following stimulus presenta-
tion was modeled by a box-car predictor. In order to maximize
statistical power and to detect all relevant brain regions, tar-
get trials (10% beep or 10% red dot) were included in the
whole-brain analysis. A control analysis excluding these trials (not
reported here) showed similar results. Note that target trials were
excluded from the functional ROI analysis (see below). Group
statistical parametric maps were calculated by a random-effects
analysis. The analysis was restricted to the cortical surfaces and
inter-subject normalization was performed by spherical (rather
than volumetric) registration to the surface of the MNI stan-
dard brain (see above). Group significance maps were thresholded
to p = 0.01. Additionally only clusters of contiguous vertices
exceeding this threshold and spanning at least 120 mm² (approx-
imately 10 functional voxels along the cortical surface) were
considered.

Our primary motivation for the group analysis was to iden-
tify sensory-specific and putative multisensory regions of interest.
Therefore, our analysis focused on five major contrasts: brain
areas engaged in combined auditory and visual processing ([ASVS
+ ABVB + ASVB + ABVS]/4 vs. A0V0), brain areas engaged in
auditory processing ([ASV0 + ABV0]/2 vs. A0V0), brain areas
associated with phonological processing (ASV0 vs. ABV0), brain
areas engaged in visual processing ([A0VS + A0VB]/2 vs. A0V0),
and brain areas associated with processing body movements
(A0VB vs. A0VS). ROIs were defined based on the group-average
cortical significance maps (thresholded to p = 0.001) of these five
main contrasts. Unisensory contrasts were used to define brain
areas that were assumed to be modality-specific. These included
the auditory cortex, the visual cortex, and predominantly visual
areas within the parietal or frontal cortex. Moreover, a phono-
logical processing region in the lateral superior temporal gyrus
(lSTG) (Turkeltaub and Coslett, 2010; Woods et al., 2011) was
defined by comparing auditory speech and body sounds (ASV0
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vs. ABV0). Similarly, an extrastriate body area (EBA) (Peelen
and Downing, 2007; Taylor and Downing, 2011) was defined by
comparing visual body and lip movements (A0VB vs. A0VS).
Brain areas assumed to be involved in multisensory processing
were defined by comparing bimodal and unimodal contrasts. In
particular, msSTS was assumed to be a brain region within the
STS that responded to bimodal as well as to unimodal stimuli.
However, bimodal contrasts had a higher statistical power than
unimodal contrasts (as there were twice as many conditions).
Consequently, at a given threshold bimodal contrasts showed
slightly larger activity maps in putative multisensory regions than
unimodal contrasts. Therefore, the borders of putative msSTS
were marked based on bimodal contrasts. Unimodal responses
within msSTS were verified by unimodal activity maps with a
reduced threshold (p = 0.05). Implications of this relatively lib-
eral definition criterion on our main findings are considered in
the discussion (see below). Group labels (ROIs based on the
cortical reconstruction) were reverse-mapped to individual cor-
tical surfaces based on the spherical registrations. Both functional
and structural landmarks (gyri and sulci) were used to segregate
neighboring labels (ROIs).

DWI-BASED TRACTOGRAPHY
Pre-processing
DWI pre-processing and fiber tracking was conducted with the
FDT toolbox of FSL (Centre for Functional Magnetic Resonance
Imaging of the Brain, University of Oxford, Oxford, UK) (Smith
et al., 2004; Woolrich et al., 2009). First, all diffusion-weighted
runs were concatenated and corrected for head motion and image
distortions due to eddy currents. Then, distributions on diffusion
parameters were estimated for each voxel by means of Markov
Chain Monte Carlo sampling (Behrens et al., 2003). Two fibers
were estimated for each voxel unless prevented by automatic
relevance detection (Behrens et al., 2007) in order to model com-
plex fiber architectures. Finally, the first b-zero weighted image
of the DWI series was automatically co-registered to the high-
resolution T1-weighted anatomical image using Freesurfer tools.
Each co-registration was inspected by “blink comparison” and
manually corrected if necessary.

Fiber tracking
The fiber tracking procedure essentially followed the proto-
col as described elsewhere (Beer et al., 2011b). In brief, fibers
were tracked by repetitively sampling from the distributions on
voxel-wise principal diffusion directions. Each time a streamline
through these local samples was calculated. Connectivity distri-
butions were built by sampling many streamlines. We computed
5000 trajectories per seed voxel (resulting in 5000 × number
of seed voxels tracks) with 2000 steps per sample (step length
was 0.5 mm). Streamline trajectories were terminated when the
angle between two steps fell below 60◦ (curvature threshold)
or when the trajectory turned back on itself (loop criterion).
Furthermore, tracking was constrained to the ipsilateral cortex.
No FA threshold was applied. Path distributions were corrected
for the length of the pathways. All trajectories were seeded with
labels (ROIs) derived from the functional analysis (see above).
These included the Heschl’s region (H), the planum temporale

(PT), msSTS, lSTG (sensitive to phonological sounds), and the
EBA. Moreover, for further analysis several other labels (ROIs)
based on the results of the functional or tractographic whole-
brain group analysis were used as seeds (see “Results”). All labels
(and seeds) were defined in structural space. Note that tracking
was performed in diffusion space whereas tracking results were
transformed back into structural space (same as seed space) using
the co-registration matrices (see above).

The tracking analysis was limited to the ipsilateral cortical
terminations of the tracks. This procedure proved to be most
informative in previous studies (Beer et al., 2011b). For each voxel
along the cortical surface, track probabilities were calculated by
dividing the number of tracks reaching this voxel by the overall
number of tracks. In order to reject (reduce) false positive tracks,
probability maps were thresholded to p = 5 × 10−4. This thresh-
old was adopted from our previous study (Beer et al., 2011b).
Individual thresholded track termination maps were projected
to the reconstructed surface of the standard brain by spheri-
cal surface-based (rather than volumetric) normalization (Fischl
et al., 1999b) and aggregated. Finally, group aggregated track ter-
mination maps were thresholded (only track terminations found
in at least 3 subjects were considered). Moreover, only track ter-
minations that formed clusters spanning at least 120 mm² on the
cortical surface were considered.

Previous research has shown that tracks seeded in the audi-
tory cortex terminated in two distinct regions of the STS: anterior
(aSTS) and posterior (pSTS). As we were interested in their role in
multisensory processing, two ROIs (labels) were defined based on
the group aggregate track termination maps for tracks seeded in
H and PT, respectively. Moreover, additional ROIs (labels) in the
inferior occipital cortex (IOC) were defined based on the results
of the whole-brain track termination analysis (described in the
“Results” section).

ROI ANALYSIS OF fMRI
Pre-processing for the ROI analysis was identical to the whole-
brain analysis except that no spatial smoothing was applied. The
mean MR signal change for each ROI was extracted by the GLM
similar to the whole-brain analysis. In particular, the mean MR
signal was estimated for each of the eight stimulus conditions
and the baseline condition (A0V0). In addition, target trials (10%
beep or 10% red dot) were modeled by separate predictors in
order to exclude possible response-related activity. BOLD signals
were calculated by subtracting the baseline signal (A0V0) from
the MR signal of all eight stimulus conditions (e.g., [ASVS] -
[A0V0]). Moreover, all BOLD signals were normalized to percent
signal change relative to the ROI-specific global mean (constant
predictor of the GLM). Our analysis focused on two aspects: (1)
BOLD signals in response to auditory, visual, and bimodal stim-
uli regardless of stimulus type (speech or body movements) and
(2) BOLD signal differences between speech (S) and body (B)
stimuli reflecting feature-specific activity. For the first analysis,
BOLD signals to speech and body (S, B) stimuli were pooled.
One-sample t-tests were performed on BOLD signals for uni-
modal auditory and visual stimulus conditions in order to classify
ROIs as being primary auditory, visual, or multimodal. In order to
detect non-linear multisensory interaction effects (superadditive
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or subadditive) BOLD signals to combined auditory-visual stim-
uli were compared to the sum of BOLD signals for unimodal stim-
ulus conditions (e.g., [ASVS + ABVB]/2 vs. [ASV0 + ABV0]/2 +
[A0VS + A0VB]/2). In order to detect multisensory congruency
effects, BOLD signals to incongruent bimodal stimuli (iAV) were
compared to BOLD signals of congruent (cAV) bimodal stim-
uli (e.g., [ASVB + ABVS]/2 vs. [ASVS + ABVB]/2). Note that
all BOLD signals reflect differences to the baseline (A0V0) con-
dition normalized to percent signal change (see above). For the
second analysis, BOLD signals to body movements (B) were sub-
tracted from BOLD signals to speech stimuli (S). The same com-
parisons were performed as for the feature-unspecific analysis.
Note that for incongruent bimodal stimuli (ASVB, ABVS) the
sign of the S-B difference of visual stimuli (B-S) is opposite of
auditory stimuli (S-B). Therefore, responses to bimodal stimuli
were compared to the sum of unimodal responses showing the
same sign ([ASVS-ABVB] vs. [ASV0-ABV0] + [A0VS-A0VB] for
congruent bimodal stimuli; [ASVB-ABVS] vs. [ASV0-ABV0] +
[A0VB-A0VS] for incongruent stimuli).

STRUCTURAL CONNECTIVITY BETWEEN ROIs
White matter connections between ROIs as defined by the whole-
brain analysis were estimated by additional trackings. Here, each
ROI served as seed for separate trackings. Moreover, each ROI
served as target area. In order to derive a measure of pair-wise
connectivity strength, we counted the number of tracks emitting
from the seed ROI and reaching the target ROI. Note that the
number of tracks emitting from the seed is proportionate to the
number of seed voxels. Moreover, the number of tracks terminat-
ing in the target ROI increases with the number of target voxels.
In order to compensate for this dependency on ROI size, a nor-
malized track connectivity index (TCI) was calculated by dividing
the number of tracks by the product of the number of voxels in the
seed and target ROI, respectively. All ROIs served as both seed and
target ROI. The resulting two connectivity indices were averaged.
Moreover, connectivity indices from left and right hemispheres
were averaged. Finally, TCI values from the whole group were
averaged.

RESULTS
BEHAVIORAL RESPONSES
All participants successfully detected most of the target stimuli
(>95% hits, <1% false alarms). Moreover, no significant dif-
ferences in response times were observed between visual and
auditory targets suggesting that both modalities were attended
equally well.

WHOLE-BRAIN ANALYSIS OF fMRI
In order to identify unisensory and putative multisensory brain
regions involved in auditory and visual processing, a whole-brain
analysis of the functional data was performed (see Figure 2). First,
the response to all bimodal stimuli ([ASVS + ABVB + ASVB
+ ABVS]/4) was contrasted with the response to the control
condition A0V0 (silence, blank screen). The BOLD response for
this contrast revealed a large network of brain areas primarily
in the temporal and occipital cortex extending to dorsal parietal
and posterior frontal areas (Figure 2A). Comparing responses to

unimodal auditory stimuli ([ASV0 + ABV0]/2) with the base-
line condition (A0V0) showed that activity in the STC primarily
reflected brain areas relevant for auditory processing (Figure 2B).
Activity maps for both contrasts overlapped with the Heschl’s
region and the planum temporale—representing the core and
caudal belt of auditory cortex, respectively (Petkov et al., 2006;
Da Costa et al., 2011). The activity map in the auditory cortex
further extended to lateral parts of the STG, which likely corre-
spond to lateral belt and parabelt regions of the auditory cortex.
The contrast comparing responses to speech sounds with sounds
generated by body movements (AS vs. AB) (Figure 2C) revealed a
relatively distinct region in the lateral STG associated with phono-
logical processing (Turkeltaub and Coslett, 2010; Woods et al.,
2011).

The contrast comparing responses to unimodal visual stim-
uli ([A0VS + A0VB]/2) with responses to the baseline condition
(A0V0) revealed a network of brain areas primarily in the occip-
ital and dorsal parietal cortex (Figure 2D). Two small clusters
of activity were found in the anterior part of the calcarine sul-
cus (CaS) and the occipital pole (OcPo), respectively. These two
clusters fell within the primary visual cortex (V1) as verified by
the automatic parcellation of Freesurfer and likely reflect periph-
eral and central representations of the visual field. Larger clusters
were found in the lateral occipital cortex stretching anterior to
the posterior part of the middle temporal gyrus—a region over-
lapping with the motion-sensitive MT complex (MT+) (Zihl
et al., 1983; Tootell et al., 1995). Activities in the parietal cor-
tex were limited to ventral and dorsal parts of the intraparietal
sulcus (IPS). A relatively large cluster of activity was found in
the inferior and lateral parts of the occipito-temporal cortex.
The posterior part of this cluster overlapped with track termina-
tions (see below). The anterior part of this cluster was primarily
found in the fusiform gyrus (FG). Furthermore, a small cluster of
activity was found in the parietal (PIC) and the anterior insular
cortex (AIC). Moreover, several adjacent clusters of activity were
observed in ventral (vlFC) and dorsal (dlFC) parts of the pos-
terior lateral frontal cortex. The contrast comparing responses
to body movements with speech (lip) movements (VB vs. VS)
revealed two relatively distinct regions in the lateral occipital
cortex and FG presumably reflecting the EBA and the fusiform
body area (Peelen and Downing, 2007; Taylor and Downing,
2011).

Although both unimodal auditory and unimodal visual con-
trasts showed distinct activity patterns throughout most of
the cortex, several brain regions were activated by unimodal
auditory, visual, and bimodal contrasts. This putative multi-
sensory brain network included a region in the posterior part
of the STS that most likely corresponds to the msSTS area
(Beauchamp et al., 2004b, 2008). Note that the borders of
msSTS were based on the bimodal contrast and verified by
unimodal contrasts with a lower threshold (see “Materials and
Methods” section for details). In addition, regions in the parieto-
occipital sulcus (POS) and the CaS were activated by visual,
auditory, and bimodal stimuli. Finally, the ventrolateral frontal
cortex was responsive to both unimodal and bimodal stimuli.
Note that most functional activities were similar in the two
hemispheres.
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FIGURE 2 | Whole-brain group analysis statistical parametric maps

overlaid on cortical surfaces of the MNI standard brain. Both left and
right hemispheres are shown from a lateral, medial, and inferior view. Five
relevant contrasts are shown: (A) Contrasting BOLD responses to all

bimodal stimuli with BOLD responses to control stimuli (A0V0) showed brain
areas relevant for auditory, visual, and multisensory processing. (B) Brain
areas primarily involved in auditory processing were identified by contrasting

(Continued)
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FIGURE 2 | Continued

responses to unimodal auditory stimuli with the control. (C) Brain areas
specific to phonological processing were identified by contrasting auditory
phonological (lip) sounds (AS) with body sounds (AB). (D) Brain areas
primarily involved in visual motion processing were identified by
contrasting responses to unimodal visual stimuli with the control
condition. (E) Brain areas specific to body processing were revealed by
contrasting responses to visual body movements (VB) with visual lip
movements (VS). All contrasts were thresholded to p = 0.01 (red) and
color-coded (yellow: p = 10−7). An additional cluster threshold of 120 mm²
was applied. Regions of interests (ROIs) were defined as cortical labels

(marked in white) based on functional (threshold p = 0.001) and structural
(gyri and sulci) criteria (see text). Labels (ROIs) are indicated as dashed
white lines. AIC, anterior insular cortex; CaS, calcarine sulcus; CC,
cingulate cortex; CenS, central sulcus; dlFC and vlFC, dorsal and ventral
parts of posterior lateral frontal cortex; EBA, extrastriate body area; FEF,
frontal eye field; FG, fusiform gyrus; H, Heschl’s region; IOC, inferior
occipital cortex; IPS, intraparietal sulcus; lSTG, lateral superior temporal
gyrus; msSTS, multisensory superior temporal sulcus; MT+,
motion-sensitive middle temporal area plus satellites; OcPo, occipital pole;
PIC, parieto-insular cortex; POS, parieto-occipital sulcus; PT, planum
temporale.

WHOLE-BRAIN ANALYSIS OF TRACK TERMINATIONS
Probabilistic tracking was performed in the same participants
to determine the white matter connectivity across cortical brain
regions involved in auditory and visual processing of objects. The
tracking algorithm was seeded in several auditory, visual, and
multimodal cortical ROIs (labels) as determined by functional
and structural (gyral and sulcal structure) criteria (see above).
Figure 3 shows the cortical track terminations of the whole group
for several seed regions. Only track terminations that exceeded the
track frequency threshold in at least three individual brains and
which exceeded the cluster threshold are displayed. Tracks seeded
in the Heschl’s region primarily terminated in several distinct cor-
tical regions of the temporal and occipital cortex (Figure 3A).
Track terminations in the temporal cortex were seen in adjacent
auditory cortex including the planum temporale and the lSTG.
Projections were also observed in an anterior division of the STS
(aSTS). Furthermore, several foci of H track terminations were
observed in the IOC (see details below). H track terminations
were also found in several areas of the medial occipital lobe (see
Figure 4 for an enlarged view): the OcPo, a region in the ante-
rior CaS, and dorsal POS. Other track terminations were found
at the cortical border to the corpus callosum (Cal) and thalamus
(Thal)—most likely reflecting inter-hemispheric and thalamic
fiber connections—and the anterior insula.

Combined functional and structural criteria were adopted for
the PT seed. Only the part of the planum temporale that was func-
tionally active during the auditory or bimodal task was included.
Tracks seeded in PT terminated in two distinct regions of the STS:
anterior (aSTS) and posterior (pSTS) divisions (see Figure 5 for
an enlarged view). PT tracks further projected to the IOC and a
distinct region in the central sulcus (CenS). Tracks also reached
the hemisphere border to the corpus callosum. Little or no PT
track terminations were observed in the medial occipital lobe.

Our primary interest was in the connectivity profile of the
msSTS region. Therefore, tracks were seeded in the part of the STS
that was active during the multisensory localizer task (see above).
Our primary interest was to evaluate the white matter connectiv-
ity of this region with auditory and visual cortex. As illustrated in
Figure 3C, little or no connections between the msSTS region and
the Heschl’s region of the auditory cortex or early visual cortex
(e.g., medial occipital cortex) were observed. Moreover, no track
terminations were observed in the IOC. Instead terminations of
the msSTS region primarily terminated in the planum temporale
of the auditory cortex, the lateral STG, other parts of the STS, the
middle temporal gyrus, inferior parietal cortex, and the CenS.

Our functional analysis revealed two regions that were
either specific to phonological processing (lSTG) or visual body
movements (EBA). Both regions showed signs of multisensory
interactions (see below). Therefore, we were interested in the con-
nectivity profile of these two regions. Tracks seeded in the phono-
logical processing area (lSTG) showed wide-spread terminations
in the auditory cortex including the H and PT region and the STS
(Figure 3D). However, STS terminations were primarily observed
in the aSTS region with limited connections to the msSTS region.
Substantial track terminations were observed in the IOC. Tracks
seeded in the EBA (Figure 3E) primarily terminated in adjacent
regions. In addition, white matter connections were observed
with the aSTS region in both hemispheres in some brains.

In order to compare functional activity maps with track ter-
mination maps enlarged views of the cortical surfaces are shown
in Figures 4–6. As shown in Figure 4, H track terminations in the
medial occipital cortex (CaS, OcPo, POS) corresponded quite well
with the activity clusters as determined by the functional local-
izer. However, the connectivity profile of tracks terminating in the
STS (Figure 5) was more complex than expected. One of the most
relevant findings was that H and PT track terminations (aSTS
and pSTS) showed little or no overlap with the functional msSTS
region. In order to further investigate the connectivity profile of
the STS, we performed additional tracking using the aSTS and
pSTS regions as seeds. The results of this tracking revealed that
the aSTS region showed relatively strong connections to the audi-
tory cortex (H and PT), the phonological processing area (lSTG)
as well as to the msSTS region. By contrast, the pSTS region
was primarily connected to posterior parts of the auditory cortex
(PT) and the aSTS region. These findings suggest that the msSTS
region showed no direct white matter connections with the pri-
mary auditory cortex (H) but instead is connected to the auditory
cortex via intermediate brain areas such as PT and aSTS.

Several previous studies have shown that activity in the STS
is accompanied by activity in the inferior or lateral occipital
cortex (Beauchamp et al., 2004b; Meyer et al., 2011). Figure 6
compares the activity maps of our functional localizer with the
connectivity profiles of tracks terminating in the IOC. Comparing
terminations of tracks from different seeds suggests that the IOC
can be sub-divided into three main areas based on their con-
nectivity profile. At the most posterior end—overlapping with
the collateral transverse sulcus (CTS)—terminations were pri-
marily found from H tracks. Adjacent to the CTS—overlapping
with posterior parts of the lateral occipito-temporal gyrus or
FG (lOTG)—terminations were observed from H tracks, lSTG
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FIGURE 3 | Group average track termination maps overlaid on cortical

surfaces of the MNI standard brain. Termination maps were thresholded to
nss = 3. Color scale: dark blue, terminations found in three hemispheres
(threshold); yellow, terminations found in all hemispheres. The different
panels show separate termination maps for tracks seeded in (A) Heschl’s
region (H), (B) planum temporale (PT), (C) multisensory STS (msSTS),

(D) lateral STG (lSTG) sensitive to phonological sounds, (E) extrastriate body
area (EBA). Labels (ROIs) based on track terminations are indicated as dashed
green lines. Functional labels are shown in white. AIC, anterior insular cortex;
aSTS and pSTS, anterior and posterior region of superior temporal sulcus;
CaS, calcarine sulcus; CenS, central sulcus; IOC, inferior occipital cortex;
OcPo, occipital pole; POS, parieto-occipital sulcus.
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FIGURE 4 | Enlarged view of functional activity and track terminations

in medial occipital cortex. (A) Functional activity contrasting BOLD
responses to all bimodal stimuli with BOLD responses to control stimuli
(A0V0). (B) Termination maps for tracks seeded in the Heschl’s region (H).
Labels (ROIs) based on track terminations are shown in green. See also
Figures 2 and 3 for abbreviations.

tracks, and aSTS tracks. More lateral—overlapping with the lat-
eral occipito-temporal sulcus (lOTS)—track terminations were
primarily observed from lSTG tracks and aSTS tracks. Note that
no direct white matter connections were observed between the
STC and anterior parts of the lateral occipito-temporal/FG that
showed activity in the fMRI analysis (but see ROI connectivity
analysis below).

ROI ANALYSIS OF fMRI
In order to further quantify the contribution of each ROI on
multisensory processing, we performed a ROI analysis on the
functional data. We were primarily interested in determining
the extent to which the region was primarily auditory, visual,
or multisensory. Therefore, we compared the mean activity of
each ROI during unimodal auditory (ASV0, ABV0) or visual
stimulation (A0VS, A0VB) with the baseline condition (A0V0)
(see Table 1 and Figures 5I–M). Furthermore, we were interested
in whether the response to bimodal stimuli was larger (super-
additive) or smaller (subadditive) than the sum of unimodal
responses. Therefore, the sum of unimodal responses was sub-
tracted from the response of congruent (ASVS, ABVB) and incon-
gruent (ASVB, ABVS) stimuli, respectively. Finally, responses to

congruent and incongruent were compared. Repeated-measures
ANOVAs conducted separately for each comparison showed that
BOLD responses significantly differed across ROIs. Table 1 shows
the results of the ROI analysis averaged across speech and body
movement conditions. As expected ROIs in the auditory cor-
tex (H, PT) showed significant BOLD responses to auditory
but not visual stimuli. Furthermore, unimodal auditory stimuli
elicited significant BOLD responses in the lateral STG and the
STS. Interestingly, auditory stimuli also elicited BOLD responses
in several brain areas that were assumed to be primarily visual:
CTS, lOTG, POS, CaS, and OcPo. Unimodal visual responses
were observed in the medial occipital cortex (OcPo, POS) and
the inferior occipito-temporal cortex (CTS, lOTS, lOTG, FG).
Furthermore, visual responses were observed in the EBA region
and posterior parts of the STS (pSTS, msSTS). No significant
unimodal visual responses were observed in the auditory cortex.

Subadditive responses to bimodal stimuli (irrespective of stim-
ulus type) were primarily observed in the posterior part of the STS
(pSTS, msSTS). Moreover, subadditive responses to congruent
bimodal stimuli were observed in the inferior occipito-temporal
cortex (FG, lOTG, CTS), parts of the occipital cortex (POS,
OcPo), and the planum temporale. Significant BOLD response
differences between congruent and incongruent bimodal stimuli
were observed in the planum temporale, EBA, IOC (lOTS, CTS),
the OcPo, and anterior insula.

As our whole-brain analysis revealed cortical regions that
responded preferably to speech sounds (S) or visual body move-
ments (B), an additional ROI analysis was performed on the
differences between S and B stimulus types (S-B) (see Table 2
and Figures 5J–M). Note that positive differences reflect stronger
BOLD responses to speech (S) stimuli and negative differences
reflect stronger responses to body (B) stimuli. Further note
that responses to bimodal stimuli were compared with the sum
of its corresponding unimodal differences (see “Methods and
Materials” section). Repeated-measures ANOVAs conducted sep-
arately for each comparison showed that BOLD responses signif-
icantly differed across ROIs. As expected from the results of the
whole-brain analysis, the lSTG region showed stronger responses
to unimodal phonological sounds (ASV0) than to body sounds
(ABV0). By contrast, weaker responses to speech sounds were
observed in the OcPo. Similarly, the EBA region and the ante-
rior part of the FG showed stronger responses to body movements
(A0VB) than to lip (speech) movements (A0VS). In addition, uni-
modal visual lip (speech) movements (A0VS) elicited stronger
responses than body movements (A0VB) in the phonological
STG region (lSTG), subparts of the STS (aSTS and pSTS but not
msSTS), the inferior (CTS) and posterior (OcPo) occipital cortex.

Congruent bimodal stimuli elicited subadditive difference
responses (ASVS-ABVB) in several brain regions including lSTG,
pSTS (but not msSTS), and the EBA. By contrast, incongruent
bimodal stimuli (ASVB-ABVS) elicited superadditive responses
compared to their unimodal counter-parts in most of these
regions including the OcPo. Accordingly, a significant difference
in the bimodal response pattern of congruent and incongruent
bimodal stimuli was observed in lSTG, aSTS, pSTS, EBA, and
vlFC, suggesting that congruent and incongruent bimodal stimuli
were processed differently in these areas.
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FIGURE 5 | Functional activity and track terminations in temporal

cortex. Enlarged views of functional activity and track termination maps
are presented in panels (A–H). Labels (ROIs) based on track terminations
are shown in green, labels (ROIs) based on functional activity in white.
Panels (I–M) present the results of the functional ROI analysis for
temporal cortex regions (see Tables 1 and 2 for other ROIs). BOLD
responses to unimodal (auditory or visual) conditions (relative to baseline)
are shown separate for all hemispheres (n = 20) in scatter plots.

Deviations from the main diagonal indicate specificity for stimulus type
(speech or body). Bar graphs depict the group mean BOLD responses to
unimodal conditions as well as differences between bimodal responses to
the sum of unimodal responses (AV − [A + V]) separate for congruent
(cAV) and incongruent (iAV) stimulus pairs (∗∗∗p < 0.001; ∗∗p < 0.01;
∗p < 0.05). Separate graphs are shown for the mean responses across
stimulus type and the response difference between speech and body (S-B)
stimuli. See also Figures 2 and 3 for abbreviations.
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FIGURE 6 | Enlarged view of functional activity and track terminations

in inferior occipito-temporal cortex. (A) Functional activity contrasting
BOLD responses to all bimodal stimuli with BOLD responses to control
stimuli (A0V0). (B–D) Termination maps for tracks seeded in the Heschl’s
region (H), lateral superior temporal gyrus (lSTG), and anterior superior
temporal sulcus (aSTS), respectively. Labels (ROIs) based on track
terminations are shown in green. CTS, collateral transverse sulcus; lOTG
and lOTS, lateral occipito-temporal gyrus and sulcus. See also Figures 2

and 3 for other abbreviations.

STRUCTURAL CONNECTIVITY BETWEEN ROIs
Our ROI analysis on functional data and our whole-brain track-
ing results indicated that several distinct brain areas were involved
in the processing of auditory and visual stimuli. Therefore, we
performed pair-wise probabilistic tracking in order to quan-
tify the strengths of white matter connections using the ROIs
as seed and targets. Track probabilities were normalized by the
size of the seed and target regions, respectively. The group aver-
age normalized ROI-to-ROI track probabilities (pooled across
both hemispheres) are shown in Table 3. This analysis primarily
confirmed the results on the whole-brain track terminations
reported above. That is, H tracks primarily terminated in the
lSTG, aSTS (but not msSTS), IOC, and medial occipital cortex. PT

tracks primarily terminated in the lSTG, aSTS, pSTS, CenS, and
dlFC. Tracks seeded in the phonological lSTG area primarily ter-
minated in the aSTS and pSTS region as well as the lateral inferior
occipito-temporal cortex. The aSTS region showed a connectivity
profile distinct from the more posterior pSTS and msSTS areas.
Whereas the aSTS region showed strong projections to the IOC,
no such projections were observed in more posterior regions of
the STS (pSTS, msSTS). The pSTS region showed relatively strong
connectivity with area PT. The msSTS region was primarily con-
nected with the aSTS region. The EBA was primarily connected
with aSTS and sub-regions of the IOC (lOTS).

The ROI-to-ROI connectivity analysis further revealed the
connectivity profile of inferior occipital regions. These regions
were primarily connected with the H part rather than the PT part
of the auditory cortex. Furthermore, anterior regions of the IOC
(lOTG, lOTS) were connected with the lSTG and the aSTS, but
little connectivity was observed with the msSTS. Moreover, parts
of the IOC (lOTG) were connected to the medial occipital cortex
(CaS).

The ventrolateral frontal cortex as well as the anterior insu-
lar region observed in fMRI showed little direct connectivity with
the STC. Instead these two regions were connected via inter-
mediate nodes such as the dorsolateral frontal cortex or the
inferior occipito-temporal cortex (e.g., FG, lOTS).

DISCUSSION
Our whole-brain analysis revealed a large network of brain areas
responding to auditory, visual, or multimodal stimuli. Processing
of unimodal auditory stimuli (Figures 2B,C) primarily involved
the STC, distinct parts of the medial occipital cortex, and the
ventrolateral frontal cortex. Activity clusters in the temporal lobe
included the Heschl’s region and the planum temporale, which
likely correspond to the core and caudal belt of auditory cortex,
respectively (Petkov et al., 2006; Da Costa et al., 2011). Consistent
with previous research (Turkeltaub and Coslett, 2010; Woods
et al., 2011) a relatively distinct region in the lateral anterior
STG sensitive to phonological (speech) processing was observed
in both hemispheres.

Processing of unimodal visual stimuli involved a network of
brain areas primarily in the occipital and dorsal parietal cor-
tex (Figures 2D,E). This network largely corresponds to brain
networks related to visual motion processing as described else-
where (Kovacs et al., 2008; Beer et al., 2009). It included activity
in the posterior part of the middle temporal gyrus—a region
known as the motion-sensitive MT complex (MT+) (Zihl et al.,
1983; Tootell et al., 1995). The visual network also involved dis-
tinct regions in the medial occipital cortex (CaS and POS) and
inferior and lateral parts of the occipito-temporal cortex. Two
distinct regions in the lateral occipital cortex and FG, respec-
tively, were sensitive to visual body movements. Similar regions
were described before as EBA and fusiform body area (Peelen and
Downing, 2007; Taylor and Downing, 2011). Moreover, several
adjacent clusters of activity were found in the frontal cortex.

Although auditory and visual processing was associated with
distinct brain areas throughout most of the cortex, several cor-
tical sites were activated by both auditory and visual stimuli.
In particular, we observed a region in the posterior part of the
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Table 1 | Mean BOLD responses per ROI.

Label Unimodal Bimodal

A V cAV−(A+V) iAV−(A+V) iAV−cAV

Mean (SE) Mean (SE) Mean (SE) Mean (SE) Mean (SE)

H 1.06*** (0.06) 0.02 (0.01) −0.05 (0.03) −0.04 (0.03) 0.01 (0.01)

PT 0.73*** (0.06) 0.03 (0.02) −0.06* (0.03) −0.01 (0.04) 0.05* (0.02)

lSTG 0.51*** (0.05) 0.00 (0.01) −0.01 (0.03) −0.01 (0.03) 0.00 (0.01)

aSTS 0.06* (0.03) −0.02 (0.02) 0.02 (0.04) 0.01 (0.03) −0.01 (0.02)

pSTS 0.16*** (0.03) 0.07* (0.02) −0.08* (0.03) −0.08** (0.03) 0.00 (0.02)

msSTS 0.17*** (0.04) 0.13*** (0.03) −0.08** (0.03) −0.09** (0.02) 0.00 (0.01)

EBA 0.07 (0.03) 0.49*** (0.08) −0.13* (0.04) −0.04 (0.03) 0.09* (0.04)

lOTG 0.07* (0.03) 0.38*** (0.05) −0.07* (0.03) −0.03 (0.02) 0.04 (0.02)

lOTS 0.01 (0.03) 0.18*** (0.03) −0.04 (0.04) 0.02 (0.03) 0.05* (0.02)

CTS 0.11** (0.03) 0.47*** (0.05) −0.09* (0.04) −0.03 (0.03) 0.06* (0.03)

FG 0.06 (0.05) 0.31*** (0.04) −0.12* (0.05) −0.05 (0.04) 0.07 (0.03)

POS 0.10** (0.03) 0.10** (0.03) −0.10* (0.04) −0.05 (0.03) 0.06 (0.03)

CaS 0.15** (0.04) 0.08 (0.05) −0.07 (0.03) −0.04 (0.04) 0.03 (0.04)

OcPo 0.11** (0.04) 0.24*** (0.05) −0.10** (0.03) −0.03 (0.04) 0.07* (0.03)

AIC 0.03 (0.02) 0.09** (0.02) −0.04 (0.02) 0.02 (0.03) 0.06* (0.02)

CenS 0.06 (0.03) 0.06** (0.02) −0.09* (0.04) −0.05 (0.04) 0.04 (0.02)

dlFC −0.02 (0.03) 0.14*** (0.03) 0.01 (0.04) −0.01 (0.03) −0.01 (0.03)

vlFC 0.07 (0.04) 0.11** (0.02) −0.05 (0.02) −0.01 (0.04) 0.04 (0.03)

Note: The table lists the mean BOLD responses (percent signal change) relative to baseline (A0V0) averaged across speech (S) and body (B) conditions for each ROI

(label). Standard errors (SE) are shown in parenthesis. Significant differences are highlighted in bold (***p < 0.001; **p < 0.01; *p < 0.05, uncorrected). A, unimodal

auditory; V, unimodal visual; cAV, congruent bimodal; iAV, incongruent bimodal. ROIs were defined as labels on cortical surfaces (see Figures 2, 3, 6). AIC, anterior

insular cortex; aSTS and pSTS, anterior and posterior region of superior temporal sulcus; CaS, calcarine sulcus; CenS, central sulcus; CTS, collateral transverse

sulcus; dlFC and vlFC, dorsal and ventral parts of the posterior lateral frontal cortex; EBA, extrastriate body area; FG, fusiform gyrus; H, Heschl’s region; lOTG and

lOTS, lateral occipito-temporal gyrus and sulcus; lSTG, lateral superior temporal gyrus; msSTS, multisensory superior temporal sulcus; OcPo, occipital pole; POS,

parieto-occipital sulcus; PT, planum temporale.

STS that was activated by auditory, visual, and bimodal stimuli
(Figures 2, 5). Moreover, auditory and visual activity was also
observed in the medial occipital cortex (POS, CaS) and the ven-
trolateral frontal cortex. We subsequently discuss the activity and
connectivity profiles of sub-parts of the auditory-visual brain
network in detail.

MEDIAL OCCIPITAL CORTEX
The medial occipital cortex showed two clusters in the anterior
part of the CaS and the OcPo that were activated by auditory-
visual stimuli. These two regions likely reflect peripheral and
central representations of the primary visual cortex (V1), respec-
tively (e.g., Beer et al., 2009). In addition, auditory-visual stimuli
elicited activity in dorsal parts of the POS. Although these regions
are considered modality-specific visual areas, they also showed
BOLD responses to purely unimodal auditory and subadditive
responses to bimodal stimulation (see Table 1 and Figure 2).
This finding of sound-induced activity and crossmodal response
modulation in visual cortex is in accordance with a number of
EEG/MEG (McDonald et al., 2003; Raij et al., 2010), positron
emission tomography (Weeks et al., 2000; Gougoux et al., 2005),
and fMRI (Röder et al., 2002) studies. Traditionally, this cross-
modal recruitment of visual cortex was attributed to feedback
signals from multisensory association cortex (McDonald et al.,

2003). However, several lines of research suggest that there are
even direct connections between primary sensory cortices (Foxe
and Schroeder, 2005). For instance, sounds presented prior to a
(peripheral) visual target facilitated visual perception only when
sounds and visual stimuli were spatially aligned but not when
they were misaligned by as little as 6 degrees of visual angle (Beer
et al., 2011a). The sharp spatial tuning of crossmodal facilitation
suggests that it relies on brain structures with constrained recep-
tive fields. Similarly, sounds facilitate visual perceptual learning
only at visual field locations that were aligned with the sound
source (Beer and Watanabe, 2009). MEG combined with source
analysis revealed that sounds elicited responses in primary visual
cortex at latencies (53 ms) that seem to be too early to be mediated
by association cortex (Raij et al., 2010). Functional connectivity
MRI showed that BOLD signals between early sensory cortices
are highly correlated whereas limited correlation was observed
in other brain regions (Eckert et al., 2008; Lewis and Noppeney,
2010; Werner and Noppeney, 2010a). Anatomical tracer stud-
ies reported direct axonal connections between auditory and
early visual cortex in non-human primates (Falchier et al., 2002;
Rockland and Ojima, 2003; Clavagnier et al., 2004; Bizley et al.,
2007). Recently, we reported direct white matter tracts between
the Heschl’s region and the medial occipital cortex in humans
(Beer et al., 2011b). The present tracking results with seeds in
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Table 2 | Difference (speech minus body) BOLD responses per ROI.

Label Unimodal Bimodal

AS−B VS−B cAS−BVS−B−(AS−B+VS−B) iAS−BVB−S−(AS−B−VS−B) (iAV−[A−V]i)−(cAV−[A+V]c)

Mean (SE) Mean (SE) Mean (SE) Mean (SE) Mean (SE)

H 0.03 (0.04) 0.03 (0.02) −0.01 (0.04) 0.00 (0.07) 0.01 (0.06)

PT 0.03 (0.04) 0.02 (0.03) −0.03 (0.05) −0.07 (0.06) −0.04 (0.05)

lSTG 0.22*** (0.02) 0.07** (0.02) −0.08* (0.03) 0.04 (0.04) 0.11* (0.05)

aSTS 0.04 (0.03) 0.06* (0.02) −0.07 (0.05) 0.08 (0.05) 0.15* (0.07)

pSTS 0.06 (0.03) 0.12** (0.04) −0.16** (0.05) 0.12 (0.07) 0.28** (0.09)

msSTS 0.03 (0.02) 0.02 (0.02) −0.09 (0.05) 0.01 (0.05) 0.10 (0.07)

EBA −0.02 (0.05) −0.57*** (0.08) 0.25** (0.07) −0.27** (0.07) −0.53*** (0.11)

lOTG −0.02 (0.03) 0.07 (0.04) 0.00 (0.06) 0.06 (0.05) 0.06 (0.06)

lOTS −0.07 (0.05) −0.03 (0.03) 0.01 (0.05) 0.04 (0.06) 0.03 (0.07)

CTS −0.04 (0.04) 0.11* (0.04) 0.02 (0.08) 0.14 (0.07) 0.12 (0.08)

FG 0.05 (0.06) −0.07* (0.03) −0.05 (0.07) −0.05 (0.11) −0.01 (0.09)

POS 0.01 (0.03) −0.03 (0.03) −0.02 (0.05) −0.04 (0.05) −0.01 (0.05)

CaS −0.02 (0.05) −0.02 (0.07) 0.03 (0.12) −0.01 (0.07) −0.04 (0.15)

OcPo −0.10*** (0.03) 0.16** (0.05) 0.06 (0.06) 0.13* (0.05) 0.07 (0.08)

AIC 0.02 (0.03) −0.03 (0.03) −0.05 (0.05) −0.04 (0.05) 0.01 (0.06)

CenS −0.01 (0.03) −0.02 (0.03) 0.02 (0.04) 0.02 (0.06) 0.00 (0.07)

dlFC 0.09* (0.04) 0.05 (0.06) −0.16 (0.08) 0.05 (0.10) 0.22 (0.14)

vlFC 0.03 (0.04) 0.05 (0.03) −0.21*** (0.04) 0.03 (0.08) 0.24* (0.09)

Note: The table lists the differences in BOLD responses (percent signal change) to speech (S) minus body (B) stimuli for each ROI (label). Standard errors (SE) are

shown in parenthesis. Significant differences are highlighted in bold (***p < 0.001; **p < 0.01; *p < 0.05, uncorrected). AS−B, unimodal auditory; VS−B, unimodal

visual; cAS−BVS−B, congruent bimodal; iAS−BVB−S, incongruent bimodal. See also Table 1 for abbreviations.

Table 3 | ROI-to-ROI white-matter connectivity.

Label PT lSTG aSTS pSTS msSTS EBA lOTG lOTS CTS FG POS CaS OcPo AIC CenS dlFC vlFC

H 3.3 12.7 10.3 2.4 1.1 0.4 22.1 13.2 13.3 0.6 2.3 1.3 5.6 <0.1 1.8 2.3 0.2

PT 7.4 7.4 16.4 3.1 0.2 2.4 2.3 3.6 <0.1 0.8 0.1 1.9 <0.1 21.5 11.6 0.2

lSTG 40.4 5.9 2.4 0.7 8.0 17.7 4.4 0.5 0.4 <0.1 1.7 <0.1 1.6 3.2 <0.1

aSTS 6.5 8.0 2.7 24.7 35.3 8.1 0.3 0.7 0.1 5.5 <0.1 8.7 4.1 <0.1

pSTS 5.5 0.2 0.7 0.2 0.5 <0.1 <0.1 <0.1 0.1 <0.1 7.5 0.6 <0.1

msSTS 2.0 0.2 0.2 0.3 <0.1 <0.1 <0.1 0.3 <0.1 <1.1 0.1 <0.1

EBA 0.4 2.4 <0.1 <0.1 0.1 <0.1 <0.1 <0.1 0.3 <0.1 <0.1

lOTG 16.0 5.3 0.7 0.4 5.4 1.5 2.3 0.1 <0.1 <0.1

lOTS 0.1 1.4 0.1 <0.1 0.2 4.4 <0.1 <0.1 <0.1

CTS <0.1 1.0 11.6 9.4 0.4 <0.1 <0.1 <0.1

FG <0.1 <0.1 <0.1 3.2 <0.1 <0.1 0.1

POS 19.3 0.9 0.1 0.1 <0.1 <0.1

CaS 9.5 <0.1 <0.1 <0.1 <0.1

OcPo 0.1 0.1 <0.1 <0.1

AIC <0.1 <0.1 0.1

CenS 14.0 0.1

dlFC 7.2

Note: The table lists group average ROI-to-ROI white-matter track connectivity indices (TCI) reflecting normalized track probabilities. The number of tracks connecting

ROIs were divided by the product of voxels of each ROI. TCI-values are given in 10−8. Large values reflect high probabilities of tracks between the voxels of each

ROI. Values greater than 2 are highlighted in bold. See also Table 1 for abbreviations.
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the auditory cortex (H or PT) essentially replicated our pre-
vious finding on an independent sample. White matter tracks
seeded in the Heschl’s region terminated in anterior parts of the
CaS, the OcPo, and the dorsal part of the POS. In addition,
the present findings showed (whole-brain and ROI analysis) for
the first time that these track termination areas also correspond
to sub-parts of the visual cortex that were recruited by auditory
processing.

TEMPORAL CORTEX
Consistent with previous findings (Calvert et al., 2000;
Beauchamp et al., 2004b, 2008; Baumann and Greenlee,
2007; Hein et al., 2007; Noesselt et al., 2007; Van Atteveldt
et al., 2010; Werner and Noppeney, 2010b; Meyer et al., 2011;
Nath and Beauchamp, 2012; Plank et al., 2012) our functional
MRI results showed that several brain regions of the temporal
cortex were involved in auditory and visual object and action
processing. Unisensory auditory processing primarily recruited
superior parts of the temporal cortex whereas unisensory visual
processing primarily involved inferior parts. These networks
overlapped at the posterior part of the STS. It likely corre-
sponds to the msSTS region as described in previous studies
(Beauchamp et al., 2004b, 2008). No overlap of unimodal
activity maps was observed in other STS regions. As indicated
in the introduction, brain imaging techniques such as fMRI,
EEG, or MEG detect responses of large neural ensembles and
overlapping unimodal activity maps may simply result from
separate but interspersed neural populations (Laurienti et al.,
2005). However, multisensory integration may be inferred, if the
brain responses to bimodal stimuli are not a linear summation of
brain responses to unimodal stimuli (AV �= A + V). Therefore,
we performed a ROI analysis comparing BOLD signals to
bimodal (AV) with the sum of unimodal responses (A + V). This
ROI analysis showed subadditive responses within our putative
msSTS region. Note, however, that limitations to the criterion
of non-linearity (AV − [A + V]) as stated elsewhere (Gondan
and Röder, 2006; Proctor and Meyer, 2011; Szameitat et al.,
2011) must be considered. That is, responses to two trials are
subtracted from responses to one trial. Accordingly, it may be
argued that subadditivity merely results from double subtraction
of BOLD responses that are common to all trials. However,
we believe that this argument may not (or only partially)
account for multisensory interaction effects in our study for
several reasons: Common BOLD responses may reflect cognitive
processes associated with the task (e.g., alertness or motor
responses, etc.). However, these task-dependent responses were
minimized in our paradigm as we used passive viewing/listening
and the biological stimuli were task-irrelevant. Additionally,
common BOLD responses may result from task-independent
activity that is observed even in the resting brain (Gusnard and
Raichle, 2001). Although it is disputed whether this resting state
activity reflects a task-independent default brain state or just
another task-specific activity (Morcom and Fletcher, 2007), it
should be considered when examining non-linear interactions.
Note that our paradigm contained baseline trials that were
similar to the stimulus trials on most aspects (e.g., timing,
task, etc.) except that they did not contain the target stimuli.

Therefore, these baseline trials likely elicited task-dependent
and task-independent BOLD responses that are common to
all trials. Further note that in our study the MR signal for this
baseline (A0V0) was subtracted from the MR signal of each
stimulus condition (e.g., ASVS). Therefore, common BOLD
responses were likely eliminated by this comparison prior to
testing for interaction effects. Furthermore, unspecific BOLD
responses should affect all or most brain areas in a similar
manner. However, we found no subadditive responses in several
low-level and high-level brain areas such as primary auditory
cortex (H), some parts of visual cortex (CaS), and frontal cortex
(see Tables 1, 2). Furthermore, several brain areas (e.g., aSTS)
also showed differential responses to congruent and incongruent
bimodal stimuli. Congruency effects cannot be explained by
double subtraction of common BOLD response components.
Similarly, subadditive responses were also found to be selec-
tive for stimulus type (speech vs. body). These comparisons
(AS−BVS−B − [AS−B + VS−B]) implicitly controlled for common
response components. Another concern is whether multisensory
interactions reflect perceptual or post-perceptual processing
(McDonald et al., 2000). Our task (passive viewing) discouraged
participants to adopt post-perceptual (e.g., decision, response,
etc.) processes on the biological stimuli. However, observers may
have engaged in such processes implicitly. If so, multisensory
processing of biological stimuli should have interfered with the
main (unimodal) detection task. No interference effects were
observed.

Our finding of subadditive responses within the msSTS region
is consistent with a number of EEG/MEG studies (Raij et al.,
2000; Cappe et al., 2010) and electrophysiology studies in ani-
mals (Barraclough et al., 2005; Dahl et al., 2009) that observed
similar subadditive responses in the STS. However, the nature
of subadditive responses is still debated (Laurienti et al., 2005;
Stein et al., 2009; Cappe et al., 2010). As subadditive responses
in the superior colliculus were usually observed when auditory
and visual stimuli were slightly mis-aligned, some researchers
suggested that it reflects integration at the inhibitory surround
receptive field of multisensory neurons (Stein and Stanford,
2008). However, subadditive responses in our and other stud-
ies (e.g., Barraclough et al., 2005) were observed even with
spatially aligned auditory-visual stimuli. Another possibility is
that crossmodal signals sharpen the tuning curve of object-
encoding neurons (Raij et al., 2000). Alternatively, subadditive
multisensory interactions may reflect converging auditory and
visual input to the same neural (multimodal) representation of
an object. As with salient stimuli—but not with degraded ones
(Werner and Noppeney, 2010b)—either modality is sufficient
to activate this representation, the response to bimodal stim-
uli reflects the maximum of unimodal responses (rather than
their sum). Accordingly, subadditivity might reflect adaptation
or saturation of a bimodal neural population (Weigelt et al.,
2008) and its associated hemodynamic response (Toyoda et al.,
2008).

Consistent with previous research (Meyer et al., 2011), most
of the brain areas in the temporal cortex were recruited by both
speech and body stimuli. However, a sub-region of that network
(lSTG) showed additional selectivity for phonological sounds
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(compared to body action sounds). A similar region responsive to
sub-lexical speech sounds was observed before (Turkeltaub and
Coslett, 2010). It likely corresponds to the lateral belt or para-
belt of the auditory cortex (Woods et al., 2011). Although the
lSTG is primarily auditory, it was also activated by visual stimuli
and showed subadditive responses to congruent bimodal stimuli.
Consistent with our finding, intracranial recordings from the lat-
eral belt of rhesus monkeys showed multisensory modulation of
facial and vocal signals (Ghazanfar et al., 2005). Furthermore, a
region in the lateral occipital cortex showed stronger responses to
visual body movements compared to lip movements. This region
most likely corresponds to the EBA as described before (Peelen
and Downing, 2007; Cziraki et al., 2010; Taylor and Downing,
2011). Our ROI analysis showed that the BOLD response in the
EBA was modulated by concurrent auditory stimuli. An enhanced
response (superadditive) was observed with incongruent bimodal
stimuli and a reduced response (subadditive) was observed for
congruent bimodal stimuli. Previous research has shown that
sounds can affect visual processing of biological motion (Baart
and Vroomen, 2010). However, to our knowledge this is the first
demonstration of superadditive response enhancement by con-
current auditory-visual stimuli in the EBA. Interestingly, sounds
modulated the response to visual stimuli although sounds alone
did not elicit responses in the EBA. However, as shown by
previous animal physiology, even subthreshold auditory connec-
tions can substantially influence visual processing (Clemo et al.,
2008).

The primary motivation for our study was to examine the
structural connectivity of the multisensory integration regions in
the STC with the auditory cortex and other relevant brain areas.
Our previous study demonstrated white matter tracts between
auditory cortex and two distinct regions within the STS (aSTS,
pSTS). The tracking results of the present study essentially repli-
cated these previous findings by showing that tracks seeded in
the Heschl’s region and the planum temporale terminated in
an anterior (aSTS) and posterior (pSTS) part of the STS. We
were interested in the relationship of these structurally-defined
regions with the msSTS region that was observed with func-
tional MRI (Beauchamp et al., 2004b, 2008). We expected that
the functionally-defined msSTS region overlapped with the STS
regions that were connected with the auditory cortex via white
matter tracks. Contrary to this hypothesis we found only lim-
ited overlap suggesting that msSTS is not directly connected
with the core (H) of the auditory cortex. Additional tracking
revealed that the msSTS also showed little direct connectiv-
ity with early visual brain areas including IOC. Instead msSTS
seems to be primarily connected to other STS regions such as
aSTS. Note that the borders of our msSTS region were defined
by relatively liberal criteria. Therefore, it is unlikely that our
msSTS region was too small to show sufficient overlap with
terminations from auditory cortex tracks. Our tracking results
further showed that areas lSTG and EBA—both regions selec-
tive for stimulus type (S vs. B) and modulated by sensory sig-
nals from its non-preferred modality—showed no direct white
matter connections. Instead these two regions seemed to be
connected via intermediate nodes such as aSTS or the IOC
(e.g., lOTS).

Our finding of no direct connections between msSTS and
auditory cortex seem to be inconsistent with previous connectiv-
ity research. For instance, functional connectivity based on fMRI
suggested direct connections between primary auditory or visual
cortex with msSTS (Noesselt et al., 2007; Werner and Noppeney,
2010a). However, functional connectivity does not neces-
sarily require direct (monosynaptic) anatomical connections
but instead may be mediated by polysynaptic connections
(Damoiseaux and Greicius, 2009). Our results are partially con-
sistent with tracer studies in animals. For instance, retrograde
tracers injected into the STS of rhesus monkeys revealed that
separate parts of the STS receive afferents from segregated areas
of the STG (Seltzer and Pandya, 1994). Similarly, we found at
least two regions within the STS (aSTS and pSTS) that were
connected to separate regions of the STG and auditory cortex.
However, direct axonal connections were also observed between
polysensory STS and V1 in monkeys (Falchier et al., 2002). By
contrast, we did not observe corresponding white matter tracks
in humans. Tracer studies in rodents also observed sparse axonal
projections from auditory cortex to other parts of the brain
that were not detected in our study (Budinger and Scheich,
2009). Some of these differences might reflect species-specific
characteristics. Alternatively, these differences may result from
methodological limitations of fiber tracking (see below). For
instance, DWI-based fiber tracking tends to neglect small fibers.
In addition, small fiber tracts may have been obscured by our
clustering procedure that we adopted in order to minimize false
positives.

Our tracking results suggest that multisensory integration
in the STS is not mediated by a single brain area but instead
by a cascade of inter-connected brain areas located in the lat-
eral temporal cortex (and IOC). Our ROI analysis of functional
MRI data further suggests that aSTS, pSTS, and msSTS dif-
fer by the pattern of multisensory processing. Whereas activity
in the aSTS region was sensitive to stimulus type (speech vs.
body), no such sensitivity was observed in msSTS. Moreover,
some regions (e.g., aSTS, lSTG) were predominantly involved
in auditory processing, but auditory responses were modulated
by visual signals. Both our connectivity findings and our func-
tional results suggest that the STC is subdivided into several
distinct regions and is best conceived as a multisensory net-
work or complex rather than as a single region. This notion of
a multisensory STC network may also help us to understand
conventional fMRI findings that are difficult to accommodate
with the notion of a single msSTS region. For instance, sev-
eral brain imaging studies in humans found multiple distinct
brain areas within the STS that may be segregated based on their
multisensory integration patterns (Beauchamp et al., 2004a; Van
Atteveldt et al., 2010; Werner and Noppeney, 2010b; Stevenson
et al., 2011; Noesselt et al., 2012). Recent electrophysiological
recordings from the STS of rhesus monkeys revealed separate
patches within the STS that differ by the type of multisensory
interactions (e.g., superadditive vs. subadditive) (Dahl et al.,
2009). Our results elaborate these reports by showing that STS
patches related to multisensory processing may also be character-
ized by distinct “connectivity fingerprints” (Behrens and Sporns,
2012).

Frontiers in Integrative Neuroscience www.frontiersin.org February 2013 | Volume 7 | Article 5 | 83

http://www.frontiersin.org/Integrative_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Integrative_Neuroscience/archive


Beer et al. Connectivity of auditory-visual processing

INFERIOR OCCIPITO-TEMPORAL CORTEX
Our whole-brain analysis showed that visual speech and body
motion also activated a relatively large cluster in the inferior and
lateral occipito-temporal cortex. Our tracking results showed that
the posterior part overlapped with track terminations from audi-
tory cortex or the STC (H, lSTG, aSTS) (Figure 6). These track
termination patterns further suggest subdivisions within this area:
Tracks seeded in the Heschl’s region primarily terminated in the
collateral-transverse sulcus (CTS), tracks seeded in lSTG primar-
ily terminated in the lOTG, and tracks seeded in aSTS terminated
in the lOTS. No track terminations were observed in anterior
parts of the inferior occipito-temporal cortex (primarily overlap-
ping with the FG). Although all of these regions were primarily
visual, two regions (CTS, lOTG) also showed BOLD responses
to auditory stimuli. Moreover, bimodal stimuli elicited subad-
ditive responses in the IOC. Similar multisensory responses in
the IOC were observed in previous studies (Beauchamp et al.,
2004b; Hocking and Price, 2008). Tracer studies in ferrets showed
axonal connections between the auditory core and area 20 (corre-
sponding to ventral/inferior occipital cortex) (Bizley et al., 2007).
Moreover, axonal connections were observed between ventral
preoccipital regions and the STS in rhesus monkeys (Yeterian
and Pandya, 2010). Given that our tracking failed to find direct
connections between STS areas and early visual cortex, it is pos-
sible that the IOC provides the major visual input to the STC
regions.

FRONTAL CORTEX
Several studies examining multisensory integration observed
multimodal responses in the anterior insula and ventrolateral
frontal cortex - in addition to STS activity (Calvert et al., 2000;
Beauchamp et al., 2004b; Taylor et al., 2006; Hein et al., 2007;
Meyer et al., 2011; Nath and Beauchamp, 2012). For instance,
familiar incongruent stimuli (animal sounds paired with ani-
mal pictures)—but not pairs of unfamiliar artificial stimuli—
elicited larger responses in the inferior frontal cortex compared
to that evoked by congruent stimulus pairs (Hein et al., 2007).
Electrophysiological recordings in non-human primates showed
that the ventrolateral frontal cortex contains a relatively large
proportion of bimodal neurons that are responsive to faces
and animal vocalizations (Romanski, 2007). We also observed
a brain area in the ventrolateral frontal cortex that was acti-
vated by bimodal stimuli and that showed subadditive responses
to congruent (but not to incongruent) bimodal speech stimuli
(Figure 2, Table 1). Unfortunately, relatively little is known about
the conditions leading to this vlFC activation. Some researchers
suggested that it reflects cognitive demands associated with the
multisensory task such as task difficulty and memory retrieval
(Beauchamp et al., 2004b). Alternatively, it might reflect rehearsal
processes or motor-related activity (Meyer et al., 2011; Wuerger
et al., 2011). However, our results and the study by Hein and col-
leagues (Hein et al., 2007) showed vlFC modulation even with
task-irrelevant multimodal stimuli. Therefore, its primary role
could be multisensory binding of meaningful or communication-
related (speech) signals (Taylor et al., 2006). Tracer studies in
monkeys observed axonal projections from the anterior STG/STS
to the ventrolateral frontal cortex and from posterior STG/STS to

the dorsolateral frontal cortex (Romanski et al., 1999). Our track-
ing results showed connections between the STC and dorsal parts
of the frontal cortex. However, we observed no detectable direct
tracks between posterior parts of the STG (H or PT) or other parts
of our STC network with the vlFC. Instead, vlFC connections to
the multisensory STC network seem to be indirect (e.g., via dlFC).

LIMITATIONS
Although combining functional MRI and fiber tracking based
on diffusion-weighted MRI provides relevant information that
goes beyond the information provided by either method alone,
both methods suffer from limitations that should be consid-
ered (Ramnani et al., 2004; Wakana et al., 2007; Damoiseaux
and Greicius, 2009; Beer et al., 2011b). For instance, fiber tracks
as determined by diffusion-weighted tensor imaging are best
interpreted as white matter paths of least diffusion hindrance.
Therefore, white matter tracks may result from axonal bundles
(tracts) following these paths, but may also result from other
sources. Moreover, tracks as determined by DWI bear no direc-
tional information as implied by the term “seed”. Seed points
in tractography do not specify the origin of the fibers (e.g., cell
soma) but instead an anchor for the tracking algorithm. Seed
points may equally well be the targets of fibers (e.g., synapses).
Similarly, connectivity cascades (e.g., from auditory cortex to
msSTS via aSTS) revealed from white matter tracks must be inter-
preted with caution. Tracks converging at a region may result
from axonal fiber bundles targeting neural populations that are
separate or only polysynaptically linked (rather than monosynap-
tically). Furthermore, the large volume effect and crossing fiber
architectures may produce inaccurate tracking results. In order to
address these problems, a probabilistic (rather than determinis-
tic) tracking algorithm was applied. This algorithm describes each
voxel by its probability of being connected to the seed region.
Track probabilities are a descriptive measure and the validity of
tracking inferences depends on the choice of an adequate track
probability threshold (Morris et al., 2008). In light of these limita-
tions, tracking results must be reproduced across subjects (Glasser
and Rilling, 2008), across studies (Wakana et al., 2007) and—if
possible—across fiber tracing methods (Catani et al., 2003) in
order to gain credibility. In our study tracking was performed on a
group of ten brains. Consistent estimates were found across brains
for most tracks. Moreover, the H and PT track estimates essen-
tially replicated our previous findings on an independent sample
(Beer et al., 2011b).

CONCLUSION
In summary, functional MRI revealed a network of brain
regions primarily within the temporal and occipital cortex
involved in multisensory object and action processing includ-
ing the msSTS region, a speech-selective lSTG region, and
the EBA. Probabilistic tracking revealed white matter tracks
between the auditory and the medial occipital cortex. However,
brain areas involved in multisensory processing within the
superior temporal and lateral occipital cortex showed lit-
tle direct connectivity with primary sensory cortices. Instead
these brain areas were connected to early sensory cortices
via intermediate nodes of the STS and IOC. Our findings
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suggest that combining structural connectivity and functional
imaging reveals mechanisms related to multisensory integration
that remain undetected by either technique alone.
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Temporal-order judgment (TOJ) tasks are an important paradigm to investigate processing
times of information in different modalities. There are a lot of studies on how temporal
order decisions can be influenced by stimuli characteristics. However, so far it has not
been investigated whether the addition of a choice reaction time (RT) task has an influence
on TOJ. Moreover, it is not known when during processing the decision about the
temporal order of two stimuli is made. We investigated the first of these two questions
by comparing a regular TOJ task with a dual task (DT). In both tasks, we manipulated
different processing stages to investigate whether the manipulations have an influence
on TOJ and to determine thereby the time of processing at which the decision about
temporal order is made. The results show that the addition of a choice RT task does have
an influence on the TOJ, but the influence seems to be linked to the kind of manipulation
of the processing stages that is used. The results of the manipulations indicate that the
temporal order decision in the DT paradigm is made after perceptual processing of the
stimuli.

Keywords: dual task, choice RT task, temporal order judgments, comparison, time of temporal order decision

INTRODUCTION
To form an adequate representation of the environment, we often
have to integrate visual and auditory information into a mul-
tisensory representation (Stein and Meredith, 1994; King, 2005;
Spence, 2007). An important factor influencing this integration
is the different processing duration of visual and auditory per-
ceptual processing. Physically, an auditory signal coming from a
certain source is slower in reaching the observer than a corre-
sponding visual signal (Sugita and Suzuki, 2003). This is some-
how compensated for by faster sound transduction than light
transduction and by faster neural processing of auditory infor-
mation in the human neural system (King, 2005).

Researchers have developed a number of paradigms that are
directed at investigating the principles of information process-
ing in different information modalities (i.e., perceptual latencies).
Temporal-order judgment (TOJ) is one of these paradigms and it
is commonly used for comparing perceptual latencies in differ-
ent information modalities (e.g., Spence et al., 2001; Miller and
Schwarz, 2006; Cardoso-Leite et al., 2007; Shi et al., 2008; Boenke
et al., 2009). In a typical TOJ task, two stimuli are presented with
varying stimulus onset asynchronies (SOAs) and participants are
asked to indicate the temporal order of the two stimuli. The point
in time at which the two stimuli are rated as presented at the
same time, is called the Point of Subjective Simultaneity (PSS).
Several factors have been identified to have an effect on the per-
ception of temporal order. One of them is the modality of the
stimuli (e.g., Hirsh and Sherrick, 1961; Rutschmann and Link,

1964; Roufs, 1974; Jaśkowski et al., 1990; Spence et al., 2001).
Many authors consent that an auditory stimulus has to be pre-
sented after a visual stimulus to be perceived as simultaneous in a
TOJ task (Hirsh and Sherrick, 1961; Dinnerstein and Zlotogura,
1968; Jaśkowski et al., 1990; Zampini et al., 2003; Keetels and
Vroomen, 2005; Van Eijk et al., 2008; Boenke et al., 2009; but
see, e.g., Rutschmann and Link, 1964). This effect is ascribed
to the faster sound transduction in the human ear than light
transduction in the human eye (King, 2005; Arrighi et al., 2006).
Additionally neural transmission times are shorter in the audi-
tory system than in the visual system (King, 2005). Therefore, the
onset of the auditory stimulus has to be delayed compared to the
onset of a visual stimulus if both ought to be perceived as simul-
taneous. Times of reported auditory delay vary from 5 ms (Hirsh
and Sherrick, 1961) to 71 ms (Dinnerstein and Zlotogura, 1968).
However, there are some studies that report the opposite effect
of visual delays (e.g., Rutschmann and Link, 1964). According to
Boenke et al. (2009), this might be explained by higher intensity
of the visual stimuli and/or lower intensities of the auditory stim-
uli. Stimulus intensity is therefore another factor that seems to
influence TOJ (Neumann, 1982; Boenke et al., 2009).

However, what has, to our knowledge, not been studied so
far, is whether the particular processing requirements that are
associated with the auditory and the visual stimulus affect the
TOJs in addition to temporal delay and intensity characteristics.
A number of studies have advocated for a close relation between
perception and action planning (e.g., Deubel and Schneider,
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1996; Deubel et al., 1998; Witt et al., 2005; Zwickel et al.,
2007; Witt and Proffitt, 2008), pointing to mutual dependen-
cies between processes involved in the early perception of sensory
information and in processes planning actions with the perceived
sensory information. Witt et al. (2005), for instance, found that
people perceive a target that is just beyond arm’s reach as closer
when they intend to reach it with a tool compared to when they
plan to reach it without the tool. Deubel and colleagues also
showed the close connection between intended actions and per-
ceptual processing. For instance, Deubel and Schneider (1996)
showed that the planning of an action has an early influence on
perceptual processes. In a dual-task (DT) paradigm, they asked
participants to plan a saccade to a specific location. Additionally,
the participants had to discriminate between the symbols “E”
and “mirror-E,” either at the target location of the saccade or at
an adjacent location. Stimulus discrimination performance was
best, if the two tasks, i.e., planning a saccade and discriminat-
ing, involved the same stimulus at one location and dropped
if they involved different stimuli at different locations. Deubel
et al. (1998) showed similar findings for the planning of a man-
ual reaching task. If action planning requirements influence early
perceptual processes, e.g., by influencing the allocation of atten-
tional resources to the processed stimuli, then this may have
an additional effect on the processing speed of the perceptual
stimuli. It is well known that attention facilitates the detection
(e.g., Posner, 1980) and the identification of visual stimuli (e.g.,
Desimone and Duncan, 1995) and this may influence subsequent
judgments about stimulus features, e.g., the temporal order of
their presentation.

A way to investigate this research question is to add the
requirement to carry out a discriminative response on the pro-
cessed visual and auditory stimuli in the context of a TOJ task.
This can be done by administering different types of visual and
auditory stimuli, which have to be discriminated in order to per-
form a choice reaction in addition to the TOJ. The question of
TOJ under the condition of an additional choice requirement is
of relevance because visual and auditory information often not
only have to be noticed but also require an appropriate reaction
from the observer in a laboratory context as well as in a real world
environment. In this situation it is of special interest, whether
such an enforced choice reaction will or will not have an effect
on the order with which the auditory and the visual signal are
perceived. From a theoretical perspective, an answer on this ques-
tion may also provide valuable insights into our understanding of
the processing architectures of TOJ tasks and DT situations with
variable task orders. It should be mentioned at this point, that
simultaneity judgments (SJ) are an alternative method to investi-
gate time characteristics of stimulus processing and this method
can show results different from TOJ results (see Van Eijk et al.,
2008). For SJs, participants are asked to indicate whether two
stimuli are present at the same time or not. We choose TOJ instead
of SJs, because the determination of temporal order of stimuli is
more complex and therefore more sensitive to detect possible dif-
ferences between different conditions within TOJ (e.g., high or
low stimulus contrast) and between TOJ and DT. Compared to
that, indicating whether two stimuli are presented at the same
time or not, is relatively easy. Therefore, we considered TOJs to be

the more appropriate paradigm to investigate timing of stimulus
processing in contrast to SJs.

Several authors conducted experiments on DT with variable
intervals between stimuli (SOA) and unpredictable task order,
which necessitated an additional judgment of the temporal order
of the two stimuli (e.g., De Jong, 1995; Luria and Meiran, 2003;
Sigman and Dehaene, 2006; Szameitat et al., 2006). In these
DT situations participants are presented with stimuli in differ-
ent modalities and they have to perform a choice reaction on
the stimuli. Most often participants are required to perform the
two tasks in the order of the stimulus presentation. While this
task basically requires first TOJ about the presentation of stim-
uli in different modalities, it subsequently requires that different
visual and auditory stimuli need to be distinguished, related to a
pre-specified response category and a subsequent motor response
needs to be selected and executed (Umiltà et al., 1992; De Jong,
1995; Sigman and Dehaene, 2006).

Surprisingly, while TOJs play a role in research on DT sit-
uations with unpredictable SOA, only one study, i.e., De Jong
(1995), compared the response order results of DTs to the
response order in typical TOJ tasks. In particular, De Jong real-
ized this comparison when he used TOJ as a control condition
for a DT experiment with varying task order. In the DT task,
an auditory and a visual choice RT task were presented and
participants were either asked to respond in the order the two
stimuli were presented (forced-order) or they received no spe-
cific instruction regarding response order (free-order). To certify
that participants were able to judge the order of the two stimuli
correctly, De Jong added a control condition in which the partic-
ipants were exclusively asked to judge the order of the stimulus
presentation without conducting discriminative choice reactions.
The results of this study showed that, in a substantial number
of trials, the participants responded to the stimuli in the oppo-
site order of their presentation (“response reversals”) in both
instruction-conditions. In the control condition, in which par-
ticipants judged only the order of the stimulus presentation, the
number of response reversals was much lower than in the exper-
imental condition. A reason for the higher number of response
reversals in the experimental condition (DT) compared to the
number of response reversals in the control condition (TOJ-type)
could be the additional requirement to make speeded responses
to the stimuli.

However, De Jong (1995) discarded this idea of an impact of
the additional speeded responses on temporal order decision as
unlikely and did not pursue it any further. This decision was based
on findings from a study of Sternberg et al. (1971), who combined
a TOJ task with an RT task. According to De Jong, the results
reported by Sternberg et al. suggested that “such interfering effects
(caused by an additional RT task) were probably quite minimal”
(p. 15). However, the tasks used by Sternberg et al. were quite
different from the ones De Jong had used. Sternberg et al. had pre-
sented an auditory and a cutaneous stimulus. A cue before one of
the two stimuli told the participants that they had to pull a lever as
quickly as possible in reaction to the cued stimulus and after that
judge the order of the two stimuli by pressing a corresponding
button. Thus, participants had to do first a reaction-time task to
one of the stimuli and then, in a second step, judge the order of
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the stimuli. In the study of De Jong, however, participants had to
do two choice reaction tasks plus a TOJ and respond to the stimuli
in the order of their presentation.

In our opinion, the two studies, i.e., De Jong (1995) and
Sternberg et al. (1971), focused on two task conditions, which
exposed highly different task demands for the participants and
their results are not comparable with each other. Therefore, we
think that the question whether an additional choice-RT task on
the presented stimuli has an influence on TOJs has not yet been
addressed sufficiently and, aim to shed new light on it. Based on
De Jong’s results (De Jong, 1995), we expect that an additional
identification task has an influence on TOJs. The study of De
Jong, however, did not provide any details about the specific pro-
cessing architecture of TOJ with and without selecting responses
following stimulus identifications.

A second aim of this study was to investigate, when, precisely,
the judgment of temporal order takes place during task process-
ing in pure TOJ tasks and in DT situations with unpredictable task
order. As already noted, task processing in a RT task is assumed
to consist of several consecutive processes or stages (Sternberg,
1969; Sanders, 1980, 1990): perception, response selection, and
response execution. At some point in time during the informa-
tion processing chains of two tasks the temporal order of the two
stimuli has to be decided. First empirical hints about the loca-
tion of the order decision in DT situations come from Sigman
and Dehaene (2006). These authors investigated whether the pro-
longation of certain processing stages has an influence on the
processing order of the two component tasks in a DT situa-
tion. To analyze this question, they used a DT paradigm with
unpredictable stimulus order, in which participants were asked
to respond to an auditory and a visual stimulus in the order of
their presentation. Sigman and Dehaene found that the prolonga-
tion of the perception stage of the visual task (if it was presented
first) led to an increase in response reversals, while the prolonga-
tion of the response-selection stage of the visual task did not. To
explain their results, they assumed that task order is decided after
the perceptual processes of the first presented stimulus, in a defi-
nite executive control processing stage (see also Lien et al., 2003;
Liepelt et al., 2011; Strobach et al., in press for alternative ideas on
such control processes).

To investigate the precise location of the task order decision
in the TOJ paradigm and in the DT paradigm, we manipulated
the length of the first two task processing stages (perception and
response-selection stage) in the DT paradigm and the first stage,
the perception stage, in the TOJ paradigm. We tried to do so in a
more direct way, in comparison to Sigman and Dehaene (2006),
and compared the effects on response order in DT with effects
in TOJ where feasible, as there is no response-selection stage in a
TOJ task which can be manipulated. For the particular case of task
order decision in DT situations, the manipulations could lead to
three different outcomes: if the TOJ occurs at the very beginning
of task processing, then both manipulations, the manipulation
of the perception stage and the manipulation of the response-
selection stage (resulting in manipulations of the stage latencies),
should fail to show an effect on response order. This is because
manipulations of perceptual and response-selection latencies do
not affect the outcome of a TOJ process located before these

manipulated stages. If the order judgment happens after per-
ception, but before the response-selection stage, then only the
manipulation of the perception stage should have an influence
on response order. This hypothesis results from the assumption
that manipulations of perceptual stage latencies but not latencies
of response selections have an effect on the outcome of a TOJ
process located between the former and the latter manipulated
stage. If the judgment about the temporal order of the two stimuli
occurs after the response-selection stage, then both manipula-
tions have an effect on response order. This is because we assume
that manipulations of perceptual and response-selection laten-
cies affect the outcome of a TOJ process located after these
manipulated stages.

For the particular case of order decision in the TOJ paradigm,
the manipulation of the perception stage is decisive: if this manip-
ulation provides an effect on the order decision, then the decision
is located after the perception stage.

In sum, the first aim of this study was to investigate whether
TOJ is principally affected by the requirement to perform a dis-
criminative response on the perceived stimuli in addition to the
TOJ. Furthermore, we investigated the point in time at which the
decision about the temporal order of the two stimuli is made
in the condition with additional identification of the stimulus.
For that purpose, we manipulated the length of the percep-
tion stage (Experiment 1) and of the response-selection stage
(Experiment 2) of one of the two tasks.

EXPERIMENT 1: MANIPULATION OF THE PERCEPTION
STAGE
In Experiment 1, we compared “pure” TOJ in a TOJ paradigm
with order judgments in a DT paradigm requiring the addi-
tional identification of the stimuli plus a response selection in
the component tasks. We presented an auditory and a visual task
in varying order. For the visual task, one of three numbers was
shown randomly. For the auditory task, one of three different
tones was presented. Usually, in the TOJ paradigm participants
have to press one of two keys indicating whether stimulus A or
stimulus B was presented first. In order to minimize differences
between the two tasks, participants in the TOJ-task condition
judged the order of the two stimuli by pressing two buttons in
the corresponding order of stimulus presentation. In the DT con-
dition, participants had to identify the stimuli and press two
corresponding buttons (1 out of 3 for the visual task and 1 out of
3 for the auditory task) in the order of the stimulus presentation.
The length of the perception stage of the visual task was manip-
ulated by weak or strong contrast of the presented numbers and
their background.

METHOD
Participants
Eighteen participants (12 female) took part in the experiment.
The participants were all students of the LMU Munich, who
received course credit or payment (8 Euro/hour) for their par-
ticipation. The average age was 25.0 years (SD = 3.0 years).
All subjects were right-handed and reported normal or corrected-
to-normal vision and hearing.
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Apparatus and stimuli
The participants were tested individually in a sound-attenuated,
darkened room. They sat in front of a CRT monitor (85 Hz) at
a distance of about 60 cm and wore headphones. Responses were
given on the QWERT-keyboard. The experimental code was writ-
ten in Presentation (Version 14.4 02.24.10) and run on a Dell
Optiplex GX620 with Windows XP Professional.

Three digits were presented as the visual stimuli: “2,” “5,”
or “9.” The numbers were either presented with strong contrast
(white font color, 55 cd/m2, against dark-gray background) or
with weak contrast (gray font color, 0.09 cd/m2, against dark-gray
background). Each number subtended a visual angle of 1◦× 1.5◦
(1 cm × 1.5 cm). Dark gray background (0.11 cd/m2) was used
instead of black background to minimize visual after-effects. The
auditory stimuli were three sine-wave tones with frequencies of
250, 500, and 1000 Hz and a volume of 58 decibel. They were pre-
sented via headphones. Both types of stimuli, visual, and auditory,
were presented for 200 ms each.

Design and procedure
The experimental design formed a 2 × 2× 7 factorial model with
task condition (TOJ vs. DT), contrast of the visual stimulus
(weak vs. strong contrast) and SOA (−400 ms, −120 ms, −60 ms,
0 ms, +60 ms, +120 ms, +400 ms) as within-subjects factors.

In the TOJ-task condition, participants completed 20 practice
trials before starting with the main experiment. Each trial started
with the presentation of a fixation point in the centre of the screen
for 500 ms. The fixation point was followed by a blank screen for
600 ms, then the first stimulus presentation (i.e., either visual or
auditory) and, after a variable SOA, the second presentation (i.e.,
auditory or visual, respectively). Participants then responded by
pressing the “c”-key to the auditory stimulus and the “,”-key to the
visual stimulus in the order of the perceived stimulus presentation
order. Each trial had a constant length of 4,500 ms.

In the DT condition, participants completed two practice
blocks for the single tasks (15 trials each) and one practice block
with both tasks (20 trials). The procedure of trials with both tasks
was identical to the TOJ-task condition. In contrast to the TOJ-
task condition, however, participants responded by pressing “y,”
“x,” or “c”-key for low, middle, and high tone (i.e., auditory task)
and “,”; “.”; or “-”-key for 2, 5, and 9 (i.e., visual task) in the DT-
part, respectively. Feedback on the correctness of the responses
was given in the practice blocks.

All possible combinations of SOA (±400 ms,±120 ms,±60 ms,
0 ms), visual stimuli (2, 5, 9), and auditory stimuli (250, 500,
1000 Hz) resulted in 63 different trial types. The order of these
trial types varied randomly for each participant in each block. For
each task condition (TOJ and DT), 3 blocks with strong-contrast
and 3 blocks with weak-contrast visual stimuli were presented in
alternating order; therefore, 378 trials were presented for each task
condition. Half of the participants started with a strong-contrast
block, the other half with a weak-contrast block. Response order
and PSS were measured as dependent variables.

The complete experimental session lasted approximately
90 min. It consisted of two parts, TOJ and DT, presented in this
order for every participant. Participants had the opportunity to
have a short break between the two parts.

RESULTS
Temporal-order judgment
To compare the TOJs between the TOJ-task condition and the DT
condition, we calculated the percentage of trials in which the tone
was reported as first for each task condition, contrast condition,
and SOA. The percentage of trials in which the tone was reported
as first was submitted to an analysis of variance (ANOVA) includ-
ing the within-subjects factors task condition (TOJ vs. DT),
contrast (strong vs. weak contrast), and SOA (±400 ms, ±120 ms,
±60 ms, 0 ms).

As illustrated in Figure 1, participants tried to follow the
instruction to respond in the order of presentation, which
is reflected in a significant effect of SOA, F(6, 102) = 145.119,
p < 0.01. As can be seen in Figure 1, participants had a higher
number of tone-first responses under conditions with positive
SOA, i.e., conditions in which the tone was presented before the
visual stimulus compared to conditions with negative SOA, i.e.,
conditions in which the tone was presented second.

We also found a significant difference between the task con-
ditions, F(1, 17) = 6.029, p < 0.05. Participants responded to the
auditory task first significantly more often in the DT condi-
tion (m = 55.8%) than in the TOJ-task condition (m = 51.1%).
The ANOVA also revealed a significant interaction of task
condition and SOA, F(6, 102) = 2.276, p < 0.05. Further t-tests
revealed significant differences between the two task conditions
at SOAs −120 ms [t(17) = −2.184, p < 0.05], −60 ms [t(17) =
−2.130, p < 0.05], and 0 ms [t(17) = −2.613, p < 0.05]. In the
DT condition, participants reported the tone task as first more
often than in the TOJ-task condition.

The manipulation of the contrast led to a significant effect,
F(1, 17) = 22.962, p < 0.01. Participants reported the tone as
first more often in the condition with weak contrast (m =
57.8%) than in the strong-contrast condition (m = 49.1%).
There was also a significant interaction of contrast and SOA,
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F(6, 102) = 7.052, p < 0.01. The percentage of trials in which
the participants reported the tone task as first was higher
for weak contrast at the SOA levels −400 ms [t(17) = −2.536,
p < 0.05], −120 ms [t(17) = −4.367, p < 0.01], −60 ms [t(17) =
−4.473, p < 0.01], 0 ms [t(17) = −3.226, p < 0.01], and 60 ms
[t(17) = −3.578, p < 0.01]. There were no further interactions.

Point of subjective simultaneity (PSS)
The PSS denotes the SOA, at which the participants report the
tone as first in 50% of the trials. It was calculated by fitting logistic
regression functions to the data of each participant. For each con-
dition, the PSS was calculated by estimating the 50% performance
point on the fitted logistic function (Treutwein and Strasburger,
1999). As illustrated in Figure 2, for the TOJ-task condition, the
mean PSSs were 26.3 ms for the strong-contrast condition and
−33.0 ms for the weak-contrast condition. The results indicate
that, in the strong-contrast condition, the number digit had to
be presented 26 ms after the tone to be perceived as simulta-
neous. In the weak-contrast condition, the number had to be
presented 33 ms before the tone task to be perceived as simul-
taneous. In the DT condition, the mean PSSs were −4.8 ms for
the strong contrast condition and −71.5 ms for the weak con-
trast condition. In both contrast conditions, the number had
to be presented before the tone to be perceived as simultane-
ous. PSSs were submitted to a 2 × 2 ANOVA with task condition
(TOJ vs. DT) and contrast (strong vs. weak contrast) as within-
subjects-factors. The ANOVA revealed a significant effect of task
condition, F(1, 17) = 4.451, p < 0.05. The PSS was significantly
more negative in the DT condition (m = −38.2 ms) than in
the TOJ-task condition (m = −3.4 ms). The factor contrast did
also show a significant effect, F(1, 17) = 19.878, p < 0.01. PSS val-
ues were significantly more negative in the condition with weak
contrast (m = −52.2 ms) than in the strong-contrast condition
(m = 10.7 ms). The interaction of task condition and contrast was
not significant, F(1, 17) < 1.
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DISCUSSION
In a TOJ-task, participants have to indicate the order of two stim-
uli which are presented with varying SOAs. In Experiment 1 we
investigated whether the requirement to identify and discriminate
the stimuli plus subsequent response selection processes in an
auditory-visual DT have an effect on the TOJ. Additionally, the
perception stage of the visual task was manipulated to localize the
processing stage at which the decision about the temporal order
is made. In fact, the present contrast manipulation aims at testing
whether the judgment is made before or after perceptual processes
associated with the contrast manipulation.

The results of Experiment 1 show that TOJ, as measured by
the response order, is influenced by the kind of task requirement
the participants have to complete. When participants have to
judge the temporal order of two stimuli and, additionally, have to
identify the stimuli, then they report the auditory stimulus signif-
icantly more often as first compared to when they do not have to
identify the specific auditory stimulus. This effect was especially
pronounced for trials in which the visual stimulus was presented
first. A possible reason for this observation might be that the per-
ceptual stage of the visual task was manipulated in Experiment 1.
Participants might have considered the visual task to be the more
difficult one and therefore might have preferred to do the easier
auditory task first. We will return to this effect in Experiment 2
and in the General discussion.

Furthermore, we found an effect of task condition on the PSS,
which fits to the results of the TOJ data.

For the issue of the localization of the point in time at which
the temporal order decision is made, the results of the manip-
ulation of the visual perception stage are important. The results
showed that the contrast manipulation of the visual stimulus had
an effect in both task conditions, the TOJ- and DT condition. In
the condition with weak contrast, the visual task had to be pre-
sented earlier than in the condition with strong contrast to be
perceived as simultaneous. Importantly, concerning the point in
time at which the TOJ occurs in the DT- and TOJ-task condition,
we assume that it must happen after the perception stage, because
the manipulation of the perception stage influences the TOJs in
both the TOJ- and the DT condition.

This effect was especially pronounced for trials in which the
visual task was presented first. These results are in line with
Boenke et al. (2009), who argued that relative stimulus intensity
influences the PSS in TOJ-tasks. More specifically, they claimed
that studies which found that the visual stimulus has to be
presented before the auditory stimulus to be perceived as simul-
taneous used auditory stimuli of higher intensity and/or visual
stimuli of lower intensity than studies who found the oppo-
site. This indicates that higher intensity of the visual stimulus
leads to a shift of the PSS. The results of the TOJ-task condi-
tion in Experiment 1 support this idea. In the condition with
strong contrast of the visual stimulus, the PSS is positive, which
means that the auditory stimulus has to be presented before the
visual stimulus to be perceived as simultaneous. In the condi-
tion with low visual intensity, however, the PSS is negative; thus,
there is a requirement to present this visual before the audi-
tory stimulus to generate a percept of simultaneous stimulus
presentation.
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In the DT condition, we also found a shift of the PSS from
strong to weak contrast. The PSS in the condition with low stim-
ulus intensity was more negative than the PSS in the condition
with high stimulus intensity. This means, in the condition with
low intensity the visual stimulus has to be presented even longer
before the auditory stimulus than in the high intensity condition
to be perceived as simultaneous.

EXPERIMENT 2: MANIPULATION OF THE
RESPONSE-SELECTION STAGE
The results of Experiment 1 showed that the manipulation of the
perception stage has an influence on the judgment of temporal
order. Thus, the judgment must be localized after the perception
stage because otherwise we should not have found an effect of the
duration of the visual stimulus on judgment order. In Experiment
2, we aimed to further specify the temporal location of the order
judgments within the particular task processing architecture of
the current task situations. While the processing chain in TOJ
tasks is mostly restricted to the perception of the stimuli, the
comparison of their presentation times, and the programming of
motor responses, the component tasks in the DT situation involve
an additional response-selection stage each. In Experiment 2, we
aimed to assess whether the TOJ in the DT situation is located
before the response-selection stage or not. Note that the findings
of Experiment 1 leave open that question because they local-
ized the order judgment only non-specifically as later than the
perception stage. For that purpose, in Experiment 2 we manip-
ulated the duration of the response-selection stage in the visual
task of the DT situation by manipulating the stimulus-response
compatibility.

If judging the temporal order occurs after the response-
selection stage, then the manipulation of its duration should have
a notable effect on the order judgments. In case judging the order
occurs before that stage, it should not have an effect on order
judgments. We manipulated the stimulus-response compatibil-
ity of the visual task by administering a compatible condition,
in which the numbers (2, 5, 9) presented in the visual task were
mapped to keys of right hand motor responses according to
numerical magnitude. In the incompatible condition, numbers
were mapped in a non-standard way to the response keys of the
right hand, the 5 to the leftmost key, the 9 to the middle key, and
the 2 to the rightmost key. This manipulation should affect merely
the duration of the response-selection stage in the visual task of
the DT condition (Sanders, 1980; McCann and Johnston, 1992).

METHOD
Participants
In Experiment 2, 19 (17 female) participants took part, who had
not participated before. The participants were again students of
the LMU, who received course credit or payment (8 Euro/hour)
for their participation. The average age was 23.9 years (SD =
3.6 years). All subjects except for one were right-handed and all
reported normal or corrected-to-normal vision and hearing.

Apparatus, stimuli, design, and procedure
These characteristics of Experiment 2 were identical to
Experiment 1 with the following exceptions. In Experiment 2, the

stimulus-response mapping of the visual task was manipulated.
The mapping could be either compatible or incompatible. In
the compatible-mapping condition, the participants responded
to the three numbers 2, 5, and 9 by pressing the “,”; “.”; and
“-”-key, respectively. In the incompatible-mapping condition,
the numbers were mapped to the same keys, but in a different,
non-standard order: 5 was mapped on the “,”-key, 9 on the
“.”-key, and 2 on the “-”-key.

The design formed an incomplete factorial model. As there
was only one response key for all three different stimuli in the
TOJ-task condition, the stimulus-response mapping could only
be manipulated for the DT condition. For the TOJ-task condition,
participants completed three blocks of TOJs after the comple-
tion of 20 practice trials. For the DT condition, three blocks
with compatible stimulus-response mapping and three blocks
with incompatible stimulus-response mapping of the visual stim-
uli were presented in alternating order. Half of the participants
started with a block with compatible mapping, the other half with
an incompatible-mapping block. Before the six experimental DT-
blocks, participants completed three practice blocks for the single
tasks (20 trials each for auditory task, visual task with compati-
ble stimulus-response mapping and visual task with incompatible
stimulus-response mapping) and two practice block with both
tasks with the two different stimulus-response mappings (30 trials
each). The complete experimental session lasted approximately
75 min and consisted of TOJ and DT, which were conducted in
this order by every participant.

RESULTS
Temporal-order judgments
We calculated the percentage of trials in which the participants
reported the auditory stimulus as first for every task condition
and every SOA and present them in Figure 3. The data were
submitted to a repeated-measures ANOVA with task condition
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(TOJ, DT compatible, and DT incompatible) and SOA as within-
subjects factors.

The factor SOA was significant, indicating that the percent-
age of trials in which the auditory task was responded to first,
increased with increasing SOA, F(6, 108) = 104.992, p < 0.01.
Thus, similar to Experiment 1, participants generally tried to fol-
low the instructions to judge the order of the stimuli because
as can be seen in Figure 3, the proportion of trials in which the
auditory stimulus was reported as first, was higher at positive
SOAs compared to negative SOAs.

We did not find a significant effect of the factor task condi-
tion, F(1.195, 21.510) < 1, (Greenhouse-Geisser corrected) on order
judgment. Because that factor reflects the difficulty manipulation
in the DT condition, the lacking effect of task condition reflects
the fact that response order did not differ significantly between
the parts TOJ, DT compatible, and DT incompatible. The manip-
ulation of the stimulus-response mapping in the DT condition
had no effect on the TOJs consistent with the assumption that the
temporal-order decision occurred before the response-selection
stage in the DT condition. Also, the interaction between SOA
and task condition was not significant, F(12, 216) = 1.543, p =
0.19. However, visual inspection of the data suggested a differ-
ence between the task conditions for the negative SOAs (trials
in which the number was presented first). Indeed, if only TOJ
and DT compatible data were included in the analysis, we found
a significant interaction of task condition and SOA, F(6, 108) =
2.343, p < 0.05. One-tailed t-tests showed significant differences
between the task conditions for the SOAs −400 ms, −60 ms, and
400 ms. At SOA −400, the proportion of trials in which the par-
ticipants reported the auditory task as first was higher in the
TOJ-task condition than in the DT condition, t(18) = −1.767,
p < 0.05. At SOA −60, t(18) = 1.868, p < 0.05, and SOA 400,
t(18) = 2.117, p < 0.05, the proportion of trials in which the par-
ticipants reported the auditory task as first, was higher in the DT
condition than in the TOJ-task condition. The results indicate a
similar pattern as in Experiment 1, where the proportion of trials
in which the tone was reported as first was significantly higher
in the DT condition than in the TOJ condition, especially for
negative SOAs, i.e., trials in which the number was presented first.

Point of subjective simultaneity (PSS)
Again, we calculated the PSSs by submitting the data of each
subject to separate logistic regression analyses for each task and
mapping condition. Then we calculated the mean PSS of all par-
ticipants by estimating the 50% point of the logistic function, at
which the participants report the auditory task and the visual task
as first equally often (see Figure 4).

For the TOJ-task condition, the mean PSS amounted
to −36 ms, which indicates that the tone had to be presented
36 ms after the number stimulus to be perceived as simultane-
ous. In the DT condition, the mean PSS amounted to −60 ms for
both the conditions with compatible and incompatible response
mappings. We submitted the PSS-values to a repeated-measures
ANOVA with task condition as within-subjects factor (TOJ, DT
compatible, and DT incompatible). This ANOVA revealed no
effect of task condition, F(2, 38) < 1, suggesting that the three
different conditions, including the two DT conditions with
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conditions (compatible and incompatible stimulus-response mapping)

in Experiment 2.

different response selection difficulty, did not differ with respect
to PSS.

DISCUSSION
The results of Experiment 2 show that the TOJ in the DT con-
dition was not influenced by the manipulation of the response-
selection stage. Neither was the PSS shifted by the manipulation
when comparing across all conditions. These results indicate
that the point in time at which the TOJ is made in the DT
condition, was located before the response-selection stage, as the
manipulation of this stage had no effect on TOJ.

An issue which needs additional consideration is the effect
of the task condition on the overall order performance: in
Experiment 2, the ANOVA did not reveal a main factor of task
condition, which, on first glance, might be puzzling because in
Experiment 1 we found that order judgments differed between
the TOJ and the DT conditions. Thus, while we could not find
an overall effect of task condition (including TOJ, DT compati-
ble, and DT incompatible as levels) in Experiment 2, the visual
inspection of the data suggested an effect of task condition for
those trials in which the visual stimulus was presented first. This
visual impression was confirmed when we included only the data
of the TOJ and the DT compatible condition in the analysis. In
that particular case, we obtained a significant interaction between
task condition and SOA, which indicates a similar response pat-
tern as in Experiment 1 thus replicating those findings. We will
come back to this issue in the “General Discussion.”

In sum, the current findings suggest that the order judg-
ments do not differ between the DT compatible and the DT
incompatible conditions in Experiment 2, suggesting that the
order decision must have taken place before the response-
selection stage in the component tasks of the DT condition.

GENERAL DISCUSSION
In the present experiments, one aim was to determine the point
in processing when the decision about the temporal order of
two presented stimuli is made. The other aim was to investigate
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whether the additional insertion of a response selection require-
ment for the processing of the stimuli in a TOJ context has an
influence on TOJs.

In order to address the first aim, we manipulated the percep-
tion stage of the TOJ task and the DT in Experiment 1 and the
response-selection stage of the DT in Experiment 2. As the manip-
ulation of the perception stage had an effect on TOJs in both
task conditions, we conclude that in both conditions the deci-
sion about the temporal order occurs after the perceptual stage.
Experiment 2 showed that the manipulation of the response-
selection stage did not have an influence on TOJ in the DT
condition. For the DT condition, we therefore conclude that the
decision about the temporal order of the two stimuli is made after
perceptual processes and before the response-selection processes
start. This finding corresponds with the findings of Sigman and
Dehaene (2006), who also found that a manipulation of the per-
ception stage does have an influence on response order, while
a manipulation of the response-selection stage does not. The
authors hypothesized that an executive process determines the
order of the two stimuli which is located after the perceptual
processes of the first task.

Concerning the question whether the additional insertion of a
choice reaction has an influence on TOJs, the current data sug-
gest that this is indeed the case. We found a difference between
the TOJs in the TOJ-task and the DT conditions in Experiment 1.
In the DT condition, the auditory task was reported as first more
often than in the TOJ-task condition, especially in trials in which
the visual task was presented first. In Experiment 2, we found a
similar result, albeit not as clear as in Experiment 1. The auditory
task was reported as first more often in the DT condition than in
the TOJ-task condition. This effect appeared especially in those
trials in which the visual task was presented first. Although the
data in Experiment 2 did not show a general effect of task con-
dition, the interaction between task condition and SOA indicates
a similar pattern as in Experiment 1. The results of both exper-
iments suggest that the additional requirement to discriminate
between different stimuli in the DT condition has an influence
on temporal order decisions. This effect might be the result of
differences in attention allocation between the two task condi-
tions, which result in differences in perception speed (e.g., Posner,
1980; Desimone and Duncan, 1995). Most importantly, we can
thereby show, that in addition to the already known factors that
have an influence on the perception of temporal order (e.g., stim-
ulus modality, see e.g., Hirsh and Sherrick, 1961; Rutschmann
and Link, 1964; Roufs, 1974; Jaśkowski et al., 1990; Spence et al.,
2001), also specific task requirements influence temporal order
decisions.

What are the relations between the current findings and find-
ings of earlier saccadic studies (e.g., Deubel and Schneider, 1996)?
As reported in the introduction, Deubel and Schneider (1996)
showed in a DT study, that the planning of a saccade to a target
stimulus improves perceptual processing of said visual stimulus
in a concurrent discrimination task by allocating attention to it.
Discrimination performance and thereby perception of the visual
stimulus in this study is best when the saccade and the discrimina-
tion task involve the same location compared to when they involve
two stimuli at different locations. Our results are also consistent

with the assumption that visual stimulus processing (in relation to
auditory stimulus processing) is potentially improved under par-
ticular conditions. That is, the visual task is reported as first more
often in the TOJ-task condition requiring no response selections
when contrasted to the DT condition that requires these selection
processes in two tasks.

Why is the effect of task condition especially prominent in the
trials in which the visual task was presented first? In Experiment 1,
the perception stage of the visual task was manipulated in both
task conditions, first in the TOJ-task condition followed by the
manipulation in the DT condition. It could be that further task
changes, like the addition of a discrimination requirement in the
DT condition, had a stronger effect on the manipulated visual
task. Compared to the TOJ condition, the processing of the visual
task might have been slowed by this additional processing require-
ment because the stimulus processing rate is slowed per se or
additional information may be processed when participants are
instructed for stimulus discrimination. What might also play a
role in explaining the prominent effect of task condition in trials
in which the visual task was presented first is the usually faster
processing of auditory stimuli compared to visual stimuli, which
was particularly shown in TOJ studies (e.g., Hirsh and Sherrick,
1961; Dinnerstein and Zlotogura, 1968; Jaśkowski et al., 1990;
Zampini et al., 2003; Keetels and Vroomen, 2005; Van Eijk et al.,
2008; Boenke et al., 2009; but see e.g., Rutschmann and Link,
1964, for the opposite effect).

In Experiment 2, there was no manipulation of the TOJ-task
condition, but still an interaction of task and SOA was found,
when the TOJ-task condition was compared with the DT condi-
tion with compatible mapping. The same interaction was found
in Experiment 1. In Experiment 2, it was also the visual task that
was manipulated in the DT condition. Therefore, the same possi-
ble explanations as just mentioned for Experiment 1 might apply
here: the additional processing stages necessary for DT compared
to TOJ-tasks might have a greater effect on the visual task for the
aforementioned reasons (see above).

A recent study by McDonald et al. (2005) found that an
attended object is reported as being presented earlier than
a simultaneously presented unattended object in a TOJ task.
Attention was modulated by cueing one of the two visual stimuli
with a sound. The authors recorded event-related brain poten-
tials (ERPs) during the task and found that the attended stimulus
was not processed faster than the unattended (which would have
been indicated by latency shifts in early ERPs). Instead, atten-
tion had an effect on the amplitude of the ERPs: the attended
stimulus showed a higher amplitude than the unattended one.
The authors suggest that these attention-induced enhancements
in signal strength of the cued stimulus are then “interpreted as a
timing difference by a later comparator mechanism” (McDonald
et al., 2005, p. 1201). In regard to our study, this could mean that
the manipulation of the visual task led to a shift in attention to
the auditory task, either because of an alerting quality of the audi-
tory signal or because of differences in difficulty between auditory
and visual task. This attention shift could have led to a strength-
ening of the auditory signal, which would have been interpreted
as a difference in presentation time. In order to investigate this
assumption, further experiments have to be done.
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Summing up, our study gives new evidence for the time in pro-
cessing at which the decision about the temporal order of two
stimuli is made, both in a TOJ-task and a DT. Also, we could
show that the additional task requirement to discriminate the
stimuli has an influence on the TOJs of a visual and an auditory
stimulus.
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Previous research has shown that voluntary action can attract subsequent, delayed
feedback events toward the action, and adaptation to the sensorimotor delay can
even reverse motor-sensory temporal order judgments. However, whether and how
sensorimotor delay affects duration reproduction is still unclear. To investigate this,
we injected an onset- or offset-delay to the sensory feedback signal from a duration
reproduction task. We compared duration reproductions within (visual, auditory)
modality and across audiovisual modalities with feedback signal onset- and offset-delay
manipulations. We found that the reproduced duration was lengthened in both visual
and auditory feedback signal onset-delay conditions. The lengthening effect was evident
immediately, on the first trial with the onset-delay. However, when the onset of the
feedback signal was prior to the action, the lengthening effect was diminished. In contrast,
a shortening effect was found with feedback signal offset-delay, though the effect was
weaker and manifested only in the auditory offset-delay condition. These findings indicate
that participants tend to mix the onset of action and the feedback signal more when
the feedback is delayed, and they heavily rely on motor-stop signals for the duration
reproduction. Furthermore, auditory duration was overestimated compared to visual
duration in crossmodal feedback conditions, and the overestimation of auditory duration
(or the underestimation of visual duration) was independent of the delay manipulation.

Keywords: action, audition, time perception, time reproduction, vision

INTRODUCTION
Accurate timing is essential for our everyday activities, like danc-
ing, playing music, or catching a moving object. In order to
accomplish precise timing in a complex environment, our brain
has to frequently update its internal representation of multiple
sensory inputs. Precisely inferring the timing and duration of
events as well as correctly judging temporal order in the sub-
second range can be challenging, since neural representations of
time may be confounded by noise and delay perturbation in sen-
sory pathways. For example, the neural transmission time can
vary across different sensory modalities (King and Palmer, 1985;
Regan, 1989), and physical transmission distances (Campbell
et al., 1981; Shadmehr et al., 2010), as well as stimulus intensi-
ties (Purpura et al., 1990). Continuous changes of the body and
the environment provide a further challenge for accurate action
timing (Shadmehr et al., 2010). However, in daily life, accurate
sensorimotor temporal coordination remains possible, indicating
that our brain is able to calibrate and compensate for temporal
inconsistencies among different sensory inputs as well as delays
in the sensorimotor loop.

Indeed, research has demonstrated that the brain can dynami-
cally realign the perceived timing of multisensory or sensorimotor
events. For example, Fujisaki et al. (2004) have shown adaptive
changes in synchrony perception between vision and audition:

after exposure to a fixed audiovisual asynchrony, the point of
subjective simultaneity (PSS, a measure of point in time at which
observers perceive maximum simultaneity) of an audiovisual
event was shifted toward the previous “lagging” modality. Other
work has revealed similar temporal recalibration mechanisms
across other modalities (Vroomen et al., 2004; Navarra et al.,
2005; Hanson et al., 2008; Harrar and Harris, 2008; Takahashi
et al., 2008; Di Luca et al., 2009). Temporal recalibration has
also been found between an action and its sensory feedback. The
first study that demonstrated compensation for temporal delays
in the visuomotor feedback loop confronted participants with a
visual-motor lag (delayed visual feedback while controlling the
horizontal movement of a small airplane as it moved down the
screen through an obstacle field) (Cunningham et al., 2001).
Participants’ performance improved after some time of practice.
Interestingly, when the lag was removed after the adaptation, the
adapted behavior persisted and participants, suffering from the
adaptation, often made movements too early, leading to more
crashes. In another study, Stetson et al. (2006) demonstrated that
following brief exposure to delayed visual feedback of a voluntary
action the subjective temporal order of a motor-sensory event
might even be reversed when the delay was removed. This effect
was attributed to dynamical shifts of the appearance of the visual
stimulus with respect to the perceived timing of the key press,
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in order to maintain appropriate causality perception. This pro-
posal goes along with earlier findings that a delayed sensory effect
is perceived as having appeared slightly earlier in time if it fol-
lows a voluntary action (Eagleman and Holcombe, 2002; Haggard
et al., 2002)—a phenomenon referred to as “intentional binding.”
Studies have also demonstrated that intentional binding attracts
a voluntary action toward its sensory effect, so that the action is
perceived as having occurred slightly later in time and the inter-
val between the action and its sensory feedback as shorter than
the actual interval (Haggard et al., 2002; Engbert et al., 2007,
2008). Wearden et al. (2009) proposed that the shortening effect
is driven by a transient slowdown of an internal clock after a
voluntary action, and this shortening effect might be reinforced
by everyday experience which leads us to assume sensorimotor
synchrony between the start of a motor action and its sensory
consequence (Heron et al., 2009). However, whether sensorimo-
tor temporal calibration is due to timing changes in the motor
system or in the perceptual system is still under debate. Some
researchers have suggested that sensorimotor temporal calibra-
tion is induced mainly by a temporal shift in the motor system
(Sugano et al., 2010), whereas others have attributed sensorimo-
tor temporal calibration to pure perceptual learning (Kennedy
et al., 2009).

Alternatively, sensorimotor temporal (re-)calibration has been
taken to only reflect modification of predictive feed-forward
actions, reducing the errors between the internal prediction
and the external feedback (Miall and Jackson, 2006; Shadmehr
et al., 2010). Such error correction mechanisms have been used
for explaining sensorimotor synchronization, as for instance in
the frequently used paradigm of finger tapping to an external
pacing source (metronome). When the changes of the pac-
ing source are detectable and regular, participants are able to
reduce their sensorimotor asynchronies by predicting upcom-
ing changes. When temporal changes are unpredictable, the time
to the next motor response is automatically adjusted in propor-
tion to the asynchrony in the previous sensorimotor event (Repp,
2005).

However, it is important to note that most of the aforemen-
tioned studies focused on sensorimotor calibration of a point in
time. By contrast, the effects of delayed feedback on the volun-
tary duration reproduction are as yet little understood. Unlike
a point in time, subjective duration can be distorted in many
ways, such as by a saccadic eye movement shortly before or after
the to-be-estimated event (Morrone et al., 2005), a voluntary
action immediately prior to the critical event (Park et al., 2003),
the emotional state of the observer (Angrilli et al., 1997; Shi
et al., 2012), stimulus properties (such as intensity) (Eagleman,
2008), or pharmacological agents (such as cocaine or metham-
phetamine) (Meck, 1996) (see review Buhusi and Meck, 2005).
Perceived durations in different modalities can also differ. For
example, sounds are often perceived as longer than light flashes
of the same physical duration (Walker and Scott, 1981; Wearden
et al., 1998). Furthermore, there is evidence that the auditory sys-
tem dominates the visual system, causing the durations of visual
stimuli, presented simultaneously with an auditory stimuli, to be
perceived as longer than they physically are (Walker and Scott,
1981; van Wassenhove et al., 2008; Burr et al., 2009; Chen and

Yeh, 2009; Shi et al., 2010a; Klink et al., 2011). In addition, not
only the use of different signal modalities during a timing task,
but also the encoding of multiple signal durations, can lead to
distortions in temporal memory—an effect recently termed as
“memory-mixing” (Gu and Meck, 2011). Such high variability in
subjective timing is quite surprising considering how important
accurate timing is for our actions.

The purpose of the present study was to investigate how
asynchronous-feedback signals would influence motor timing.
We adopted an action-based duration reproduction paradigm
combined with feedback onset- and, respectively, offset-delay
manipulations. That is, participants had to reproduce auditory
or visual durations and received (auditory or visual) feedback
signals 1. The feedback could either be synchronized or delayed
with participants’ button presses (onsets or offsets), and could
be delivered in the same or different modality. We specifically
asked participants to focus on the reproduction of the stan-
dard duration and not pay attention to the feedback. There
are two sources of temporal information available for duration
reproduction: motor timing (i.e., the duration of the button
press) and the feedback timing. If participants only rely on
the motor timing for their ongoing reproduction, reproduction
errors would be expected to be the same or similar across all tri-
als, no matter whether the feedback is synchronous or delayed.
If participants get influenced by the feedback signal during
their reproduction, despite the instruction, different reproduc-
tion errors for synchronized versus delayed feedback would be
predicted. Furthermore, we examined influences of action-effect
causal relationship on the duration reproduction, by present-
ing the feedback signal randomly near the onset or offset of
participants’ action.

GENERAL METHODS
SUBJECTS
Sixty nine naive volunteers (53 females, mean age 27.6) partic-
ipated in each experiment for payment (Experiments 1–4: 14
participants, Experiment 5: 13 participants). All participants had
normal or corrected-to-normal vision; none of them reported any
history of somatosensory disorders. They gave written informed
consent before the experiments.

STIMULI AND APPARATUS
All experiments were conducted in a dimly lit cabin (0.21 cd/m2).
Auditory tones (400 Hz and 600 Hz, 64 dB) and LED lights
(84 cd/m2 blue and 67 cd/m2 red) were presented as stimuli.
Stimulus presentation and data acquisition were controlled by a
National Instrument PXI system, ensuring highly accurate tim-
ing (<1 ms). The experimental programs were developed using
MatLab and the Psychophysics Toolbox (Brainard, 1997). The
auditory stimuli were delivered to participants via headphones
(Pro-luxe XL-300); the LED stimuli (two LEDs, blue and red)

1In this study we refer to the second stimulus—that is presented during
the reproduction—as a “feedback signal” to highlight the causal relation-
ship between the action and sensory effect. The terms “feedback signal” and
“feedback” are used interchangeably in the text.
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were positioned 2 cm apart horizontally. The response button
was placed on the table in-between the participant and the
LEDs. Reproduction times were measured using the response
button, which participants pressed with their right-hand index
finger.

PROCEDURE
We adopted and modified an action-based duration reproduction
task with feedback, as introduced by Bueti and Walsh (2010). Each
trial started with a standard duration, either 800 or 1200 ms in
length, in the form of an auditory tone (Experiments 1 and 4) or
an LED light (Experiments 2 and 3). Following the presentation
of the standard duration, participants were asked to reproduce
the duration as accurately as possible by button press, with repro-
duction duration demarcated by the onset and offset of the press
action. Pressing the button also induced a feedback signal (a tone
in Experiments 1 and 3, an LED light in Experiments 2 and
4) whose onset or offset could deviate from the onset or offset
of the button press (see Figure 1 and next paragraph). Subjects
were told that feedback signal could be either dependent or inde-
pendent of their button press. They were specifically instructed
to reproduce the standard duration as accurately as possible by
pressing down the button, regardless of the feedback signals (see
the detail instruction in the “Appendix”). To distinguish and
counter-balance the standard and feedback stimuli, half of the
participants received high tones (or red lights) as standard stimuli
and low tones (or blue lights) as the ± feedback stimuli, and vice
versa for the other half.

For the first four experiments, there were three differ-
ent temporal manipulations of feedback signals: synchronous-
feedback, onset-delay feedback, and offset-delay feedback. In the
synchronous-feedback condition, the onset and offset of the feed-
back occurred synchronously with the onset of the button press

FIGURE 1 | Schematic illustration of the experimental design.

A standard duration reproduction paradigm with manipulation of feedback
delays during reproduction. An auditory or visual stimulus is presented first
as a standard duration. Participants reproduce the standard by pressing a
button. Another auditory or visual stimulus is fed back to participants based
on the action. The feedback signal could be synchronous to the key press
(A synchronous-feedback condition), or be delayed 200 ms at the onset of
the feedback but simultaneously stops at button release (B onset-delay
feedback condition), or starts synchronously with the button press but
stops 200 ms after the button release (C offset-delay feedback condition).

and the release of the button. In the onset-delay condition, the
onset of the feedback signal was delayed by 200 ms following
the onset of the button press, while feedback offset occurred
synchronously with the release of the button. In the offset-
delay condition, the feedback signal started synchronously with
the button press, but the feedback offset occurred only 200 ms
after the release of the button. These three conditions were var-
ied block-wise, with 10 trials per block. Both the onset- and
offset-delay blocks were preceded and followed by a synchronous-
feedback block. The order of the onset- and offset-delay blocks
was randomized.

In Experiment five, we used the same block-design as in pre-
vious experiments, but randomized the onset and offset of the
feedback signal relative to the button press. To do this, for each
synchronous-feedback block we measured the mean reproduc-
tion durations for 800 and 1200 ms, and the mean response onset
asynchrony. During the onset-manipulation blocks, the feedback
signal started independently of the button press, with random
jittering ±200, ±100, or 0 ms around the mean response onset
asynchrony measured in the preceding synchronous block. The
feedback signal stopped when the button was released. During
the offset-manipulation blocks, the feedback signal started syn-
chronously with the button press, but stopped automatically
with a duration randomly jittering ±200, ±100, or 0 ms around
the mean reproduction duration (either 800 or 1200 ms corre-
sponding to the duration in the current trial) measured in the
preceding synchronous block. The random jittering was used in
order to ensure that participants would not be able to predict
the onset or offset of the manipulated feedback signal, thus we
could obtain about half of all trials with feedback prior to par-
ticipants’ actions. We further increased the number of the trials
to 20 for the onset- and offset-manipulation blocks to ensure
enough trials with the feedback before participants’ action. The
task instruction was kept the same as during the previous four
experiments.

Note that the standard and feedback stimuli were kept within
the same modality in Experiments 1, 2, and 5, but presented in
separate modalities in Experiments 3 and 4 (see Table 1).

In the first four experiments, there were 10 repetitions
for the onset- and offset-delay blocks and 20 repetitions for
the synchronous-feedback signal blocks. Participants took a
short break after every eight blocks. In Experiment 5, there
were eight repetitions for the onset- and offset-manipulation
blocks (each consisting of 20 trials) and 16 repetitions for the
synchronous-feedback signal blocks (each consisting of 10 tri-
als). Here, participants took a short break after four blocks

Table 1 | Modalities of the standard and feedback stimuli.

Experiment Standard Feedback

1 Auditory Auditory

2 Visual Visual

3 Visual Auditory

4 Auditory Visual

5 Auditory Auditory
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(= 60 trials). In addition, there were two practice blocks with the
synchronous-feedback signal condition run prior to the formal
experiment.

DATA ANALYSIS
Mean measures and standard deviations of time reproduction
have been shown to vary linearly with standard durations, so
that after normalization the same form of distribution of rela-
tive time and constant timing sensitivity can be found (Gibbon
et al., 1984). In line with this, reproduction errors (i.e., the
difference between the reproduced duration and the standard
duration) in the present study exhibited differences between the
two standard durations (800 and 1200 ms), that is, the amount of
over-/underestimation (in ms) is proportional to the respective
standard duration. To take this into account, we calculated repro-
duction errors and then normalized them by the corresponding
physical duration. Normalized reproduction errors of zero indi-
cate perfect reproduction, positive values an overestimation, and
negative values an underestimation of the standard duration. In
order to examine dynamic influences of the onset- and offset-
delay manipulation, we selected four trials from the synchronous
block prior to and the synchronous block after the delay manip-
ulation. The first four trials served as baseline and the last
four trials for analyzing after-effects of the delay manipulation.
Henceforth, we refer to the former four synchronous-feedback
trials as baseline phase, the latter four synchronous-feedback tri-
als as post phase, and the 10 trials from the (intervening) delay
block as delay phase. We omitted the middle two trials in the
synchronous-feedback block to separate the post and baseline
phases. Repeated-measures analyses of variance (ANOVAs) of
the normalized reproduction errors in the three different phases
(baseline phase, delay phase, and post phase) were run separately

for the onset- and offset-delay conditions. Bonferroni-corrected
t-tests for multiple comparisons were carried out for a-posteriori
comparisons to assess differences in reproduction errors.

For Experiment 5, we focused on analyzing linear correlations
between the onset- and offset-manipulations and normalized
reproduction errors. Thus, linear regression and correlation anal-
yses were applied. We realigned the onsets of the feedback relative
to the onsets of the actual response, and compared the differen-
tial influences between the feedback before and after participants’
action. For the offset-manipulation condition, we used an alter-
native approach: we calculated the offset jitters relative to the
standard durations and analyzed the general relationship between
the offset jitters and the reproduction errors. We did not align the
offsets relative to the responses, since the mean feedback duration
was close to the mean reproduction time, which would inevitably
lead to pseudo negative correlation between the relative offset and
the reproduced duration. Such correlation could not reflect the
influence of the offset-manipulation. In both cases, we normal-
ized feedback jitters with their correspondent standard durations,
such that the feedback jitter has the same unit as the normalized
reproduction error.

RESULTS
GENERAL REPRODUCTION RESULTS
We analyzed reproduction times for the synchronous-feedback
condition for all five experiments, comparing reproduction per-
formance after the short (800 ms) and long (1200 ms) standards.
Reproduced durations in milliseconds are presented in Figure 2.
We found a significant difference between the reproduced times
of the short and long standard stimuli (all p < 0.01) across all
five experiments, suggesting participants were actually able to
perform the task.

FIGURE 2 | Mean reproduction times (and associated standard errors) from all synchronous trials for all five experiments. Blue bars depict produced
durations after short standard stimuli (800 ms); red bars indicate reproduction times after long standard stimuli (1200 ms) (∗ indicates p < 0.01).
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EFFECTS OF UNIMODAL FEEDBACK ONSET- AND
OFFSET-MANIPULATION ON THE DURATION REPRODUCTION
Normalized reproduction errors, and associated standard errors,
for the first four experiments and all conditions are presented
in Table 2. Figure 3 shows the normalized reproduction errors
for the onset- and offset-delay manipulation for the unimodal
auditory and visual feedback.

In the onset-delay conditions (Figure 3, up-panels), normal-
ized reproduction errors were significantly influenced by the
delay manipulation, [F(2, 26) = 246.78; p < 0.01], and [F(2, 26) =
43.30, p < 0.01] for the auditory and visual conditions respec-
tively. The overestimation during the onset-delay phase for both
auditory and visual conditions proved to be significantly larger
compared to the baseline (p < 0.01) and the post phase (p <

0.01) (Figure 3, low-panels). Normalized reproduction errors in
the post phase (overestimation) were raised reliably relative to
the baseline (p < 0.01) for the auditory condition, but not for
the visual condition (p = 0.16). Interestingly, the overestima-
tion on the onset-delay phase was 21% for the auditory and
19% for the visual, which are statistically not different from
the onset-delay manipulation (all p > 0.1). Furthermore, the
overestimation started with the first trial of the delay manipula-
tion (condition) and stopped as soon as the delay was removed
(Figure 3, up-panels). Paired t-tests showed no significant differ-
ence in the overestimation between the first versus the remaining
trials in both delay and post phase, (all p > 0.1).

In contrast to the onset-delay manipulation (which made par-
ticipants overestimate the standard durations), the offset-delay
manipulation (Figure 3, mid-panels) showed different patterns
for the auditory and visual conditions. In the auditory condi-
tion (Figure 3, middle left panel), the offset-delay led participants
to significantly underestimate the standard durations during
the offset-delay phase, [F(2, 26) = 13.73; p < 0.01]. This effect
derived mainly from a significantly negative increase in normal-
ized reproduction errors during the delay phase versus the base-
line (p < 0.01). Normalized errors were also negatively increased
in the post phase compared to the baseline (p < 0.01). However,
there was no reliable difference between the delay and post phases
(p = 0.99). Paired t-tests showed that the underestimation started
only from the second trial with delay manipulation, as there was
no effect in the first trial of the delay phase (significant differ-
ence between the first and the remaining trials, [t(13) = 9.30,
p < 0.01]). Also, underestimation only stopped on the second
trial of the post phase, with reproduction errors on the first trial
still differing significantly from the errors on the other trials,

[t(13) = −5.26, p < 0.01]. In contrast to the auditory condition,
manipulation of the visual offset-delay feedback had no signifi-
cant influence on normalized reproduction, [F(2, 26) = 1.60, p =
0.22] (baseline vs. delay: p = 1.00; delay vs. post phase: p = 0.36;
baseline vs. post phase: p = 0.45).

EFFECTS OF CROSSMODAL FEEDBACK ONSET- AND
OFFSET-MANIPULATION ON DURATION REPRODUCTION
Overall, there was strong underestimation of the visual standard
with synchronous auditory feedback signal (hereafter we refer to
as the visual-auditory experiment), and strong overestimation of
the auditory standard with visual feedback signal (hereafter the
auditory-visual experiment), all p < 0.01. Trial-wise normalized
reproduction errors for the onset- and offset-delay manipulations
are depicted in Figure 4.

For the onset-delay conditions (Figure 4, up-panels), the
normalized reproduction errors were significantly modulated
by onset-delays for the visual-auditory experiment, F(2, 26) =
185.41, p < 0.01, and the auditory-visual experiment, F(2, 26) =
39.06, p < 0.01. The underestimation (in the visual-auditory
experiment, Figure 4A) and the overestimation (in the auditory-
visual experiment, Figure 4B) in the onset-delay phase, were
significantly different from the correspondent baseline and the
post phase (all p < 0.01), while there were no differences between
the baseline and post phase (all p > 0.1). Interestingly, the repro-
duced duration during the onset-delay phase compared to the
baseline was increased 21% for the visual-auditory experiment
and 16% for the auditory-visual experiment. Both are compa-
rable to the overestimation observed in Experiment 1 and 2
(21 and 19% respectively). Further pair-wise sequential-trial anal-
ysis showed that the manipulation effect of the onset-delay in
the visual-auditory experiment started on the first trial of delay
manipulation (p = 0.78) and stopped as soon as the delay was
removed (p = 0.28). However, in the auditory-visual experi-
ment, participants needed one trial to adjust their behavior
to the onset-delay, as evidenced by significantly different nor-
malized reproduction errors in the first trial compared to the
remaining trials of the delay phase, t(13) = −2.57, p < 0.05.
However, the effect ceased as soon as the delay was removed
(p = 0.59).

For the visual-auditory experiment, a general, significant
underestimation was also found in the offset-delay condition,
F(2, 26) = 8.15, p < 0.01 (Figure 4A, mid-panel). Relative to the
baseline, the normalized reproduction error (underestimation)
was negatively increased in the offset-delay phase (p < 0.05) and

Table 2 | Normalized reproduction errors (± standard errors) in percentage by onset- and offset-delay manipulation and different phases in

Experiments 1–4.

Onset-delay manipulation Offset-delay manipulation

Baseline phase Delay phase Post phase Baseline phase Delay phase Post phase

Experiment 1 −0.55 ± 2.5 21.73 ± 2.0 3.89 ± 2.8 1.18 ± 2.9 −4.57 ± 1.8 −3.69 ± 2.9

Experiment 2 −0.28 ± 4.4 19.09 ± 2.7 3.51 ± 4.4 0.95 ± 4.3 −1.72 ± 2.8 4.91± 4.2

Experiment 3 −33.88 ± 3.1 −12.16 ± 2.2 −31.48 ± 3.4 −33.06 ± 3.4 −37.93 ± 2.1 −38.19 ± 3.6

Experiment 4 21.01 ± 4.6 37.21 ± 3.3 24.39 ± 5.3 22.55 ± 4.9 23.35 ± 3.4 25.47 ± 5.6

Frontiers in Integrative Neuroscience www.frontiersin.org October 2012 | Volume 6 | Article 95 | 101

http://www.frontiersin.org/Integrative_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Integrative_Neuroscience/archive


Ganzenmüller et al. Duration reproduction with feedback delay

FIGURE 3 | Normalized reproduction errors [(subjective

duration—physical duration)/physical duration] for the onset- and

offset-delay condition of Experiment 1 (A) and Experiment 2 (B). In the
upper and middle panels trial-wise dynamic changes of normalized
reproduction are shown. Four trials from the synchronous block before the
delay manipulation (baseline phase), delay block (delay phase), and four trials

after the delay manipulation (post phase) are displayed. The black lines indicate
the physical delay. The red dashed curves and circles depict mean normalized
reproduction errors as a function of trial sequence and the onset-delay
(up-panel) or offset-delay (middle panel). In the low-panels mean normalized
reproduction errors (and associated standard errors) are plotted against
baseline, delay and post phase for the onset- and offset-delay conditions.

in the post phase (p < 0.05); there was no difference between
the latter two phases (p = 1.00). The increased underestima-
tion due to the offset-delay manipulation is again comparable
to the results of Experiment 1. Sequential-trial analysis revealed
both the first and the second trial to differ significantly from
the remaining trials in the delay phase [first: t(13) = 2.58, p <

0.05; second: t(13) = 5.03, p < 0.01]. In the post phase, normal-
ized reproduction errors did not change over trials (p > 0.1).
Trial-wise comparisons of delay- and post-phase reproduction

errors yielded no significant differences (all p > 0.1). Thus, par-
ticipants either needed more than four trials to readjust their
reproduction performance to the synchronous-feedback, or nor-
malized reproduction errors were too variable within trials.
However, for the auditory-visual experiment, the offset-delay
manipulation did not influence the reproduction performance,
F(2, 26) = 0.95, p = 0.40. None of the phases differed from any
other (all p > 0.1). This result is similar to that obtained in
Experiment 2.
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FIGURE 4 | Normalized reproduction errors for the onset- and offset-delay

condition of Experiment 3 (A) and Experiment 4 (B). In the upper and middle
panels trial-wise dynamic changes of normalized reproduction are shown. Four
trials from the synchronous block before the delay manipulation (baseline
phase), delay block (delay phase), and four trials after the delay manipulation
(post phase) are displayed. The black lines indicate the physical delay. The red

dashed curves and circles depict mean normalized reproduction errors as a
function of trial sequence and the onset-delay (up-panel) or offset-delay (middle
panel). In the low-panels mean normalized reproduction errors (and associated
standard errors) are plotted against baseline, delay, and post phase for the
onset- and offset-delay conditions. The dashed line indicates the mean
normalized reproduction error in the baseline condition.

EFFECTS OF RANDOM ONSET- AND OFFSET-MANIPULATION ON THE
DURATION REPRODUCTION
Figure 5 illustrates relationships between the reproduction error
and the relative feedback onset (left panel) and offset (right
panel) for a typical participant. For the onset-manipulation
condition, there was a significant correlation between positive
feedback delays and reproduction errors (correlation coefficient:
0.41, linear slope: 0.89, all p < 0.05). The steep slope indi-
cates an about 89% compensation for the delayed onset in
the duration reproduction, which was similar to the finding in

Experiment 1. However, such correlation was broken down when
the feedback was presented before participants’ actions. There
was no correlation [mean: 0.1, t(12) = 0.81, p = 0.43] for those
“preceded” feedback trials, and the mean slope (0.17) did not sig-
nificantly differ from zero, t(12) = 0.90, p = 0.39. For the offset-
manipulation condition, the correlation between reproduction
errors and random offsets was mildly related, mean correlation
coefficient 0.31, t(12) = 6.53, p < 0.05. The mean slope (0.3) was
significant higher than zero, t(12) = 8.31, p < 0.05, though it was
significantly lower than the mean slope of the “delayed” onset

Frontiers in Integrative Neuroscience www.frontiersin.org October 2012 | Volume 6 | Article 95 | 103

http://www.frontiersin.org/Integrative_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Integrative_Neuroscience/archive


Ganzenmüller et al. Duration reproduction with feedback delay

FIGURE 5 | Normalized reproduction errors and linear regression lines

(red) for the onset (left side) and offset (right side) manipulation

conditions from a typical dataset. In the onset-manipulation
condition, the fitted slope for the feedback signal started before the

action onset (0.06) is not significant different from zero, while the slope
for the delayed feedback (1.07) is significant higher than zero. In the
offset-manipulation condition the slope is 0.30, significantly higher
than zero.

condition, t(12) = 3.83, p < 0.05. The mild offset modulation
confirmed the findings in Experiments 1 and 3.

DISCUSSION
The results of the present study illustrate how the onset- and
offset-manipulation of the feedback signal influences the dura-
tion reproduction. In all experiments, we found an increase in
duration reproduction for conditions with positive onset-delay
feedback manipulation. The lengthening of the reproduced dura-
tion could almost compensate the onset-delay (about 90% for
the auditory feedback and 75–90% for the visual feedback). The
subjective lengthening started immediately with the first trial (or
second in Experiment 4), and ended with the last trial of the
delay phase. Despite our explicit instruction for reproducing the
standard duration regardless the feedback signal, the reproduced
duration was still heavily influenced by the onset of the delayed
feedback. However, such influence was broken down when the
feedback signal was presented before participant’s button press.

The results suggest that the action-effect causal relationship
may play a critical role in the duration reproduction. Through
prior experience, we have learnt that the effect of an action is
not always immediate (Pesavento and Schlag, 2006). For example,
the response of a tap on the computer keyboard becomes visi-
ble as a letter on the screen only after a delay of some 20–50 ms,
and the response of a remote control might even be slower
(Rank et al., 2010; Shi et al., 2010a,b; Sugano et al., 2010). The
action-effect causal relationship may lead to bind and recali-
brate motor-sensory timing (Cunningham et al., 2001; Stetson
et al., 2006), to attract a voluntary action toward its sensory
effect (Haggard et al., 2002; Engbert et al., 2007, 2008), and
to shift attention toward to the sensory feedback (Buehner and
Humphreys, 2009). Such causal binding may well relate to the

memory-mixing model (Gu and Meck, 2011). Due to limited
capacity of working memory and the cause-effect relationship,
motor timing, and caused-feedback timing may share the same
representation, which pulls both onsets closer. Other studies have
also shown similar binding and regression effects in the repro-
duction task (Teghtsoonian and Teghtsoonian, 1978; Lejeune and
Wearden, 2009; Jazayeri and Shadlen, 2010). For example, partic-
ipants are able to use temporal context (such as mean duration)
to reduce variability of their performance by sacrificing accuracy
during a reproduction task (Lejeune and Wearden, 2009; Jazayeri
and Shadlen, 2010). However, when the causal relationship is vio-
lated (i.e., the feedback was prior to the action in Experiment 5),
linkage between two events—the action and sensory feedback—
becomes weak, which leads to less memory interference between
the two representations. The causal binding and memory-mixing
could also explain the quick adjustment to the onset-delay, since
the binding and immediate adjustment of the reproduction can
take place in the same trial.

In contrast to the effects of introducing feedback onset-delays,
offset-delay manipulation appears to modulate duration repro-
duction in a modality-dependent manner, though with com-
paratively small effects. Duration reproduction for the auditory
offset-feedback delay (Experiments 1, 3, and 5) was shortened
by only some 25–30% of the delay manipulation, while there
was no shortening effect for the visual offset-delay manipula-
tion. The latter was probably due to sluggish visuomotor timing
(Jäncke et al., 2000; Repp, 2005). With the auditory offset-delay
manipulation, the shortening effect became manifested not on
the first trial with a delay, but only on the second or third trial.
Similarly, the shortening effect diminished more gradually after
the removal of the delay (after one trial in Experiment 1 and
probably more than four trials in Experiment 3). This dynamic
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adaptation is comparable to previously observed adaptive changes
in synchrony perception (Fujisaki et al., 2004; Vroomen et al.,
2004). Also, the amount of adaptation (25% of the auditory
offset-delay manipulation) resembles previously reported shifts
in PSEs for point-in-time calibration [e.g., 10% for multisen-
sory adaptation (Fujisaki et al., 2004; Di Luca et al., 2009), and
29% for sensorimotor adaptation (Sugano et al., 2010)]. The par-
tial compensation has been attributed to the fact that the brain
takes into account a long history of “veridical” sensory inputs
throughout lifetime, as compared to only a short adaptation
phase during typical psychophysical experiments (Fujisaki et al.,
2004). Similar in our study, the asynchrony between the end of
an action and the end of the auditory feedback may be used as an
error signal (Shadmehr et al., 2010) for sensorimotor adaptation
to partially adjust future actions. As suggested by the memory-
mixing account (Gu and Meck, 2011), participants may use the
representation of previous experienced offset-delay for predicting
a potential delay on a given offset-manipulation trial.

Mild partial compensation also suggests that participants trust
their own stop signal more than the delayed offset signal. This
may relate to the switch of the internal clock model (Gibbon,
1977; Gibbon et al., 1984), which consists of a pacemaker emit-
ting pulses at a certain rate and a mode switch that can open and
close to permit an accumulator to collect emitted pulses. When
the switch closes, the number of pulses in the accumulator is
compared against a reference time from memory. Larger amounts
of accumulated pulses mean longer estimated durations. Recent
striatal beat-frequency (SFB) model provides a neurobiological
plausible model of interval timing and switch (Matell and Meck,
2004), which suggests timing is based on the coincidental acti-
vation of medium spiny neurons in the basal ganglia by cortical
neural oscillators. At trial onset the synchronization of cortical
oscillators is triggered by the dopaminergic burst, and at expected
offset a burst is reflected on cortico-striatal transmission (see
review Buhusi and Meck, 2005). It has been shown that neurons
in the motor cortex increase their synchrony when animals are
trained to expect an action (Riehle et al., 1997). The synchroniza-
tion triggered by the expected stop-action might be considered as
the more reliable switch-off signal than the offset of the external
sensory feedback, leading to the offset-delay interval being largely
neglected and to less memory-mixing than during the onset con-
dition. This could also explain the findings in Experiment 5,
where the feedback offset was random and unreliable.

In Experiments 3 and 4, in which the standard duration and
the feedback signal were presented in different modalities, we

observed a strong distortion of perceived durations: visual stan-
dard durations were strongly underestimated by presentation of
auditory feedback signals during the reproduction, and this find-
ing was mirrored by a strong overestimation of auditory standard
durations when the feedback signal was a visual stimulus. The
over- and underestimations across the audiovisual modalities are
analog to previous findings. For example, Wearden et al. (1998)
have provided evidence that the auditory pacemaker ticks faster
than the visual pacemaker, as a result of which auditory durations
are perceived as longer than physically equivalent visual dura-
tions. However, it remains an open question whether the observed
audiovisual effects are mainly caused by the crossmodal memory-
mixing. Nevertheless, recall that the overestimation (underesti-
mation) was additive to the effects of delay manipulation, which
suggests that the crossmodal standard-feedback signals compar-
ison (i.e., presenting a standard stimulus in one modality and
providing a feedback signal stimulus in another modality) is oper-
ating mainly on the perceptual level, relatively independent of
sensorimotor adjustments.

CONCLUSION
In summary, the present study investigated the effects of feed-
back signal delay manipulation on active duration reproduction.
When the onset of sensory feedback signals was delayed, repro-
duced durations lengthened immediately to compensate for the
feedback signal delays in large proportion. The feedback before
action onset was neglected. However, when the offset of sen-
sory feedback signals was delayed, reproduced durations only
shortened by about 25–30% of the delay with auditory feedback
signals, while there was no compensation for visual feedback sig-
nals. These results suggest that active duration reproduction is
heavily mixed with the delayed feedback onset and mildly influ-
enced by the feedback offset. The results can be explained with
causal binding and the memory-mixing accounts. Moreover, the
observed under- and overestimation due to crossmodal manipu-
lation of the standard and feedback signal stimuli is additive to
the sensorimotor delay adaptation.
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APPENDIX
INSTRUCTION
In this experiment your task is to reproduce the duration of
a tone by pressing a button. For each trial, you will first
hear a tone for a certain duration. Please try to memorize
the temporal information as accurately as possible! As soon
as the tone stops, you are asked to press the button in front
of you for as long as you heard the tone before. It is impor-
tant for the experiment that you reproduce the duration of the

first tone as accurately as possible! While you press the but-
ton, another tone will be presented. This tone could be either
dependent or independent of your button press. Therefore,
please try to reproduce the duration of the first tone, regard-
less of the second tone! There will be a practice block in the
beginning for familiarization with the task. After the practice
block the actual experiment will be started automatically. There
will be 10 blocks for the whole experiment, which lasts about
45 min.
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The hand-reversal illusion is a visuomotor illusion that is commonly seen in children’s play.
When participants attempt to lift a designated finger while their hands are cross-folded,
they are likely to erroneously lift the matched finger of the other hand; however,
such errors are rare when subjects close their eyes. Based on the fact that the
illusion disappears without visual input, researchers previously concluded that the illusion
depends upon visual and proprioceptive conflict (Van Riper, 1935). Here, we re-evaluated
this visual-proprioceptive conflict hypothesis by obtaining reaction time measurements
because, in the original study, subjects might have relied on a strategy of responding
more slowly to minimize making errors. We found that the impairment due to cross-folding
one’s hand persisted in the absence of the visual input, as evidenced by delayed response
times (RTs). Further, we found that such impairment occurred when the fingers of only
one hand were tested, indicating that the impairment was not due to left-right confusions
of the hands during tactile identification or response selection. Based on these results, we
suggest that the illusion is not solely due to the conflict between visual and proprioceptive
information. Instead, we propose that the unusual configuration itself that involves a
reversal of the left and right hands in external space also contributes to the impaired
motor response.

Keywords: hand-reversal illusion, visuo-tactile-motor interaction, multisensory perception, proprioception,

remapping

INTRODUCTION
One of the most important goals of sensory processing is to guide
action. For example, the execution of a goal-directed movement
such as grasping or pointing requires the subject to determine the
location, size, and shape of the target object through sensory pro-
cessing (for review, Goodale and Servos, 1996). Coordination of
vision and proprioception is crucial for goal-directed hand move-
ments (Rossetti et al., 1995; van Beers et al., 1999). Specifically, it
has been shown that integration of both visual and propriocep-
tive information improves spatial localization performance (van
Beers et al., 1999). When visual and proprioceptive information
about hand position is in conflict, as can be induced by placing
a wedge prism in front of the subject’s eyes, the subject perceives
the hand position somewhere between the vision-based and the
proprioception-based location, slightly closer to the vision-based
position (Pick et al., 1969; Warren, 1980; Touzalin-Chretien et al.,
2010).

The hand-reversal illusion, originally called the “Japanese
Illusion” (Burnett, 1904; Klein and Schilder, 1929; Van Riper,
1935) has been suggested to provide a compelling example of the
importance of multisensory integration in making simple hand
movements, such as lifting a finger. After folding the two hands
naturally, as shown in the right panel of Figure 1A, a participant
can easily lift the index finger of the left hand upon instruction.
In contrast, when the two hands are cross-folded, as shown in the
left panel of Figure 1A, the participant often lifts the right-hand

index finger when visually instructed to lift the index finger of the
left hand. This type of error in motor behavior was believed to
occur because of conflict between visual and proprioceptive infor-
mation: all right-hand fingers appear to belong to the left-hand
and vice versa, even though one knows that the positions of the
two hands have been reversed and folded based on proprioceptive
information. Consistent with this hypothesized conflict between
vision and proprioception, it was reported that errors were vir-
tually eliminated if conflicting visual information was prevented
by blindfolding the participant, and instruction was given solely
by touching the designated finger (Burnett, 1904; Van Riper,
1935). The importance of vision in body representation can be
also found in the “rubber-hand illusion” (Botvinick and Cohen,
1998; Ehrsson et al., 2004) and in mirror therapy for “phantom
limb” pain (Ramachandran and Rogers-Ramachandran, 1996).
For example, in clinical trials of mirror therapy, patients with
traumatic amputations reported vivid kinesthetic and somatic
sensations in the missing hand when looking at the mirror
image of the intact hand when instructed to perform coordinated
bimanual movements.

There could be, however, an alternative explanation for the
hand-reversal illusion. It is possible that the hand-reversal illusion
is simply due to the greater confusability of finger representations
of the two hands in the cross-folded configuration, rather than
the conflict between visual and proprioceptive information. It has
been shown that unnatural configurations of fingers and hands,
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FIGURE 1 | Hand and finger postures. (A) Example of the hand and finger
posture for the Hand-Reversal Illusion (left) and a naturally folded hand
posture (right). (B) Hand and finger postures with the ball in Experiment 3.

such as interweaving fingers (Zampini et al., 2005; Haggard et al.,
2006; Riemer et al., 2010; Overvliet et al., 2011) and crossing
hands (Benedetti, 1985; Yamamoto and Kitazawa, 2001; Heed
et al., 2012), can affect tactile localization on the fingers and
hands. The effect of the configuration of fingers and hands on
localization and identification of touch has been observed both
with (Haggard et al., 2006) and without (Riemer et al., 2010;
Overvliet et al., 2011) visual information, indicating that visual
information may not be the main source of confusion. Instead,
these studies suggest that the effect of unnatural body configura-
tion on localization of touch is due to the conflict between the
somatotopic body coordinate and the external spatial coordinate.
For example, when two hands are crossed-folded (see Figure 1A,
left), the right hand belongs to the right side of the body in terms
of somatotopic coordinates but is located on the left side in terms
of external spatial coordinates. According to a somato-perceptual
information processing model (Longo et al., 2010), the spatial
location of the finger within the body schema should be first
identified, which is achieved based on somatotopic organization,
and then transformed to an external spatial representation to exe-
cute a finger movement. This remapping of the representation
of the body part to the external spatial representation is impor-
tant for performing goal-directed movements such as reaching
and pointing (Sarlegna et al., 2009), since such actions require
localization of both the target object and the hands in the external
three-dimensional space.

In the current study, we were specifically interested in which
of three factors might cause the hand-reversal illusion. One pos-
sibility, as was originally proposed by Van Riper (1935), is that
potentially confusing visual information in the crossed-hands
position leads to slower response times (RTs) and more errors.
Another possibility is that unnatural hand configuration itself
(switch between left and right body part) impairs a person’s abil-
ity to localize the touched digit or to make the relevant motor
action in response to that touch due to greater confusability
between left and right hands. Lastly, the impairment may be due

to the mismatch between the somatotopic body representation
and the external spatial representation (Longo et al., 2010), as
suggested by previous research on tactile localization (Haggard
et al., 2006; Riemer et al., 2010; Overvliet et al., 2011). We con-
ducted three experiments to distinguish between these possible
accounts.

In our experiments, we re-evaluated the illusion by obtaining
reaction time measurements because, in the original study, sub-
jects might have relied on a strategy of responding more slowly
to minimize making errors. If potentially confusing visual infor-
mation is not the main cause of the illusion, we should be able
to observe evidence of the illusion that is slower responses with
cross-folded hands, even when conflicting visual input is elimi-
nated. We used only tactile cues (tapping the designated finger)
to directly compare the results from different visual conditions
(i.e., with vs. without input). In the second experiment, we exam-
ined whether RT delays in the crossed-hands configuration was
attributable to left-right confusions during response selection, by
testing fingers from only one hand. Moving the finger that was
touched requires localization of the tactile input, response selec-
tion of the finger to move, and execution of the movement. RT
delays might occur at any of these processing stages. By testing
only a single hand in Experiment 2, we minimized the potential
for left-right confusion between the hands at the stage of both
identification and response selection. If delays in RT are still
observed in the crossed-hands position, such a result would indi-
cate that the impairment is unlikely to reflect confusion at these
stages. In the third experiment, we determined whether RT delays
in the crossed-hands configuration might simply be due to the
unnatural posture of the hands and fingers, by testing only one
hand. Note that both hands were used for cross-folding but fin-
gers from only one hand were tested in the second experiment. If
confusability of the left and right hands is the primary cause of RT
delays in the crossed-hands configuration, then no impairment
should occur when only a single hand makes a similar unnatural
configuration.

MATERIALS AND METHODS
PARTICIPANTS
Twenty healthy adult volunteers with normal or corrected-to-
normal vision participated in the experiments. Each participant
took part in two of the three experiments. All participants
provided informed consent to participate in the study, which
was approved by the Vanderbilt University Institutional Review
Board.

PROCEDURE
For the experiment, the participant sat between two desks
that each supported a MacBook Pro 13” computer used for
video recording (PhotoBooth software) the participant’s hands
from both sides. The participant wore latex gloves, and each
of the index and middle fingers were marked with a unique
color band for experimental coding (Figure 1). This experi-
ment focused on the index and middle fingers exclusively, as it
proved more difficult to move the third or fourth digits indepen-
dently, especially when the hands were positioned in the reversed
configuration.
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An experimenter stood in front of the participant and waited
for the instruction generated by a separate MacBook Pro 15” com-
puter, which indicated the specific finger to be tested on each trial.
When the experiment began, an assistant started video recording
the participant’s arms, hands, and fingers; the camera viewpoint
was adjusted so that other body parts remained out of view,
including the face. The recording frequency was set to 30 frames
per second. The assistant also started a computer program that
showed the experimenter which finger to tap on each trial, by
presenting pictures of the hands and the designated colors. An
auditory beep occurred 3 s after the picture was displayed to the
experimenter, cuing the experimenter to use a hard plastic pen tip
to touch the relevant finger between the first joint from the finger-
tip and the second joint. The beep also served as a temporal cue to
prepare the participant, and was presented in every experimental
condition. The participant’s task was to lift the tapped finger as
quickly as possible without making errors.

RT for lifting a finger on a given trial was measured by count-
ing video frames. Each frame was calculated as 33 ms with a
30 frame/s recording frequency. The starting point for counting
frames was defined as time when the pen tip first touched the fin-
ger, and the end point was defined as the first frame that showed
a finger rising away from the back of the folded hands. The frame
count included both the starting and end points. RT was calcu-
lated by multiplying the frame count by 33 ms. Since overall RTs
differed considerably across participants, RTs were normalized by
each individual’s mean reaction time in the experiment, resulting
in a value greater than 1 for slower responses and a value lower
than 1 for faster responses.

The experiment consisted of a 2 × 2 design, with the partici-
pant’s hands arranged in a normal or reversed configuration and
the eyes open or closed. In the eyes-open condition, participants
were asked to look steadily at their hands; in the eyes-closed con-
dition, participants were instructed to keep their eyes closed. In
the uncrossed hands condition (Figure 1A, right), participants
folded their two hands naturally. In the reversed hands config-
uration (Figure 1A, left), they crossed the wrists, interlaced the
fingers with the thumbs pointing downwards, and then turned
the arms and hands in and around toward the body until the fifth
fingers were closest to the body and the thumbs pointed upwards
and outwards. The RT for lifting the fingers was measured eight
times for each of the four fingers and the order of the 32 finger
taps in each condition was completely randomized. It took about
5 min to complete one condition.

In Experiment 1, we tested the original hand-reversal illu-
sion with two hand positions: cross-folded hands (Figure 1A,
left), and uncrossed hands (Figure 1A, right). In Experiment
2, participants were instructed to make the same hand posi-
tions as in Experiment 1, but the fingers of only one hand
were tested to minimize potential left-right confusion between
the hands. In Experiment 3, participants grasped a ball with
their dominant hand. In this position, participants mimicked
the cross-folded and uncrossed hand positions (Figure 1B). By
using only one hand, we could further remove left-right confu-
sion, so that we were able to test whether simple conflict between
the somatotopic representation of a single hand and its position
in external space would be sufficient to induce the impairment.

The two hand positions (cross-folded and uncrossed) were tested
in combination with the two visual conditions (eyes open and
closed) for all three experiments, resulting in a total of 12 different
conditions. Each subject performed two (out of three) randomly
chosen experiments. Within each experimental session, the order
of four conditions was randomized.

RESULTS
We measured how long it took participants to move the rel-
evant finger that was tapped under the following conditions,
with eyes opened or closed and with hands folded in a nor-
mal or reversed configuration. Normalized RTs are shown in
Figure 2A. The RT was measured 32 times for each condition, and
only correct responses (lifting the finger indicated by the exper-
imenter) were used for analysis. Incorrect responses were very

FIGURE 2 | Results from Experiments. (A) Experiment 1: Normalized
reaction time (RT) for Hand-Reversal Illusion with open (green) and closed
eyes (blue). Error bars represent the standard error across participants.
(B) Experiment 2: Same as (A) but tested fingers from only one hand.
(C) Experiment 3: Same as (A) but with only one hand grabbing the ball.
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rare for all participants (one or two errors, if any, for the cross-
folded hand condition). The very low frequency of errors was due
to the fact that the relevant finger was directly touched in these
experiments.

A Two-Way analysis of variance (ANOVA) within-subject
design revealed a significant main effect of both hand posi-
tion (cross-folded and uncrossed) [F(1, 9) = 34.24, p < 0.01] and
eye condition (open and closed) [F(1, 9) = 34.74, p < 0.01]. The
faster RTs in the open-eye condition might reflect an overall
advantage of multi-sensory information on localization perfor-
mance (Kennett et al., 2001; Forster et al., 2002). However, we
did not find evidence of a significant interaction between two
conditions [F(1, 9) = 3.41, p = 0.10], indicating that the hand-
reversal illusion occurred regardless of whether the eyes were
open or closed and that the conflict visual information did not
provide additional source of confusion when tactile cue was
used. A planned orthogonal contrast confirmed that RTs were
significantly slower in the hands-crossed configuration than in
the normal configuration, both when participants had their eyes
open [F(1, 9) = 19.22, p < 0.01] and when their eyes were closed
[F(1, 9) = 18.61, p < 0.01].

The visual conflict hypothesis cannot explain these results,
as we find that the hand-reversal illusion, in terms of RT, per-
sists without visual input. Instead, this result indicates that the
unnatural hand posture itself causes difficulty in localizing or
responding with the designated finger to lift. This proved true
even though the designated finger was directly touched, thereby
providing unambiguous information about the relevant finger
to move. Previous studies on tactile localization with unnatu-
ral hand configuration have found that mismatches between the
body schema representation for the left and right hands, and
their location in external space (left and right side from the body
center) may cause difficulty in one’s ability to localize a tactile
stimulus.

Lifting an indicated finger involves multiple stages of process-
ing, including identification of tactile input, response selection
and execution of finger movement. RT delays could occur at
any or all processing stages. To examine whether the confusion
occurs at the stage of tactile identification or response selec-
tion or execution of movement, we measured RTs to test probes
presented exclusively to the fingers of just one hand. With this
experiment, potential left-right hand confusion at the level of
tactile identification and response selection can be minimized,
since participants have to use fingers from only one hand. A
Two-Way within-subject ANOVA revealed that the main effect
of the hand position was significant [F(1, 9) = 17.84, p < 0.01],
indicating that slower RTs in crossed-hands configuration was
unlikely to reflect confusions at the processing stage of identifi-
cation or response selection (Figure 2B). A planned orthogonal
contrast confirmed that RTs were significantly slower in the
hands-crossed configuration than in the normal configuration for
both eye conditions (open: [F(1, 9) = 7.81, p < 0.05] and closed:
[F(1, 9) = 19.27, p < 0.01]).

In the crossed hands configuration with participants’ own two
hands, the impairment in response latency could occur due to
the confusion in the bodily representation of handedness (left-
right hands). Alternatively, it remains a possibility that simple

conflict between the somatotopic representation of a single hand
and its position in external space would be sufficient to induce
the impairment without confusion in left-right hands. To address
this potential concern, we conducted a control experiment that
required participants to use only a single hand. We hypothesized
that the use of a single hand should further minimize the left-
right confusions when participants attempted to plan the correct
motor action, but conflict between somatotopic representation of
the hand and its position in external space remains. Participants
were instructed to make a hand posture similar to that required
for Experiment 1, by holding a ball in the palm of their dominant
hand (Figure 1B). We tested participants’ dominant hand since
we found no difference in reaction times between the two hands
for the participants in Experiment 1. A Two-Way within-subject
ANOVA revealed a significant main effect of both eye condition
[F(1, 9) = 73.16, p < 0.001] and hand position [F(1, 9) = 17.81,
p < 0.01], indicating that the impairment in finger responses still
occurred when only one hand was positioned in a reversed con-
figuration over the body midline (Figure 2C). A planned contrast
showed that, however, RT was significantly slower for crossed
hand condition with open eye [F(1, 9) = 13.48, p < 0.01]. In
closed eye condition, RT was slow overall for crossed hand but
was not significant [F(1, 9) = 3.73, p = 0.085].

DISCUSSION
In this study, we investigated possible explanations for the hand-
reversal illusion, also known as Japanese Illusion, other than
visuo-proprioceptive conflict hypothesis. When RTs, instead of
error rate, were measured, we found that the impairment in fin-
ger response persisted even after conflicting visual information
was eliminated. This result indicates that, contrary to the long-
standing belief, the conflict between visual and proprioceptive
information is not the only cause of the illusion. Instead, we pro-
pose that the hand-reversal illusion can be understood within
the same framework that explains the effect of various unnatural
hand configurations on tactile perception.

Previous research has shown that temporal order judgments
(TOJ) are less precise for tactile stimulation delivered to the
two hands when those hands are crossed and positioned in the
contralateral hemifield, compared to when the two hands are nor-
mally positioned (Yamamoto and Kitazawa, 2001; Shore et al.,
2002; Schicke and Röder, 2006). This hand-crossing effect has
been interpreted as evidence of a conflict between the soma-
totopic body representation (e.g., right hand) and the repre-
sentation of that body part in external space (e.g., left side of
one’s body), which can result in a difficulty in tactile processing.
Resolution of this conflict may be required to execute a correct
action (Heed et al., 2012). Also, interweaving one’s fingers can
disrupt the precise localization of which finger was touched, the
spatial sequence of multiple touches (Haggard et al., 2006; Riemer
et al., 2010; Overvliet et al., 2011) and the discrimination of tac-
tile stimulation (Zampini et al., 2005). These previous studies are
generally consistent with the present findings.

From this previous work, however, it was not clear whether a
reconciliation between somatotopic representation and external
spatial representation would be necessary for making a sim-
ple finger movement in response to local tactile stimulation.
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The present study required participants to respond directly to
local touch with a finger movement. Our experimental proce-
dure therefore avoided requiring participants from having to
make an explicit judgment regarding the location of the cued
body part according to external spatial coordinates. Nevertheless,
we observed a behavioral cost in RTs for the crossed-hands
position.

Previous studies, however, had not tested whether such conflict
would occur when only one hand is located in the contralateral
side from the body center. If the mismatch between somatotopic
body representation and the external spatial representation is the
real cause of the crossing effect, the effect should persist when
only one hand crosses over the body midline in external space.
Our result support this hypothesis by showing that RTs to the
tactile cue are slower even when only one hand was tested, indicat-
ing that simple conflict between the somatotopic representation
of a single hand and its position in external space is sufficient to
induce the impairment.

In the current study, we were able to rule out the processing
stages of tactile identification and response selection as a pos-
sible locus for the confusion, but it remains to be determined
whether the impairment occurs at the stage of motor planning
and execution (sending the motor command to move the fin-
ger). Of potential relevance, Shore et al. (2002) found that when
a cue was provided in the visual domain (i.e., an LED light on
the designated finger) instead of the tactile domain (i.e., a tap
on the designated finger), the effect of hand-crossing on TOJ
was reduced. This result suggests that the left-right confusion
occurred at the tactile localization stage rather than at the exe-
cution stage. In contrast, the hand-reversal illusion has been
found to be stronger when instruction is given through visual

rather than tactile cues (Burnett, 1904; Van Riper, 1935). This
discrepancy may suggest that the confusion occurs at the stage
of motor planning in the hand-reversal illusion. Consistently, we
observed delays in RT when any possibility of confusion in the
stage of identification and response selection was minimized by
testing fingers from only one hand (Experiment 2). The result
suggests that behavioral cost in finger movement with cross-
folded hands may occur at the stage of motor planning and
execution.

The hand-reversal illusion has been believed to occur due
to visual-proprioceptive conflict since errors in finger lifting
response are virtually abolished without visual input. Here we
show that the visual-proprioceptive conflict may not be the
only cause of the illusion. Although, it has been reported ear-
lier and replicated here again that errors in lifting indicated
fingers almost never occur with tactual cue, our results sug-
gest that the cost of unnatural hand configurations, shown by
delays in RT, persists. Unnatural hand configurations can induce
impairment in localization of finger with visual cue (Shore
et al., 2002) as well as tactile cue. Together with our results,
we suggest that the unnatural hand configuration itself (rever-
sal of between left and right body parts), which induces conflict
between the somatotopic body representation and representa-
tion of the body in the external space, also contributes to the
hand-reversal illusion.
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In many natural audiovisual events (e.g., a clap of the two hands), the visual signal
precedes the sound and thus allows observers to predict when, where, and which sound
will occur. Previous studies have reported that there are distinct neural correlates of
temporal (when) versus phonetic/semantic (which) content on audiovisual integration.
Here we examined the effect of visual prediction of auditory location (where) in audiovisual
biological motion stimuli by varying the spatial congruency between the auditory and visual
parts. Visual stimuli were presented centrally, whereas auditory stimuli were presented
either centrally or at 90◦ azimuth. Typical sub-additive amplitude reductions (AV − V < A)
were found for the auditory N1 and P2 for spatially congruent and incongruent conditions.
The new finding is that this N1 suppression was greater for the spatially congruent stimuli.
A very early audiovisual interaction was also found at 40–60 ms (P50) in the spatially
congruent condition, while no effect of congruency was found on the suppression of the
P2. This indicates that visual prediction of auditory location can be coded very early in
auditory processing.

Keywords: audiovisual integration, spatial congruity, visual prediction

INTRODUCTION
Many ecological settings are multisensory in nature with a causal
relationship between the involved unisensory modalities, as in the
case of hearing and seeing someone speak (Winkler et al., 2009).
Quite often, visual information also leads the auditory informa-
tion as in the case where two objects collide, or in the case of
audiovisual speech where lip movements precedes actual phona-
tion for up to several hundredths of milliseconds (Klucharev et al.,
2003; van Wassenhove et al., 2005; Stekelenburg and Vroomen,
2007). This visual anticipatory information allows observers to
predict several aspects of the upcoming auditory signal, like its
timing and content. Several electrophysiological markers underly-
ing this predictive information have been found in studies aimed
at tracking the time course of audiovisual speech integration.
These report that the auditory-evoked N1 and P2 components
of the event-related brain potential (ERP) are attenuated and
speeded up when the auditory signal (monosyllabic syllables)
is accompanied by concordant visual speech input (Klucharev
et al., 2003; Besle et al., 2004; van Wassenhove et al., 2005;
Stekelenburg and Vroomen, 2007; Arnal et al., 2009). These sub-
additive interactions are not only found in speech, but also in
other naturalistic and artificial non-speech events provided that
the visual information precedes and predicts sound onset as in
the case of a clap of the two hands (Stekelenburg and Vroomen,
2007) or a collision of two disks (Vroomen and Stekelenburg,
2010). Of equal importance, there is no N1-suppression when
there is no visual anticipatory information about sound onset as
in the case in a video recording of a saw that suddenly moves

(Stekelenburg and Vroomen, 2007; Vroomen and Stekelenburg,
2010). The functional interpretation of the N1-suppression may
be related to a reduction of signal uncertainty, dampened sensa-
tion of loudness, or lowered computational demands for auditory
brain areas.

This hypothesis fits with results from the early 1970s
where in motor-sensory research it was found that the audi-
tory N1 is dampened by self-generated sounds (Schafer and
Marcus, 1973; McCarthy and Donchin, 1976; Martikainen et al.,
2005) if compared to sounds replayed to the participant.
Similar effects of motor prediction were found for the visu-
ally evoked N1 (Gentsch and Schütz-Bosbach, 2011; Gentsch
et al., 2012). This motor-induced effect on the N1 has been
attributed to reduced temporal uncertainty induced by a for-
ward model that predicts and inhibits the sensory consequences
of one’s own actions (Schafer and Marcus, 1973). Also, work
on unimodal auditory processing indicates that the auditory
N1 can be attenuated by expectations of time (Lange, 2009,
2010).

From this literature, it also appears that predictions about
the informational content are processed in a later stage of
auditory processing. In multisensory studies it has been found
that the N1-suppression is not affected by whether the audi-
tory and visual information are congruent or incongruent
(e.g., hearing /ba/ while lipreading /fu/), but AV integration of
informational content (whether phonetic or semantic) affects
the auditory P2 component as it is modulated by stimu-
lus congruency in both speech (Klucharev et al., 2003) and
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non-speech stimuli (Stekelenburg and Vroomen, 2007). This
suggests the existence of two functionally distinct integrative
mechanisms with different time-courses (see also Arnal et al.,
2009). Klucharev et al. (2003) hypothesized that the early
effects at N1 reflect AV interactions in the processing of gen-
eral features shared by the acoustic and visual stimulus such
as coincidence in time, and—at this stage untested—spatial
location.

The current study was set-up to further explore the time-
course and functional significance of visual predictive coding
on auditory processing. One hitherto unexplored aspect is that,
besides prediction of time and content, visually anticipatory
information can also predict the likely location of the audi-
tory signal because the origin of a sound usually corresponds
with the location of the visual signal. Here, we thus examined
whether spatial congruency between auditory and visual antici-
patory information affects the auditory-evoked potentials N1, P2,
or other components. For spatially congruent events, the location
of the auditory and visual stimulus were aligned in the center,
while for the incongruent condition there was a large separa-
tion of 90◦ between the auditory and visual stimulus. This large
separation effectively prevented a ventriloquist effect (i.e., vision
capturing the apparent sound location) to occur (Colin et al.,
2001), and the reported effects were, therefore, devoid of neu-
ral correlates associated with ventriloquism (Bonath et al., 2007).
We expected that if predictive coding entails prediction of sound
location (over and above timing), then more suppression should
be found when the locations of the auditory and visual stimulus
were congruent rather than incongruent because a “confirmed”
prediction lowers computational demands. Alternatively, if the
brain does not use visual anticipatory information about sound
location, then no effect of audiovisual spatial congruency should
be observed.

METHODS
PARTICIPANTS
Twenty-two (19 woman, mean age 18.5, SD 1.1) healthy par-
ticipants took part in the experiment. All were students from
Tilburg University who reported normal hearing and normal or
corrected-to-normal vision. All of them were naive to the purpose
of the study. They received course credits for their participation.
Informed consent was obtained from all participants. This study
was conducted in accordance with the Declaration of Helsinki
and was approved by the local Ethics Committee of Tilburg
University.

STIMULI AND PROCEDURE
The experiment took place in a dimly lit and sound attenu-
ated room. Visual stimuli were presented on a 19-inch monitor
positioned at eye-level, at 70 cm from the participant’s head. The
sounds emanated from either of two speakers. One speaker was
located directly below the monitor, the other one was located on
the left side of the participant, perpendicular to the left ear, at
the same height and distance as the central speaker. Four audio-
visual stimuli were used that in previous studies induced reliable
N1-suppression (Stekelenburg and Vroomen, 2007). Two stimuli
were the syllables /bi/ and /fu/ pronounced by a Dutch female
speaker whose entire face was visible on the screen. The other
stimuli were natural human actions, i.e., a clap of two hands and
a tap of a spoon against a cup. For each stimulus category three
exemplars were recorded so that there were 12 unique recordings
in total. The videos were presented at a rate of 25 frames/s with
an auditory sample rate of 44.1 kHz. The size of the video frames
subtended 14◦ horizontal and 12◦ vertical visual angle. Sound
level was measured with a sound-level meter with the microphone
pointing toward the auditory source. Peak intensity was 65 dB(A)
for the central and lateral speakers. The duration of the auditory
sample was 306–325 ms for /bi/, 594–624 ms for /fu/, 292–305 ms
for the spoon tapping on a cup, and 103–107 ms for the clapping
hands. Average duration of the video was 3 s, including a 200-ms
fade-in and fade-out, and a still image (200–500 ms) at the start
(Figure 1). A blank screen of 500–1000 ms followed each trial.
The inter-stimulus interval (from auditory onset) was on aver-
age 3.7 s. The time from the start of the articulatory movements
until voice onset was, on average, 160 ms for /bi/ and 200 ms for
/fu/. The time from the start of the movements of the arm(s)
until sound onset in the non-speech stimuli was 280 ms for the
clapping hands and 320 ms for the tapping spoon.

There were five experimental conditions; Ac (audio from the
center, no video), Al (audio from lateral, no video), Vc (video
from central, no audio), AcVc (audio and video from central),
and AlVc (audio from lateral, video from center). For each con-
dition, a total of 72 experimental trials were presented, separately
for each of the four stimuli across 12 blocks, amounting to a total
of 1440 trials. Trial order was randomized. To ensure that par-
ticipants were looking at the video during stimulus presentation,
they had to detect, by key press, the occasional occurrence of catch
trials (8% on top of the total number of experimental trials).
Catch trials occurred equally likely in all conditions. Catch tri-
als contained a superimposed small white spot—either between
the lips and nose for the speech stimulus, or at collision site for

FIGURE 1 | Time-course of an audiovisual trial (hand clap). The visual onset to auditory onset differed per stimulus type (hand clap 280 ms; tapping spoon
320 ms; /bi/ 160 ms; /fu/ 200 ms).
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the hands or at the site where the spoon hit the cup—for 120 ms.
The appearance of the spot varied quasi-randomly within 300 ms
before or after the onset of the sound. In the Ac and Al condi-
tions the spot was presented on a dark screen at about the same
position and at the same time as in the other conditions.

EEG RECORDING AND ANALYSIS
The electroencephalogram (EEG) was recorded at a sample rate
of 512 Hz from 49 locations using active Ag-AgCl electrodes
(BioSemi, Amsterdam, The Netherlands) mounted in an elastic
cap and two mastoid electrodes. Electrodes were placed according
the extended International 10–20 system. Two additional elec-
trodes served as reference (Common Mode Sense [CMS] active
electrode) and ground (Driven Right Leg [DRL] passive elec-
trode). EEG was referenced offline to an average of left and right
mastoids and band-pass filtered (0.5–30 Hz, 24 dB/octave). The
raw data were segmented into epochs of 800 ms, including a
100-ms prestimulus baseline. ERPs were time-locked to the sound
onset in the AV and A conditions, and to the corresponding
time stamp in the V condition. After EOG (Gratton et al., 1983),
epochs with an amplitude change exceeding ±120 µV at any EEG
channel were rejected. ERPs of the non-catch trials were averaged
per condition (Ac, Al, Vc, AcVc, and AlVc) across all stimuli. As
in previous studies, multisensory interactions were examined by
comparing ERPs evoked by A stimuli with the corresponding AV
minus V (AV − V) ERPs (Besle et al., 2004; Stekelenburg and
Vroomen, 2007; Arnal et al., 2009; Vroomen and Stekelenburg,
2010). The additive model (A = AV − V) assumes that the neu-
ral activity evoked by the AV stimuli is equal to the sum of
activities of A and V if the unimodal signals are processed inde-
pendently. This assumption is valid for extracellular media, and is
based on the law of superposition of electric fields (Barth et al.,
1995). If the bimodal response differs (supra-additive or sub-
additive) from the sum of the two unimodal responses, this is
attributed to the interaction between the two modalities (Giard
and Peronnet, 1999; Molholm et al., 2002; Klucharev et al., 2003;
Besle et al., 2004; Teder-Sälejärvi et al., 2005; Stekelenburg and
Vroomen, 2007; Vroomen and Stekelenburg, 2010). Critical com-
parisons in the current study were between the AV interactions
of which visual and auditory signals originated from the same
location and AV interactions of which visual and auditory sig-
nals originated from different locations. We, therefore, calculated
congruent (AcVc − Vc) and incongruent (AlVc − Vc) difference
waves and compared them to the corresponding A conditions
(i.e., Ac and Al, respectively). The auditory N1 and P2 had a cen-
tral maximum, and analyses were, therefore, conducted at nine
central electrodes surrounding Cz. The peak amplitude of N1 was
scored in a window of 70–150 ms. The peak amplitude of P2 was
scored in a window of 120–250 ms. To test possible differences in
AV interactions of congruent and incongruent sound locations,
N1 and P2 scores of the congruent and incongruent difference
waves were subtracted from the corresponding A conditions;
(Ac − [AcVc − Vc]) and (Al − [AlVc − Vc]). These difference
scores were submitted to a repeated measures MANOVA with
as within-subjects variables Congruency (AV locations congruent
versus incongruent) and Electrode (FC1, FCz, FC2, C1, Cz, C2,
CP1, CPz, CP2).

RESULTS
Participants detected 99% of the catch trials, indicating that
they indeed watched the monitor. Figures 2 and 3 show that
for both auditory locations, AV interactions were associated with
N1 and P2 suppression. As reported before (Stekelenburg and
Vroomen, 2007), the video substantially reduced the amplitude of
the auditory N1, [F(1, 21) = 30.54, p < 0.001]. Most importantly,
this intersensory effect was influenced by spatial Congruency,
[F(1, 21) = 5.53, p < 0.05], indicating that the N1 reduction was
greater for the spatially congruent AcVc condition (a 1.7 µV
reduction) than for the spatially incongruent AlVc condition (a
1.1 µV reduction). This congruency effect was not affected by
Electrode (F < 1) (Figure 4).

We also tested for each sound location separately the inter-
sensory effect on N1 amplitude with the variables Modality (A
versus AV − V) and Electrode in a repeated measure MANOVA.
For both congruent and incongruent conditions, N1 suppression
was significant, [F(1, 21) = 29.99, p < 0.001, F(1, 21) = 17.83, p <

0.001], respectively. To further delineate whether the difference
in N1 suppression should be attributed to differences in A-
only versus AV − V, we separately tested A-only and AV − V
between the two locations. The N1 of the AcVc − Vc condi-
tion was smaller than AlVc − Vc condition, [F(1, 21) = 14.66,
p < 0.01], but there was no difference in the N1 between Ac
and Al, [F(1, 21) = 1.39, p = 0.25]. This further suggests that the
effect of location on N1-suppression was due to differences in
AV integration, and not to differences in Ac versus Al per se.
The same MANOVA as for the N1 amplitude on the latency
scores showed that N1 latency was not affected by stimulus
modality (F < 1), nor was there an effect of Congruency (F < 1)
or a Congruency × Electrode interaction, [F(1, 21) = 1.02, p =
0.47].

The same MANOVA on the P2 showed that the P2 was also
reduced in amplitude (1.9 µV) and speeded up (7 ms) alike in the
bimodal conditions AcVc and AlVc, [F(1, 21) = 23.03, p < 0.001]
and [F(1, 21) = 5.98, p < 0.05], respectively. Importantly, the
intersensory effects on the P2 amplitude and P2 latency were not
affected by Congruency, [F(1, 21) = 1.07, p = 0.31 and F < 1],
respectively. There were also no Congruency × Electrode interac-
tions for P2 amplitude (Figure 4) and P2 latency, [F(1, 21) = 1.16,
p = 0.38 and F(1, 21) = 1.33, p = 0.31].

Figure 2 also suggests that there was an early effect of spa-
tial congruency at the P50 component. The P50 was scored by
calculating mean activity in a 40–60 ms window and showed a
maximum at the fronto-central electrodes. The difference scores
(Ac − [AcVc − Vc]) and (Al − [AlVc − Vc] were submit-
ted to a repeated measures MANOVA with the within-subjects
variables Congruency (AV locations congruent versus incongru-
ent) and Electrode (F1, Fz, F2, FC1, FCz, FC2, C1, Cz, C2).
There was a Congruency × Electrode interaction, [F(8, 14) =
2.90, p < 0.05]. Simple effect test, examining the effect of con-
gruency at each electrode, showed that this effect was localized
mainly at electrode Cz (p < 0.05). Separate tests for the con-
gruent and incongruent conditions showed that at Cz signifi-
cant AV interactions were found for congruent presentations,
[t(21) = 2.62, p < 0.05], but not for incongruent presentations
(t < 1).
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FIGURE 2 | Event-related potentials (ERPs) time-locked to auditory onset at electrode Cz. Separately for spatially congruent and incongruent audiovisual
presentations the auditory-only (Ac and Al) ERP and the audiovisual minus visual-only difference wave (AVc − Vc and AVl − Vc) are displayed.

FIGURE 3 | Mean voltage in µV of P50, N1, and P2 averaged across

the electrodes used in the MANOVA for auditory-only stimuli

presented centrally and laterally (Ac and Al) and audiovisual

difference waves for spatially congruent and incongruent AV

presentations (AVc − Vc and AVl − Vc). The bars indicate one standard
error of mean.

DISCUSSION
Our results support theoretical models that assume that the brain
uses distinct sources of information to predict subsequent sensory
inputs. More specifically, our results replicate the by now well-
established finding that suppression of auditory N1 and P2 con-
stitutes the neural consequence of an interaction of audiovisual
stimuli containing anticipatory visual motion (Besle et al., 2004;
van Wassenhove et al., 2005; Stekelenburg and Vroomen, 2007;
Arnal et al., 2009; Vroomen and Stekelenburg, 2010). One small
difference with a previous study (Stekelenburg and Vroomen,
2007) that used the same stimuli was that both N1 and P2 peaked
earlier in the bimodal condition whereas in the current study

latency facilitation was limited to P2. It may be inferred that the
latency facilitation of N1 is less robust than the suppression of the
N1 amplitude. This is further supported by a study using audio-
visual speech also showing a reduction in N1 amplitude, but not
in N1 latency (Besle et al., 2004). The new finding here is that the
N1 suppression was greater for spatially congruent than incon-
gruent AV stimuli. We hypothesized that a visual signal that is
naturally leading the auditory signal would allow observers to
predict not only the onset and content, but also the location of
the sound. As demonstrated before, temporal prediction is pre-
dominantly reflected in N1-suppression because it only occurs
when anticipatory visual movements reliably predict sound onset,
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FIGURE 4 | The scalp topography of P50, N1, and P2 for the A-only ERPs

(Ac and Al), the AV difference waves (AVc − Vc and AVl − Vc) and the

multisensory interactions represented by the A-only ERP minus the AV

difference wave (Ac − [AVc − Vc] and Al − [AVl − Vc]) for spatially

congruent and incongruent presentations. The range of the voltage maps
in µV is displayed below each map.

while it is abolished when vision does not predict sound onset
(Stekelenburg and Vroomen, 2007; Vroomen and Stekelenburg,
2010). In a similar vein, it thus appears that the N1 is also sensi-
tive to spatial prediction, given that the visually induced auditory
N1-suppression was reduced when the auditory location did not
match the predicted location. It thus seems likely that the N1 sup-
pression reflects a process in which both the temporal onset and
the location of the sound is predicted on the basis of the leading
visual signal.

The spatially congruent AV stimuli also induced early integra-
tion effects at 40–60 ms at the central sites, while no such early
integration was found for spatially discordant AV stimuli. Similar
early AV interactions have been demonstrated in studies on AV
integration with more basic artificial stimuli (Giard and Peronnet,
1999; Molholm et al., 2002; Talsma et al., 2007; Sperdin et al.,
2009). This suggests that spatial congruity is a necessary condition
for these early interactions.

Whereas spatial congruency affected AV interactions at N1,
no such effect was found at the P2 component. This is in line
with a study demonstrating that same- and different AV loca-
tion pairings showed both similar and different AV interactions
(Teder-Sälejärvi et al., 2005). The dissociation between N1 and
P2 effects also verifies the hypothesis of a study (Klucharev et al.,
2003) stating that the AV interactions at N1 reflect interac-
tions in the processing of general features shared by the acoustic
and visual stimulus, specifically spatial and temporal correspon-
dence, while later interactions at P2 latency reflect interactions

at phonetic, semantic, or associative level (Stekelenburg and
Vroomen, 2007). The distinction between these two qualitatively
different integration mechanisms with different underlying time-
courses is supported by a MEG/fMRI study (Arnal et al., 2009).
The latter study proposed that two distinct neural routes are
involved in the audiovisual integration of speech. These authors
conjectured that predictive visual information affects auditory
perception via a fast direct visual to auditory pathway which con-
veys physical visual but no phonological characteristics. After the
visual-to-auditory predictive mechanism a secondary feedback
signal is followed via STS, which signals the error (if present)
between visual prediction and auditory input. Because visual pre-
dictive information about auditory location affects early (P50,
N1) potentials, it seems reasonable to maintain that within this
dual route model, AV integration of location is realized via a fast
direct route.

One can also ask to which extent the present results are mod-
ulated by the effects of attention on multisensory processing.
The task of participants was to detect visual catch trials in the
center of fixation. This implies that in the congruent condition,
auditory stimuli were presented at the attended location (the cen-
ter), whereas in the incongruent condition they were presented
at an unattended location. Could it be, then, that differences
in “spatial attention” rather than “accuracy of sensory predic-
tion” underlie the present results of spatial congruency. Indeed,
it has been argued that attention can modulate the neural corre-
lates of multisensory integration (Talsma et al., 2010). Typically,
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in these studies (Senkowski et al., 2005; Talsma and Woldorff,
2005) attention is manipulated by presenting auditory, visual, and
audiovisual stimuli randomly to two lateral spatial positions and
instructing participants to focus their attention at only one of
these locations during a block of trials. When stimuli are pre-
sented at the attended location, multisensory (AV) stimuli elicit
larger ERP waveforms (N1, P2) than the sum of the visual and
auditory (A + V) parts alone, whereas at the unattended location,
the difference between the AV and A + V is smaller. Note that this
result is exactly the opposite pattern what was found here, because
we obtained smaller ERPs, not larger, if sounds were presented at
the audiovisual congruent (i.e., attended) location. In addition,
the interaction of attention with multisensory integration was
associated with enhanced late fronto-centrally distributed poten-
tials (Busse et al., 2005; Talsma and Woldorff, 2005), whereas in
the current study there was no hint of late congruency effects.
We conjecture that the critical difference is that we used stim-
uli with visual predictive information that preceded sound onset,
whereas these other studies used synchronized AV stimuli, thus
without visual anticipatory information. Future studies might try
to further disentangle the effects of spatial attention and sensory
prediction on multisensory integration. One could, for example,
envisage a study in which visual stimuli with predictive informa-
tion are presented at fixation or far from fixation, while sounds
are presented from audiovisual congruent or incongruent loca-
tions. On the attentional account, distance from fixation should
matter, while on the sensory prediction account it is the spa-
tial congruency between the auditory and visual information that
matters.

The here reported effects of spatial congruity differ in several
aspects (timing and location over the scalp) from earlier stud-
ies on spatial location. One study (Teder-Sälejärvi et al., 2005)
found ERP interactions that differed according to spatial con-
gruity which included a phase and amplitude modulation of
visual-evoked activity localized to the ventral occipito-temporal
cortex at 100–400 ms, and an amplitude modulation of activity
localized to the superior temporal region at 260–280 ms. Another
study (Gondan et al., 2005) also found effects of spatial con-
gruity as ERPs to spatially congruent and spatially incongruent

bimodal stimuli started to differ over the parietal cortex around
160 ms after stimulus onset. We conjecture, though, that a criti-
cal difference is that both studies used synchronized AV stimuli,
thus without visual anticipatory information. Other potentially
relevant differences are that we used natural rather than artifi-
cial stimuli (flashes and beeps), and we used a larger degree of
separation between auditory and visual stimuli [90◦ in our study
versus 40◦ in Gondan et al. (2005) and 60◦ in Teder-Sälejärvi et al.
(2005)].

Our study is also relevant for the question as to whether
N1-suppression to audiovisual presentations is evoked by fac-
tors other than visual prediction. Initial studies on visually
induced suppression of auditory N1 (e.g., Besle et al., 2004;
van Wassenhove et al., 2005; Stekelenburg and Vroomen, 2007)
cannot rule out that visual anticipatory movement might have
summoned involuntary transient attention to the visual modality,
thereby depleting attentional resources of the auditory modal-
ity (Pilling, 2009). This depletion of auditory resources might
then be reflected in a suppression of the auditory N1. However,
if this kind of non-spatial depletion of auditory resources were
the sole determinant of the N1-supression, one would expect no
differential effect of spatial congruity on N1-suppression because
it should be identical for both congruent and incongruent loca-
tions. The current results, therefore, refute a depletion account of
N1-suppression.

In summary, we found that the auditory-evoked N1 and P2
were suppressed when accompanied by their corresponding visual
signals. These sub-additive AV interactions have previously been
attributed to visual prediction of auditory onset (Stekelenburg
and Vroomen, 2007; Vroomen and Stekelenburg, 2010). The
crucial finding here is that spatial congruity between A and V
also affected AV interactions at early ERP components: for spa-
tially incongruent pairings, no AV interactions at P50 and less
N1-suppression was found than for spatially congruent pair-
ings, whereas suppression of P2 remained unaffected by spatial
congruency. This suggests that visuo-spatial and visuo-temporal
information have different time-courses in AV integration: spa-
tial prediction has earlier effects on auditory processing (P50, N1)
than temporal prediction (N1, P2).
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In classic Psychological-Refractory-Period (PRP) dual-task paradigms, decreasing stimulus
onset asynchronies (SOA) between the two tasks typically lead to increasing reaction
times (RT) to the second task and, when task order is non-predictable, to prolonged
RTs to the first task. Traditionally, both RT effects have been advocated to originate
exclusively from the dynamics of a central bottleneck. By focusing on two specific
electroencephalographic brain responses directly linkable to perceptual or motor
processing stages, respectively, the present study aimed to provide a more detailed
picture as to the origin(s) of these behavioral PRP effects. In particular, we employed
2-alternative forced-choice (2AFC) tasks requiring participants to identify the pitch of a
tone (high versus low) in the auditory, and the orientation of a target object (vertical versus
horizontal) in the visual, task, with task order being either predictable or non-predictable.
Our findings show that task order predictability (TOP) and inter-task SOA interactively
determine the speed of (visual) perceptual processes (as indexed by the PCN timing)
for both the first and the second task. By contrast, motor response execution times
(as indexed by the LRP timing) are influenced independently by TOP for the first, and
SOA for the second, task. Overall, this set of findings complements classical as well
as advanced versions of the central bottleneck model by providing electrophysiological
evidence for modulations of both perceptual and motor processing dynamics that, in
summation with central capacity limitations, give rise to the behavioral PRP outcome.

Keywords: attention, decision making, executive control, central bottleneck, PCN, LRP

INTRODUCTION
In classic Psychological-Refractory-Period (PRP) dual-task
paradigms, the time taken to respond to the stimulus of the
second task typically increases with decreasing inter-task interval
(i.e., stimulus onset asynchrony, SOA), whereas there is no
influence of inter-task SOA on reaction times (RT) to the
stimulus of the first task (e.g., Welford, 1952; Pashler and
Johnston, 1989). This well-established and extensively studied
effect has traditionally been explained in terms of a sequential
processing model consisting of three stages: (1) a perceptual stage,
which selects the task-relevant stimulus (e.g., based on a spatial
characteristic: left versus right positioning of the stimulus relative
to the vertical midline of the display) and, if required, extracts
the response-critical stimulus attribute (e.g., exact featural
identity: red versus green) required for subsequent response
decisions; (2) a central stage which decides upon the appropriate
motor response (e.g., left versus right index finger press) on
the basis of a pre-specified task setting (i.e., stimulus-response,
S-R, and mapping); and (3) a motor stage, which produces and
executes this response. While both perceptual and motor stages
are generally assumed to operate in parallel, the commonly
advocated view (e.g., Pashler, 1984; Luck, 1998; Schubert, 1999)
is that the effect of inter-task SOA on RTs to the second task may
originate exclusively from a processing bottleneck located at the

central stage, in particular: central-stage processing of the second
task is delayed until central processing of the first task has been
completed. Accordingly, RTs to the second task depend on the
onset of responses to the first task, rather than the onset of the
respective (first-task) stimuli.

Recent findings (e.g., Schubert, 1996, 2008; Jiang et al., 2004;
Sigman and Dehaene, 2006), however, have challenged the tra-
ditional view that responses to the first task are processed inde-
pendently of the inter-task interval. For instance, responses to the
first task are slowed down compared to when this task is exe-
cuted in isolation (e.g., Jiang et al., 2004; Sigman and Dehaene,
2006), or when the sequence of the two upcoming (dual) tasks is
made unpredictable (e.g., De Jong, 1995; Szameitat et al., 2002,
2006; Sigman and Dehaene, 2006). To explain this set of findings,
Sigman and Dehaene (2006) introduced an “extended central bot-
tleneck” view, according to which additional central executive pro-
cesses, including task scheduling and task disengagement (see also
Lien et al., 2003; Liepelt et al., 2011; Strobach et al., 2012, in press),
are assumed to give rise to the increased processing times for
the first task especially at short SOAs (e.g., <300 ms). Crucially,
both task control processes are scheduled within the central sys-
tem (involving the operation of executive control); thus, again
assuming solely central processes as origin of the RT cost associated
with unpredictable, relative to predictable, task orders.
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On this background, the aim of the present electroencephalo-
gram (EEG) study was twofold: First, we intended to gain deeper
insights into the question of whether the SOA effect on RTs to the
first task under conditions of unpredictable task order is indeed
due to the dynamics of task coordination processes that oper-
ate exclusively at the central stage, as proposed by the “extended
central bottleneck” model of Sigman and Dehaene (2006; see
also Schubert, 1996); or, alternatively, whether there might also
be modulations evident at the preceding perceptual and/or the
subsequent motor stage that, when combined with the central
processing dynamics, contribute to this RT effect. Second, we
asked whether the SOA effect on RTs to the second task is, again,
solely driven by central capacity limitations, as advocated by tra-
ditional central bottleneck models (e.g., Pashler, 1994), and/or
whether this effect may be further influenced by the predictability
of the task order. To address these questions, we employed a
2-alternative forced-choice (2AFC) audio-visual dual task, requir-
ing participants to identify the pitch of a tone (high versus low)
in the auditory, and the orientation of a laterally presented tar-
get object (vertical versus horizontal) in the visual, task, with the
order of the dual tasks being either fixed (predictive task order)
or random (non-predictive task order), with variable inter-task
intervals (SOAs). In addition, we combined mental chronometry
data with two specific electroencephalographic brain responses
directly linkable to either pure perceptual or pure motor stages
of the information-processing stream.

The first EEG parameter, the Lateralized-Readiness-Potential
(LRP), is a well-known and extensively studied event-related
potential (ERP) component generally agreed to reflect the acti-
vation and execution of effector-specific motor responses (e.g.,
Coles, 1989; Osman and Moore, 1993; Eimer, 1998). In more
detail, the LRP is negativity strongest over the motor areas con-
tralateral to the side of a uni-manual response, typically elicited
in the 150 ms time window pre-response. To dissociate the LRP
from overlapping motor response-unspecific ERPs, the wave-
forms recorded ipsilateral to the response side are subtracted from
contralateral waveforms, resulting in the so-called (contralateral-
minus-ipsilateral) LRP difference wave. These subtractions can
be performed time-locked to either stimulus or response onset.
Accordingly, the timing of the stimulus-locked LRP (sLRP) can be
regarded as indexing the start of effector-specific motor activation
after the completion of response selection (i.e., central) processes
(e.g., Sommer et al., 2001; Töllner et al., 2011b), whereas the time
demands required by response execution processes are derivable
from the response-locked LRP (rLRP) onset timing (e.g., Miller,
2007).

The second parameter of interest, the Posterior-Contralateral-
Negativity (PCN), is a similarly prominent and extensively
explored electroencephalographic brain response that has been
linked to the focal-attentional selection of task-relevant target
objects in visual space (e.g., Luck and Hillyard, 1994; Eimer,
1996; Woodman and Luck, 1999). [Traditionally, this compo-
nent has been referred to as N2-posterior-contralateral (N2pc).
However, based on recent evidence (e.g., Shedden and Nordgaard,
2001) that underscores the independence of this component in
terms of both timing and activation from the non-lateralized N2,
we prefer the term PCN (instead of N2pc) in order to avoid

misleading associations or interpretations.] Specifically, the PCN
is a negative-going deflection most prominent over the visual
areas contralateral to the side of an attended object, elicited—
depending on a variety of top-down (e.g., Eimer and Kiss, 2008;
Töllner et al., 2010, 2012a) and bottom-up (e.g., Brisson et al.,
2007; Töllner et al., 2011a) factors—in the time window approxi-
mately 175–300 ms post-stimulus. As for LRP computations, it is
strongly recommended to subtract the waveforms recorded ipsi-
lateral to the stimulus side from contralateral waveforms to cancel
out overlapping target selection-unspecific ERPs.

Taken together, for auditory and visual responses, the cou-
pling of mental chronometry to the rLRP allows us to dis-
sociate pre-motor (i.e., perceptual and central processes) and
motor processes that, in combination, may contribute to the
interactive RT effect of “task-order predictability” and “stimulus-
onset-asynchrony” in audio-visual dual-task performance (see
Figure 1). In addition, for responses to visual stimuli, we can
further split pre-motor times into processing components related
to pre-attentive, perceptual and, respectively, post-selective, per-
ceptual plus central (i.e., stimulus-response translation) processes
on the basis of PCN computations.

MATERIALS AND METHODS
PARTICIPANTS
Thirteen participants (seven female) took part in the present
study. Their ages ranged from 24 to 32 (median 28) years. All had
normal or corrected-to-normal vision and reported no history
of neurological disorders. Observers were either paid or received
course credit for participating. One observer was excluded due
to excessive eye movement artifacts. The experimental proce-
dure was approved by the ethics committee of the Department
of Psychology, Ludwig-Maximilians-University Munich, in accor-
dance with the Code of Ethics of the World Medical Association
(Declaration of Helsinki).

STIMULI AND STUDY DESIGN
Visual stimulation consisted of two colored shape stimuli (radius:
1.2◦ of visual angle) presented against a black background and
positioned equidistantly (visual angle: 3.0◦) from a white cen-
tral fixation cross in the lower visual field. On each trial, one
of the two lateralized locations contained a task-relevant target
stimulus, equally likely defined in the pre-instructed color red
(CIE 0.544, 0.403, 68) or blue (CIE 0.213, 0.264, 68), together
with a task-irrelevant distracter stimulus at the opposite location
defined in the alternative color (blue or red, respectively). Each
stimulus outline contained a grating composed of three black
bars (0.4◦ × 2.4◦) separated by two gaps (0.3◦ × 2.4◦), which
were randomly oriented either vertically or horizontally. Auditory
stimuli were pure sine-waves tones, of a frequency of either 350 or
900 Hz, and of 100 ms duration.

The experiment was performed in a dimly lit, sound-
attenuated, and electrically shielded experimental cabin
(Industrial Acoustics Company GmbH). Visual stimuli were
presented on a 17′′ computer screen, mounted at a viewing
distance of approximately 75 cm. Auditory stimuli were pre-
sented simultaneously via two stereo loudspeakers, placed
approximately 10 cm to the left and right side of the monitor,
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FIGURE 1 | Schematic of the present approach to control for pure

perceptual and/or pure motor capacity limitations as a function of

task order predictability (TOP) and stimulus onset asynchrony (SOA)

in dual task. In particular, by computing the difference waves of the PCN
and LRP responses, the following time demands can be electro-cortically

extracted: (1) Pre-attentive perceptual processes, as determined by
feature-contrast and salience coding, necessary to focally select the visual
target stimulus; (2) Motor production processes, as determined by the
required motor effector, necessary to activate and execute the selected
response.

respectively. In order to obtain a reasonable number of trials
necessary to analyze all experimental conditions of interest (see
below), two separate recording sessions were conducted for each
individual participant, with the second session performed within
one week of, and at a similar time of day, as the first session.
One experimental session consisted of 24 blocks of 48 trials
each, resulting in a total of 2304 trials for each participant for
both sessions. Each session was further divided into four parts
of six blocks each, with two parts with predictive and two with
non-predictive task-order. The sequence of these four parts was
counterbalanced across subjects, but held constant across the
two sessions for each individual participant. A trial started with
the presentation of a white fixation cross for 500 ms, which was
immediately followed by the stimuli of the first task (i.e., visual
or auditory, respectively) presented for 100 ms. After a randomly
chosen SOA of 150, 300, or 600 ms, the stimuli of the second
task (i.e., visual or auditory, respectively) appeared for 100 ms.
Trials were terminated by the participant’s response(s) or after
a maximum response window of 3 s for both tasks. In case of
an incorrect response, the word “FEHLER” (German word for
“ERROR”) was centrally presented for 1 s, signaling erroneous
behavior. Subsequently, a blank screen was shown during an
intertrial interval of 1 s. Participants were clearly instructed to
maintain central eye fixation throughout the experiment and to
respond as quickly and accurately as possible, with the order of
motor responses matching the order of (visual versus auditory)
task occurrence.

In both tasks, there were always two stimuli concurrently
presented at two lateralized locations. In the auditory task,
both loudspeakers presented one-and-the-same stimulus requir-
ing participants to identify the pitch of a tone (i.e., high versus
low). The visual task, by contrast, involved the presentation of
two different stimuli so as to be able to compute the PCN compo-
nent (see also Brisson and Jolicoeur, 2007a,b). Prior to the start

of each experiment, the task-relevant (visual) stimulus was spec-
ified by a semantic pre-cue (e.g., the word “BLUE”) indicating
the defining color of the target stimulus (in the example: blue) in
the upcoming block of trials. Independent of the target-defining
color, however, participants task was to identify the target’s ori-
entation (i.e., vertical versus horizontal). It should be noted that
this difference between the two types of task, which permitted the
PCN to be computed for visual stimuli, had no consequences for
the second parameter of interest: the LRP, which is computed rel-
ative to the respective side of the executed motor response (see
above). Further, we deliberately introduced the same task require-
ments for both the auditory and the visual task (i.e., stimulus
identification, rather than detection or localization; see Töllner
et al., 2012b, for a systematic comparison of different task set-
tings), in order to obtain comparable response latencies (see RT
analysis below). Participants responded, for example, to the audi-
tory task with a single key press with the left hand, using the
index and middle finger to indicate the high versus low pitch
of the tones, respectively; and with a single key press using the
right index and middle finger to indicate the target’s (vertical
versus horizontal) orientation in the visual task. The S–R map-
pings were reversed across hands and fingers after the first half
of each experimental session and counterbalanced across partici-
pants. Prior to the start of the first as well as second half of each
experimental session, at least one block of practice was adminis-
tered to permit participants to become familiar with the required
S–R mapping in each task. After each block, participants received
summary performance statistics (mean error rate and RT).

EEG RECORDING AND DATA ANALYSIS
The EEG was continuously digitized from 64 Ag/AgCl active
electrodes (actiCAP system, BrainProducts Munich) at 1 KHz.
Electrodes were mounted on an elastic cap (Easy Cap, FMS) and
placed in accord to the International 10–10 System (American
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Electroencephalographic Society, 1994). The horizontal and ver-
tical electrooculogram was monitored by means of electrodes
placed at the outer canthi of the eyes, and the superior and
inferior orbits, respectively. All electrophysiological signals were
amplified by BrainAmp amplifiers (BrainProducts, Munich)
using a 0.1–250 Hz bandpass filter, and filtered offline with a
0.5–40 Hz band-pass (Butterworth infinite-impulse-response fil-
ter, 24 dB/Oct). All electrodes were referenced to FCz and re-
referenced offline to averaged mastoids. Impedances were kept
below 5 k�.

Prior to segmenting the EEGs, the raw data was visu-
ally inspected in order to identify and manually remove non-
stereotypical noise in the signals. This was followed by an infomax
independent-component analysis (ICA) run to identify compo-
nents representing blinks and/or horizontal eye movements, and
to remove these artefacts before back-projection of the resid-
ual components. The continuous EEG was then epoched into
3.0 s segments, ranging from 1.3 s before to 1.7 s after stimulus
onset. Next, a baseline correction was performed based on the
200 ms pre-stimulus interval. Only trials with correct responses
in both (dual) tasks and without artifacts—defined as any signal
exceeding ±60 µV, bursts of electromyographic activity (permit-
ted maximal voltage steps/sample point of 50 µV), and activity
fluctuating less than 0.5 µV within 500 ms (indicating “dead”
channels)—were considered on an individual-channel basis for
further analysis. The signals were then re-epoched into 0.6 s seg-
ments ranging from 200 ms before to 400 ms s after stimulus onset
for the PCN analysis and, respectively, into 1.2 s segments rang-
ing from 1 s before to 200 ms after response onset for the rLRP
analysis, before the ERP waveforms were averaged.

The LRP was quantified by subtracting ERPs measured at
medial central electrodes (C3/C4) ipsilateral to the response
side from contralateral ERPs. The onset latencies of the LRPs
were computed according to the jackknife-based scoring method
(Ulrich and Miller, 2001), which defines the LRP onset as the
point in time at which the LRP activation meets a specific crite-
rion value relative to the pre-stimulus baseline. As proposed by
Ulrich and Miller (2001), we used 90% of the maximum LRP

activation as optimal criterion for defining rLRP onset laten-
cies. LRP amplitudes were calculated averaging five data points
before and after the maximum deflection obtained in the 250 ms
pre-response time interval. The PCN was computed by sub-
tracting ERPs measured at lateral parieto-occipital electrode sites
(PO7/PO8) ipsilateral to the target’s location from contralateral
ERPs. The latencies of the PCNs were defined individually as
the maximum negative-going deflection in the 150–350 ms post-
stimulus interval. PCN amplitudes were computed averaging five
data points before and after this maximum deflection.

For both the first and second (dual) task responses, differences
in behavioral (RTs, error rates) as well as electrophysiolog-
ical measures (rLRP onset latencies/amplitudes; PCN laten-
cies/amplitudes) were assessed by carrying out separate two-way
repeated-measure analyses of variance (ANOVAs) with the fac-
tors Task Order Predictability (TOP) (predictive, non-predictive)
and SOA (150 ms, 300 ms, and 600 ms). Significant main effects
and/or interactions were further examined by means of post-hoc
comparisons (Tukey HSD).

RESULTS
RESPONSES TO THE FIRST TASK
Behavior
When the auditory task was performed first, we found RTs to
be modulated interactively by TOP and SOA. As can be seen
from the left panel of Figure 2, RTs increased monotonically
with decreasing inter-task interval for non-predictive task orders
(denoted by red lines), whereas there was no SOA effect for
predictive task orders (denoted by blue lines). Statistically, both
main effects [TOP: F(1, 11) = 45.09, p < 0.001; SOA: F(2, 22) =
26.44, p < 0.001] as well as their interaction [F(2, 22) = 20.732,
p < 0.001] were significant. Post-hoc analyses confirmed that, for
non-predictive task orders, RTs increased from long to inter-
mediate SOAs [p < 0.05] and from intermediate to short SOAs
[p < 0.001]. By contrast, no statistical differences were evident
among the various SOA levels for predictive task order conditions
[all p > 0.07]. With regard to the error rates (depicted in Table 1),
more incorrect responses were made when the order of the two

FIGURE 2 | Reaction times of the present study as a function of task order (first task, second task), task order predictability (predictive,

non-predictive), and stimulus onset asynchronies (150 ms, 300 ms, 600 ms).
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Table 1 | Error rates in the present study as a function of task order

(first task, second task), task order predictability (predictive,

non-predictive), and stimulus onset asynchrony (150 ms, 300 ms,

600 ms).

Task SOA First task Second task

predictive non-predictive predictive non-predictive

Visual 150 2.0 3.0 3.6 4.0

Task 300 1.7 3.1 4.2 3.2

600 1.7 2.5 4.5 3.5

Auditory 150 4.6 3.5 2.4 3.7

Task 300 3.5 2.6 1.1 2.0

600 3.5 3.0 0.9 1.9

tasks was non-predictive (2.5% vs. 1.4%) and when they were
separated by short (3.0%) rather than intermediate (1.5%) and
long (1.4%) inter-task intervals, yielding significant main effects
of TOP [F(1, 11) = 12.24, p < 0.001] and SOA [F(2, 22) = 12.00,
p < 0.001].

The same overall data pattern was revealed when the visual
task was performed first (left panel of Figure 2). RTs again
increased monotonically with decreasing inter-task interval for
non-predictive task orders (denoted by red lines), with no SOA
influences evident for predictive orders (denoted by blue lines).
As for the auditory task, this was substantiated by a signifi-
cant main effect of TOP [F(1, 11) = 49.01, p < 0.001], which
interacted significantly with SOA [F(2, 22) = 5.362, p < 0.05].
In more detail, intermediate and short inter-task intervals dif-
fered significantly for non-predictive task orders [p < 0.01], but
not for predictive orders [all p > 0.07]. Participants again made
more errors with non-predictive relative to predictive task orders
(2.9% vs. 1.8%), evidenced by a significant main effect of TOP
[F(1, 11) = 7.723, p < 0.05].

Posterior-contralateral-negativity
Grand average ERP waveforms elicited by visual first-task displays
are shown separately for contra—and ipsilateral target stim-
uli with respect to the hemisphere of the recording electrode
(PO7/PO8) in the top panel of Figure 3, while the bottom panel
presents the corresponding (contralateral-minus-ipsilateral) dif-
ference waves as a function of SOA (short, intermediate, and
long) and TOP (predictive, non-predictive). For all six (TOP ×
SOA) conditions, a solid PCN was evoked, visible as a more
negative (i.e., less positive) voltage in the time range approx-
imately 150–250 ms post-stimulus. To statistically corroborate
that the PCN was elicited reliably for the first task, we ini-
tially performed a repeated-measures ANOVA with the single
factor Period (Baseline versus PCN activation). Baseline activa-
tion values were determined—similar to the PCN amplitudes (see
above)—by averaging across five sample points prior to and fol-
lowing the maximum negatively directed deflection in the 200 ms
pre-stimulus interval. This analysis revealed the effect of Period
[F(1, 11) = 13.81, p < 0.003] to be significant, confirming the
presence of the PCN.

As further can be seen from (the bottom panel of) Figure 3,
the PCN was more pronounced for predictive relative to

non-predictive task orders at short (−1.72 µV vs. −1.29 µV) and
intermediate (−2.16 µV vs. −1.06 µV), but not long (−1.83 µV
vs. −2.05 µV), inter-task intervals. In addition, for non-predictive
task orders, the rise of the PCN appeared to be slightly delayed
for short (221 ms) and intermediate (218 ms), as compared to
long (209 ms), inter-task intervals; in contrast, this pattern was
reversed for predictive task orders (short: 207 ms; intermedi-
ate: 211 ms; long: 223 ms). Both observations were substanti-
ated by a significant main effect of TOP for PCN amplitudes
[F(1, 11) = 6.74, p > 0.025], as well as a significant interaction
of both factors for PCN amplitudes [F(2, 22): 3.99, p < 0.033] and
latencies [F(2, 22) = 6.22, p < 0.007]. Subsequent post-hoc con-
trasts confirmed faster PCN elicitation with predictive relative to
non-predictive task orders for short inter-task intervals, and vice
versa for long intervals (all p < 0.05).

Lateralized-readiness-potential
The top panel of Figure 4 presents grand average ERP wave-
forms elicited by both visual and auditory stimuli, separately for
the recording electrodes (C3/C4) contra—and ipsilateral to the
side of the respective motor response, while the bottom panel
shows the corresponding (contralateral-minus-ipsilateral) differ-
ence waves as a function of inter-task SOA (short, intermediate,
and long) and TOP (predictive, non-predictive). All six (TOP ×
SOA) conditions triggered a solid LRP, visible as a more nega-
tive (i.e., less positive) voltage most pronounced approximately
in the 200 ms pre-response time window. First, we compared
activation values obtained during the baseline and LRP time
windows (see above) in a repeated-measure ANOVA with the fac-
tor Period (Baseline versus LRP activation). A highly significant
main effect [F(1, 11) = 13.01, p < 0.004] of Period corroborated
that the LRP was reliably triggered. As further illustrated in
Figure 4 (bottom panel), the rise of the LRP occurred earlier
(relative to response onset) and was more pronounced for pre-
dictive (158 ms, −1.32 µV) relative to non-predictive task order
trials (210 ms, −1.06 µV), with no differences discernable across
inter-task intervals. Statistically, these observations were con-
firmed for LRP onset latencies [Fc(1, 11): 5.61, pc > 0.037], but
failed to reach significance level for LRP amplitudes [F(1, 11): 2.05,
p > 0.180].

RESPONSES TO THE SECOND TASK
Behavior
As illustrated in the right panel of Figure 2, RTs to the audi-
tory second task were generally increased with non-predictive
(denoted by red lines) relative to predictive (denoted by blue
lines) task orders [F(1, 11) = 53.40, p < 0.001], and decreasing
inter-task intervals [F(2, 22) = 459.74, p < 0.001], with the latter
replicating the classic SOA effect in PRP dual-tasks. Further, TOP
and SOA interacted significantly [F(2, 22) = 19.84, p < 0.001],
owing to a monotonically increasing TOP effect from long
to intermediate SOAs [p < 0.001], and intermediate to short
SOAs [p < 0.001]. In addition, participants exhibited signifi-
cantly [F(2, 22) = 6.86, p < 0.01] more errors with short (4.0%)
relative to intermediate (3.1%) and long (3.2%) inter-task inter-
vals (see Table 1). There was no main effect of, or interaction
with, TOP on errors.
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FIGURE 3 | Grand-averaged event-related brain responses time-locked to

the visual stimulus of the first task at electrodes PO7/PO8. Top panel:
Waveforms contra—and ipsilateral to the target location. Central panel:
Topographical map of the PCN scalp distribution at the point in time when the
difference between contra—and ipsilateral waveforms reached its maximum.

These maps were computed by mirroring the contra-minus-ipsilateral
difference waves to obtain symmetrical values for both hemispheres (using
spherical spline interpolation). Bottom panel: PCN difference waves
obtained by subtracting ipsilateral from contralateral activity for each of the
six TOP × SOA conditions.

Similar to the response times to the first task, RTs to the
visual second-task displays generally matched the overall pattern
of the auditory RTs: both main effects [TOP: F(1, 11) = 36.40, p <

0.001; SOA: F(2, 22) = 117.11, p < 0.001] as well as their interac-
tion [F(2, 22) = 44.43, p < 0.001] were significant. As can be seen
in the right panel of Figure 2, the TOP effect was again stronger
for intermediate than for long inter-task intervals [p < 0.001],
and even more pronounced for short relative to intermediate
SOAs [p < 0.001]. No effects reached statistical significance in the
error data.

Posterior-contralateral-negativity
Grand average ERP waveforms elicited by visual second-task dis-
plays are presented separately for contra—and ipsilateral target
stimuli relative to the hemisphere of the recording electrode
(PO7/PO8) in the top panel of Figure 5; the bottom panel shows
the corresponding difference waves as a function of SOA (short,

intermediate, and long) and TOP (predictive, non-predictive).
In all six experimental conditions, a solid PCN was elicited, evi-
dent as a more negative (i.e., less positive) voltage in a time
range similar to the PCNs evoked by the first task. An initial
ANOVA with the single main term Period (Baseline versus PCN
activation) yielded a highly significant main effect [F(1, 11) =
10.99, p < 0.007], confirming PCN elicitation in response to
visual second-task displays. As further shown by the bottom
panel of Figure 5, the TOP effect on the PCN timing was
dependent on the inter-task interval. The PCN was delayed
for non-predictive as compared to predictive task orders at
short SOAs (233 ms vs. 204 ms), but expedited at long SOAs
(202 ms vs. 214 ms), without any timing difference at interme-
diate SOAs (210 ms vs. 210 ms)—statistically confirmed by a
significant TOP × SOA interaction on PCN latencies [F(2, 22):
3.49, p < 0.048]. By contrast, there were no reliable differences
in the associated PCN amplitudes [main effect TOP: F < 1, p >
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FIGURE 4 | Grand-averaged event-related brain responses time-locked to

the motor response of the first task at electrodes C3/C4. Top panel:
Waveforms contra—and ipsilateral to the response side. Central panel:
Topographical map of the LRP scalp distribution at the point in time when the
difference between contra—and ipsilateral waveforms reached its maximum.

These maps were computed by mirroring the contra-minus-ipsilateral
difference waves to obtain symmetrical values for both hemispheres (using
spherical spline interpolation). Bottom panel: LRP difference waves obtained
by subtracting ipsilateral from contralateral activity for each of the six TOP ×
SOA conditions.

0.416; main effect SOA: F < 1, p > 0.548; interaction: F < 1.15,
p > 0.338].

Lateralized-readiness-potential
The top panel of Figure 6 presents average ERP waveforms
elicited by visual and auditory stimuli belonging to the second
task, separately for the recording electrode (C3/C4) contra—
and ipsilateral to the motor-response side, while the bottom
panel shows the corresponding difference waves as a func-
tion of SOA (short, intermediate, and long) and TOP (pre-
dictive, non-predictive). In all six experimental conditions, a
solid LRP was triggered, which can be seen as a more negative
(i.e., less positive) voltage strongest in the 200 ms pre-response
time range, and following the preceding contralateral posi-
tivity (i.e., representing the corresponding contralateral motor
response) associated with the first task. Statistically, an initial

ANOVA with the single factor Period (Baseline versus LRP acti-
vation) confirmed LRP presence [F(1, 11) = 11.73, p < 0.006].
Furthermore, as shown in Figure 6 (bottom panel), the rise
of the LRP occurred faster (relative to response onset) for
long (134 ms) relative to intermediate × (162 ms) and short
(161 ms) inter-task intervals, with a slightly expedited LRP onset
for predictive (126 ms) relative to non-predictive (142 ms) task
order trials at long SOAs. By contrast, there were no reli-
able differences in LRP magnitude across the SOA conditions.
Statistically, these observations were substantiated by a signif-
icant main effect of SOA for LRP onset latencies [Fc(2, 22):
3.57, pc > 0.045], and non-significant effects [TOP: F < 1, p >

0.712; SOA: F < 1, p > 0.638; interaction: F < 1, p > 0.879]
for LRP amplitudes. Note that the TOP × SOA interaction
on LRP onset latencies failed to reach significance [Fc < 1,
pc > 0.794].

Frontiers in Integrative Neuroscience www.frontiersin.org September 2012 | Volume 6 | Article 75 | 127

http://www.frontiersin.org/Integrative_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Integrative_Neuroscience/archive


Töllner et al. Task order predictability in dual-task

FIGURE 5 | Grand-averaged event-related brain responses time-locked to

the visual stimulus of the second task at electrodes PO7/PO8. Top

panel: Waveforms contra—and ipsilateral to the target location. Central

panel: Topographical map of the PCN scalp distribution at the point in time
when the difference between contra—and ipsilateral waveforms reached its

maximum. These maps were computed by mirroring the
contra-minus-ipsilateral difference waves to obtain symmetrical values for
both hemispheres (using spherical spline interpolation). Bottom panel: PCN
difference waves obtained by subtracting ipsilateral from contralateral activity
for each of the six TOP × SOA conditions.

DISCUSSION
When investigating the processing dynamics underlying bot-
tlenecks in PRP-type of dual-task paradigms, two behavioral
findings robustly emerge: (1) for the first task, increasing RTs
with decreasing inter-task SOAs when the task order is made
non-predictive; and (2), independent of TOP, increasing RTs with
decreasing inter-task SOAs for the second task. Both RT effects
traditionally have been advocated to originate exclusively from
capacity limitations (i.e., bottlenecks) residing at the central stage
(i.e., central system) of the information-processing stream (e.g.,
Pashler, 1994; Sigman and Dehaene, 2006). Here, we provide
electrophysiological evidence that challenges this classic view.

ELECTROENCEPHALOGRAPHIC MEASUREMENT OF PERCEPTUAL
CAPACITY LIMITATIONS IN DUAL-TASK
Evidence for capacity limitations at a perceptual stage of process-
ing derives from the activation pattern of the PCN, which—owing

to its latency and extraction method from the ERP—has been
demonstrated to reflect pure perceptual processes (e.g., Luck and
Hillyard, 1994; Eimer, 1996) within the visual modality. In partic-
ular, the latency of this lateralized brain response is indicative of
the time required by the human visual system to focally select the
target amongst distracter items in visual space (e.g., Woodman
and Luck, 1999; Töllner et al., 2011a), whereas its magnitude indi-
cates the amount of focal-attentional resource allocation to the
target location.

For the first task, we found TOP and inter-task SOA to inter-
actively influence the speed and activation strength of the PCN:
for predictive task orders, the PCN was elicited (on average
∼14 ms) earlier with short relative to long inter-task intervals,
whereas this pattern was reversed for non-predictive task orders,
with (on average ∼14 ms) shorter PCN latencies for long rela-
tive to short SOAs. Associated with this, the magnitude of the
PCN was reduced for short and intermediate, but not long,
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FIGURE 6 | Grand-averaged event-related brain responses time-locked to

the motor response of the second task at electrodes C3/C4. Top panel:
Waveforms contra—and ipsilateral to the response side. Central panel:
Topographical map of the LRP scalp distribution at the point in time when the
difference between contra—and ipsilateral waveforms reached its maximum.

These maps were computed by mirroring the contra-minus-ipsilateral
difference waves to obtain symmetrical values for both hemispheres (using
spherical spline interpolation). Bottom panel: LRP difference waves obtained
by subtracting ipsilateral from contralateral activity for each of the six TOP ×
SOA conditions.

inter-task SOAs when the order of the two upcoming (dual)
tasks could not be predicted. At variance with classical PRP
models—such as the passive bottleneck model (e.g., Pashler,
1994)—which do not envisage bottlenecks to arise at early sen-
sory processing levels, this set of findings provides support for
a recent proposal of Szameitat and colleagues (2006; see also
De Jong, 1993), namely, that processes of task-order schedul-
ing may not operate exclusively at a central level of tasks or
task sets. Instead, task-order scheduling may already affect per-
ceptual processes via priming the modality of the task expected
to be presented first. In particular, Szameitat et al. (2006) stud-
ied a PRP paradigm in which the order of the two upcoming
(dual) tasks changed randomly on a trial-by-trial basis. They
found RT (to both the first and the second task) to be speeded
markedly when participants had to perform the identical, relative
to a different, task order as on the previous trial. As suggested by
Szameitat et al., this RT benefit may result, at least in part, from

pre-activating the respective sensory modality when participants
could properly anticipate the correct task order. However, since
their study used functional magnetic resonance imaging in rela-
tion to RT data, any suggestions regarding the temporal dynamics
underlying this task-order repetition advantage had to remain
speculative.

The notion of pre-activating sensory modalities as a func-
tion of the previous trial bears a close resemblance to the
“Modality-Weighting” Account (MWA; Töllner et al., 2009), orig-
inally devised to explain the “modality-shift” effect in cross-
modal attention studies (e.g., Spence et al., 2001). According
to the MWA, the outcome of pre-attentive saliency compu-
tations guides the deployment of focal-attentional selection
(analogous to the dimensional-weighting idea of Müller and
colleagues for the visual modality; e.g., Gramann et al., 2007,
2010; Müller et al., 2010). In more detail, it is assumed that
basic target (e.g., feature contrast) signals computed in separate
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modality-specific processing modules (e.g., vision and audition)
can be top-down weighted prior to being integrated by units
of the attention-guiding overall-saliency map. Critically, how-
ever, the total amount of available weight is limited, so that
an increase in the weight for one modality goes at the expense
of the other modality. Following this logic, being able to pre-
dict the correct modality (i.e., with predictable task orders)
might have led participants to top-down set themselves to the
respective sensory modality of the first task (say: vision), lead-
ing to an enhanced coding of target signals—as indicated by
stronger PCN activations—and, thus, faster selection of targets
defined in this weighted (i.e., vision), relative to the non-weighted
(in the example, audition), modality. At the same time, this
would help participants shield processing for the first task against
interference from (second target) signals defined in a sensory
modality other than the first target (analogous to dimension-
based shielding within a modality; e.g., Müller et al., 2009).
This shielding effect would be most prominent under condi-
tions in which the second target signal occurs in close succession
to the first target, such as in the present short to intermedi-
ate SOA conditions. By contrast, when the task order is non-
predictable, weighting of the correct modality is feasible only
at chance level, as a result of which a temporally close sig-
nal defined in a modality other than the first signal would
capture processing resources. However, when the temporal dis-
tance between the two targets becomes relatively large—as in
the present long SOA condition—there is no longer any inter-
ference, so that processing of the (first) visual target can pro-
ceed as smoothly with non-predictable as with predictable task
orders.

Regarding the second task, we again observed the timing (but
not the magnitude) of the PCN to be interactively determined by
both factors: for predictive task orders, the PCN was (on aver-
age ∼27 ms) delayed with short inter-task intervals, with a graded
decrease in PCN latencies for visual targets presented following
intermediate and long intervals after the first (auditory) target.
By contrast, no SOA effect was evident for non-predictive task
orders. This clearly demonstrates that already early, pre-attentive
perceptual encoding processes contribute to the well-established
SOA effect of increased behavioral RTs to the second task. Of the-
oretical significance, this finding indicates that there is a limit
to the total amount of attentional resources not only within a
given sensory modality, but also across modalities—the central
assumption of the MWA (Töllner et al., 2009). Restated, percep-
tual processing resources are not confined to a single sensory
modality, but can be shifted from one modality to another in
order to optimize target processing. For the present study, this
implies that participants needed more time to focally select the
visual target item with short (relative to intermediate and long)
inter-task SOAs because a significant amount of cross-modal
attentional processing resources was already captured by, and
still bound to, the first, auditory target stimulus. At interme-
diate and longer SOAs, however, these resources became avail-
able again, thus expediting focal target selection in the visual
modality.

The absence of differences in PCN magnitude across different
inter-task intervals appears to be at variance with Jolicœur and

colleagues (e.g., Brisson and Jolicoeur, 2007a,b, see also Lien and
Croswaite, 2011), who observed an SOA effect under predictable
task order conditions. In particular, these authors reported atten-
uated PCN activations for shorter relative to longer SOAs, which
they took to suggest that, at relatively short SOAs, participants
could not deploy focal attention to the (second) visual target as
efficiently when their central attention was still engaged on the
(first) auditory target. One reason for the absence of such an
SOA effect in the present study might lie in the particular SOA
introduced, namely: 150, 300, and 600 ms. By contrast, Brisson
and Jolicoeur (2007a) had also used conditions with much longer
SOAs (300, 650, and 1000 ms), thus introducing greater differ-
ences between the SOAs. Accordingly, any differences among the
SOAs used in the present study may have been too small to
yield statistically significant effects. In fact, comparing the sig-
nal strength of the PCNs to the second task with those elicited by
the first task discloses at least a numerical reduction (on average
∼0.4 µV) which—in line with Brisson and Jolicoeur (2007a,b)—
might reflect the automatic engagement of attentional process-
ing resources on the just previously presented auditory target
stimulus.

ELECTROENCEPHALOGRAPHIC MEASUREMENT OF MOTOR
CAPACITY LIMITATIONS IN DUAL-TASK
Evidence for capacity limitations existing at the motor stage of
processing is revealed from the activation pattern of the LRP (e.g.,
Coles, 1989). Recall that, in the present study, all LRP activation
values were derived time-locked to the onset of the respective
motor response. As demonstrated by Miller (2007), amongst oth-
ers, the onset latency of this lateralized brain response reflects the
time required by the human motor system to activate and exe-
cute the motor response, whereas its activation strength indicates
how forceful the response produced was. Accordingly, both LRP
parameters mirror pure motor processes occurring after the com-
pletion of central stimulus-response translation (i.e., response
selection) processes.

For the first task, we found response execution times—as
indexed by faster LRP onset latencies—to be greatly expedited
(on average ∼53 ms) when participants knew, rather than did
not know, in advance the order of the two upcoming (dual)
tasks. This finding can be explained by the operation of another
weighting mechanism: one located at the stage of motor-response
production. According to this notion of response weighting
(“Response-Weighting” Account, RWA; e.g., Töllner et al., 2012b),
participants might top-down set their response system to the
respective motor effector (e.g., left index finger) used for the first
task in advance when the task order can be correctly anticipated.
This, in turn, would lead to the pre-activation of motor units that
represent this response (relative to other response alternatives),
so that, when the first task is presented, less additional motor
evidence would be required to reach the threshold for response
initiation and execution. In other words, the RWA assumes a
limit to the total amount of processing resources that can be
allocated to the various motor responses (i.e., effectors) on the
motor production stage. Thus, weighting of one motor effector
would lead to facilitated processing of this response, and goes
at the expense of alternative motor responses. Note that this
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notion is different from the MWA (see above), which assumes
limited attentional resources that can be allocated to the vari-
ous sensory modalities (e.g., vision, audition) at a pre-attentive
level, affecting the integration of modality-specific feature con-
trast signals at the attention-guiding master map. As further evi-
denced by a recent compound-search study (Töllner et al., 2008;
Wiegand et al., in press), weighting mechanisms within sensory
modalities operate independently of response-based weighting
dynamics.

With respect to the second task, we observed the timing of
the LRP (relative to response onset) to be speeded (by on aver-
age ∼28 ms) for long, as compared to both intermediate and
short, SOAs. This pattern of rLRP onset timing differences repli-
cates the observations of Osman and Moore (1993) who had
likewise observed such a numerical (though, in this study, sta-
tistically non-significant) pattern of speeded processing times
for long relative to both short and intermediate inter-task inter-
vals at the stage of response execution. This demonstrates that
motor response dynamics can—together with perceptual and
central processing dynamics— contribute to the classic, behav-
ioral SOA effect on RTs to the second task, traditionally assumed
to originate exclusively from central bottlenecks. Accordingly,
the present findings indicate that the execution of simple (e.g.,
button press) responses can be affected by the motor system
having had to execute another (prior) response at a short time

beforehand (as in the present short and intermediate SOA con-
ditions), even when this first response was initiated by the
motor cortex of the contralateral hemisphere. By contrast, suf-
ficient time in-between the two dual tasks (as in the present
long SOA condition) substantially reduces the time demands
required for executing the motor response of the second task.
The present electrophysiological evidence of impaired response
execution for the second task is also in line with a recent behav-
ioral study by Ulrich et al. (2006), who systematically manip-
ulated the temporal demands for executing the first response.
Specifically, participants had to respond to the first task by per-
forming a ballistic movement, namely, move a slider to one of
two possible target locations indicated by the pitch of a tone (see
Ulrich et al., 2006, for further methodological details). Crucially,
Ulrich et al. found that RTs to the second task increased sys-
tematically with increasing response execution demands for the
first task, which they took to suggest that response execution
can be part of the processing bottleneck(s) in classical PRP
paradigms.

CONCLUSION
In conclusion, the present study was designed to examine for
dual-task interference arising at processing stages either prior
or subsequent to central-stage processing. We found TOP to
interact with inter-task SOA in determining the speed of (visual)

FIGURE 7 | Schematic of the inferred processing times (green and

blue-gray lines) required by pre-attentive perceptual and motor

stages of the first and second task to perform a dual task for

each experimental (TOP × SOA) condition. Green lines display the
processing times required for the perceptual system to focally select

the visual target stimulus, as derived from the timing of the
Posterior-Contralateral-Negativity. Blue-gray lines display the processing
times required for the motor system to produce the motor response, as
derived from the timing of the response-locked Lateralized-Readiness-
Potential.

Frontiers in Integrative Neuroscience www.frontiersin.org September 2012 | Volume 6 | Article 75 | 131

http://www.frontiersin.org/Integrative_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Integrative_Neuroscience/archive


Töllner et al. Task order predictability in dual-task

perceptual processes for both the first and the second task. By
contrast, response execution times were influenced independently
by TOP for the first, and by inter-task SOA for the second, task
(see Figure 7). Together, this set of findings complements classi-
cal (e.g., Pashler, 1994) as well as advanced versions (e.g., Sigman

and Dehaene, 2006) of the central bottleneck model by providing
electrophysiological evidence for modulations of both perceptual
and motor processing dynamics that, in summation with central
capacity limitations, give rise to the well-known behavioral PRP
outcome.
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In the crossmodal signals paradigm (CSP) participants are instructed to respond to a set
of stimuli from different modalities, presented more or less simultaneously, as soon as a
stimulus from any modality has been detected. In the focused attention paradigm (FAP),
on the other hand, responses should only be made to a stimulus from a pre-defined target
modality and stimuli from non-target modalities should be ignored. Whichever paradigm is
being applied, a typical result is that responses tend to be faster to crossmodal stimuli than
to unimodal stimuli, a phenomenon often referred to as “crossmodal interaction.” Here,
we investigate predictions of the time-window-of-integration (TWIN) modeling framework
previously proposed by the authors. It is shown that TWIN makes specific qualitative and
quantitative predictions on how the two paradigms differ with respect to the probability
of multisensory integration and the amount of response enhancement, including the
effect of stimulus intensity (“inverse effectiveness”). Introducing a decision-theoretic
framework for TWIN further allows comparing the two paradigms with respect to the
predicted optimal time window size and its dependence on the prior probability that
the crossmodal stimulus information refers to the same event. In order to test these
predictions, experimental studies that systematically compare crossmodal effects under
stimulus conditions that are identical except for the CSP-FAP instruction should be
performed in the future.

Keywords: focused attention, cross-modal, time-window-of-integration, Bayesian decision theory, exponential

distribution

1. INTRODUCTION
In the crossmodal signals paradigm1 (CSP) participants are
instructed to respond to a set of stimuli from different modali-
ties, presented more or less simultaneously, as soon as a stimulus
from any modality has been detected. In the focused attention
paradigm (FAP), on the other hand, responses should only be
made to a stimulus from a pre-defined target modality and stimuli
from non-target modalities should be ignored. Thus in FAP, but
not in CSP, participants are required to distinguish between target
and non-target modality. Whichever paradigm is being applied,
a typical result is that responses tend to be faster to crossmodal
stimuli than to unimodal stimuli, a phenomenon often referred to
as “intersensory (or crossmodal) interaction,” already reported in
Todd (1912). Many attempts have been made on both the behav-
ioral and neurophysiological level to understand the dynamics
of mechanisms that underlie these crossmodal effects (cf. Stein,
2012, for a recent overview). Up to now, however, reaction time
models have predominantly been concerned with CSP. The pur-
pose of this paper is to demonstrate how both types of paradigm
can be accounted for within the time-window-of-integration

1The terms “redundant targets” or “redundant signals” paradigm are more
common but do not explicitly refer to stimuli coming from different sensory
modalities.

(TWIN) modeling framework proposed by the authors (Colonius
and Diederich, 2004; Diederich and Colonius, 2004). Moreover,
we will extend the decision-making framework for TWIN to
include both CSP and FAP. Under appropriate empirical restric-
tions, TWIN predicts crossmodal interaction effects in one of
the paradigms (CSP, say) given crossmodal interaction effects
observed in the other (FAP). While permitting a stringent test of
this modeling framework by comparing the implementation of
CSP and FAP in TWIN, we moreover strive to get a deeper under-
standing of the cognitive processes elicited by these two different
crossmodal paradigms.

The classic explanation for a speed-up of responses to cross-
modal stimuli in CSP has been that subjects start preparing a
response as soon as the first stimulus has been detected (Raab,
1962). Taking detection times to be random variables and adding
some technical assumptions, observed reaction time is repre-
sented as the minimum of the reaction times to, say, visual and
auditory signals leading to a purely statistical facilitation effect
(probability summation) in response speed. Numerous studies
have shown that this separate activation or race model is not suffi-
cient to explain the observed speedup in reaction time, however,
(see Diederich and Colonius, 2004, for a review). Using the race
model inequality (RMI) (Miller, 1982; Colonius and Diederich,
2006) as a benchmark test, responses to bimodal stimuli have
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been found to be faster than predicted by statistical facilitation,
in particular, when the stimuli were spatially aligned. Although
the RMI test has sometimes been applied to data from both types
of paradigm, its validity for FAP data seems problematic as long
as no specific assumptions about the effect of a stimulus from the
non-target modality winning the race are being made. Moreover,
the race model gives no explanation for the decrease in facilitation
observed with variations in many crossmodal stimulus properties,
e.g., increasing spatial disparity between the stimuli.

An alternative model type coactivation models assumes that
activation, raised in different sensory channels by presenting
crossmodal stimuli, is combined to satisfy a single criterion for
response initiation (Miller, 1982). Coactivation models predict
faster average reaction time to multiple stimuli compared to sin-
gle stimuli because the combined activation reaches that criterion
faster. Mathematical instantiations of this model type include
superposition or counter models (Schwarz, 1989; Diederich and
Colonius, 1991; Diederich, 1995) and diffusion models (Schwarz,
1994; Diederich, 1995). Although these models have been quite
successful in describing various empirical data sets for CSP,
they have as yet no provision to deal with FAP. Note that nei-
ther coactivation nor race models can predict inhibition, i.e.,
sometimes responses to crossmodal stimuli are slower than to
unimodal ones.

2. TIME WINDOW OF INTEGRATION MODELING
FRAMEWORK: GENERAL DESCRIPTION

The time-window hypothesis holds that information from dif-
ferent sensory modalities must not be presented too far apart
in time so that integration into a multisensory perceptual unit
may occur. The concept, already mentioned over 20 years ago
(Meredith et al., 1987; Stein and Meredith, 1993), recently enjoyed
increasing popularity on both the neural and behavioral levels
of observation (e.g., Lewald et al., 2001; Meredith, 2002; Lewald
and Guski, 2003; Spence and Squire, 2003; Wallace et al., 2004;
Bell et al., 2005, 2006; Navarra et al., 2005; Romei et al., 2007;
Rowland and Stein, 2007; Rowland et al., 2007; Van Wassenhove
et al., 2007; Musacchia and Schroeder, 2009; Powers et al., 2009;
Royal et al., 2009). Although a “window of integration” has pre-
viously been defined for both spatial and temporal aspects of a
crossmodal experiment (e.g., Wallace et al., 2004) and has even
been suggested for higher-level aspects like semantic congruity
(e.g., van Atteveldt et al., 2007), we will confine discussion to the
temporal dimension within the reaction time context considered
here. To the best of our knowledge, however, the TWIN model
framework) is the only effort to develop an explicit quantitative
rendering of a crossmodal time-window mechanism (Colonius
and Diederich, 2004, 2012) and to introduce a decision-theoretic
perspective on predicting an optimal time window (Colonius and
Diederich, 2011).

Given that the basic concept of a “race” among neural activi-
ties elicited in separate peripheral sensory pathways, i.e., at a very
early stage of processing, has considerable intuitive plausibility,
the TWIN model retains this concept which is central to separate
activation models. The first stage is complemented by a subse-
quent compound stage of converging processes which comprise
neural integration of the input and preparation of a response.

This second stage is defined by default: it includes all later, pos-
sibly temporally overlapping, processes that are not part of the
peripheral processes in the first stage.

The central assumption of the model concerns the temporal
configuration needed for multisensory integration to occur:

[TWIN assumption] Multisensory integration occurs only if all
peripheral processes of the first stage terminate within a given tem-
poral interval, the “time window of integration.”

Thus, the window acts as a “filter” determining whether or not
afferent information delivered from different sensory organs is
registered close enough in time to trigger multisensory integra-
tion. Passing the filter is necessary but not sufficient for cross-
modal interaction to occur since the amount of interaction may
also depend on several other aspects of the stimulus setting, like
spatial configuration of the stimuli. The amount of crossmodal
interaction manifests itself in an increase or decrease of second
stage processing time but it is assumed not to depend on how
far apart in time the stimuli have been presented (stimulus onset
asynchrony, SOA).

For FAP, the TWIN assumption is further constrained in one
important respect:

[FAP condition] Crossmodal interaction in FAP only occurs if (i) a
non-target stimulus wins the race in the first stage opening the time
window of integration, such that (ii) the termination of the target
peripheral process falls into the window.

One interpretation is that a winning non-target will keep the
system in a state of heightened reactivity such that the upcoming
target stimulus, if it falls into the time window, will trigger cross-
modal interaction. For saccadic eye movements, for example, this
may correspond to a gradual inhibition of fixation neurons (in
superior colliculus) and/or omnipause neurons (in midline pontine
brain stem). If a stimulus from the target modality is the winner
of the race in the peripheral channels, second stage processing is
initiated without any multisensory integration mechanism being
involved.

Although these TWIN model assumptions clearly oversimplify
matters, the framework generates several experimentally testable
predictions, some of which have already found empirical support
in recent studies (cf. Diederich and Colonius, 2007a,b, 2008a,b).
Since physically identical stimuli can be presented in both FAP
and CSP under the same spatiotemporal configuration, any sys-
tematic differences observed in the corresponding reaction times
have to be due to the instructions being different. Thus, differ-
ences between the two paradigms may allow one to assess, and
possibly separate from one another, the contribution of top-down
processes and bottom-up processes in multisensory integration.

3. THE FORMAL PRESENTATION OF TWIN FOR FAP
AND CSP

For the crossmodal condition, the race in the first stage is based
on postulating statistically independent, non-negative continu-
ous random variables representing the durations of the peripheral
processes. With V and A denoting these visual and auditory
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processing times 2, respectively, the central TWIN assumption
introduced above translates into

|V − A| < ω, (1)

i.e., peripheral processes V and A terminate within an integration
window of width ω. This inequality is the condition for the event
of integration to occur in the case of CSP, denoted ICSP, and it is
obviously equivalent to the union of the events

{V < A < V + ω} ∪ {A < V < A + ω} ≡ ICSP.

For the FAP with, say, the visual as target modality, the condition
for integration is, by translating the FAP condition stated above,

IFAP = {A < V < A + ω}.

Therefore, under identical stimulus conditions,

IFAP ≡ ICSP ∩ {A is the winner of the race}.

It follows that any realization of the peripheral processing times
V and A that leads to an opening of the time window under
the focused attention instruction also leads to that event under
the crossmodal signals instruction, i.e., IFAP ⊂ ICSP. Thus, the
probability of integration under crossmodal signals instruction
can not be smaller than that under focused attention instruction:
Pr(IFAP) ≤ Pr(ICSP), given identical stimulus conditions hold.

3.1. EXPECTED CROSSMODAL REACTION TIME FOR FAP AND CSP
Although events IFAP and ICSP are not empirically observable, the
numerical ordering of their associated probabilities leads to a cor-
responding prediction about mean crossmodal reaction times.
Indeed, according to the two-stage assumption, total reaction
time in the crossmodal condition can be written as a sum of two
random variables:

RTVA = W1 + W2, (2)

where W1 and W2 refer to first and second stage processing times,
respectively. With Pr(I) the probability that integration occurs in
CSP or FAP, expected saccadic reaction time in the crossmodal
condition (E[RTVA]) then is:

E[RTVA] = E[W1] + E[W2]
= E[W1] + Pr[I]E[W2|I] + (1 − Pr[I])E[W2|not-I]
= E[W1] + E[W2|not-I]

− Pr[I](E[W2|not-I] − E[W2|I]),

2For simplicity, we are using V and A for the crossmodal condition in the
remainder of this paper, although this could be replaced by any other pair of
modalities. Moreover, without losing much generality—since non-zero SOA
values can be subsumed as additive constants under V or A—we suppress any
reference to values of SOA different from zero.

where E[W2|I] and E[W2|not-I] denote the expected second stage
processing time conditioned on interaction occurring (I) or not
occurring (not-I), respectively. Putting

� ≡ E[W2|not-I] − E[W2|I],

this becomes

E[RTVA] = E[W1] + E[W2|not-I] − Pr[I] · �. (3)

The term Pr[I] · � can be interpreted as a measure of the expected
saccadic RT interaction effect in the second stage with positive �

values corresponding to facilitation, negative ones to inhibition.
The duration of the first stage, W1, must be defined differently
for CSP and FAP:

W1 =
{

min(V, A) for CSP,

V for FAP,
(4)

assuming the visual as target modality in FAP. Thus, for the
expected overall reaction time in the crossmodal condition

E[RTVA] =
{

E[min(V, A)] + μ − P(ICSP) · �, for CSP,

E[V] + μ − P(IFAP) · �, for FAP,
(5)

with μ ≡ E[W2|not-I].
The last equation allows to predict how (observable) mean

reaction times for FAP and CSP may differ. In fact, under iden-
tical stimulus conditions and assuming facilitation occurs (i.e.,
� > 0), expected crossmodal reaction time can never be longer
in CSP than in FAP because both E[min(V, A)] ≤ E[V] and
Pr(IFAP) ≤ Pr(ICSP). Thus,

E[RTVA| CSP] ≤ E[RTVA| FAP].

Some empirical support for this prediction was found in an
unpublished experiment from our lab, but further empirical
testing is required.

3.2. CROSSMODAL RESPONSE ENHANCEMENT FOR FAP AND CSP
In the unimodal condition, no interaction is possible. Thus,

E[RTunimodal] = E[W1] + E[W2|not-I]. (6)

Note that in order to relate processing durations in the unimodal
conditions to those occurring in the crossmodal conditions, one
has to introduce a basic assumption, known as “context inde-
pendence” or “context invariance” (cf. Ashby and Townsend,
1986; Luce, 1986; Colonius, 1990; Townsend and Eidels, 2011).
Informally, it amounts to assuming that the (marginal) distri-
butions of random variables (like V and A) occurring in the
crossmodal conditions are identical to the distributions of the
corresponding random variables occurring in the unimodal con-
ditions. Although not empirically testable, context invariance has
been widely accepted as a plausible modeling constraint and will
be used here as well.
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In analogy to measuring multisensory enhancement in neural
responses (cf. Meredith and Stein, 1986; Anastasio et al., 2000),
the amount of crossmodal reaction time interaction is measured
by relating mean RT in the crossmodal condition to that in
the unimodal conditions. The following definition quantifies the
percent RT enhancement (Diederich and Colonius, 2004). For
visual, auditory, and visual-auditory stimuli with expected reac-
tion times E[RTV ], E[RTA], and E[RTVA], respectively, crossmodal
response enhancement (CRE) is defined as

CRE =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

min(E[RTV ], E[RTA]) − E[RTVA]
min(E[RTV ], E[RTA]) · 100, for RTP,

and
E[RTV ] − E[RTVA]

E[RTV ] · 100, for FAP,

(7)
where the visual is again taken as target modality in the FAP case.
Replacing the means by the corresponding expressions from the
TWIN model Equation (5) results in

CRE =

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

min(E[V], E[A])
−E[min(V, A)] + P(ICSP) · �

min(E[V], E[A]) + μ
· 100, for CSP,

and
P(IFAP) · �

E[V] + μ
· 100, for FAP.

(8)

Assuming further that visual and auditory intensity are matched,
such that E[A] = E[V], yields identical denominators in the
above ratios. Comparing the corresponding numerators then
reveals that response enhancement for CSP is at least as large
as that for FAP because (1) P(IFAP) ≤ P(IRTP) and (2) the term
min(E[V], E[A]) − E[min(V, A)], the amount of statistical facil-
itation, is always non-negative. Therefore, we have

CRE(CSP) ≥ CRE(FAP). (9)

This result holds if � > 0, in analogy to the result derived above
for crossmodal expected reaction time. Note that it is possible
to have an observed CRE(CSP) of zero even if � is different
from zero: it may have a negative amount just outweighing the
statistical facilitation effect.

3.3. THE EFFECT OF INTENSITY VARIATION ON CROSSMODAL
RESPONSE ENHANCEMENT

According to the TWIN model assumptions, a direct effect of
stimulus intensity only occurs in the peripheral processing chan-
nels. In later processing stages, direction and amount of cross-
modal interaction are assumed to be modulated by intensity only
via the outcome of first-stage processing, i.e., whether or not
integration takes place. Obviously, any intensity variation that
increases the likelihood that the peripheral processes terminate
within a time window will lead to an increase in the crossmodal
effect. This prediction has found ample empirical support. For
example, in CSP the largest RT facilitation is typically found when
stimulus intensities for both modalities are matched (“physiolog-
ical synchronicity”; e.g., Corneil et al., 2002). In FAP, intensity

effects become a bit more complex: first, increasing the inten-
sity of a relatively weak visual target stimulus will speed up
visual peripheral processing up to some minimum level, thereby
increasing the chance for the visual target to win the race. Thus,
the probability that the window of integration opens decreases,
predicting less crossmodal interaction. Increasing the intensity
of a non-target auditory stimulus, on the other hand, leads to
the opposite prediction: the auditory stimulus will have a better
chance to win the race and to open the window of integration,
hence predicting more crossmodal interaction, on average. If SOA
is varied as well, further distinctions can be made that will not be
considered here.

3.4. THE EMERGENCE OF INVERSE EFFECTIVENESS
In order to further examine the effect of intensity variation on
CRE in the TWIN model, we introduce some distributional
assumptions for the first stage processing times. These peripheral
processing times, V for the visual and A for the visual stimulus,
are assumed to have exponential probability distributions with
positive-valued parameters λV and λA, respectively. That is,

fV (t) = λV exp[−λV t],
fA(t) = λA exp[−λA t]

for t ≥ 0, and fV (t) = fA(t) ≡ 0 for t < 0. The exponential
assumption is primarily motivated by its mathematical simplic-
ity. Together with a Gaussian distribution assumption for second
stage processing time 3 the resulting distribution is a mixture of
ex-Gaussian distributions for total reaction time, which has been
demonstrated to be a reasonably adequate description for many
empirically observed reaction time data (cf. Van Zandt, 2002).

For the probability of integration in FAP, we get

Pr(IFAP) = Pr(A < V < A + ω)

=
∫ ∞

0
fA(t)[FV (t + ω) − FV (t)] dt

=
∫ ∞

0
λA exp[−λAt]{exp[−λV t]

− exp[−λV (t + ω)] dt}
= λA

λA + λV
{1 − exp[−λVω]}.

Similarly, for the probability of integration in CSP, we get

Pr(ICSP) = Pr(A < V < A + ω) + Pr(V < A < V + ω)

= λA

λA + λV
{1 − exp[−λVω]

+ λV

λA + λA
{1 − exp[−λAω]

3That is, a convolution of an exponential and a Gaussian distribution.; for
an alternative, replacing the Gaussian by the Wald distribution, see Schwarz,
2001.
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Assuming matching intensity levels again (that is, λV = λA ≡ λ)
this simplifies to

Pr(ICSP) = 1 − exp[−λω] ≡ 2 Pr(IFAP). (10)

It is now straightforward to compute the crossmodal response
enhancement expressions,

CRE =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

(2λ)−1 + (1 − e−λω) · �

λ−1 + μ
· 100, for CSP,

and
(1 − e−λω) · �

2(λ−1 + μ)
· 100, for FAP.

(11)

Inspection of these expressions reveals that crossmodal response
enhancement, for both CSP and FAP, increases as a function of the
facilitation parameter (� > 0) and the window width (ω), but
decreases as a function of second stage processing time without
crossmodal interaction (μ), as one would expect.

Intriguingly, the effect of increasing intensity parameter λ is
different for the two paradigms: For FAP, CRE increases with λ

(for � > 0) no matter the values of the remaining parameters.
Note that this is no contradiction to the observations in the pre-
vious section since here we are assuming identical λ parameters
for target and non-target.

For CSP, however, CRE decreases with λ for many plausi-
ble values of the other parameters. Thus, TWIN’s prediction
here concurs with the “principle of inverse effectiveness” accord-
ing to which crossmodal facilitation is strongest when stimulus
strengths are weak or close to threshold level (Meredith and
Stein, 1986). Figure 1 illustrates this finding for specific param-
eters and shows that it holds across all values of window width.
Note that the difference between FAP and CSP with respect to
“inverse effectiveness” is mainly due to an additional term in the

numerator of the CRE equation (Equation 11) for CSP. This term,
1

2λ
, is the amount of statistical facilitation, min(E[V], E[A]) −

E[min(V, A)]. Thus, here the “principle of inverse effectiveness”
is based on the fact that statistical facilitation becomes the smaller
the higher the intensity levels of the stimuli are. This observation
suggests that, at least in the domain of reaction time measure-
ment, “inverse effectiveness” may in part be a purely statistical
effect. Because this result has been derived under the auxiliary
assumption of exponentially distributed peripheral processing
durations and is limited to certain, though plausible, parame-
ter combinations, its remains to be shown whether it can be
generalized to a larger class of distributions.

4. OPTIMAL TIME WINDOWS FOR FAP AND CSP
The effect of adding information from another modality should
be particularly strong in an adverse environment, i.e., with a
low signal-to-noise ratio (SNR). The prima facie plausibility of
the inverse effectiveness principle is actually based on this idea.
Within the TWIN framework, this would correspond to adjusting
the size of the time window with respect to SNR, i.e., widening it
for lower SNR values. Note that this differs from the above dis-
cussion of the effect of stimulus intensity where time window
size was assumed to be constant across trials. The perspective
taken now is that the adjustment of the time window is a top-
down process occurring only if there are long-term changes in
the environment as measured by SNR or, possibly, as a conse-
quence of changes in the cost/benefit of integration. This raises
the question of how an appropriate window size should be
determined.

Clearly, an infinitely large time window would lead to manda-
tory integration, and one could argue that this is what, e.g., a
sufficiently low SNR would require. A more elaborate response,
however, is based on the hypothesis that integrating crossmodal
information always involves a possibly implicit decision about

FIGURE 1 | TWIN predictions for crossmodal response enhancement

(CRE) for focused attention paradigm (FAP) (left panel) and crossmodal

signals paradigm (CSP) (right panel) as a function of time window width

(ω). Each curve corresponds to a specific intensity parameter of the stimuli

demonstrating a “inverse effectiveness” for CSP. The peripheral processing
times for the auditory and visual stimuli are 1/λA = 1/λV equal to 20 (blue
line); 40 (green); 60 (red); 80 (cyan); and 100 (magenta). Mean second stage
processing time is μ = 100. Interaction parameter is � = 20.[all values in ms].
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whether or not two (or more) sensory cues originate from the
same event, i.e., have a common cause and that integration should
only occur in that case (e.g., Stein and Meredith, 1993; Koerding
et al., 2007). For example, in a predator-prey situation it may be
vital for the potential prey to recognize whether a sudden move-
ment in the dark is caused by a predator or a harmless wind gust.
If visual information is accompanied by some vocalization from
a similar direction, it may be adequate to respond to the poten-
tial threat by assuming that the visual and auditory information
are caused by the same source, i.e., to perform multisensory inte-
gration leading to a speeded escape reaction. On the other hand,
in a rich dynamic environment it may also be disadvantageous,
e.g., leading to a depletion of resources, or even hazardous, to
routinely combine information associated with sensory events
which—in reality—may be entirely independent and unrelated.

Colonius and Diederich (2010) introduced a decision-
theoretic approach for finding an optimal time window that
is in line with this setup. Subsequently, we have derived an
explicit expression for the optimal time window for the FAP case
(Colonius and Diederich, 2011). Here, we present an optimal time
window for CSP as well and discuss how predictions for MRE
under optimal performance differ between the two paradigms. To
keep this paper self-sustained, the next two sections summarize
our previously obtained results.

4.1. BASIC DECISION SITUATION AND OPTIMAL DECISION RULE
The basic decision situation is presented in a schematic manner
by the following payoff matrix (Table 1). It defines the gain (blue)
or cost (red) function U associated with the states of nature (C)
and the action (I) of audiovisual integration: Variable C indicates
whether visual and auditory stimulus information are generated
by a common source (C = 1), i.e., an audiovisual event, or by
two separate sources (C = 2), i.e., auditory and visual stimuli
are unrelated to each other. Variable I indicates whether or not
integration occurs (I = 1 or I = 0, respectively). The values U11

and U20 correspond to correct decisions and will in general be
assumed to be positive numbers, while U21 and U10, correspond-
ing to incorrect decisions, will be negative. The organism’s task is
to balance these costs and benefits of multisensory integration by
an appropriate optimizing strategy.

In order to derive an optimal decision rule, we assume
that a-priori probabilities for the events {C = i}i = 1,2 exist, with
Pr(C = 1) = 1 − Pr(C = 2). In general, an optimal strategy may
involve many different aspects of the empirical situation, like spa-
tial and temporal contiguity. As a simplifying starting point, the
temporal disparity between the “arrival times” of the unimodal
signals is assumed to be the only perceptual evidence utilized by
the organism. Thus, computation of an optimal time window will
be based on the prior probability of a common cause and the like-
lihood of temporal disparities between the unimodal signals; that

Table 1 | Payoff matrix for the basic decision situation.

Gain/Cost Integration (I = 1) No integration (I = 0)

Common source (C = 1) U11 U10

Separate sources (C = 2) U21 U20

is, we define the likelihood function f (t| C), where f denotes the
probability mass function or, if it exists, the density function of T
given C takes on a value. Using Bayes’ rule, we immediately have
the posterior probability of a common cause given the occurrence
of an arrival time difference t,

Pr(C = 1| t) = f (t| C = 1)Pr(C = 1)

f (t| C = 1)Pr(C = 1) + f (t| C = 2)Pr(C = 2)
.

On each trial, in order to maximize the expected value E[U] of
function U in the payoff matrix (Table 1), the decision-maker is
to choose that action alternative (i.e., to integrate or not) which
contributes, on the average, more to E[U] than the other action
alternative. Introducing the likelihood ratio function

L(t) = f (t| C = 1)/f (t| C = 2),

results in the following decision rule (cf. Colonius and Diederich,
2010):

“If L(t) >
Pr(C = 2)

Pr(C = 1)
× U2 0 − U2 1

U1 1 − U1 0
,

integrate, otherwise do not integrate.” (12)

This decision rule implicitly defines a window that is optimal in
the sense of maximizing E[U]:

The optimal time window is the set of all values of absolute arrival
time differences {T = t} satisfying the inequality in the above deci-
sion rule (12).

The effect of the prior probability for a common cause on the
time window is immediately predictable from this decision rule:
Keeping the U-values constant, the expression on the right of
inequality (12) will decrease as P(C = 1) increases, implying an
extension of the time window.

4.2. COMPUTING AN OPTIMAL TIME WINDOW FOR FAP
In order to compute the optimal time window, we must spec-
ify the likelihood function. For two separate sources we assume
a uniform law,

f (t| C = 2) =
{

1/(t1 − t0) if t0 < t < t1,

0 otherwise,
. (13)

Here, t0, t1 are real numbers defining the observation interval, that
is, the interval of time limiting all possible ATDs due to the con-
struction of the trial length by the experimenter. Thus, under two
separate sources any arrival time difference is assumed to occur
with the same likelihood within the observation interval (t0, t1).

For a single source, we postulate4 that the likelihood function is
induced by the distribution of the peripheral processing times V

4It is important to keep in mind that this is an additional assumption not
directly following from the decision framework. It seems plausible, however,
given that in a typical environment visual and auditory information deriving
from a common source should occur more or less at the same point in time
(cf. Leone and McCourt, 2012).
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and A. For the FAP, given the independent exponential distribu-
tion assumption for V and A in TWIN, the distribution of arrival
time differences under a common source, V − A, can be shown to
be an asymmetric Laplace distribution (Colonius and Diederich,
2011):

f (t| C = 1) = λVλA

λV + λA
×

{
exp(−λV t) if t ≥ 0,

exp(λAt) if t < 0.
(14)

Note that the asymmetry derives from the asymmetry of the role
of the modalities in FA tasks (target vs. non-target). For t0 ≤ t ≤
t1, the likelihood ratio becomes5

L(t) = f (t| C = 1)/f (t| C = 2) = λVλA

λV + λA
(t1 − t0)

×
{

exp(−λV t) if t ∈ (t0, t1) ∩ [0, t1),

exp(λAt) if t ∈ (t0, t1) ∩ (t0, 0] (15)

To simplify the exposition, in the following the ratio of utility dif-
ferences occurring in Equation 12 will be set equal to one. Thus,
according to the optimal decision rule, audiovisual integration
should be performed if and only if

L(t) >
1 − p

p
,

with p ≡ Pr(C = 1). Assuming matching intensity levels (λ ≡
λA = λV ), inserting the expression for L(t) from Equation 15,
and solving for t yields the following optimal time window for
t ∈ (t0, t1):{

t

∣∣∣∣ 1

λ
log

[
2 (1 − p)

λ (t1 − t0) p

]
≤ t ≤ 1

λ
log

[
λ (t1 − t0) p

2 (1 − p)

]}
(16)

provided that
2 (1 − p)

λ (t1 − t0) p
≤ 1. (17)

This latter condition guarantees that the left side of the interval is
non-positive and the right side is non-negative. For the width of
the optimal time window, we get immediately

ωopt =
(

2

λ

)
log

[
λ (t1 − t0)

2

p

1 − p

]
(18)

This is obviously an increasing function of the prior odds
p/(1 − p) and of the observation interval (t0, t1). Increasing
P(C = 1) leads to a widening of the time window, in this case
approaching infinity in a non-linear fashion. Moreover, the opti-
mal time window disappears for values of the prior below a
certain positive threshold value. Although the exact threshold
value depends on the experimental context (i.e., t1 − t0 and λ)
and may get close to zero, this prediction provides a potentially
strong model test: for a small enough value of P(C = 1) there
should be no multisensory integration effect at all.

5Note that for t outside of the observation interval the likelihood ratio remains
undefined.

4.3. COMPUTING AN OPTIMAL TIME WINDOW FOR CSP
The derivation of an optimal time window for CSP is analo-
gous to the FAP case, except that now the likelihood is defined
using the absolute arrival time difference of the unimodal signals,
T = |V − A|. Given the assumption of independent exponential
distribution for V and A in TWIN, the distribution of T under
a common source, then turns out to be a mixture of exponential
distributions:

Pr(|V − A| ≤ t) = Pr(V < A < V + t) + Pr(A < V < A + t)

FT(t| C = 1) =
∫ ∞

0
fV (v)[FA(v + t) − FA(v)] dv

+
∫ ∞

0
fA(a)[FV (a + t) − FV (a)] da

= λV

λA + λV

{
1 − exp[−λAt]}

+ λA

λA + λV

{
1 − exp[−λV t]} .

Differentiation then yields the density for |V − A|:

fT(t| C = 1) = λVλA

λA + λV

{
exp[−λAt] + exp[−λV t]} , (19)

from which the likelihood ratio follows:

L(t) = (t1 − t0)fT(t) (20)

which is defined for t ∈ (t0, t1). It is easy to see that L(t) is mono-
tonically decreasing in t; thus, larger arrival time differences,
positive or negative, provide evidence in favor of two separate
sources rather than a single source, as is to be expected.

Inserting the expression for L(t) from Equation 20 and
solving for t yields the following optimal time window with
λ ≡ λA = λV :

{
t

∣∣∣∣ 0 ≤ t <
1

λ
log

[
p

1 − p
λ (t1 − t0)

]}
(21)

for t ∈ (t0, t1). In order to exclude negative values of the
logarithm,

p ≥ [λ (t1 − t0) + 1]−1

must hold. The upper bound of the optimal time window is
identical to its length. As in FAP, it is obviously an increasing func-
tion of the prior odds p/(1 − p) and of the observation interval
(t0, t1). Increasing p = P(C = 1) leads to a widening of the time
window, approaching infinity in a non-linear fashion. Moreover,
as before, the optimal time window disappears for values of the
prior below a certain positive threshold value, providing a poten-
tial model test since for a small enough value of P(C = 1) there
should be no multisensory integration effect at all.
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4.4. CSP VS. FAP: COMPARING OPTIMAL TIME WINDOW WIDTH
AND CRE

We are now in a position to compare both paradigms with respect
to their optimal time window width and the magnitude of their
multisensory response enhancement under optimality. For the
optimal time window size, ωopt,

ωopt =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

2

λ
log

[
λ

2

p

1 − p
s

]
for FAP;

1

λ
log

[
λ

p

1 − p
s

]
for CSP

(22)

under the provision that the logarithmic term does not become
negative. Note that the length of the observation interval (s ≡
t1 − t0), being determined by the experimental setup, can be con-
sidered an inessential scaling factor. Not surprisingly, as observed
before, both optimal window widths increase with increasing
prior p for a common cause, approaching infinity for p → 1.
Figure 2 shows optimal time window width for both FAP and CSP
as a function of the prior p. The width for FAP is larger than for
CSP nearly everywhere, except for rather small values (depend-
ing on the scaling factor s) of the prior, where the opposite holds.
This make sense intuitively: the probability of integration in FAP
is only half the size of the probability of integration in CSP (cf.
Equation 10). Thus, for a fixed and not too small prior, window
size in FAP must increase in order to match the probabilities of
integration in both paradigms6. Inspection of ωopt (Equation 22)
reveals that the effect of intensity parameter λ is more com-
plex. For small values of p it is non-monotonic (increasing, then
decreasing) and for larger p values ωopt it decreases for both FAP
and CSP. The latter observation may reflect a moderating effect of
intensity on window size once the window already is rather large.

6All other conditions being equal there is no a-priori reason why the optimal
probability of integration should differ between FAP and CSP.

FIGURE 2 | Optimal time window as a function of prior probability p
for a common source. Except for very small p, the optimal window size for
FAP is larger than for CSP, compensating for the lower probability of
integration in FAP compared to CSP. Parameters are λ = 0.03, s = 1 s.

Inserting ωopt into the expressions for crossmodal response
enhancement (CRE) yields

CREopt =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(1/λ + μ)−1
[

1

2λ
+ �

(
1 − 1 − p

λ p s

)]
× 100

for CSP,

and

(1/λ + μ)−1 �/2

[
1 −

(
2(1 − p)

λ p s

)2
]

× 100,

for FAP.
(23)

We know from Ineq. 9 that CRE(FAP) cannot be larger than
CRE(CSP) when the parameters ω, λ, � (� > 0), and μ are all
identical for the two paradigms. However, since now the optimal
window widths are not identical for CSP and FAP, this order-
ing might no longer hold. Closer scrutiny of the above equations
reveals, however, that crossmodal response enhancement in CSP
still dominates the one in FAP when the other parameters are kept
the same. Moreover, for λ increasing without bound, CRE(CSP)
will become twice as large as CRE(FAP).

5. SUMMARY AND CONCLUSION
Assuming exponential arrival time distributions, the framework
of the TWIN model has been specified here so that specific
quantitative predictions could be made comparing the FAP and
the CSP with respect to (1) the probability of multisensory
integration and (2) expected crossmodal response enhancement
(reaction time facilitation/inhibition). Moreover, introducing a
decision-theoretic framework for TWIN, the investigation could
be extended to comparing the CSP and FAP paradigms with
respect to their predicted optimal time windows. Glossing over
some of the required conditions concerning the specific parame-
ter values, the main findings were:

– the probability of crossmodal integration for CSP is twice the
probability of integration for FAP;

– crossmodal response enhancement (facilitation) for CSP is at
least as large as for FAP;

– TWIN model is consistent with the occurrence of a “inverse
effectiveness” under the CSP but not under FAP;

– within the decision-making framework for TWIN, explicit
expressions for the computation of time windows of optimal
width for both CSP and FAP have been derived;

– the optimal time window is larger for FAP than for CSP across
(nearly) all values of the prior probability (of a common source
for both modalities), thereby compensating for the smaller
probability of integration in FAP (see first item on this list)

– optimal crossmodal response enhancement (facilitation) for
CSP is larger than for FAP (or at least as large) even though
their optimal window widths differ.

The obvious next step will be to test these predictions experi-
mentally. Apart from a pilot study in our lab (cf. Colonius and
Diederich, 2012), we are not aware of any systematic empiri-
cal studies comparing FAP and CSP under matching stimulus
intensity levels. In particular, studies are needed varying the prior
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probability of a common source in order to test the above pre-
dictions concerning optimality (for FAP, see Van Wanrooij et al.,
2010). An unsolved issue, for example, is whether data that are
not consistent with optimality indicate sub-optimal behavior or
are simply due to participants’ subjective priors deviating from
the objective priors. Moreover, except for the first two items in
the above list, the current predictions have been derived under the
hypothesis of independent exponential arrival time distributions.
It remains to probe by further analysis whether or not these pre-
dictions can be generalized to other plausible distributions, e.g.,
gamma distributions.

A fundamental difference between the tasks in FAP and CSP
is that in the focused attention paradigm there must be a mecha-
nism to distinguish a target- from a non-target-modality stimulus
at a very early stage of processing, whereas in the CSP such a
mechanism is not required. This difference between paradigms
is in line with a recent suggestion in Kayser et al. (2010) of two
different modes of multisensory integration, one occurring in a
detection task where the response to weak stimuli is enhanced,
and another occurring in discrimination and identification tasks
where the precision and reliability of the responses are improved
(see also the commentary by Ghazanfar and Lemus, 2010). This,
in turn, suggests to probe whether, in focussed attention data,
one effect of the non-target-modality stimulus is to diminish the

variability of crossmodal reaction times, relative to the unimodal
variability. In the TWIN model, no explicit mechanism to distin-
guish target- from non-target modalities has been implemented
yet, but this may be called for if one attempts to investigate such
hypotheses.

Given that the TWIN model predicts changes in the (optimal)
time window as a function of the prior probability of a common
source, the basic question about the malleability of the time win-
dow arises. There are a number of recent studies, using other
experimental paradigms, that provide evidence for a dynamic
adaptation of the time window to changes in context. For exam-
ple, using a simultaneity judgment task, Powers and colleagues
showed that significant and lasting changes of perceived simul-
taneity (40% narrowing in the width of the window) can be
induced after a single day of training (Powers et al., 2009) and
are accompanied by decreases in BOLD activity within a net-
work of multisensory and unisensory areas (Powers et al., 2012)7.
Nevertheless, direct evidence in the context of the reaction time
paradigm will only be provided by the type of experimental tests
suggested above.

7For a recent review of the general area of perception of synchrony, see Keetels
and Vroomen (2012).
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It is debated whether sub-second timing is subserved by a centralized mechanism or
by the intrinsic properties of task-related neural activity in specific modalities (Ivry and
Schlerf, 2008). By using a temporal adaptation task, we investigated whether adapting to
different time intervals conveyed through stimuli in different modalities (i.e., frames of a
visual Ternus display, visual blinking discs, or auditory beeps) would affect the subsequent
implicit perception of visual timing, i.e., inter-stimulus interval (ISI) between two frames
in a Ternus display. The Ternus display can induce two percepts of apparent motion
(AM), depending on the ISI between the two frames: “element motion” for short ISIs,
in which the endmost disc is seen as moving back and forth while the middle disc at
the overlapping or central position remains stationary; “group motion” for longer ISIs,
in which both discs appear to move in a manner of lateral displacement as a whole. In
Experiment 1, participants adapted to either the typical “element motion” (ISI = 50 ms) or
the typical “group motion” (ISI = 200 ms). In Experiments 2 and 3, participants adapted
to a time interval of 50 or 200 ms through observing a series of two paired blinking discs
at the center of the screen (Experiment 2) or hearing a sequence of two paired beeps
(with pitch 1000 Hz). In Experiment 4, participants adapted to sequences of paired beeps
with either low pitches (500 Hz) or high pitches (5000 Hz). After adaptation in each trial,
participants were presented with a Ternus probe in which the ISI between the two frames
was equal to the transitional threshold of the two types of motions, as determined by
a pretest. Results showed that adapting to the short time interval in all the situations
led to more reports of “group motion” in the subsequent Ternus probes; adapting to the
long time interval, however, caused no aftereffect for visual adaptation but significantly
more reports of group motion for auditory adaptation. These findings, suggesting amodal
representation for sub-second timing across modalities, are interpreted in the framework
of temporal pacemaker model.

Keywords: interval timing, adaptation, visual apparent motion, cross-modal interaction, Ternus display

INTRODUCTION
Timing is fundamental for the brain to process dynamically
changing stimuli and interact with the environment. The neu-
ral system processes temporal information across a wide range
of scales, from microseconds to circadian rhythms, with each
scale corresponding to a specific underlying processing mecha-
nism (Fraisse, 1963; Pöppel, 1988; Czeisler et al., 1999; Grothe,
2003). It has been revealed that sub-second timing is closely
related to perceptual processing (Rammsayer, 1999; Wearden
et al., 2007) and free of cognitive processing, although there
is evidence showing that emotional arousal states, triggered by
emotional stimuli such as emotional pictures, affect sub-second
time perception in another modality (Shi et al., 2012). However,
temporal processing above one second may involve more sophis-
ticated cognitive processes (Rammsayer, 1999; Lewis and Miall,
2003; Mauk and Buonomano, 2004; Buhusi and Meck, 2005).
The question remains as to whether sub-second interval timing
in different modalities is subserved by a centralized mechanism
(“central timer” or “central clock”; Grondin and Rousseau, 1991;

Penton-Voak et al., 1996) or by the intrinsic properties of task-
related neural activity in a particular modality (Ivry and Schlerf,
2008).

The traditional view toward sub-second temporal processing
assumes that it is achieved by a centralized mechanism, indepen-
dent of the specific sensory modality that conveys the temporal
information. An implement of this idea is the “temporal pace-
maker” model (Treisman, 1963; Treisman et al., 1990, 1994; Ivry
et al., 2002), which consists of two major components. The first
is a temporal oscillator that emits regular pulses at some funda-
mental frequency. These pulses are gated to a second component,
a calibration or “gain control” or switch unit that can increase
or decrease the frequency. The modulated pulses are counted
and stored in working memory. In addition, temporal frequency
of the repetitive, rhythmic stimuli could modulate the speed of
pacemaker. Repetitive stimuli (clicks or flashes) of high tempo-
ral frequency may increase the speed of pacemaker, such that
more pulses are accumulated in a given time; repetitive stimuli
of low temporal frequency may decrease the speed of pacemaker,
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with less accumulated pulses for a given time (Ono and Kitazawa,
2011).

This model is supported by an increasingly large body of evi-
dence. Firstly, psychophysics studies on visual and auditory sub-
second time perception all showed that the ability to discriminate
two time intervals is determined by the ratio of just-discriminable
time difference to the base interval, suggesting that there might
be a common temporal mechanism to compute the time infor-
mation (i.e., the number of pulses; Creelman, 1962; Allan and
Kristofferson, 1974; Divenyi and Danner, 1977; Killeen and Weiss,
1987; Keele and Ivry, 1991; Ivry, 1993). Secondly, tasks differed in
sensorimotor processing (time perception vs. time reproduction)
and in modality of stimuli used to define the intervals (visual vs.
auditory) all showed a linear increase in performance variability
as a function of the interval duration, and individuals’ perfor-
mances in tasks related to perception and reproduction of time
intervals were highly correlated. These findings can be adduced to
support the existence of a centralized internal clock which func-
tions in all the tasks (Keele et al., 1985; Ivry and Hazeltine, 1995;
Merchant et al., 2008). Thirdly, cross-modal adaptation experi-
ments showed that adaptation to intervals defined by audiovisual
events affect the perceived direction of visual apparent motion
(AM) (Freeman and Driver, 2008); learning studies also demon-
strated that training in a timing context can be generalized to
other timing behaviors. For instance, learning to discriminate
time intervals in the tactile domain can affect the performance
in a similar task in the auditory domain (Nagarajan et al., 1998)
and vice versa (Meegan et al., 2000). Such crossmodal transfer in
timing suggests that there might be amodal representation and
centralized time mechanism across different sensory modalities.

However, recent studies challenged this view. Using a direct
visual temporal interval discrimination task, Lapid and Ulrich
(2009) found no transfer of the learned time interval from the
auditory to the visual domain. Using an adaptation paradigm,
Becker and Rasmussen (2007) found a robust auditory tempo-
ral rhythm aftereffect, but only when the adaptation and test
stimuli came from the same modality. In this study, an audi-
tory test rhythm (400 ms interval) was preceded by an either
faster or slower auditory rhythm and participants were asked to
replicate the rhythm by pressing a button. They found a signifi-
cant negative aftereffect, i.e., after adaptation to a faster rhythm,
the reproduced rhythm was slower than the test rhythm; after
adaptation to a slower rhythm, the reproduced rhythm was faster

than the test rhythm. This aftereffect vanished when the test
rhythm was presented in the visual modality. The authors sug-
gested distinct mechanisms for sub-second temporal processing
in different modalities.

A problem with Becker and Rasmussen (2007) is that repro-
duction of auditory rhythms is generally more accurate than that
of visual rhythms (Welch and Warren, 1980; Glenberg et al.,
1989; Glenberg and Jona, 1991; Recanzone, 2003). It is possible
that the null crossmodal adaptation aftereffect with the visual
stimuli in Becker and Rasmussen (2007) was due to the inac-
curacy in perceiving time intervals conveyed by visual flashes.
Alternatively, reproduction of visual rhythm is less reliable due to
this motor activity being tightly coupled with inaccurate visual
temporal processing (Repp, 2003; Patel et al., 2005). Thus, it
might be the unreliable perception of visual rhythm and/or inac-
curate motor reproduction of the visual rhythm, rather than the
lack of cross-modal adaptation, that caused the null effect in the
reproduction task.

To avoid the potential pitfalls associated with the reproduc-
tion task which explicitly measures the time interval processing,
here we used the visual Ternus display to implicitly measure the
processing of time intervals in the sub-second range (Figure 1).
A typical Ternus display is composed of two frames with a vari-
able inter-stimulus interval (ISI) (Ternus, 1926; Petersik and Rice,
2006; Shi et al., 2010). The first frame of the display contains
two discs, and the second frame contains the same two discs with
the second disc of the first frame and the first disc of the second
frame sharing the same location. Depending on the locations of
the first and the second frames, the AM could be either right-
ward or leftward. The Ternus display is an ambiguous display of
which two different kinds of AM can be perceived depending on
the ISI. At a short ISI, observers see the “overlapping” disc of
two frames remaining stationary (or just blink) and the outer
disc moving back and forth; this is called “element motion.” At
a long ISI, observers see the discs of one frame moving as a whole;
this is called “group motion.” The classification of two percepts of
Ternus AM is a function of the ISI between the two frames, and
we can use the report of element vs. group motion to measure
the change of the implicitly perceived time interval triggered by
temporal adaptation.

Specifically, we carried out three experiments (plus a control
experiment) in which the ISI of the probe Ternus display was set
at a time interval (about 125 ms) in which the report of element

FIGURE 1 | Illustration of the Ternus display. (A) “Element motion”
percept: the disc which occupies the same position in two frames is
perceived to remain static or to blink at the same location while the

“outer” discs are perceived to move from one location to the other.
(B) “Group motion” percept: the two discs are perceived to move together
in the manner of a coherent lateral displacement.
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vs. group motion was equally probable (i.e., a bistable situa-
tion). The empirical question was whether (and how) this balance
between the two types of percepts would be altered by the pre-
ceding adaptation procedures and whether different schemes of
adaptation would differentially affect the perception of motion in
the Ternus display. The adaptation scheme in Experiment 1 used
visual Ternus displays in which the ISI between the two frames
was set at either 50 ms (for element motion) or 200 ms (for group
motion). If adaptation to the two time intervals is equally effec-
tive in affecting temporal processing, we would expect to observe
more reports of group motion for the probe displays after adapt-
ing to the short ISI and more reports of element motion after
adapting to the long ISI. Experiments 2 and 3 used, respectively,
paired blinking discs and paired auditory beeps to demarcate
the time intervals that the participants were supposed to adapt
to. There were also two types of intervals for adaptation, 50 or
200 ms. Although the adaptation schemes in Experiments 1 and 2
were both presented in the visual modality, they differed in the
extent to which the adaptation scheme was similar to the probe
in perception and task structures. The adaptation schemes in
Experiments 2 and 3 were similar in task structure, but differed
in the presentation modality. If interval timing in the sub-second
range relies on an amodal neurocognitive mechanism, we should
observe an adaptation aftereffect not only for adaptation schemes
sharing the modality with the probe (i.e., Experiments 1 and 2),
but also for cross-modal adaptation schemes (i.e., Experiment 3);
moreover, the pattern of the aftereffect should be similar across
experiments, although the task structure may to a certain degree
modulate this pattern. If, however, time intervals are encoded
as intrinsic properties of stimulus processing, the earlier tem-
poral processing at the adaptation stage should have different
impacts upon (implicit) temporal processing at the probe stage,
depending on the task structure and/or modality of adaptation
schemes.

METHODS
PARTICIPANTS
Seventeen students (mean age 21.9 years old, 8 females), nineteen
(mean age 20.7 years old, 12 females), and twenty-five (mean age
20.7 years old, 14 females) from Peking University participated
in Experiments 1, 2, and 3, respectively. Twenty seven students
(mean age 20.6 years old, 13 females) participated a control
experiment (Experiment 4). They all had normal or corrected-to-
normal vision and normal hearing and were naïve to the purpose
of the research. We used different pools of participants for the
four experiments because we were concerned with the possible
contaminations across different tasks: for example, participants
could adopt response strategies if each participant takes part in all
the experiments (as we observed in pilot studies but not reported
here). Informed consent was obtained from each participant as
required by the Ethics Committee, Department of Psychology at
Peking University.

STIMULI AND APPARATUS
Each probe Ternus display was composed of two frames, with each
frame of two black discs (12.71 cd/ m2 in luminance) presented
horizontally on a gray background (16.11 cd/ m2 in luminance).

The two frames shared one disc location at the center of the screen
and contained the other two discs on the horizontally opposite
side of the center (Figure 1). The diameter of each black disc
was 1.6◦ in visual angle, and the distance between the centers of
the two adjacent discs was 3.1◦. The duration of each frame was
30 ms. The ISI that yielded equally probable reports of element
motion and group motion was determined individually for each
participant in a pretest (see “Procedure”).

For the three adaptation schemes, the Ternus display in
Experiment 1 was structured in the same way as the probe display,
except that the ISI between the two frames was set at either 50 or
200 ms. The time interval between the two paired blinking discs in
Experiment 2 was also set at either 50 or 200 ms. The time inter-
val between pairs of discs were 400 ms. Each disc had the same
physical properties as the disc in the Ternus display. All the discs
were presented consecutively at the center of the screen. The audi-
tory beeps in Experiment 3 were presented binaurally, with the
duration of each beep (65dB, 1000 Hz, sampled at 44.1 kHz for
Experiment 3; 65 dB, 500 or 5000 Hz for control experiment) last-
ing 30 ms. Again, the time interval between the two paired beeps
were either 50 or 200 ms and the interval between pairs of beeps
was 400 ms.

The testing room was dimly lit with an average ambient lumi-
nance of 0.12 cd/m2. Visual stimuli were presented on a 22-inch
CRT monitor (1,024 × 768 pixels; 100 Hz) positioned at eye level.
Viewing distance was set to 57 cm, maintained by using a chin-
rest. A headset (Philips, SHM 1900) was used to emit sound
stimuli. Stimulus presentation and data collection were imple-
mented by computer programs which was developed with Matlab
7.1 (MathWorks Inc., Natick, MA) and Psychophysics Toolbox
(Brainard, 1997; Pelli, 1997).

PROCEDURE
Prior to the formal experiment, participants underwent practice
to be familiar with a Ternus display of either typical “element
motion” (ISI = 50 ms) or typical “group motion” (ISI = 200 ms)
percept. They were asked to discriminate the above two per-
cepts by pressing the left and right mouse button to indicate
responses for “element motion” and “group motion,” respectively.
The mapping between button and response type was counterbal-
anced across participants. When participants made an incorrect
response, an immediate feedback appeared on the screen show-
ing the percept (element motion or group motion) that should be
reported. The practice session continued until the participant’s
accuracy of report was close to 100%. Almost all the participants
could meet this standard within 120 trials. They then under-
went the pretest which aimed to find out each participant’s point
of subjective equality (PSE), i.e., the time interval on which the
probabilities of reporting “element motion” and “group motion”
were equal (50% each).

Pretest
A typical visual Ternus display procedure was used. The ISI
between the two visual frames of Ternus display was selected
from one of the following six durations: 50, 80, 110, 140, 170,
or 200 ms. Directions of AM (leftward or rightward) were bal-
anced across trials. Each configuration (with ISI level and motion
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direction) was presented 40 times. All the 240 trials (6 levels ×
40 trials) were randomized in presentation order. These trials
were divided into 4 blocks. Participants could take a short break
between blocks.

A trial started with a fixation cross presented on the center of
the screen for 300 ms. Next, a blank display (with a gray back-
ground) was shown for a random duration of 300–500 ms to
reduce time-based expectations toward the next stimulus. Then
the Ternus display with a variable ISI (50, 80, 110, 140, 170, or
200 ms) was presented. After a blank of 300 ms, participants were
presented with a question mark until they made a two-alternative
forced choice response indicating whether they had perceived
“element motion” or “group motion.” The inter-trial interval was
500 ms.

For each ISI condition, the percentage of “group motion”
reports was collapsed over two motion directions. The six data
points (one for each ISI) were fitted into the psychometric curve
using a logistic function (Treutwein and Strasburger, 1999). The
transitional ISI (PSE) at which the participant was equally likely to
report the two percepts could be calculated by estimating the 50%
of reporting “group motion” on the fitted curve. For each par-
ticipant, we calculated his/her PSE immediately after the pretest
session. The Ternus display with ISI equal to PSE would be used
as a probe in the following adaptation session.

Comparisons were conducted for the PSEs derived for the
three groups of participants. There were no significant differences
between the “Visual-AM” (114.4 ± 13.8 ms), the “Visual-Blink”
(117.1 ± 14.0 ms), and the “Beeps” (120.4 ± 13.0 ms) groups,
F(2, 58) = 1.00, p > 0.1. Comparisons were also made for the
JNDs (just noticeable differences), which measured the task dif-
ficulty/participants’ sensitivity of discriminating the two percepts
in visual Ternus display. There were no differences between the
three groups of participants (21.7 ± 5.2, 20.8 ± 6.0, and 22.2 ±
5.4 ms, respectively), F(2, 58) = 0.33, p > 0.1. These results sug-
gested that the three groups of randomly selected participants
were well matched in their basic abilities in perceiving AM and
in the implicit processing of time intervals between visual frames.

Adaptation
Each trial consisted of two phases: exposure and immediate
probe test. In Experiment 1 (“Visual-AM”), the adaptation stim-
uli were Ternus displays of either typical “element motion” (short
interval, ISI = 50 ms) or typical “group motion” (long inter-
val, ISI = 200 ms). The probe test was a Ternus display with
ISI equal to the PSE obtained in the pretest session, which ren-
dered ambiguous percepts between “element motion” and “group
motion.” The trials for two types of adapting stimuli (“ele-
ment motion” and “group motion”) were arranged in blocks,
the presentation order was pseudo-randomized. Each participant
received 8 blocks (4 blocks for each adaptation type) with each
block containing 20 target trials and 10 filler trials. We intro-
duced filler trials with Ternus displays of typical “element motion”
(ISI = 50 ms) or “group motion” (ISI = 200 ms) among probe tri-
als to minimize potential response bias. The direction of Ternus
AM (leftward or rightward) was same between exposure phase
and probe test. For each trial, after a fixation of 300 ms, the expo-
sure phase started. The exposure phase was composed of 7–9

repetitions of Ternus display. The time interval between con-
secutive presentations of the Ternus display was 400 ms, which
was good enough to separate the adjacent adapting Ternus dis-
play clearly with a pilot test. After the presentation of adapting
stimuli, followed by a 900 ms blank interval, the probe Ternus
display was given. After a 1200 ms blank interval, a question
mark appeared on the screen and remained until a two-alternative
forced choice of either “element motion” or “group motion” was
made. For each trial, participants were instructed to respond
to the last presentation of Ternus display. The inter-trial inter-
val was 500 ms. Participants could take a short break between
blocks.

In Experiment 2 (“Visual-Blink”), the adapting time intervals
(50 or 200 ms) were given by a sequence of two consecutively
presented blink discs (the same central disc of Ternus display
used in Experiment 1). Participants were asked to respond to the
probe Ternus after viewing the blinking discs. The other arrange-
ments of parameters and response method were the same as in
Experiment 1.

In Experiment 3 (“Beeps”), the adapting time intervals (50 or
200 ms) were given by a sequence of paired beeps. During the
exposure phase, participants were instructed to keep looking at
the cross presented on the center of the screen while listening to
the auditory beeps. This arrangement was used to make partic-
ipants maintain their fixation on the location where the probe
Ternus would be presented as in Experiment 1 and 2. Participants
were asked to judge probe Ternus display after hearing the beeps.
The other arrangements of temporal parameters and response
method were the same as in Experiment 1.

In Experiment 4 (“Beeps”), the adapting time intervals (50 or
200 ms) were given by a sequence of paired beeps, different to
Experiment 3 (auditory stimuli with fixed pitch: 1000 Hz), two
pitches (one sequence of beeps were of the same pitches) were
used: 500 or 5000 Hz. The procedures for adaptation and probe
test were similar to those in Experiment 3, except that when the
whole adaptation and the test probe trials were finished, partic-
ipants took an additional subjective rating task, in which they
were asked to rate on a 7-point Likert scale about the perceived
degree of arousal for the following four types of auditory stim-
uli sequence: short interval-low pitch, short interval-high pitch,
long interval-low pitch, long interval-high pitch. Each type was
repeated three times and the presentation orders of the above
types of sound sequences were randomized.

RESULTS
For filler trials in all the four experiments, the average propor-
tion of reporting “group motion” was less than 10% of the filler
trials with a ISI of 50 ms (“element motion” displays) and more
than 90% of the filler trials with a ISI of 200 ms (“group motion”
displays), indicating that participants generally had clear percepts
of element motion and group motion. Each individual’s perfor-
mance accuracy on the filler trials were within the distribution
of mean value for all the participants plus/minus three standard
deviations.

We made statistical comparisons between Experiments 1–3
(Figure 2). For the critical trials, analysis of variance (ANOVA)
was conducted, using the difference between the proportion of
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FIGURE 2 | Reports of group motion for the probe Ternus display (with

ISI = the time corresponding to PSE) for the three experiments. The
values in Y-axis represent the proportion of “group motion.” The black bars
represent “group motion” reports after short time intervals (50 ms)
adaptation and the gray bars represent “group motion” reports after long
time intervals (200 ms) adaptation. “Visual-AM,” “Visual-Blink,” and
“Beeps” refer to, respectively, the three experiments in which the visual
Ternus apparent motion, visual blinking discs and auditory beeps were
used in different adaptation schemes. The error bar represents one
standard error.

“group motion” report and the proportion (0.50) correspond-
ing to the PSE as the dependent measure and with experiment
as a between-participant factor. The main effect of time inter-
val was significant, F(1, 58) = 29.99, p < 0.001, with more reports
of group motion after the adaptation to the short time interval
(17.1%) than after adaptation to the long time interval (3.5%).
Further tests showed that while overall the adaptation effect was
significant for the short interval, F(1, 58) = 44.99, p < 0.001, it
was not for the long time interval, F(1, 58) = 1.63, p > 0.1.

Importantly, the interaction between adaptation scheme time
and experiment was significant, F(2, 58) = 4.074, p < 0.05, indi-
cating that the adaptation schemes had different impacts upon the
report of group motion in different experiments. Further analy-
sis was conducted to examine the interaction in detail. We first
tested the adaptation aftereffect for the short or the long time
interval, respectively, treating experiment as a between-subjects
factor. This test found no significant differences between exper-
iments for either the short interval adaptation, F(2, 58) = 0.35,
p > 0.1, or the long interval adaptation, F(2, 58) = 1.65, p > 0.1.
However, separate comparisons with 0.5 showed that all short
interval adaptations in different experiments led to more reports
of group motion, ps < 0.01; for the long interval adaptation, the
aftereffect was not observed in Experiments 1 and 2 with visual
modality, ps > 0.1, but in Experiment 3 with auditory adaptation,
p < 0.05.

On the other hand, comparison between the adaptation effects
after the short and long time interval adaptation in each experi-
ment revealed a significant difference in Experiment 1, F(1, 58) =
21.62, p < 0.001, in Experiment 2, F(1, 58) = 10.86, p < 0.01, but
not in Experiment 3, F(1, 58) = 1.44, p > 0.1.

In Experiment 4, the averaged appraisal scores are: high pitch-
short interval (5.8), high pitch-long interval (4.9), low pitch-short
interval (5.2), low pitch-long interval (4.0). The main effect
of pitch was significant, F(1, 26) = 12.676, p < 0.01; The main
effect of interval was also significant, F(1, 26) = 59.297, p < 0.001.
The auditory signals with higher pitch triggered more arousal
(5.4) than the low pitch did (4.4). The sequences with shorter

inter-intervals induced more arousal (5.4) than those with longer
inter-intervals (4.4). However, the interaction between pitch and
interval was not significant, F(1, 26) = 1.040, p > 0.1. For reports
of the proportion of “group motion,” both the main effects of
pitch [F(1, 26) = 0.076, p > 0.1] and interval [F(1, 26) = 1.649,
p > 0.1] were not significant, and the interaction was also not
significant, F(1, 26) = 1.342, p > 0.1. Post-hoc T tests revealed
that the percentages of “group motion” percentages, were signif-
icantly larger than 0.5 in all the four sub-conditions (short-high,
p < 0.01; short-low, p < 0.01; long-high, p < 0.01; long-low,
p < 0.05).

DISCUSSION
Using a temporal adaptation paradigm, we demonstrated that
adaptation to the preceding short temporal interval (50 ms)
induced significant negative aftereffects on perception of the sub-
sequent visual Ternus AM, irrespective of whether the time inter-
val was conveyed by events in the same modality (i.e., visual AM
or blinking discs) or in a different modality (i.e., auditory beeps).
This pattern of aftereffects suggests that there is a general “tem-
poral pacemaker” mechanism (Treisman, 1963; Treisman et al.,
1990, 1994) and amodal representation for sub-second interval
time. Although adaptation to the preceding long temporal inter-
val (200 ms) did not lead to unanimous significant aftereffects
across the three tasks, the differences between experiments may
reflect the differential impacts of temporal attending (see below)
in the visual and auditory modalities, rather than distinct time
interval representations in different modalities for the sub-second
range.

The within-modality aftereffect for the short time interval
adaptation replicated Becker and Rasmussen (2007); the sig-
nificant between-modality adaptation aftereffect, however, con-
trasted sharply with the null effect in Becker and Rasmussen
(2007), suggesting that the implicit task used here is more sen-
sitive to the adaptation aftereffect than the explicit reproduction
task. The existence of cross-modality adaptation effect is clearly
inconsistent with the idea of distinct timers for different modal-
ities (Keele et al., 1989; Ivry, 1996; Pashler, 2001), at least at the
sub-second range. Instead, it suggests that there is amodal repre-
sentation of internal clock and adapting to the repetitive stimuli
in one modality can alter the speed of the internal clock, leading
to a subjectively changed percept of the subsequent time inter-
val in another modality. Specifically, according to the “temporal
pacemaker” model, temporal frequency of preceding repetitive
stimuli can influence the speed of internal clock and hence the
perceived subsequent (target) time interval. A higher frequency
can increase the speed of internal clock, rendering a given time
interval being perceived longer; a lower frequency can decrease
the speed of internal clock, making a given time interval being
perceived shorter (Ono and Kitazawa, 2011).

On the other hand, the regular repetitive, rhythmic stimuli
can trigger temporal attending—a shift of attentional focus to
anticipate the onsets of subsequent events (Jones et al., 2002). In
other words, the temporal attending mechanism, established after
exposing to either visual or auditory sequences, guides the distri-
bution of attentional resources around the time points the rhyth-
mic stimuli are presented. The pattern of temporal distribution
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of attentional resources over different time points can be applied
to subsequent within-modal or cross-modal events, affecting the
temporal processing of these events (Jones, 1976; Large and Jones,
1999; Jones et al., 2002). This effect of temporal attending is
dependent on the reliability of perceiving the temporal regular-
ity. Given that perception and reproduction of auditory rhythmic
sequences are generally better than perception and reproduction
of visual rhythmic sequences (Welch et al., 1986; Glenberg et al.,
1989; Glenberg and Jona, 1991; Recanzone, 2003, 2009; Repp,
2003; Patel et al., 2005), it is possible that the effect of tempo-
ral attending is more potent in the auditory domain than in the
visual domain.

We suggest that the change of speed of the internal clock by
the repetitive adaptation stimuli with short or long time intervals
and the efficiency of temporal attending in different modali-
ties co-determined the patterns of adaptation aftereffects. For
the short interval (50 ms) adaptation, the internal clock speed
was accelerated by both visual and auditory adaptation stimulus
sequences, potentially leading to more reports of group motion in
the subsequent Ternus displays. However, the temporal attending,
established after exposing to either visual or auditory sequences,
affected the distribution of attentional resources around the time
points that the two visual frames of the Ternus display were pre-
sented (Aydin et al., 2011). Specifically, although the first frame
could be aligned with the first time point of the temporal attend-
ing, the second frame, located after the second time point of the
temporal attending, could be “pulled” in time closer to the sec-
ond time point (see Aydin et al., 2011; Keetels et al., 2007; Chen
et al., 2010; Shi et al., 2010 for the effect of temporal attention
on perceptual segregation), potentially leading to more reports of
element motion. Thus, adaptation to rhythmic sequence of visual
or auditory events had two potentially conflicting consequences;
with the short interval (50 ms), the increase of clock speed could
play a dominant role, leading to more reports of group motion
overall.

For the long interval (200 ms) adaptation, the slowed-down
clock would make the interval between the frames of the visual
display being perceived shorter, and this should potentially lead to
more reports of element motion. However, the temporal attend-
ing mechanism would “pull” the second frame, located before
the second time point of temporal attending, toward the second
point, potentially leading to more reports of group motion. These
two conflicting effects could cancel each other for adaptation
within the visual modality. For cross-modality adaptation, how-
ever, given that adapting to rhythmic auditory events could acti-
vate a stronger temporal attending mechanism than the adapting
to rhythmic visual events (Welch et al., 1986; Jones et al., 2002;
Recanzone, 2003, 2009), the overall effect was the stronger seg-
regation of the two Ternus frames and more reports of group
motion.

The finding of equivalent aftereffects for auditory beeps with
short and long intervals in cross-modal adaptation is surpris-
ing. To replicate this effect and to rule out an alternative account
which attributes the positive aftereffects to arousal evoked by
auditory input, we conducted a further experiment similar to
Experiment 3 except that the pitch of the auditory beeps was
manipulated. Previous studies showed that the arousal state

correlates with the fundamental frequency of sound and tem-
poral rhythms (Banziger and Scherer, 2005; Bruck et al., 2008,
2009). We adopted a within-subject factorial design, with two
levels of adaptation time intervals (50 or 200 ms) and two types
of pitches (500 or 5000 Hz), plus an additional subjective rat-
ing task of perceived arousal (Edelman, 1970; Gudjonsson, 1981;
Slomine et al., 1999; Cuthbert et al., 2000). The subjective rat-
ings of the perceived arousal were differed among the four types
of auditory sequences (short interval-low pitch, short interval-
high pitch, long interval-low pitch, long interval-high pitch), both
auditory sequences with higher pitch and short intervals were per-
ceived as higher arousal. However, the perceived different arousal
levels did not affect the pattern of adaptation aftereffects, both
short interval and long interval adaptation lead to more reports
of “group motion” and there was no statistical difference for the
percentages of “group motion” in the two conditions (Figure 3).
The less impact of arousal upon the temporal adaptation afteref-
fect might be due to three possible reasons: First, there is interplay
between attention and arousal. The arousal effects are two sides
of a coin. The (higher) arousal contributes to accumulate more
pulses as implicated in the pacemaker model (Treisman, 1963),
the perceived interval would be expanded and hence give rise
to a dominant percept of “group motion”; on the other hand,
the arousal auditory stimuli attract more attention, meanwhile
less attention resources were allocated to time processing itself.
The reduced attention on the pacemaker would lead to a loss of
pulses and reduced interval, as indicated by a number of relevant
studies (Fortin, 2003; Buhusi and Meck, 2006; Noulhiane et al.,
2007; Buhusi and Meck, 2009). The reduced interval would give
rise to dominant percept of “element motion”. The above oppo-
site influences interact and cancel out, imposing non-observable
impact on the probe visual motion. Second, adaptation to tem-
poral intervals with short temporal length (about average 4.5
seconds for an adaptation trial in our experiments) might trigger
an “immediate” arousal (Coull, 1998; Del-Fava and Ribeiro-do-
Valle, 2004), and the effect of the arousal perhaps dissipates after
several hundred milliseconds (with 900 ms delay between the
offset of the adaptation sequence and the probe in current study)

FIGURE 3 | Reports of group motion for the probe Ternus display after

adapting to the four kinds of auditory sequences: low pitch-short

interval, low pitch-long interval, high pitch-short interval, and high

pitch-long interval. The error bar represents standard error.
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(Ulrich and Mattes, 1996; Fernandez-Duque and Posner, 1997;
Coull et al., 2000). Third, even the arousal effect still remains
after a temporal delay, the arousal effect has been revealed to be
less important and somehow inhibited by the entrained attention
issued by the auditory sequence (Jones et al., 2002; Del-Fava and
Ribeiro-do-Valle, 2004). Previous study using visual discrimina-
tion tasks, where auditory stimuli as (preceding) accessory stim-
uli, would speed up the response to a subsequent visual stimulus,
however, for the accessory auditory stimuli, the expectancy (of
temporal attention) is revealed to be more important and could
inhibit the “immediate arousal” effect (Del-Fava and Ribeiro-do-
Valle, 2004). This analogous mechanism might operate in the
current investigation using short temporal range for adaptation.

To conclude, using an adaptation paradigm with implicit test
of timing, the present study found that adapting to a short time
interval conveyed by either visual or auditory stimuli leads to

more report of group motion in the subsequent visual Ternus
probes; adapting to a longer time interval, however, caused no
aftereffect for visual adaptation but significantly more reports
of group motion for auditory adaptation. These results sug-
gest that there exists amodal representation for sub-second tim-
ing, but adaptation to repetitive, rhythmic sequence of stimuli
in different modalities may elicit temporal attending of differ-
ent strengths, affecting the manifestation of adaptation after
effects.
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We investigated how the physical differences associated with the articulation of speech
affect the temporal aspects of audiovisual speech perception. Video clips of consonants
and vowels uttered by three different speakers were presented. The video clips were
analyzed using an auditory-visual signal saliency model in order to compare signal saliency
and behavioral data. Participants made temporal order judgments (TOJs) regarding which
speech-stream (auditory or visual) had been presented first. The sensitivity of participants’
TOJs and the point of subjective simultaneity (PSS) were analyzed as a function of the
place, manner of articulation, and voicing for consonants, and the height/backness of the
tongue and lip-roundedness for vowels. We expected that in the case of the place of
articulation and roundedness, where the visual-speech signal is more salient, temporal
perception of speech would be modulated by the visual-speech signal. No such effect
was expected for the manner of articulation or height. The results demonstrate that for
place and manner of articulation, participants’ temporal percept was affected (although
not always significantly) by highly-salient speech-signals with the visual-signals requiring
smaller visual-leads at the PSS. This was not the case when height was evaluated.
These findings suggest that in the case of audiovisual speech perception, a highly
salient visual-speech signal may lead to higher probabilities regarding the identity of the
auditory-signal that modulate the temporal window of multisensory integration of the
speech-stimulus.

Keywords: temporal perception, TOJs, articulatory features, speech, audiovisual, signal saliency, attentional

modeling

INTRODUCTION
The optimal perception (i.e., the successful perception) of speech
signals requires the contribution of both visual (i.e., articulatory
gestures) and auditory inputs, with the visual signal often pro-
viding information that is complementary to that provided by
the auditory signal (e.g., Sumby and Pollack, 1954; Erber, 1975;
McGrath and Summerfield, 1985; Summerfield, 1987; Reisberg
et al., 1987; Arnold and Hill, 2001; Davis and Kim, 2004; Ross
et al., 2007; Arnal et al., 2009). Speech intelligibility has been
shown to be fairly robust under conditions where a time dis-
crepancy and/or a spatial displacement has been introduced
between the auditory and/or visual stream of a given speech sig-
nal (e.g., Munhall et al., 1996; Jones and Jarick, 2006). The present
study focuses on the former case, where a signal delay (either
auditory or visual) is present in a congruent audiovisual speech
stream. Such delays occur frequently in everyday life as the by-
product of poor transmission rates often found in broadcasting or
sensory processing delays (e.g., Spence and Squire, 2003; Vatakis
and Spence, 2006a).

In order to understand how audiovisual speech perception
is affected by the introduction of temporal asynchronies,

researchers have evaluated the limits of the temporal window
of audiovisual integration (i.e., the interval in which no tempo-
ral discrepancy between the signals is perceived; outside of this
window, audiovisual stimuli are perceived as being desynchro-
nized) and the specific factors that modulate the width of this
temporal window (e.g., Vatakis and Spence, 2007, 2010). One of
the first studies to investigate the temporal perception of speech
stimuli was reported by Dixon and Spitz (1980). Participants
in their study had to monitor a video of a man reading prose
that started in synchrony and was gradually desynchronized at
a rate of 51 ms/s (up to a maximum asynchrony of 500 ms)
with either the auditory or visual stream leading. The partici-
pants had to respond as soon as they detected the asynchrony
in the video. Dixon and Spitz reported that the auditory stream
had to lag the visual stream by an average of 258 ms or lead
by 131 ms before the asynchrony in the speech signal became
noticeable (see also Conrey and Pisoni, 2003, 2006, for similar
results using a simultaneity judgment, SJ, task; i.e., participants
had to report whether the stimuli were synchronous or asyn-
chronous). More recently, Grant et al. (2004), using a two-interval
forced choice adaptive procedure, reported that participants in
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their study only noticed the asynchrony in audiovisual sentences
when the auditory-speech led the visual-speech signal by at least
50 ms or else lagged by 220 ms or more (see also Grant and
Seitz, 1998; Miner and Caudell, 1998; Grant and Greenberg,
2001). Meanwhile, McGrath and Summerfield (1985) reported
a study in which the intelligibility of audiovisual sentences pre-
sented in white noise deteriorated at much lower visual leads
(160 ms; see also Pandey et al., 1986; Steinmetz, 1996) than those
observed in the studies of Dixon and Spitz, Conrey and Pisoni,
and Grant and colleagues. Based on these results, it would appear
as though the perception of a continuous audiovisual speech
signal remains intelligible across a wide range of signal delays
(auditory or visual). It is not clear, however, what the exact inter-
val range is since a high level of variability has been observed
between the various studies that have been conducted to date
(see Figure 1A).

In addition to the studies that have used continuous speech
stimuli (i.e., passages, sentences), audiovisual temporal percep-
tion has also been evaluated for brief speech tokens using
the McGurk effect (i.e., the visual influence on the percep-
tion of audiovisual speech; McGurk and MacDonald, 1976). For
instance, Massaro et al. (1996) evaluated the temporal percep-
tion of consonant-vowel (CV) syllables under a wide range of
different asynchronies using the fuzzy logic model of perception
(FLMP). They found that audiovisual integration (as assessed by

participants’ reports of what was heard; i.e., speech identification
task) was unaffected for auditory leads and lags of up to 250 ms
(see also Massaro and Cohen, 1993). However, Munhall et al.
(1996) reported results that were quite different. They presented
vowel-consonant-vowel (VCV) stimuli and their results demon-
strated that participants experienced the McGurk effect for audi-
tory leads of 60 ms and lags of 240 ms. These values are similar
to those that have been reported by Van Wassenhove et al. (2003,
2007) for CV stimuli (auditory leads from about 30 ms and lags
of up to 200 ms; see Figure 1B, for a summary of these and other
findings).

On the whole, the results of previous studies concerning the
temporal perception of audiovisual speech stimuli have demon-
strated that the audiovisual intelligibility of the speech signal
remains high over a wide range of audiovisual temporal asyn-
chronies. That said, this time-range (i.e., window) exhibits great
variability across different studies (see Figure 1). This marked
variation led us to investigate the possible factors that may affect
the temporal perception of audiovisual speech (see Vatakis and
Spence, 2006a–c, 2007, 2008, 2010). One factor that may help
to explain the presence of variability in the temporal windows
of multisensory integration previously observed for audiovisual
speech stimuli relates to the particular speech stimuli utilized in
the various studies. Specifically, the temporal window of inte-
gration for audiovisual speech has, in recent years, been shown

FIGURE 1 | Variability in the temporal window of multisensory integration observed in previous studies using continuous audiovisual speech stimuli

and a variety of different response measures (including identification tasks, simultaneity judgment task, etc.; (A) and brief speech tokens in

McGurk-type presentations (B).
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to vary as a function of the physical parameters of the visual
stimulus (e.g., inversion of the visual-speech stimulus promotes
a wider window of integration; e.g., Vatakis and Spence, 2008)
and the type of speech stimulus used (e.g., Vatakis and Spence,
2006b, 2007). Additionally, the temporal window of audiovisual
integration appears to be wider for more complex stimuli (or
more highly temporally correlated stimuli; e.g., syllables vs. words
or sentences) than for simpler stimuli (such as light flashes and
sound bursts; e.g., Navarra et al., 2005).

The present study focused on another possible factor that may
affect the temporal perception of audiovisual speech, which is the
effect that the physical changes due to the articulation of con-
sonants (mainly characterized by the articulatory features of the
place and manner of articulation and voicing; see Kent, 1997) and
vowels (mainly characterized by the articulatory features of the
height/backness of the tongue and roundedness of the lips; see
Kent, 1997) may have on the parameters defining the temporal
window for audiovisual integration. The optimal perception of
speech stimuli requires the synergistic integration of auditory and
visual inputs. However, according to the “information reliability
hypothesis” in multisensory perception (whereby, the perception
of a feature is dominated by the modality that provides the most
reliable information), one could argue that the perception of a
given speech token may, in certain cases, be dominated by the
auditory-speech or the visual lip-movement that is more infor-
mative (e.g., Schwartz et al., 1998; Wada et al., 2003; Andersen
et al., 2004; Traunmüller and Öhrström, 2007). Specifically, pre-
vious research has shown that auditory inputs are closely asso-
ciated with the accurate detection of the manner of articulation
and voicing of consonants, and the height/backness of vow-
els. Visual input, by contrast, provides essential cues regarding
the accurate detection of the place of articulation of conso-
nants and the roundedness of vowels (e.g., Miller and Nicely,
1955; Massaro and Cohen, 1993; Robert-Ribes et al., 1998; Girin
et al., 2001; Mattys et al., 2002; Traunmüller and Öhrström,
2007). For example, Binnie et al. (1974) examine people’s abil-
ity to identify speech by modulating the unimodal and bimodal
contribution of vision and audition to speech using 16 CV syl-
lables presented under noisy listening conditions. Their results
indicated a large visual contribution to audiovisual speech per-
ception (e.g., 41.4% visual dominance at −18 dB S/N), with
the visual contribution being highly associated with the place
of articulation of the CV syllables used. However, masking the
auditory input has been shown to lead to a loss of informa-
tion about the place of articulation, whereas information about
the manner of articulation appears to be resistant to such mask-
ing (i.e., McGurk and MacDonald, 1976; Mills and Thiem, 1980;
Summerfield and McGrath, 1984; Massaro and Cohen, 1993;
Robert-Ribes et al., 1998; see Dodd, 1977, for a related study
using CVCs; and Summerfield, 1983, for a study using vowels
instead).

Previous studies of the effects of audiovisual asynchrony on
speech perception have only been tested using a small number of
syllables (e.g., Van Wassenhove et al., 2003; Vatakis and Spence,
2006b). It has therefore not been possible, on the basis of the
results of such studies, to draw any detailed conclusions regarding
the possible interactions of physical differences in speech

articulation with audiovisual temporal perception. Additionally,
given new findings indicating that high signal reliability leads to
smaller temporal order thresholds (i.e., smaller thresholds imply
high auditory- and visual-signal reliability; see Ley et al., 2009),
further study of the temporal window of integration in audiovi-
sual speech is necessary in order to possibly resolve the differences
noted in previous studies. In the present study, we utilized a
variety of different consonants (Experiments 1 and 2) and vow-
els (Experiment 3) in order to examine the possible effects that
physical differences in articulation may have on the temporal
perception of audiovisual speech stimuli. The stimuli used were
selected according to the categorization of articulatory features
established by the International Phonetic Alphabet (IPA) and they
were sampled in such a way as to allow for comparison within
and across different categories of articulation. We conducted a
series of three experiments that focused on different articulatory
features, and thus on the differential contribution of the visual-
and auditory-speech signal. Specifically, in Experiment 1 (A–C),
we focused on the place of articulation (i.e., the location in the
vocal tract where the obstruction takes place; e.g., /p/ vs. /k/)
and voicing features (i.e., the manner of vibration of the vocal
folds; e.g., /p/ vs. /b/); in Experiment 2 (A–C), we looked at the
manner of articulation (i.e., how the obstruction is made and
the sound produced; e.g., /s/ vs. /t/); and, in Experiment 3, we
explored the temporal perception of audiovisual speech as a func-
tion of the height/backness of the tongue and roundedness of
the lips.

The temporal perception of the speech stimuli utilized in
the present study was assessed using an audiovisual temporal
order judgment (TOJ) task with a range of stimulus onset asyn-
chronies (SOAs) using the method of constant stimuli (e.g.,
Spence et al., 2001). The TOJ task required the participants
to decide on each trial whether the auditory-speech or the
visual-speech stream had been presented first. Using the TOJ
task permitted us to obtain two indices: the Just Noticeable
Difference (JND) and the Point of Subjective Simultaneity (PSS).
The JND provides a measure of the sensitivity with which par-
ticipants could judge the temporal order of the auditory- and
visual-speech streams. The PSS provides an estimate of the time
interval by which the speech event in one sensory modality
had to lead the speech event in the other modality in order
for synchrony to be perceived (or rather, for the “visual-speech
first” and “auditory-speech first” responses to be chosen equally
often).

Overall, we expected that for the speech stimuli tested here
(see Table 1) visual leads would be required for the synchrony of
the auditory- and visual-signals to be perceived (i.e., PSS; except
for the case of vowels, where auditory leads have been observed
previously; Vatakis and Spence, 2006a). That is, during speech
perception, people have access to visual information concerning
the place of articulation before they have the relevant auditory
information (e.g., Munhall et al., 1996). In part, this is due to
the significant visual motion (e.g., the movement of facial mus-
cles) that occurs prior to the auditory onset of a given syllable.
In addition, according to the “information reliability hypoth-
esis” (e.g., Schwartz et al., 1998; Traunmüller and Öhrström,
2007), we would expect that participants’ TOJ responses would
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Table 1 | The main articulatory features used to categorize the

consonant and vowel stimuli used in Experiments 1–3, as a function

of: (A) the place of articulation, (B) the manner of articulation, and (C)

the height and backness of the tongue and roundedness of the lips in

Experiments 1–3.

Place of articulation Manner of articulation

Experiment Experiment Experiment

1A 1B 1C

Stop Fricative Nasal

(A) CONSONANTS

Bilabial /b, p/ – /m/

Labiodental – /v, f/ –

Dental – /ð, θ/ –

Alveolar /d, t/ /z, s/ /n/

Velar /g, k/ – /η/

Manner of articulation Place of articulation

Experiment Experiment Experiment

2A 2B 2C

Bilabial Alveolar Postalveolar

(B) CONSONANTS

Stop /b/ /d/ –

Fricative – /z/ /Z/

Nasal /m/ /n/ –

Affricative – – /Ã/

Lateral approximant – /l/ /r/

Approximant /w/ – –

Height of tongue Backness/roundedness

Front/unrounded Back/rounded

(C) VOWELS

High /i/ /u/

Mid /ε/ /O/

Low /æ/ /6/

be differentially affected as a function of the “weight” placed on
the auditory-speech or the visual lip-movement for the accurate
detection of a particular speech token. That is, in the cases where
the visual-speech signal is more salient (such as, for determin-
ing the place of articulation of consonants and the roundedness
of vowels; such as, stimuli that involve high visible contrast with
highly visible lip-movements; e.g., bilabial stimuli or rounded
vowels; Experiments 1 and 3), we would expect participants’ to
be more sensitive to the presence of asynchrony (i.e., they should
exhibit lower JNDs) as compared to less salient stimuli (such as,
those involving tongue movement, as tongue movements are not
always visible; e.g., as in the case of velar stimuli and unrounded
vowels). No such effects would be expected for those cases where
the auditory-speech input is more salient, such as, in the cases
where the manner of articulation and voicing of consonants and
the height/backness of vowels are evaluated (see Experiments 2
and 3). One must note, however, that in case auditory and visual

signals are equally reliable, this should lead to smaller temporal
order thresholds (i.e., JNDs; see Ley et al., 2009).

EXPERIMENTS 1–3
MATERIALS AND METHODS
Participants
All of the participants were naïve as to the purpose of the study
and all reported having normal or corrected-to-normal hearing
and visual acuity. The experiments were performed in accordance
with the ethical standards laid down in the 1990 Declaration
of Helsinki, as well as the ethical guidelines laid down by the
Department of Experimental Psychology, University of Oxford.
Each experiment took approximately 50 min to complete.

Apparatus and materials
The experiment was conducted in a completely dark sound-
attenuated booth. During the experiment, the participants were
seated facing straight-ahead. The visual stream was presented on a
17-inch (43.18 cm) TFT color LCD monitor (SXGA 1240 × 1024
pixel resolution; 60-Hz refresh rate), placed at eye level, approx-
imately 68 cm in front of the participants. The auditory stream
was presented by means of two Packard Bell Flat Panel 050 PC
loudspeakers, one placed 25.4 cm to either side of the center of
the monitor (i.e., the auditory- and visual-speech stimuli were
presented from the same spatial location). The audiovisual stim-
uli consisted of black-and-white video clips presented on a black
background, using Presentation (Version 10.0; Neurobehavioral
Systems, Inc., CA). The video clips (300 × 280-pixel, Cinepak
Codec video compression, 16-bit Audio Sample Size, Average
pitch and amplitude (in Hz): 160 and 43, for consonants; 125 and
44, for vowels, respectively; 24-bit Video Sample Size, 30 frames/s)
were processed using Adobe Premiere 6.0. The video clips con-
sisted of the close-up views of the faces of a British male and two
British females (visible from the chin to the top of the head), look-
ing directly at the camera, and uttering a series of speech tokens
(see Table 1). The open vowel /a/ was used for all of the articulated
consonants in order to provide high levels of visible contrast rela-
tive to the closed mouth in the rest position. All of the audiovisual
clips were 1400 and 2500 ms in duration (measured from the still
frame before visual articulation of the speech token began to the
last frame after articulation of the token had occurred) for con-
sonants and vowels, respectively. All of the speech stimuli were
recorded under the same conditions with the mouth starting and
ending in a closed position. The articulation of all of the speech
tokens was salient enough without our having to make the stim-
uli unnatural (i.e., by having the speakers exaggerate). In order
to achieve accurate synchronization of the dubbed video clips,
each original clip was re-encoded using XviD codec (single pass,
quality mode of 100%).

At the beginning and end of each video clip, a still image and
background acoustic noise was presented for a variable dura-
tion. The duration of the image and noise was unequal, with
the difference in their duration being equivalent to the par-
ticular SOA tested (values reported below) in each condition.
This aspect of the design ensured that the auditory and visual
streams always started at the same time, thus ensuring that the
participants were not cued as to the nature of the audiovisual
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delay with which they were being presented. In order to achieve
a smooth transition at the start and end of each video clip, a
33.33 ms cross-fade was added between the still image and the
video clip (Note here that a newer methodology by Maier et al.,
2011, allows for better control and, thus, more accurate measure-
ment of the synchrony of the audiovisual stimulus presentation).
The participants responded using a standard computer mouse,
which they held with both hands, using their right thumb for
“visual-speech first” responses and their left thumb for “speech-
sound first” responses (or vice versa, the response buttons were
counterbalanced across participants).

Design
Nine SOAs between the auditory and visual streams were used:
±300, ±200, ±133, ±66, and 0 ms (the negative sign indicates
that the auditory stream was presented first, whereas the pos-
itive sign indicates that the visual stream was presented first).
This particular range of SOAs was selected on the basis of previ-
ous research showing that people can typically discriminate the
temporal order of briefly-presented audiovisual speech stimuli
at 75% correct at SOAs of approximately 80 ms (e.g., McGrath
and Summerfield, 1985; Vatakis and Spence, 2006a; see also
Munhall and Vatikiotis-Bateson, 2004). The participants com-
pleted one block of practice trials before the main experimental
session in order to familiarize themselves with the task and the
video clips. The practice trials were followed by five blocks of
experimental trials. Each block consisted of two presentations
of each of the stimuli used at each of the nine SOAs (presented
in a random order using the method of constant stimuli; see
Spence et al., 2001).

Procedure
At the start of the experiment, the participants were informed that
they would have to decide on each trial whether the auditory-
speech or visual-speech stream appeared to have been presented
first. They were informed that they would sometimes find this dis-
crimination difficult, in which case they should make an informed
guess as to the order of stimulus presentation. The participants
were also informed that the task was self-paced, and that they
should only respond when confident of their response. The par-
ticipants were informed that they did not have to wait until the
video clip had finished before making their response, but that a
response had to be made before the experiment would advance
on to the next trial. The participants were instructed prior to
the experiment not to move their heads and to maintain their
fixation on the center of the monitor throughout each block of
trials.

ANALYSIS
The proportions of “visual-speech first” responses at each SOA
were converted to their equivalent z-scores under the assump-
tion of a cumulative normal distribution (Finney, 1964). The
data of each participant and condition from the seven inter-
mediate SOAs (±200, ±133, ±66, and 0 ms) were cumulated
and converted in z-scores to be fitted with a straight line (val-
ues were limited between 0.1 and 0.9; 0 and 1 were weighted
using ((n − (n − 1))/n)∗100 and ((n − 1)/n)∗100), respectively,

where n is the number of trials). Slope values were used to cal-
culate the JND (JND = 0.675/slope; since ± 0.675 represents the
75% and 25% point on the cumulative normal distribution) and
intercepts were used to obtain PSSs (PSS = −intercept/slope; see
Coren et al., 2004, for further details). The ±300 ms points were
excluded from this computation due to the fact that most partici-
pants performed near-perfectly at this interval and therefore these
data points did not provide significant information regarding our
experimental manipulations (cf. Spence et al., 2001, for a similar
approach). For all of the analyses reported here, repeated mea-
sures analysis of variance (ANOVA) and Bonferroni-corrected
t-tests (where p < 0.05 prior to correction) were used.

Preliminary analysis of the JND and PSS data using a repeated
measures ANOVA revealed no effects1 attributable to the different
speakers used to create the audiovisual stimuli, thus we combined
the data from the three different speakers in order to simplify the
statistical analysis (see Conrey and Gold, 2000, for a discussion of
the effects of speaker differences on performance). The goodness
of the data fits was significant for all conditions in all experiments
conducted and the normality tests were also significant for all
factors tested.

AUDIOVISUAL PHYSICAL SIGNAL SALIENCY ANALYSIS
Bottom-up attention or saliency is based on the sensory cues of
a stimulus captured by its signal-level properties, such as spatial,
temporal, and spectral contrast, complexity, scale, etc. Similar to
competitive selection, saliency can be attributed on the feature
level, the stream level or the modality level. Based on perceptual
and computational attention modeling studies, efficient bottom-
up models and signal analysis algorithms have been developed by
Evangelopoulos et al. (2008) in order to measure the saliencies
of both the auditory and visual streams in audiovisual videos of
complex stimuli such as movie video clips. These saliencies can be
integrated into a multimodal attention curve, in which the pres-
ence of salient events is signified by geometrical features such as
local extrema and sharp transition points. By using level sets of
this fused audiovisual attentional curve, a movie summarization
algorithm was proposed and evaluated.

In the present study, we used the algorithms developed by
Evangelopoulos et al. (2008) to separately compute two tempo-
ral curves indicating the saliencies of the auditory and visual
streams for the stimuli presented (see Figure 2 for an example).
Auditory saliency was captured by bandpass filtering the acous-
tic signal into multiple frequency bands, modeling each bandpass
component as a modulated sinusoid, and extracting features such
as its instantaneous amplitude and frequency. These features
were motivated by biological observations and psychophysical
evidence that, modulated carriers seem more salient perceptu-
ally to human observers compared to stationary signals (e.g.,

1Experiments 1A, B—no significant interaction between Place, Voicing, and
Speaker in either the JND or PSS data [F(4, 52) < 1, n.s.], for both; Experiment
1C—no significant interaction of Place and Speaker for the JND and PSS data;
F(4, 48) = 1.35, p = 0.27; F(4, 48) = 2.44, p = 0.11, respectively; Experiments
2A, C—no significant interaction of Manner of articulation and Speaker for
the JND and PSS data; F(4, 40) < 1, n.s., for both; Experiment 2B—no signif-
icant interaction of Manner of articulation and Speaker for the JND and PSS
data; F(6, 60) = 1.15, p = 0.20; F(6, 60) = 1.27, p = 0.28, respectively.
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FIGURE 2 | Top panel shows the acoustic waveform (solid black line) of the
speech utterance with the auditory salience superimposed (thick solid line).
The superimposed dashed lines show the temporal evolution of the three
auditory cues (mean instantaneous energy, MTE, amplitude, MIA, and the

frequency of the dominant frequency channel, MIF) whose linear
combination gives the saliency. Bottom panel shows the visual saliency
curve (in thick solid line). The superimposed dash lines shows the two visual
cues that contributed to the computation of the visual saliency.

Tsingos et al., 2004; Kayser et al., 2005). In our experiments,
the audio signal is sampled at 16 kHz and the audio analysis
frames usually vary between 10 and 25 ms. The auditory filter-
bank consists of symmetric zero-phase Gabor filters, which do
not introduce any delays. In the frequency domain, the filters are
linearly arranged in frequency steps of 200–400 Hz, yielding a tes-
sellation of 20–40 filters (details of the auditory feature extraction
process can be found in Evangelopoulos and Maragos, 2006, and
Evangelopoulos et al., 2008). The final auditory saliency temporal
curve was computed as a weighted linear combination of three
acoustic features: the mean instantaneous energy of the most

active filter and the mean instantaneous amplitude, and frequency
of the output from this dominant filter.

The visual saliency computation module is based on the
notion of a centralized saliency map (Koch and Ullman, 1985;
Itti et al., 1998) computed through a feature competition scheme,
which is motivated by the experimental evidence of a biological
counterpart in the human visual system (interaction/competition
among the different visual pathways related to motion/depth and
gestalt/depth/color, respectively; Kandel et al., 2000). Thus, visual
saliency was measured by means of this spatiotemporal atten-
tional model, driven by three feature cues: intensity, color (this
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feature was not used in our experiments given that the videos were
presented in black and white), and motion. The spatiotemporal
video volume (with time being the third dimension) was decom-
posed into a set of feature volumes, at multiple spatiotemporal
scales (details on the visual feature extraction process can be
found in Rapantzikos et al., 2009). By averaging over spatiotem-
poral neighborhoods, the feature (intensity and motion) volumes
yielded a visual attentional curve whose value at each time instant
represents the overall visual saliency of the corresponding video
frame. The visual feature extraction process was synchronized
with the respective auditory task on a frame-by-frame basis.

RESULTS AND DISCUSSION
PLACE OF ARTICULATION AND VOICING FOR STOP CONSONANTS
(EXPERIMENT 1A)
In Experiment 1A, we evaluated whether (and how) the place
of articulation and voicing of stop consonants (the manner of
articulation was constant) influenced audiovisual TOJs. We cat-
egorized the data according to the factors of Place of articulation
(three levels: bilabial, /b, p/; alveolar, /d, t/; velar, /g, k/) and
Voicing (two levels: voiced, /b, d, g/; unvoiced, /p, t, k/; see
Table 1A).

Fourteen participants (12 female; native English speakers)
aged between 18 and 30 years (mean age of 24 years) took part
in this experiment. A repeated measures ANOVA on the JND
data revealed no significant main effect of Place of articula-
tion [F(2, 26) = 2.10, p = 0.15]. Although the participants were,
numerically-speaking, more sensitive to the temporal order of
the auditory- and visual-speech streams for bilabial stimuli (M =
55 ms) than for either alveolar (M = 67 ms) or velar (M = 68 ms)
stimuli (see Figure 3A), this difference failed to reach statistical
significance. There was also no significant main effect of Voicing
[F(1, 13) < 1, n.s.] (voiced, M = 64 ms; unvoiced, M = 63 ms; see
Figure 6C), and the Place of Articulation by Voicing interaction
was not significant either [F(2, 26) = 1.27, p = 0.30].

The analysis of the PSS data revealed a significant main effect
of Place of articulation [F(2, 26) = 6.72, p < 0.01]. Large visual
leads were required for the alveolar (M = 31 ms) and velar stim-
uli (M = 35 ms) as compared to the small auditory lead required
for the bilabial (M = 3 ms) stimuli in order for the PSS to be
reached (p < 0.05, for both comparisons; see Figure 3B). These
results suggest that auditory leads were required when a visible
place contrast was present for bilabial speech stimuli as com-
pared to the large visual leads required for the invisible place
contrast present in alveolar and velar stimuli (e.g., Girin et al.,
2001). We also obtained a significant main effect of Voicing
[F(1, 13) = 12.65, p < 0.01], with voiced stimuli (M = 32 ms)
requiring larger visual leads than unvoiced stimuli (M = 10 ms;
see Figure 6D). There was no interaction between Place of artic-
ulation and Voicing [F(2, 26) < 1, n.s.].

PLACE OF ARTICULATION AND VOICING FOR FRICATIVE CONSONANTS
(EXPERIMENT 1B)
We further investigated the influence of the place of articula-
tion and voicing on audiovisual temporal perception by testing
fricative consonants. The data were categorized by the factors of
Place of articulation (three levels: labiodental, /v, f/; dental, /ð, θ/;

alveolar, /z, s/) and Voicing (two levels: voiced, /v, ð, z/; unvoiced,
/f, θ, s/).

Fourteen new participants (10 female; native English speak-
ers) aged between 18 and 34 years (mean age of 24 years) took
part in this experiment. Analysis of the JND data revealed no
significant main effect of Place of articulation [F(2, 26) = 1.40,
p = 0.26] or Voicing [F(1, 13) = 3.74, p = 0.10], nor any inter-
action between these two factors [F(2, 26) < 1, n.s.]. Participants’
performance was very similar across the speech groups compared
as a function of the Place of articulation and across the Voicing
groups tested (i.e., Place of articulation: labiodental, M = 56 ms;
dental, M = 58 ms; alveolar, M = 63 ms; Voicing: voiced, M =
57 ms; unvoiced, M = 61 ms; see Figures 3A,6C). Labiodental
and dental stimuli are considered to be higher in visibility than
alveolar stimuli (e.g., Binnie et al., 1974; Dodd, 1977; Cosi and
Caldognetto, 1996). The JND values showed a trend toward
higher visibility stimuli resulting in numerically smaller JNDs,
however, this effect was not significant.

Analysis of the PSS data, however, revealed a significant
main effect of Place of articulation [F(2, 26) = 8.51, p < 0.01],
with larger visual leads being required for the alveolar stim-
uli (M = 42 ms) than for the labiodental (M = 11 ms) or
dental (M = 6 ms) stimuli (p < 0.01, for both comparisons;
see Figure 3B). Given that labiodental and dental stimuli are
considered to be higher in visibility than alveolar stimuli, the
larger visual leads required for the alveolar stimuli provide simi-
lar results to those observed for the stop consonants tested earlier
(Experiment 1A). There was no significant main effect for Voicing
[F(1, 13) < 1, n.s.] (see Figure 6D), nor was there any interac-
tion between Place of articulation and Voicing [F(2, 26) = 2.84,
p = 0.10].

PLACE OF ARTICULATION FOR NASALS (EXPERIMENT 1C)
Finally, we evaluated the influence of the Place of articulation on
audiovisual TOJs by testing nasal consonants (the voicing factor
was not evaluated since nasals are voiced-only). The data were
evaluated according to Place of articulation (three levels: bilabial,
/m/; alveolar, /n/; velar, /η/).

Thirteen new participants (nine female; native English speak-
ers) aged between 19 and 34 years (mean age of 24 years) took
part in the experiment. The analysis of the JND data resulted in
a significant main effect of Place of articulation [F(2, 24) = 4.45,
p < 0.05], indicating that the participants were significantly more
sensitive to the temporal order of the auditory- and visual-speech
streams when evaluating bilabial stimuli (M = 51 ms) than when
judging either alveolar (M = 60 ms) or velar (M = 64 ms) stim-
uli (p < 0.05 for both comparisons; see Figure 3A). These results
are similar to the trend observed in Experiments 1A and B, with
participants being more sensitive to the temporal order of the
highly-visible speech tokens (e.g., Binnie et al., 1974; Sams et al.,
1991; Robert-Ribes et al., 1998; Girin et al., 2001; see Massaro and
Cohen, 1993, for evidence that people are better at identifying the
syllable /ba/ as compared to the syllable /da/).

Analysis of the PSS data revealed a significant main effect
of Place of articulation [F(2, 24) = 2.62, p < 0.05], with the
visual stream having to lead by a larger interval for the alve-
olar (M = 39 ms) and velar stimuli (M = 25 ms) than for the
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FIGURE 3 | (A) Average JNDs and (B) PSSs for the place of articulation of the consonant stimuli presented in Experiment 1. The error bars represent the
standard errors of the mean. Asterisks indicate significant differences between the various stimuli presented.

bilabial (M = 10 ms) stimuli in order for the PSS to be reached
(p < 0.05, for both comparisons; see Figure 3B). Once again,
these results are similar to those obtained previously for the stop
consonants (Experiment 1A), where alveolar and velar stimuli
were shown to require greater visual leads as compared to bilabial
stimuli.

Overall, therefore, the results of Experiments 1A–C demon-
strate that the visual signal had to lead the auditory signal in
order for the PSS to be reached for the speech stimuli tested
here (see Figure 3B). The sole exception was the bilabial stimuli
in Experiment 1A, where an auditory lead of 3 ms was required
(although, note that this value was not significantly different from
0 ms; [t(13) < 1, n.s.]). These findings are supported by prior

research showing that one of the major features of audiovisual
speech stimuli is that the temporal onset of the visual-speech
often occurs prior to the onset of the associated auditory-speech
(i.e., Munhall et al., 1996; Lebib et al., 2003; Van Wassenhove
et al., 2003, 2005). More importantly for present purposes, the
results of Experiments 1A–C also revealed that the amount of
time by which the visual-speech stream had to lead the auditory-
speech stream in order for the PSS to be reached was smaller in
the presence of a highly-visible speech stimulus (e.g., bilabials)
than when the speech stimulus was less visible (e.g., as in the
case of alveolars; see Figure 4A). This finding is also compati-
ble with the cluster responses that are often reported in studies
of speech intelligibility that have utilized McGurk syllables. For
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FIGURE 4 | Average temporal window of integration (PSS ± JND) for audiovisual speech as a function of: (A) the place of articulation and (B) the

manner of articulation of consonant and (C) backness/roundedness of vowel stimuli used in this study.

example, the presentation of a visual /ba/ together with an audi-
tory /da/ often produces the response /bda/. This is not, however,
the case for the presentation of a visual /da/ and an auditory
/ba/ (i.e., where no /dba/ cluster is observed). This result can
partially be accounted for by the faster processing of the visual
/ba/ as compared to the visual /da/ (e.g., Massaro and Cohen,
1993). It should also be noted that the sensitivity of our par-
ticipants’ audiovisual TOJ responses was only found to differ as
a function of changes in the place of articulation (a visually-
dominant feature) in Experiment 1C but not in Experiments
1A–B. Additionally, no differences were obtained in participants’

sensitivity as a function of voicing, which is an auditorily-
dominant feature (e.g., Massaro and Cohen, 1993; Girin et al.,
2001).

In order to examine the relationship between the perceptual
findings described above and the physical properties of the audio-
visual stimuli utilized in Experiments 1A–C, we conducted an
auditory- and visual-saliency analysis of the synchronous audio-
visual stimuli by using the computational algorithms developed
by Evangelopoulos et al. (2008) to compute audio-visual salien-
cies in multimodal video summarization. The saliency analysis
allowed calculation of the saliency rise (i.e., beginning of the
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FIGURE 5 | Average saliency rise and peak (in ms) and saliency magnitude for each point for the audiovisual speech stimuli used in Experiments

1A–C as a function of the place of articulation and voicing.

saliency increase) and peak of each modality stream (in ms) and
the magnitude of each saliency point (see Figure 5). In terms of
the place of articulation, the saliency rise and peak occurred ear-
lier for the visual stream as compared to the auditory stream for
all stimuli except for the alveolar (Experiment 1A), labiodental
(Experiment 1B), and bilabial (Experiment 1C) stimuli, where
the reverse pattern was noted. The magnitude for each saliency
rise and peak point, highlighted a clear trend for all stimuli with
the magnitude being approximately the same for all points except
for that of visual rise. Specifically, the highest saliency magnitude
of visual rise was found for bilabials (Experiments 1A, C) and
labiodentals (Experiment 1B).

Comparison of the physical and perceptual data revealed a
trend whereby better TOJ performance coincided with visual rises
that were larger in magnitude, thus, suggesting that higher in
saliency stimuli lead to better detection of temporal order. In
terms of PSS, the physical and perceptual data also exhibited
a trend in terms of magnitude with larger visual leads being
required for stimuli of lower magnitude (except for the case of
dental stimuli in Experiment 1B), implying that lower magnitude
stimulation is less salient, in terms of signal saliency, as compared
to high in magnitude saliency points.

The saliency analysis for voicing did not reveal a consistent pat-
tern, which might be due to the fact that voicing constitutes an
auditorily-dominant feature. Specifically, the PSS-saliency mag-
nitude pattern observed earlier was also present in Experiment
1A but not in 1B, where voiced stimuli were higher in magnitude
in all saliency points.

The results of Experiments 1A–C therefore demonstrate that
higher in saliency visual-speech stimuli lead to higher tempo-
ral discrimination sensitivity and smaller visual-stream leads for
the speech signal. Previous studies support the view that visual-
speech may act as a cue for the detection of speech sounds

when the temporal onset of the speech signal is uncertain (e.g.,
Barker et al., 1998; Grant and Seitz, 1998, 2000; Arnold and Hill,
2001, though, see also Bernstein et al., 2004). Therefore, in the
present study, it may be that the less visually salient speech stimuli
required a greater visual lead in order to provide complemen-
tary information for the appropriate speech sound. We conducted
a second set of experiments in order to explore how the man-
ner of articulation of consonants affects audiovisual temporal
perception. As mentioned already, the manner of articulation is
an auditorily-dominant feature, thus we would not expect the
visual-speech signal to modulate the temporal perception of con-
sonants in the same manner as that observed in Experiment 1.
The apparatus, stimuli, design, and procedure were exactly the
same as in Experiment 1 with the sole exception that differ-
ent groups of audiovisual speech stimuli were tested that now
focused solely on the articulatory feature of the manner of articu-
lation of consonants. All the stimuli tested in Experiments 2A–C
were composed of voiced consonants with a constant place of
articulation (see Table 1B).

MANNER OF ARTICULATION FOR BILABIALS (EXPERIMENT 2A)
We were interested in the influence that the manner of articula-
tion of voiced bilabials has on the temporal aspects of audiovisual
speech perception. We categorized the data according to the factor
of Manner of articulation (three levels: stop, /b/; nasal, /m/; and
approximant, /w/).

Eleven new participants (six female; native English speak-
ers) aged between 18 and 30 years (mean age of 24 years) took
part in the experiment. The participants were numerically some-
what more sensitive to the temporal order of the stop (Mean
JND = 63 ms) and approximant (M = 69 ms) stimuli than for
the nasal stimuli (M = 72 ms), although the main effect of the
Manner of articulation was not significant [(F(2, 20) < 1, n.s.); see
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Figure 6A]. The analysis of the PSS data, however, revealed a sig-
nificant main effect of the Manner of articulation (F(2, 20) = 5.92,
p < 0.05), with significantly larger visual leads being required for
the nasal stimuli (M = 27 ms) in order for the PSS to be reached
as compared to the much smaller visual leads required for the stop
(M = 3 ms) and approximant (M = 5 ms) stimuli (p < 0.05, for
both comparisons; see Figure 6B). The results obtained here are
similar to those reported in Experiments 1A–C in terms of the PSS
data, where significantly smaller visual leads were required for the
highly-visible stop and approximant stimuli as compared to the
less visible nasal stimuli.

MANNER OF ARTICULATION FOR ALVEOLARS (EXPERIMENT 2B)
We were also interested in what role, if any, the manner of artic-
ulation of voiced alveolars would play in the temporal aspects
of audiovisual speech perception. We evaluated the data based
on the factor of Manner of articulation (four levels: stop, /d/;
fricative, /z/; nasal, /n/; and lateral approximant, /l/).

Eleven new participants (six female; native English speak-
ers) aged between 19 and 30 years (mean age of 24 years) took
part in the experiment. The participants were slightly more sen-
sitive to the temporal order of stop (M = 52 ms) and lateral
approximant (M = 53 ms) stimuli than to the temporal order
of the fricative (M = 57 ms) and nasal (M = 57 ms) stimuli
(see Figure 6A). However, the analysis of the JND data revealed
no significant main effect of the Manner of articulation [F(3, 30) =
1.23, p = 0.32]. The analysis of the PSS data highlighted a signif-
icant main effect of the Manner of articulation [F(3, 30) = 9.13,
p < 0.01], with significantly larger visual leads being required
for the fricative stimuli (M = 47 ms) as compared to the visual
leads required for the stop stimuli (M = 12 ms), and the auditory
leads required for the lateral approximant (M = 3 ms) stimuli
(p < 0.05; p < 0.01, respectively).

MANNER OF ARTICULATION FOR POSTALVEOLARS (EXPERIMENT 2C)
Finally, we evaluated how the manner of articulation of voiced
postalveolars influences the temporal aspects of audiovisual
speech perception by varying the stimuli used as a function of
the Manner of articulation (three levels: fricative, /Z/; affricative,
/Ã/; and lateral approximant, /r/).

Eleven new participants (five female; native English speakers)
aged between 18 and 34 years (mean age of 24 years) took part in
this experiment. The analysis of the JND data revealed a signif-
icant main effect of the Manner of articulation [F(2, 20) = 4.60,
p < 0.05], with the participants being significantly more sensi-
tive to the temporal order of fricative stimuli (M = 58 ms) than
of affricative (M = 78 ms) or lateral approximant stimuli (M =
74 ms; p < 0.05, for all comparisons; see Figure 6A). A similar
analysis of the PSS data also revealed a significant main effect of
the Manner of articulation [F(2, 20) = 12.24, p < 0.01]. Fricative
stimuli (M = 3 ms) required auditory leads for the PSS to be
reached as compared to the visual leads required for the affricative
(M = 23 ms) and lateral approximant (M = 73 ms) stimuli (p <

0.05, for all comparisons; see Figure 6B). The results obtained
with the postalveolar stimuli tested here agree with the general
findings of Experiment 1, whereby stimuli with a lower JND value
(i.e., stimuli where participants are more sensitive to the temporal

order of the presentation of the auditory and visual stimuli) also
required smaller visual leads (i.e., fricatives). However, lateral
approximant stimuli are generally considered to be more visible
than fricative stimuli, therefore the higher sensitivity (in terms
of the lower JNDs) observed here for fricative stimuli does not
agree with the idea that highly-visible stimuli result in improved
sensitivity to temporal order (i.e., lower JNDs).

The saliency analysis of the auditory and visual signals for the
stimuli presented in Experiments 2A–C (see Figure 7) once again
revealed saliency changes of greater magnitude for the points of
visual rise, while the visual rise was not reached earlier as consis-
tently as found in Experiment 1. Specifically, visual rise was earlier
for stops and approximants in Experiment 2A, stop and lateral
approximant in Experiment 2B, and fricative and lateral approxi-
mant in Experiment 2C. This earlier visual rise also coincides with
the previously-noted trend toward better sensitivity to temporal
order for these stimuli (which, however, only reached significance
in the behavioral data for fricatives in Experiment 2C). In terms
of saliency magnitude, no specific trend was observed (as with
voicing in Experiment 1). This null result might be driven by
the fact that the manner of articulation is an auditorily-driven
feature. Specifically, in Experiments 2A and 2C, the participants
required larger visual leads for nasals and affricatives, respectively,
while physically those stimuli were higher in saliency magnitude
for visual rise but saliency was reached earlier for auditory rise.
Fricatives and lateral approximants in Experiments 2B and 2C,
respectively, required perceptually visual leads for synchrony to be
perceived, while the saliency magnitude was high and the saliency
rise was reached earlier for the visual stream.

The results of Experiments 2A–C demonstrate similar results
to those observed in Experiments 1A–C in terms of the PSS data.
That is, the amount of time by which the visual-speech stream
had to lead the auditory-speech stream in order for the PSS to
be reached was smaller in the presence of highly-visible speech
stimuli as compared to less-visible speech stimuli (see Figure 4B).
There was no consistent pattern of the behavioral and the physi-
cal data, however, this result may be accounted for by the fact that
the manner of articulation is a feature (just like voicing) that is
highly associated with the auditory input (Massaro and Cohen,
1993; Girin et al., 2001). The results of Experiments 2A–C also
revealed (just as had been highlighted in Experiments 1A–C) that
the visual signal had to precede the auditory signal in order for
the PSS to be achieved (except in the case of fricative and lateral
approximant stimuli where a small auditory lead was observed;
Experiments 2C and 2B, respectively; However, once again, this
value was not significantly different from 0 ms; [t(10) = 1.10,
p = 0.32]; [t(10) < 1, n.s.], respectively).

By themselves, the results of Experiments 2A–C suggest that
visual-speech saliency influences the temporal perception of
audiovisual speech signals mainly in terms of the PSS data. The
perceptual and physical data do not, however, exhibit a consistent
pattern. This may reflect the fact that the manner of articulation
represents a feature that is largely dependent on the auditory sig-
nal for successful extraction of the speech signal, thus making the
visible identification of all voiced consonants particularly diffi-
cult (due to the fact that neither the movements of the velum
nor those of the vocal folds are visible; see Cosi and Caldognetto,
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FIGURE 6 | Continued
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FIGURE 6 | (A) Average JNDs and (B) PSSs for the manner of articulation of the consonant stimuli presented in Experiment 2. The error bars represent the
standard errors of the mean. Asterisks indicate significant differences between the various stimuli presented. (C) Average JNDs and (D) PSSs for the voicing of
the stimuli presented in Experiment 1.

1996), thus supporting the “information reliability hypothesis”
(e.g., Schwartz et al., 1998; Wada et al., 2003; Andersen et al.,
2004; Traunmüller and Öhrström, 2007). The majority of pre-
vious research on speech perception has focused on the use of
CV combinations as their main stimuli. In our third experi-
ment, therefore, we further explored how physical differences in
the articulation of vowels (in a non-consonant context) affect
the temporal aspects of audiovisual speech perception. Here, we
would expect that visual-speech should influence the JND data
(in a similar way as that observed in Experiment 1) as a function
of the roundedness of vowels, since this is the visually-dominant
feature for vowels.

BACKNESS/ROUNDEDNESS AND HEIGHT FOR VOWELS
(EXPERIMENT 3)
In our third and final experiment, we were interested in what
role, if any, the backness/roundedness and height of articulation
of vowels would play in the temporal aspects of audiovisual
speech perception. The data were categorized according to the
factors of Height (three levels: High, /i, u/; Mid, /ε, O/; and
Low, /æ, 6/) and Backness/Roundedness of articulation (two lev-
els: front/unrounded, /i, ε, æ/ and back/rounded, /u, O, 6/; see
Table 1C).

Eleven new participants (eight female; native English speak-
ers) aged 19–30 years (mean age of 23 years) took part in
this experiment. Analysis of the JND data revealed in a sig-
nificant main effect of Backness/ Roundedness [F(1, 10) = 4.75,
p = 0.05], with participants’ being significantly more sensi-
tive to the temporal order of the audiovisual speech stimuli
when judging back/rounded stimuli (M = 73 ms) as compared
to front/unrounded stimuli (M = 89 ms; see Figure 8A). No sig-
nificant main effect of Height was obtained [F(2, 20) < 1, n.s.],
nor any interaction between Height and Backness/Roundedness
in vowels [F(2, 20) < 1, n.s.]. A similar analysis of the PSS data
revealed a significant main effect of Backness/Roundedness
[F(1, 10) = 18.60, p < 0.01], with larger auditory leads being
required for rounded vowels articulated at the back of the tongue

(M = 51 ms) than for unrounded vowels articulated at the front
(M = 12 ms; see Figure 8B). The large auditory leads observed
for Roundedness agrees with research showing that the recog-
nition of rounded stimuli is difficult for both automatic speech
recognition systems, with the systems being blind to rounded-
ness, and humans who recruit more subtle physical cues and
possibly more complex operations along the auditory pathway in
perceiving rounded vowels (e.g., Eulitz and Obleser, 2007).

The saliency analysis of the stimuli used in Experiment 3 (see
Figure 9) showed a similar trend to that observed in Experiment
1. Specifically, the analysis revealed that, for back/rounded vow-
els, the saliency for both rise and peak was reached earlier for
the visual stream and participants were better in their TOJ per-
formance, the reverse pattern was observed for front/unrounded
vowels. In terms of PSS, front/unrounded vowels were found to
require large auditory leads with the saliency being noted earlier
for the auditory stream (i.e., earlier auditory rise and peak) but
was of lower magnitude (i.e., the highest magnitude was noted
for the visual rise and peak). No specific trend was observed for
height, a highly auditory feature (similar to Experiment 2).

Overall, the results of Experiment 3 replicate the patterns of
JND and PSS results obtained in Experiments 1A–C and the PSS
findings obtained in Experiments 2A–C. Specifically, larger audi-
tory leads were observed for the highly salient rounded vowels
as compared to the lower in saliency unrounded vowels (e.g.,
see Massaro and Cohen, 1993, for a comparison of /i/ and /u/
vowels and the /ui/ cluster; Traunmüller and Öhrström, 2007).
Additionally, the participants were also more sensitive to the tem-
poral order of the rounded vowels as compared to the unrounded
vowels. It should, however, be noted that differences in the sen-
sitivity to temporal order were only found as a function of
roundedness/backness, while no such differences were observed
as a function of the height of the tongue positions, which happens
to be a highly auditory-dominant feature. The fact that auditory
leads were required for all of the vowels tested here is consistent
with similar findings reported previously by Vatakis and Spence
(2006a).
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FIGURE 7 | Average saliency rise and peak (in ms) and saliency

magnitude for each point for the audiovisual speech stimuli used in

Experiments 2A–C as a function of the manner of articulation.

GENERAL DISCUSSION
The three set of experiments reported in the present study pro-
vide empirical evidence regarding how physical differences in
the articulation of different speech stimuli can affect audiovi-
sual temporal perception utilizing a range of different consonant
and vowel stimuli. The speech stimuli used here were compatible

FIGURE 8 | Average (A) JNDs and (B) PSSs for the

backness/roundedness of the vowel stimuli presented in

Experiment 3. The error bars represent the standard errors of the mean.
Asterisks indicate significant differences between the various stimuli
presented.

(i.e., both the visual-speech and auditory-speech referred to the
same speech event). This contrasts with the large number of pre-
vious studies of the relative contribution of audition and vision
to speech perception that have utilized incompatible speech sig-
nals (as in the McGurk effect; McGurk and MacDonald, 1976).
The stimuli were also presented in the absence of any acous-
tic noise. This was done in order to explore how participants
weight differently the auditory and visual information in speech
given that surely the system weights the reliability of the modal-
ity information even under quiet settings (e.g., Andersen et al.,
2004). Additionally, we utilized speech stimuli from three differ-
ent speakers, while the majority of previous studies have used
different tokens uttered by the same speaker (e.g., see Conrey and
Gold, 2000, for a discussion of this point). The use of different
speakers strengthens the present study since it takes account of
the possible variability that may be present during the articula-
tion of speech tokens by different individuals. Additionally, an
audiovisual saliency analysis of the stimuli was conducted in order
to make comparisons between the physical signal data and the
behavioral data collected. Taken together, the results of the exper-
iments reported here demonstrate (but see Maier et al., 2011 for
different control of stimulus synchronous presentation) that the
onset of the visual-speech signal had to precede that of the onset
of the auditory-speech for the PSS to be reached for all the conso-
nant stimuli tested (see Lebib et al., 2003; Van Wassenhove et al.,
2003, 2005).

We hypothesize that the results of the present study show evi-
dence that integration is being dominated by the modality stream
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FIGURE 9 | Average saliency rise and peak (in ms) and saliency magnitude for each point for the audiovisual speech stimuli used in Experiment 3 as a

function of the roundedness and height.

that provides the more salient information (e.g., place vs. manner
of articulation of consonants; Schwartz et al., 1998; Wada et al.,
2003). Our results also support the idea that the degree of saliency
of the visual-speech signal can modulate the visual lead required
for the two stimuli to be perceived as simultaneous. That is, the
more visible (i.e., greater in saliency magnitude) the visual sig-
nal, the smaller the visual lead that is required for the PSS to be
reached. These findings accord well with (Van Wassenhove et al.’s,
2005, p. 1183) statement that “. . . the more salient and predictable
the visual input, the more the auditory processing is facilitated
(or, the more visual and auditory information are redundant, the
more facilitated auditory processing.”

Visual speech signals represent a valuable source of input for
audiovisual speech perception (i.e., McGrath and Summerfield,
1985; Dodd and Campbell, 1987) that can influence the acous-
tic perception of speech in both noisy and quiet conditions (e.g.,
Dodd, 1977; Calvert et al., 1997; Barker et al., 1998; Arnold and
Hill, 2001; Girin et al., 2001; Möttönen et al., 2002). The visual
input can also reduce the temporal and spectral uncertainty of the
speech signal by directing auditory attention to the speech sig-
nal (Grant and Seitz, 2000), and can, in certain cases, serve as a
cue that facilitates the listener’s ability to make predictions about
the upcoming speech sound and assist in the successful extrac-
tion of the relevant auditory signal (see Barker et al., 1998; Van
Wassenhove et al., 2003, 2005). The idea that the visual signal
serves as a cue that may help to identify the auditory signal is sup-
ported by the results of Experiments 1 and 3, where the visual
signal had to lead the auditory signal (even for the cases of man-
ner of articulation and voicing where the auditory input has a
dominance over visual input; Massaro and Cohen, 1993; Girin
et al., 2001; Van Wassenhove et al., 2005) for synchrony to be per-
ceived depending on the degree of saliency of the speech stimulus
presented.

The complementarity of vision and audition in the case of
speech perception is more evident in those cases where the pho-
netic elements that are less robust in the auditory domain (in the
presence of auditory noise) are the ones that are the most salient
in the visual domain (i.e., Binnie et al., 1974; Summerfield, 1979,
1983, 1987; Grant et al., 1985; Robert-Ribes et al., 1998; De Gelder

and Bertelson, 2003). It appears that those speech features that
are hardest to discern on the basis of their auditory input ben-
efit most from the addition of the visual inputs and vice versa.
According to our results, highly salient speech contrasts (such
as bilabial stimuli) lead to relatively shorter processing latencies
for the speech signal, while lower in saliency (i.e., less visible)
visual inputs lead to longer processing latencies. These findings
are supported by the results of imaging studies reported by Van
Wassenhove et al. (2003, 2005). There it was argued that salient
visual inputs (as in /pa/) affect auditory speech processing (at
very early stages of processing: i.e., within 50–100 ms of stimu-
lus onset) by enabling observers to make a prediction concerning
the about-to-be-presented auditory input. Additional support for
this conclusion comes from the results of a study by Grant and
Greenberg (2001) in which the introduction of even small audi-
tory leads (of as little as 40 ms) in the audiovisual speech signal
resulted in a significant decline in speech intelligibility while intel-
ligibility remained high when the visual signal led by as much as
200 ms.

Previous research on the topic of audiovisual synchrony per-
ception has demonstrated that the human perceptual system
can recalibrate to the temporal discrepancies introduced between
auditory and visual signals and that this recalibration appears
to vary as a function of the type of stimuli being presented
(i.e., Navarra et al., 2005; Vatakis and Spence, 2007). It has been
shown that when people are presented with simple transitory
stimuli (such as, light flashes and sound bursts) smaller dis-
crepancies between the temporal order of the two signals can
be perceived (e.g., Hirsh and Sherrick, 1961; Zampini et al.,
2003), as compared to more complex events (such as speech,
object actions, or musical stimuli) where audiovisual asynchrony
appears to be harder to detect (e.g., Dixon and Spitz, 1980;
Grant et al., 2004; Navarra et al., 2005; Vatakis and Spence,
2006a,b). For instance, studies using simple audiovisual stim-
uli (such as, sound bursts and light flashes) have typically
shown that auditory and visual signals need to be separated
by approximately 60–70 ms in order for participants to be able
to accurately judge which sensory modality was presented first
(e.g., Zampini et al., 2003). While studies using more complex
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stimuli, such as audiovisual speech, have shown that the asyn-
chrony of the audiovisual signals (i.e., visual- and auditory-
speech) that can be tolerated can reach auditory leads of 100 ms
or more, or auditory lags of at least 200 ms (e.g., Dixon and Spitz,
1980; Grant and Greenberg, 2001; Grant et al., 2004; Vatakis and
Spence, 2006a,b, 2007). As discussed in the Introduction, the pur-
ported size of the temporal window of integration for audiovisual
speech (a stimulus that is highly complex) exhibits great variabil-
ity between published studies. The present findings highlight one
important factor underlining this variability, which relates to the
physical differences that are naturally present in the articulation
of different consonants and vowels. The results of this study show
that visual-speech has to lead auditory-speech in order for the two
to be judged as synchronous, and the fact that larger visual lead
times were required for lower saliency visual-speech signals, could
provide one possible account for the human perceptual system’s
higher tolerance to asynchrony for the case of speech as compared
to for simpler stimuli.

Overall, therefore, the results of the three sets of experiments
reported here replicate previous findings that visual speech sig-
nals typically precede the onset of the speech sound signal in
audiovisual speech perception (e.g., Munhall et al., 1996). In
addition, our findings also extend previous research by showing
that this precedence of the visual signal changes as a function
of the physical characteristics in the articulation of the visual
signal. That is, highly-salient visual-speech signals require less
of a lead over auditory signals than visual-speech signals that

are lower in saliency. Finally, our results support the analysis-
by-synthesis model, whereby the precedence of the visual signal
leads the speech-processing system to form a prediction regarding
the auditory signal. This prediction is directly dependent on the
saliency of the visual signal, with higher saliency signals resulting
in a better prediction of the auditory signal (e.g., Van Wassenhove
et al., 2005). It would be interesting in future research to explore
how coarticulation cues affect the temporal relationship between
auditory- and visual-speech signals observed in this study, since
the oral and extra-ocular movements of a particular speech token
are known to change depending on the context in which they are
uttered (e.g., from syllable to word; Abry et al., 1994). In closing,
future studies should further explore the relationship between
the physical characteristics of the audiovisual speech signal (as
explored by Chandrasekaran et al. (2009), for labial speech stim-
uli and in this manuscript in terms of saliency) and the behavioral
data obtained in terms of temporal synchrony.
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Introduction: Surgically implanted chambers with removable grids are routinely used for
studying patterns of neuronal activity in primate brains; however, accessing target tissues
is significantly constrained by standard grid designs. Typically, grids are configured with a
series of guide holes drilled vertically, parallel to the walls of the chamber, thus targeted
sites are limited to those in line vertically with one of the guide holes. Methods: By
using the three-dimensional modeling software, a novel grid was designed to reach the
targeted sites far beyond the standard reach of the chamber. The grid was fabricated
using conventional machining techniques and three-dimensional printing. Results: A pilot
study involving microinjection of the magnetic resonance (MR) contrast agent gadolinium
into the discrete regions of interest (ROIs) in the temporal cortex of an awake, behaving
monkey demonstrated the effectiveness of this new design of the guide grid. Using
multiple different angles of approach, we were readily able to access 10 injection sites,
which were up to 5 mm outside the traditional, orthogonal reach of the chamber.

Keywords: neuronal activity, recording chamber, guide grid, solid modeling, three-dimensional printing

INTRODUCTION
In order to examine a wide range of neuronal functions in vivo,
several techniques have emerged which allow for controlled
manipulations, and measurements, within circumscribed regions
of interest (ROIs), including (1) local delivery of pharmacologi-
cal agents, and (2) mapping the electrophysiological responses of
neurons to behaviorally relevant stimuli or neurochemical mod-
ulation, and (3) electrical stimulation of discrete populations of
neurons (e.g., Dias and Segraves, 1999; Nichols and Newsome,
2002; Pickens et al., 2009; Eifuku et al., 2010; Watanabe and
Munoz, 2010). Additionally, recent studies have used local injec-
tions of magnetic resonance (MR)-visible tracers (e.g., Mn2+)
to determine anatomical connectivity in vivo (e.g., Saleem et al.,
2002; Simmons et al., 2008). All of these research approaches,
when utilized in non-human primates, may require the implan-
tation of a recording chamber that can contain a grid to guide the
recording/microstimulation electrodes, infusion cannulae, injec-
tion needles, etc., into the brain ROI (e.g., Evarts, 1968).

Traditionally, a chamber is chronically affixed to the skull
above the ROIs via surgical screws and acrylic dental cement.
During the subsequent experimental sessions (e.g., electrophysio-
logical recording/microstimulation/focal drug delivery), a remov-
able grid, with holes parallel to the walls of the recording chamber,
is used to guide one or multiple electrodes/cannulae through the
craniotomy and the dura mater into the targeted tissue (see also
Crist et al., 1988).

There are, however, several disadvantages to this traditional
approach. First, on the skull, the space for placing the chamber

is limited. This limited space may be further reduced by other
associated mechanical attachments, such as the headpost. As a
result, it may not be possible to place the chamber at the most
advantageous position, nor to have a single chamber be as large as
the study might dictate (e.g., covering both hemispheres and both
medial and lateral target areas). Second, in studies that require
reaching the outermost lateral regions of the brain, the cham-
ber must be implanted in a vicinal region. This necessitates larger
muscle retractions in order to place the chamber, which increases
the risk of collateral damage to the animal (e.g., damaging the
temporalis muscle). Third, as in the case where a vessel passes
through the top of the ROI, if using a straight grid, the investi-
gators must either take the risk of hitting the vessel and damaging
the brain tissue, or relocate the cannula/electrode a sufficient
number of grid holes away to avoid the vessel, but possibly miss-
ing the critical ROI; clearly both of these solutions are less than
ideal.

Although there are some angled guide grids commercially
available, most of them have only one specified angle, which
may allow the investigator to reach a single ROI but at the same
time possibly preclude reaching other ROIs (e.g., when reaching
the different ROIs requires different angles, as might occur with
bilateralROIs).Forsuchcases, the investigatorwould havetodothe
experiment in serial fashion, changing to differently angled grids to
access each ROI, prohibitively protracting the overall experimental
time, and rendering simultaneous study of multi-ROI neuronal
activities impossible. Furthermore, a single angle grid actually only
shifts the reach of the chamber but cannot increase it. Actually, it
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will even decrease it in some cases because the wall of the chamber
may block some grid holes from reaching the target.

In order to solve the problems described above, we pursued
development of a novel angled guide grid system. This new guide
grid system would permit each point of interest to be reached
at the same time, irrespective of the angle(s) required to target
that point. Additionally, it would permit a larger target area to be
reached by the same size of chamber.

METHODS AND RESULTS
SUBJECTS AND GENERAL PROCEDURES
One adult male macaque monkey (Macaca mulatta, 9 years old,
and 7 kg) was used. All experimental and surgical procedures fol-
lowed the Institute of Laboratory Animal Research (part of the
National Research Council of the National Academy of Sciences)
guidelines and were approved by the National Institute of Mental
Health (NIMH) Animal Care and Use Committee (ACUC). The
monkey was anesthetized and surgically implanted, using asep-
tic techniques, with a plastic headpost and custom rectangular
chamber (58×32 mm, made of Ultem®; see Figure 1).

After a two-week recovery period, we inserted the traditional
straight guide grid (52×25×10 mm, made of Ultem®) into the
chamber and filled the chamber with gadolinium (Magnevist,
Berlex Pharmaceuticals; 1:1200 dilution in sterile saline,
pH 7.0–7.5) to illuminate the grids holes in the MR images
(Figure 2). Then, a high-resolution T1-weighted whole-brain
anatomical scans (voxel size: 0.5 × 0.5 × 0.5 mm3) was acquired
to map the grid and the brain structure by using a 4.7T Bruker
scanner with a Modified Driven Equilibrium Fourier Transform
(MDEFT) sequence.

TARGETING THE ROIs
Five ROIs were selected from each hemisphere. Only the right side
is shown for clarity (see Figure 2A). Using the AFNI (Analysis of
Functional NeuroImages) software (Cox, 1996), we determined
the corresponding grid hole that we should use if we wanted to
use the straight grid (Figure 2B). The grid holes in red are those
of the straight grid. As shown in this figure, the straight grid could
reach only three targets, (yellow, orange, and red), inside of the
bounding box that represented the perimeter of the straight grid.

FIGURE 1 | Chamber with the removable straight grid insert. The base
of the chamber will be shaped to the contours of the monkey’s skull and
cemented in place.

Obviously, a single angled grid could not reach all of the bilateral
targets. Moreover, even a grid with two separate angles (one for
each hemisphere) was not adequate to solve our problems because
the angle in anterior-posterior direction would reduce the area
we could reach due to intersection with the walls of the record-
ing chamber such that there were several targets which remained
unreachable (Figure 3). To overcome these limitations, a new type
of grid was designed as follows.

SOLID MODELING
For the example presented here, 10 points were determined by
depth, distance right to left, and distance anterior to posterior
referenced to the top center of the guide grid. Each point was
assigned a color to aid in identification. A three-dimensional
model of the guide grid, recording chamber, and targets of interest
was created using the software SolidWorks® (Dassault Systemes
SolidWorks, Concord: MA). Projection axes were created between
each of the 10 target points and corresponding points on the

A

B

FIGURE 2 | Location of each of five ROIs and corresponding grid holes.

(A) Five ROIs in the coronal plane, each of them marked by different color.
(B) Illustrates the five sites needed for the study on the grid. Only the three
sites inside the bounded box can be reached using the conventional
straight grid; the remaining two sites are beyond the reach of the straight
grid. The left hemisphere (not shown) also had three sites that could be
reached with the straight grid and two sites out of reach of the straight grid.

FIGURE 3 | Grid insert with two distinct angles. This scheme leaves a
large trapezoidal section in the middle of the brain ROI unreachable.
Dimensions in millimeter.
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surface of the grid. Sketch planes were created perpendicular
to each axis at the depth of the target points (Figure 4). Each
mapped point served as the center of a 5 mm by 5 mm square
sketch that was used to create an extruded cut up through the sur-
face of the guide grid (Figure 5). By moving the positions of the
corresponding points on the surface of the grid, the final posi-
tion of each of the extruded cuts could be adjusted to ensure that
the 10 different cuts did not interfere with each other or inter-
sect the recording chamber. The guide grid was now comprised
of a 52 mm by 25 mm by 10 mm block with ten 5 mm by 5 mm
extruded cuts, and each of these extruded cuts was angled exactly
toward the point of interest from which it was derived.

MASTER GRID FABRICATION
This varied angle guide grid was saved in the stereolithography
“.STL” file format and printed using a Dimension Elite 3D printer
(Stratasys, Eden Prairie: MN). This is a significant salient feature
that rendered this method feasible as conventional machining

FIGURE 4 | Sectional view of the grid insert. A plane at each injection
site was created perpendicular to an axis that connected the target site and
a point on the surface of the grid. Each target site was assigned a color to
distinguish them one from another. For clarity, only two are shown here.

FIGURE 5 | The 5×5 mm sketch used to project an extruded cut up

through the grid insert. The sketch was slightly oversized (5.2×5.2 mm),
and circular grooves at the corners were added to facilitate introduction of
adhesive.

of such a grid insert would have been prohibitively expensive.
Three-dimensional printing is readily available and affordable as
an outside service for those institutions that do not have their
own printer.

Small guide grids, 5 mm by 5 mm by 10 mm were fabricated
from Ultem® (Figure 6). Each small guide grid had twenty-
five 635 micron thru holes drilled on 1 mm centers. This size
was decided upon to give the investigator some leeway to avoid
anatomical obstructions, such as blood vessels, while still permit-
ting a reasonable number of points to be reached by each varied
angle guide grid. These small guide grids were cemented in flush
with the bottom surface of the varied angle guide grid (Figure 6).
This new grid system provided a 5 × 5 mm2 area for each cannula
or electrode insertion site that guaranteed all 10 targets could be
reached with one master grid placed in a single chamber.

PILOT STUDY RESULTS
The goal of our initial study was to assess targeting accu-
racy through this new type of grid. As described in Sections
“Solid Modeling and Master Grid Fabrication” above, a three-
dimensional model was designed, based on AFNI mapping of
target regions, for the master varied angled grid with ten indi-
vidual square cutouts to house the individual small Ultem®
guide grids. Once this master grid was fabricated, and the small
guide grids had been inserted, we placed the grid system into
the chamber and filled the chamber with gadolinium (1:1200
dilution in sterile saline) to illuminate the grids holes in the
MR images (Figure 7A). We again acquired high-resolution T1-
weighted whole-brain anatomical scans (voxel size: 0.5 × 0.5 ×
0.5 mm3). Using AFNI software, the ideal grid holes, as well as
the lengths of the guide and infusion cannulae, required to reach
the target sites, were established. Based on the calculation, all the
10 ROIs can be reached by using this new grid. These theoretical
calculations were verified by the following experiment. Following
aseptic protocol, a sterile field was prepared and using sterile
gastight Hamilton syringes, mounted on the microliter rack of an
infusion pump (Harvard Apparatus) and connected to the infu-
sion cannula (30 gauge stainless steel). After inserting guide tubes
(24 gauge stainless steel) into the intended grid holes, the infusion
cannulae were lowered into place and we made microinfusions
(2.7–3.75 µl/site, at rates ranging from 0.18 to 0.25 µl/min) of the
MR contrast agent gadolinium (1:75 dilution in sterile saline,
pH 7.0–7.5) into the circumscribed ROIs in the temporal cortex
of the awake monkey prior to MR scan sessions. Based on the
T1-weighted scans collected following these injection sessions, we
were successfully able to inject the gadolinium solution into each
site in an efficacious manner, demonstrating the viability of this
new targeting technique (see Figure 7B).

DISCUSSION
In the present study, a new type of 3D printed grid insert system,
which is capable of accommodating multiple angles simultane-
ously, was designed and proven to be a productive scheme for
expanding the reach of the electrodes and/or injection cannu-
lae aimed at sites deep in the brain. This type of grid insert
system would have applications in a variety of experiments
(see target areas in Hernández et al., 2010; Maior et al., 2010;
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FIGURE 6 | The 5×5×10 mm insert. Each insert contained 25 holes (diameter: 635 micron; 1 mm on center). Final master grid with 10 inserts each aimed at a
specific ROI.

A

R L

B

FIGURE 7 | (A) One ROI, shown here in the coronal plane, rotated into the
coordinate system of the guide grid, the ROI marked as an orange disk.
(B) The actual injection results made though this angled grid.

Vallentin and Nieder, 2010), allowing concurrent access to several
ROIs, including bilateral targeting, from a single-stage surgical
preparation.

ALTERNATIVES AND CONSIDERATIONS
An equally valid but different approach to the problem of simul-
taneous multi-angle targeting of multiple brain regions would
be the use of an array of permanent indwelling individual guide
cannulae (as available through Plastics One, Roanoke: VA, for
instance). Such cannulae can be obtained in MR compatible
materials (fused silica), allowing for anatomical scanning to vali-
date target acquisition, as well as functional imaging experiments.
One caveat, however, is that this method is far less flexible than
a grid based system, as modification of the target acquisition
may require additional intervals for placement surgeries. Both
methods could be combined effectively of course, for targeting
of tissues by trajectories originating from more caudal or lateral

points. For example, such combination would retain the capac-
ity for flexible, simultaneous bilateral targeting of ROIs in frontal
as well as temporal cortices via this new multi-angle grid system,
while hippocampal tissue could be approached longitudinally (see
Hampton et al., 2004), via chronic indwelling guide cannulae.

FUTURE DEVELOPMENTS
Future work will test the feasibility of adapting this technique for
use with recording electrodes. This will involve modification of
a microdrive (Nichols et al., 1998) to control the placement of
the electrode to conform to the appropriate angle. The device and
techniques described in the current study provide a useful method
to reach injection sites well beyond of the vertical reach of a sin-
gle recording chamber. This multi-angle guide grid system takes
advantage of the capabilities offered by the Dimension Elite 3D
printer (Stratasys, Eden Prairie: MN) and is an affordable alter-
native to conventional machining options. These factors combine
to maximize flexibility during the course of an experiment, allow-
ing issues that might arise, such as vascular obstacles, or gliosis, to
be circumvented by changing an angle of approach and printing
a new guide grid to achieve placements in the target ROI. Such
flexibility would be beneficial for target trajectories passing near
ventricles (see Bouret and Richmond, 2009; Maior et al., 2010),
bilateral targeting (see Dunn and Colby, 2010), and regions with
rich vascular challenges (see Singer and Sheinberg, 2010; Hayden
et al., 2011).
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