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Editorial on the Research Topic

Artificial intelligence solutions for global health and disaster response:

challenges and opportunities

Artificial intelligence (AI) has emerged as a transformative tool in disaster

preparedness and response, promising to reshape how we address some of the most

pressing global health challenges. The rapid development of AI technologies offers

unprecedented opportunities to enhance early warning systems, optimize resource

allocation, and facilitate real-time decision-making processes. This editorial introduces a

Research Topic of articles that explore the cutting-edge applications of AI across various

domains of global health and disaster response, aiming to provide a comprehensive

overview of both the potential and the hurdles associated with these technologies.

This Research Topic gathers insights from leading researchers, practitioners, and

policymakers at the forefront of integrating AI into health crisis management. The scope

of discussion spans multiple critical areas, including AI-powered surveillance systems, AI-

supported decision-making in resource distribution, and the role of AI inmanagingmental

health during crises. Each contribution advances our understanding of AI’s capabilities and

critically examines the ethical, legal, and social implications of deploying AI in sensitive

and high-stakes environments. Through this Research Topic, we aim to highlight the

innovative ways in which AI can promote health equity and improve healthcare delivery

during disasters while also addressing the significant challenges that must be overcome to

harness the full potential of AI in enhancing global health outcomes.

The Research Topic includes original research, systematic reviews, brief research

reports, mini reviews, perspective, review, and methods papers. We received 66

submissions, 25 of which, after a careful review process, were accepted for publication in

this Research Topic.

The paper by Liu P. et al. explores healthcare professionals’ and patients’ perceptions

and experiences regarding mobile health (mHealth) apps in China. The study identifies

the advantages and challenges of using mHealth apps using semistructured interviews. It

highlights concerns such as the ease of use, effectiveness, and potential risks associated with
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these apps. The findings underscore the need for improved safety,

regulatory standards, and user-friendly designs to serve older

populations better and bridge the gap between healthcare providers

and patients. The paper advocates for advancements in mHealth

technology to enhance its utility and reliability in improving

health outcomes.

The paper by Singh et al. delves into the burgeoning role of

blockchain technology within the healthcare sector. It thoroughly

examines how blockchain’s core features—such as decentralization,

immutability, and transparency—can address persistent challenges

in healthcare, such as data fragmentation, security concerns,

and the lack of interoperability among systems. By proposing a

framework for the practical application of blockchain in various

healthcare processes, the authors argue that blockchain technology

can significantly enhance data security, patient privacy, and the

efficiency of healthcare delivery systems. Moreover, the paper

discusses the broader implications of blockchain integration into

healthcare, including potential ethical and regulatory challenges.

Belachew et al.’s study investigates the adoption and utilization

of telemedicine among patients with chronic diseases at the

University of Gondar Comprehensive Specialized Hospital. The

research uses a cross-sectional study design to capture the

perceptions, willingness, and actual use of telemedicine services

among these patients. Findings indicate a generally positive

perception and willingness to engage with telemedicine despite

low usage. This discrepancy highlights the potential for greater

implementation of telemedicine, provided that patient awareness

and infrastructural support are enhanced.

The paper by Shakhovska et al. investigates micro-stresses’

impact on operators’ performance within search systems. The

study assesses operator behavior under stress by presenting test

images to monitor reaction times and decision-making processes

utilizing a human-machine interface model. Key findings include

the development of a methodology to analyze and cluster operator

responses based on their stress resistance. The study offers

insights into optimizing the selection and training of operators by

recognizing individual differences in stress handling.

The paper by Li et al. introduces a fractal multi-level

distribution network (FMDN) model to optimize the delivery of

essential supplies during disasters. This model considers factors

like road damage and dynamic demand changes at disaster sites

to minimize overall operational costs, which include construction,

transportation, and penalty costs for unmet demand. The study

confirms the model’s effectiveness through numerical experiments

using LINGO software, demonstrating that it can efficiently

manage emergency resource distribution under variable and

challenging conditions.

The paper by Pinto et al. examines the influence of online

news on public health responses by focusing on the syphilis

epidemic in Brazil. The study analyzes the volume and quality

of news between 2015 and 2019 and its correlation with syphilis

testing rates using text mining techniques. The findings reveal

a positive association between high-quality news and increased

syphilis testing, emphasizing the role of effective communication

in enhancing public health policy actions.

The paper by Zhang et al. examines the influences on

Chinese type 2 diabetes patients’ readiness to adopt digital

disease management apps. Utilizing the Technology Acceptance

Model (TAM), Perceived Risk (PR) theory, and eHealth Literacy

Theory (E-HLT), the study highlights significant predictors such

as perceived usefulness, ease of use, and electronic health literacy.

Results indicate these factors substantially impact patients’ attitudes

toward and intentions to use such applications, providing critical

insights for developers and healthcare providers aiming to increase

digital health tool adoption.

The paper by Sen et al. addresses the growing relevance of big

data analytics in medical research, focusing specifically on text-

mining techniques. It discusses various challenges encountered in

this field, such as data quality and integration, privacy concerns,

and the need for robust analytical tools. The authors propose

several recommendations to overcome these hurdles, emphasizing

the development of more sophisticated data processing algorithms

and implementing stricter data privacy regulations. The paper aims

to guide future research and development in efficiently utilizing

medical big data for improved healthcare outcomes.

The paper by Towler et al. evaluates the efficacy of Machine-

Assisted Topic Analysis (MATA) against traditional human-only

thematic analysis. The study, conducted during the COVID-19

pandemic, used a dataset of 1,472 user responses from a behavioral

intervention to compare the two methods. The results show that

while human analysis provides depth, MATA significantly reduces

the time required for data analysis. Both methods produced similar

thematic outcomes, demonstrating that MATA is an effective tool

for rapid qualitative analysis in public health emergencies.

The paper by Honchar et al. investigates the predictors of long-

term health effects in COVID-19 patients post-discharge. The study

assesses symptoms, performs echocardiography, and conducts a

6-min walk test both pre-discharge and 1-month post-discharge,

utilizing a cohort of 221 hospitalized patients. The presence of

post-COVID-19 syndrome (PCS) was then evaluated 3 months

after discharge. The research identifies key pre-discharge predictors

for PCS, including age, sex, inflammation levels, and oxygen

needs. The study successfully developed a neural network-based

classification model that predicts the development of PCS with

high accuracy, demonstrating a significant step toward optimizing

patient care post-COVID-19.

The study by Lihua et al. evaluates the effectiveness of a

health self-management intervention tailored for individuals with

metabolic syndrome (MS) who were bereaved by the Wenchuan

earthquake. This randomized controlled trial utilized a detailed

intervention program based on self-management principles,

covering diet, exercise, medication adherence, and emotional

management. Results showed significant improvements in MS

management behaviors and some physiological indicators among

the intervention group compared to controls, demonstrating the

potential of structured self-management programs in enhancing

disease outcomes in post-disaster settings.

The paper by Zhou et al. comprehensively evaluates various

AI-based intraocular lens (IOL) power calculation formulas

compared to traditional and newer vergence formulas. The study

systematically analyzed 12 studies involving 2,430 eyes, utilizing

methods such as mean absolute error (MAE), median absolute

error (MedAE), and the percentage of eyes with a predictive

error within specific diopters focused on highly myopic eyes. The

Frontiers in PublicHealth 02 frontiersin.org7

https://doi.org/10.3389/fpubh.2024.1439914
https://doi.org/10.3389/fpubh.2023.1229386
https://doi.org/10.3389/fpubh.2023.1234436
https://doi.org/10.3389/fdata.2023.1239017
https://doi.org/10.3389/fpubh.2023.1245415
https://doi.org/10.3389/fpubh.2023.1248121
https://doi.org/10.3389/fpubh.2023.1259158
https://doi.org/10.3389/fpubh.2023.1259410
https://doi.org/10.3389/fpubh.2023.1268223
https://doi.org/10.3389/fpubh.2023.1276211
https://doi.org/10.3389/fpubh.2023.1277389
https://doi.org/10.3389/fpubh.2023.1279718
https://www.frontiersin.org/journals/public-health
https://www.frontiersin.org


Chumachenko et al. 10.3389/fpubh.2024.1439914

top-performing AI-based formulas identified were XGBoost, Hill-

RBF, and Kane, demonstrating superior accuracy over traditional

methods for calculating IOL power for highly myopic patients. This

paper highlights the potential of AI to enhance the precision of

medical predictions in specialized settings.

The study by Ahun et al. investigates Turkish emergency

physicians’ ethical perspectives on using AI in epidemic triage. The

study assesses the attitudes of 167 specialists toward AI’s utility

in emergency triage, particularly under pandemic conditions,

using a detailed survey. The findings reveal a cautious optimism

about AI’s benefits for patient care and healthcare operations.

However, significant concerns remain regarding responsibility for

AI-driven decisions and the ethical handling of private patient data.

Most respondents acknowledge AI’s potential to enhance triage

efficiency but emphasize the need for clear accountability and data

privacy guidelines.

The paper by Long et al. explores the application of AI to

optimize healthcare supply chain modes. It introduces a deep

reinforcement learning algorithm to improve decision-making in

selecting sustainable and efficient supply chain modes. Through

simulation experiments, the study demonstrates that AI can

effectively enhance the economic, social, and environmental

benefits of healthcare supply chains. The findings suggest AI is a

superior healthcare supply chain mode selection method, offering

significant improvements over traditional methods.

The paper by Kryvenko et al. addresses the increasing need

for effective compression techniques in storing and transferring

large dental images. The authors explore lossy compression

that retains the visual quality necessary for diagnostic purposes,

emphasizing the role of discrete cosine transform-based encoders.

They evaluate the performance of different encoders in achieving

high compression ratios while ensuring the invisibility of

compression artifacts through theoretical approaches and

experimental validation with professional dentists. This study

is crucial for advancing digital imaging in dental practice and

improving telemedicine applications by enabling efficient image

data management.

The paper by Zaidan provides a comprehensive analysis of

how AI is being integrated into various aspects of global health,

addressing significant challenges such as mental health, infectious

diseases, cardiovascular diseases, and the impacts of aging. The

review explores AI’s role in enhancing disease surveillance,

diagnosis, treatment modalities, and overall public health

strategies. Additionally, it discusses the ethical considerations

and the necessity for equitable AI integration in healthcare

practices globally, highlighting AI’s transformative potential while

acknowledging the complexities and responsibilities accompanying

its widespread adoption.

The paper by Valeanu et al. examines vaccine misinformation

on Twitter, focusing on content written in Romanian. Using a

dataset of 1,400 tweets, researchers manually classified each tweet as

true, neutral, or fake information. They employedmachine learning

algorithms to predict the classification of tweets, finding that

misinformation tends to be more frequently liked and shared. This

study highlights the significant role of AI in distinguishing between

valid and false health information online, aiming to support public

health efforts by mitigating the spread of vaccine misinformation.

The paper by Yoon et al. examines the application of virtual

reality (VR) and virtual try-on technologies to address privacy

concerns in home-based fitness training. It introduces methods

to anonymize participants’ appearances and environments during

video-based exercise sessions, enhancing user comfort and

motivation. The study demonstrates the effectiveness of these

technologies through a user study, highlighting their potential

to enhance privacy, self-confidence, and coaching satisfaction.

However, no significant differences in coaching satisfaction

were noted. This innovative approach proposes a model for

future remote fitness training that prioritizes user privacy

and engagement.

The study by Roche et al. investigates the accuracy of AI

in reading and interpreting HIV self-test results. The study,

conducted in Kisumu, Kenya, involved participants using blood-

based HIV self-tests in private pharmacies, with results interpreted

by clients, pharmacy providers, and an AI algorithm. The AI

algorithm demonstrated high sensitivity and specificity, showing

promise as a quality assurance tool in HIV testing, comparing these

interpretations to an expert panel’s readings. The findings suggest

that AI could enhance accuracy and reliability in interpreting HIV

self-tests in real-world settings.

The paper by Tucker and Lorig explores the integration of

agent-based social simulations (ABSS) with the everyday digital

health perspective to inform policy during health crises like

COVID-19. ABSS models the interactions of intelligent agents

to simulate complex societal responses to health policies, serving

as a virtual testbed for scenario testing without risking real-

world consequences. The paper highlights challenges such as

the need for valuable scenario definition and appropriate data

availability, suggesting that incorporating everyday digital health

insights can enhance ABSS’s effectiveness in crisis management.

This approach emphasizes the importance of understanding digital

health technology adoption and its varied impacts across different

population segments to improve the accuracy and relevance of

health crisis simulations.

The paper by Benboujja et al. addresses the significant

challenge of language barriers in pediatric healthcare. It presents

a multilingual, AI-assisted curriculum designed to improve global

healthcare education. The curriculum includes video modules

in multiple languages tailored for diverse healthcare settings

using generative language models, enhancing comprehension

and accessibility for non-English speaking healthcare providers

and caregivers. This innovative approach ensures that essential

pediatric care knowledge is universally accessible, supporting

the World Health Organization’s advocacy for digitally enabled

healthcare education.

The paper by Alotaibi et al. examines the application of

AI, specifically ChatGPT, in the management of ocular cancer.

It reviews existing literature to address the types of ocular

cancer, the associated challenges, and how ChatGPT can assist

in overcoming these barriers. The review underscores the

limited awareness and healthcare access, financial constraints,

and infrastructure deficiencies as significant hurdles in effective

ocular cancer management. The paper discusses the prospective

benefits of integrating ChatGPT to enhance diagnostic accuracy,

patient education, and treatment planning while highlighting
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the necessity for further research to optimize AI applications

in healthcare.

The paper by Moskalenko and Kharchenko discusses

enhancing the robustness of medical AI systems against

disturbances like adversarial attacks, fault injections, and

data drift. It introduces a modified machine learning operations

(MLOps) framework incorporating resilience optimization,

predictive uncertainty calibration, and graceful degradation. The

study demonstrates that adding these resilience mechanisms

improves the system’s ability to handle disruptions, particularly

in medical image recognition, using datasets like DermaMNIST,

BloodMNIST, and PathMNIST. The findings suggest that AI

systems can be more reliable and trustworthy in critical healthcare

applications by integrating these resilience-focused adaptations.

The paper by Miao et al. introduces a machine learning

model for the early identification of elevated arterial stiffness

(EAS) using easily accessible clinical and questionnaire data from

77,134 participants. The study demonstrates the effectiveness

of the XGBoost algorithm, which outperformed other models

in accuracy and predictive capability, utilizing advanced feature

selection andmodel trainingmethods. The research emphasizes the

potential of this cost-effective model to significantly enhance the

screening processes for arterial aging, making it accessible for broad

clinical application.

The paper by Liu X.-d. et al. focuses on enhancing the

predictive accuracy of epidemic time series data by incorporating

Gated Recurrent Units (GRU) into Graph Neural Networks

(GNN). This integration, referred to as GRGNN, is evaluated

using datasets including COVID-19 cases from African

and European countries and a chickenpox dataset from

Hungarian regions. The study demonstrates that GRGNN

consistently outperforms traditional models in prediction

accuracy, validating its effectiveness in epidemic forecasting

and highlighting its potential for early warning systems in

public health.

The Research Topic of articles within this Research Topic

underscores AI’s vast potential and multifaceted challenges in

enhancing disaster preparedness and response. From improving

early warning systems to ensuring health equity in crises, the

insights provided by these papers highlight both the transformative

capabilities and the ethical considerations necessary for the

responsible deployment of AI technologies. As we move forward,

the continued collaboration between researchers, practitioners, and

policymakers will be crucial in harnessing AI’s power to respond to,

anticipate, and mitigate global health emergencies.
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Background: Technology-based healthcare services have important implications

for the diagnosis, prevention, and treatment of diseases, as well as providing

access to high-quality care that both the patient and the healthcare practitioner

can benefit from. To access medical information, patients have also searched

for methods of technology-based healthcare services like telemedicine (TM).

However, little is known regarding the perceptions, willingness, and practices of

TM among Ethiopian patients, especially in the study setting.

Objective: This study assessed the perceptions, willingness, and practice of TM

among patients with chronic disease at the University of Gondar Comprehensive

Specialized Hospital (UoGCSH), Northwest Ethiopia.

Methods: A cross-sectional study was conducted from June 1 to July 30,

2022, among patients with chronic diseases who were on follow-up at the

UoGCSH. Eligible participants were included in the study using a systematic

random sampling technique. A structured questionnaire was used and recorded

in the Kobo data collection tool. The collected data were managed and analyzed

using the Statistical Package for Social Science (SPSS) version 26.

Results: Out of 422 patients approached, 384 (91% response rate) were included

in the final analysis. The mean (±SD) age of the participants was 48.07 ± 16.17

years. The overall perceptions mean (±SD) score of the respondents was 3.92 ±

1.06. Generally, near to three-fourths (71.1%) of the participants had a positive

perception of TM services, and around two-thirds (63.3%) had a willingness to

be involved in the TM service. However, only around one-fourth (24.5%) of the

participants were perceived to have a high level of TM practice currently.

Conclusion: The findings suggest that although the level of perception and

willingness of TM services among patients with chronic diseases was positive, their

level of practice was low. Therefore, creating awareness and suitable conditions

to improve their utilization of TM could be important.

KEYWORDS

attitude, chronic diseases, perception, practice, telemedicine, willingness
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Introduction

Digital-based intervention has been popular in the self-

management of patients with chronic diseases, particularly

during the COVID-19 pandemic, when patients faced difficulties

accessing face-to-face health services with healthcare providers

(1–4). Telemedicine (TM) has been used for communication

between physicians, nurses, paramedical personnel, and patients

in need of medical care (5, 6). The origin of TM, that is,

the support of health care services through communication

and technology, can be traced back to the time during which

electronic devices were invented (7). TM has been used to describe

the direct provision of healthcare services, and its applications

were demonstrated as teleconsultation, remote psychotherapy,

remote imaging, telepathology, tele dermatology, patient care

at the first level of health care, specialized counseling systems,

remote surgery, remote anesthesiology, remote cardiology, remote

radiology, remote oncology, home monitoring, patient education,

continuing medical education, and remote home medical care (8,

9). Globally, different studies were conducted to show the adoption,

use, and utility of TM during COVID-19 (10–13).

Chronic diseases have a significant impact on people’s lives

in the following ways: impaired mobility, reduced quality of life,

negative emotions, increased economic burden, and a higher

mortality rate. Despite this devastating potential, the incidence of

chronic diseases is increasing (14, 15). According to the World

Health Organization’s 2015 report, chronic diseases killed 38

million people each year and have become a public health concern

(15). Deaths account for roughly 80% of all deaths in low- and

middle-income countries. Morbidity and mortality from chronic

diseases are increasing faster in sub-Saharan Africa than at any

other time in history. Ethiopia is no exception to the burden

imposed by such chronic diseases (16). The prevalence of chronic

non-communicable disease (NCD) in Ethiopia has ranged from

29 to 35%: diabetes at 5%, cardiovascular disorders at 13.4%,

and respiratory conditions at 1–18% (1–18%) (17). Aside from its

high prevalence, chronic disease management is difficult because

it necessitates long-term follow-up by health care providers and

patients, as well as a large amount of resources. This results in

a scarcity of health-care resources available to patients and their

families and serves as a driving force for telehealth innovation

(18). TM enables remote monitoring of vital signs in patients

with chronic conditions, and by doing so, it decreases mortality

and hospitalization while increasing quality of life (4, 19–21).

It eliminates the need to go to the doctor’s office and sit side

by side with others, which could lead to the transmission of

communicable diseases (22). It also reduces rates of exacerbation

and hospitalization in patients with asthma and chronic obstructive

pulmonary disease (COPD) by allowing patients to receive better

medical attention at the convenience of both the doctor and

themselves (22). A review also disclosed that the use of digital-

based messages helps in improving hypertension, diabetes and

asthma (23).

Abbreviations: COPD, Chronic Obstructive Pulmonary Diseases; CI,

Confidence Interval; DM, Diabetes Meletus; HTN, Hypertension; TM,

Telemedicine; UoGCSH, University of Gondar Comprehensive Specialized

Hospital; NGO, Non-Governmental organization.

TABLE 1 Sociodemographic characteristics of chronic disease patients

toward telemedicine at ambulatory clinic of UOGCSH, Ethiopia 2022 (N =

384).

Variables Category Frequency (%)

Sex Male 205 (53.4)

Female 179 (46.6)

Age of participants Mean (±SD) 48.07 (16.17)

<31 years 72 (18.8)

32–50 years 149 (38.8)

50–60 years 73 (19)

≥61 years 90 (23.4)

Residence Urban 232 (60.4)

Rural 152 (39.6)

Marital status Single 67 (17.4)

Married 274 (71.4)

Divorced 22 (5.7)

Widow 19 (4.9)

Educational status No formal education 109 (28.4)

Primary (1–8) 93 (24.2)

Secondary (9–12) 104 (27.1)

College and above 78 (20.)

Occupation Government employee 60 (15.6)

Business/self-employee 237 (61.7)

Unemployed 61 (15.9)

Freelance 26 (6.8)

Monthly income ≤860 28 (7.3)

861–1,500 37 (9.6)

1,501–3,000 195 (50.8)

3,001–4,999 33 (8.6)

≥5,000 91 (23.7)

Health cost

coverage

Out pocket 101 (26.3)

Health insurance 207 (70.3)

NGO 7 (1.8)

Other 6 (1.6)

Internet and /or

phone cell use

Yes, on my Owen 214 (55.7)

On the help of other 18 (4.7)

No 151 (39.3)

Smart phone use Yes 132 (34.4)

My family use it 13 (3.4)

No 239 (62.2)

Current living

situation

Living alone 26 (6.8)

Living with family 351 (91.4)

Other 7 (1.8)

(Continued)
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TABLE 1 (Continued)

Variables Category Frequency (%)

Hospital traveling

service

Walk 9 (2.3)

Private car 4 (1)

Taxi/public transportation 371 (96.6)

TABLE 2 Clinical characteristics of chronic patients at the ambulatory

clinic of UOGCSH, Ethiopia 2022 (N = 384).

Variable Chronic disease
type

Frequency
(%)

Type chronic disease Cardiovascular

disorders

84 (21.9)

Endocrine disorders 69 (18.0)

Respiratory disorders 65 (16.9)

Nerve system disorders 54 (14.1)

Reproductive disorders 44 (11.5)

Circulatory disorders 84 (21.9)

Musculoskeletal

disorders

30 (7.8)

Integumentary disorder 18 (4.7)

Urinary disorders 17 (4.4)

Digestive disorders 3 (0.8)

Duration of disease <5 years 202 (52.6)

≥5 years 182 (47.4)

Fallen on the way to our

hospital

Yes 61 (15.9)

No 323 (84.1)

Admission history to the

hospital with in 6 months

Yes 219 (57)

No 165 (43)

Waiting time in the hospital is

long

Vey often 143 (37.2)

Yes 135 (35.2)

Not so much 53 (13.8)

No 53 (18.8)

Follow-up time Monthly 120 (31.3)

Once every 2 months 169 (44)

Once every 3 months 79 (20.6)

Semi-annually 12 (3.1)

Annually 4 (1)

Although interest in telehealth is growing, its implementation

is not common practice yet. Initiatives for e-health applications

are not similar and consistent throughout the world. For example,

in the Netherlands, the implementation of e-health is developed

through the collaboration of caregivers, caretakers, and health

insurance (14). People living in low-income countries, such as

African countries, face more health problems than those in

developed countries, and they have limited access to health

innovations (24). When it comes to Ethiopia, which is the

second-most populous country in Africa, with over 117 million

people in 2021, in order to meet the healthcare needs of such

a large population, the implementation of TM is recommended

to expand (25). Ethiopia’s Ministry of Health (MoH) recently

launched a digital and innovation center where experts can

synthesize, promote best practices, and scale up innovation tools.

According to the April 30th, 2021 report, ∼54.7 million people

were telecommunications subscribers. There were ∼54.7 million

mobile voice subscribers, 25 million internet subscribers, 349,000

fixed broadband subscribers, and 923 fixed service subscribers. The

telecom coverage was reported to be 85.4–95%, and the density was

50% (25).

Knowing the global and national implications of chronic

disease management, developed countries advocated for a new

technology, TM that supports the health system. It aids in lowering

health-care costs, increasing access to care, reducing the need

for a larger workforce, and reducing time waste. Although its

implementation is in its early stages, Ethiopia needs to implement

TM after learning about its benefits. However, to the best of

authors knowledge and broader search, assessment of patients

with chronic diseases perceptions, willingness, and practice of

TM has not been explored yet. Even though various literatures

are conducted during COVID-19 world concerning to the use of

TM and its implication, there is scarcity of information in the

study area.

Therefore, the main research questions are: (I) Do patients

with chronic diseases perceive TM as good or bad? (II) Are

patients with chronic diseases willing to use TM or not? (III) Do

patients practice TM or not? To answer these research questions,

this study assessed perceptions, willingness, and practice of TM

among patients with chronic diseases at the UoGCSH, Northwest

Ethiopia. The findings will serve as a baseline for identifying

opportunities and barriers from the patients’ perspective to ensure

the delivery of better healthcare through the implementation

of TM.

Methods and materials

Study design and setting

An institutional-based cross-sectional study with patient

interviews and medical record review was carried out at UOGCSH

ambulatory chronic care from June 20 to July 20, 2022. The

UoGCSH is a comprehensive public referral health facility in

northern Ethiopia that serves as a teaching hospital for students

from the University of Gondar. The hospital is ∼738 km from

Ethiopia’s capital city. The UoGCSH statistics and information

office revealed that the hospital’s ambulatory care follows up with

patients every Monday to Friday and serves 15,000 patients with

chronic conditions such as HTN, diabetes, asthma, COPD, heart

failure, epilepsy, and other cardiovascular disorders as of the

November 2019 report.
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TABLE 3 Perception toward telemedicine in patients with chronic disease at the UoGCSH, Ethiopia 2022 (N = 384).

Statements Response level Frequency (%)

Anxious about using a tablet or mobile device Very much 81 (21.1)

Yes 114 (29.7)

Not so much 30 (7.8)

No 159 (41.4)

Opinion about the usefulness of the eHealth application for making decision for Not useful at all 37 (9.6)

own health

Not useful 61 (15.9)

Unsure 69 (18)

Useful 189 (49.2)

Very useful 28 (7.3)

Perception statements Level of response, n (%)

Strongly agree Agree Neutral Disagree Strongly disagree Mean (SD)

Telemedical service may be necessary for chronic patient care 52 (13.5) 229 (59.6) 64 (16.7) 19 (4.9) 20 (5.2) 3.72 (0.94)

Providing a telemedicine service helps faster medical care 62 (16.1) 179 (46.6) 68 (17.2) 19 (4.9) 56 (14.6) 3.74 (1.20)

Providing telemedicine is important for medical care to remote and

underserved areas of healthcare.

34 (8.9) 180 (46.9) 104 (27.1) 33 (8.6) 33 (8.6) 3.96 (0.95)

Providing a telemedicine service saves effort. 38 (9.9) 175 (45.6) 105 (27.3) 33 (8.6) 33 (8.6) 3.95 (0.97)

Providing a telemedicine service saves money. 33 (8) 200 (52.1) 85 (22.1) 33 (8.6) 33 (8.6) 3.96 (0.95)

Providing a telemedicine service saves transportation cost. 36 (9.4) 231 (60.1) 45 (11.7) 39 (9.6) 44 (9.8) 3.95 (0.96)

Providing a telemedicine service reduces waiting lists in medical

centers.

43 (11.2) 225 (58.6) 52 (13.5) 31 (8.3) 32 (8.5) 3.9 (1.00)

Providing a telemedicine service can improve communication between

patients and their doctor or nurse.

62 (16. 179 (46.6) 68 (17.7) 19 (4.9) 56 (14.6) 3.84 (1.120)

Providing a telemedicine service can help in providing appropriate

instructions in emergencies.

36 (9.4) 200 (52.1) 54 (14.1) 19 (4.9) 75 (19.5) 4.15 (1.13)

Using eHealth applications to access healthcare offers greater security. 43 (11.2) 201 (52.3) 46 (12) 19 (4.9) 75 (19) 4.15 (1.16)

Easy to share medical information on eHealth applications 39 (10.2) 210 (54.7) 40 (10.4) 20 (5.2) 75 (19.5) 4.15 (1.14)

Using eHealth applications to access healthcare is convenient. 40 (10.4) 195 (50.8) 54 (14.1) 20 (5.2) 75 (19.5) 3.15 (1.15)

Using eHealth application is good to consulting physician 29 (7.6) 200 (52.1) 60 (15.6) 20 (5.2) 75 (19.5) 4.18 (1.10)

eHealth application makes appointment online to see physician 36 (9.4) 216 (56.3) 36 (9.4) 21 (5.5) 75 (19.5) 4.16 (1.13)

Over all mean (± SD) of the respondents 3.92 (1.06)

Overall perception of TM service Good 273 (71.1%)

Poor 111 (28.9%)
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TABLE 4 Thoughts of participants about using an application to get, keep, and update health information (N = 384).

Statements Level of response, n (%)

Strongly
disagree

Disagree Neutral Agree Strongly
agree

I would be worried about the privacy of my health

information to use TM

40 (10.4) 35 (9.1) 26 (6.8) 96 (25) 187 (48.7)

I don’t need TM to handle my health needs

because it does not keep privacy

40 (10.6) 56 (14.6) 57 (14.8) 85 (22.1) 146 (38)

I don’t like using computers, mobiles or the

internet because it can lead to disclosing medical

information to people who are not authorized to

do so

96 (24.9) 59 (15.4) 57 (14.8) 80 (20.8) 92 (24)

Study participants

All patients with common chronic diseases who had been

followed for their medical condition at the ambulatory chronic care

unit of the UoGCSH during the study period were included as study

participants. To be included, they could be adults (age higher and

equal to 18), diagnosed and followed for at least one chronic disease,

and agreed to participate in the study. Patients who were severely

ill and unable to provide an interview, those who were with sever

neurological and psychiatric problems, and patients with hearing

problems were all excluded.

Sample size and sampling technique

The sample size was calculated using the single mean

population proportion formula with a 95% confidence level (Z =

1.96), a proportion of the outcome (i.e., perceptions, willingness,

and practice of TM) of 50% (P= 0.5) to obtain an adequate sample

size and a relative precision of 5% (D= 0.05).

n =

(

Z∂
2

)2
P(1− P)

D2
=

(1.96)2 ∗0.5∗0.5

(0.05)2

n = 384 .16≈ 384

Where; Zα/2= confidence level at 95% (standard value of 1.96);

P= estimated prevalence or proportions of the outcome; d= range

of CI or margin of error.

Finally, considering a 10% contingency for possible non-

response, the calculated sample size was to be 422.

A systematic random sampling method was used to include

study participants. The total number of chronic patients who visit

this hospital per month is about 15,000; from this, 1,500 patients

who fulfilled the inclusion criteria visited the hospital every month,

and 300 patients who fulfilled the inclusion criteria were found to

have an appointment during the data collection period. Thus, we

had 1,800 visitors in a month (taking into consideration that the

sample was collected within a month). As a result, the sampling

fraction (k-interval) is 1,800/422 = 4 (approximately). As a result,

the first participant in the study was chosen at random, and each

subsequent participant was chosen every four persons. The study

subjects who met the inclusion criteria were considered, and if

one was deemed ineligible, the next one was chosen, and the same

approach was used throughout the data collection procedure.

Data collection tools and techniques

Data on patients’ perceptions, willingness, and practice of

TM were collected using validated data collection instruments.

The data were collected following the adoption of questionnaires

from various studies (14, 22) and were prepared using the

Kobo data collection tool. The data collection format is divided

into four sections. Part I: focusing on the study population’s

socio-demographic characteristics (age and gender, marital status,

educational level, residence, work status, internet or mobile

phone usage status, religion, mode of transportation, and health

service coverage) and clinical characteristics questionnaires (type of

chronic disease, duration of disease, frequency of visit, perception

of waiting for health service, and e-health usage were assessed using

structured questionnaires); Part II: Perception and/or opinion

toward TM (in this part, patients’ past and present perceptions

and opinions about its benefits in terms of cost reduction, time

saving, quick access, and access to remote areas were assessed). This

perception toward TM use was measured by 14 questions on a five-

level Likert (5= strongly agree, 4=agree, 3= neutral, 2= disagree,

1 = strongly disagree) scale questionnaire, and the overall level of

perception was determined and categorized by using the overall

mean score of the questionnaires. Participants with scores above

the mean have a positive perception of TM, while those with scores

below the mean have a negative perception of TM. Part III was

composed of patients present as well as their future willingness to

use TM. The questionnaire consists of 16 questions: three questions

with a score of 4 (0–3), one question with a score of 3 (1–3),

and 12 yes or no questions (1 = yes and 0 = no). Therefore, the

overall score of the questionnaire was 24 points. To rate the overall

willingness of the participants to engage in TM, we have categorized

those scores≥ 13 as having goodwillingness and those scores below

18 as having poor willingness to engage in TM. Part IV: Focuses on

their current practice in the TM (their rate or frequency of usage

and the type of information they extract from an e-health service).

To measure the practice of respondents, we developed 12 yes-or-no

questions. The overall level of practice was determined by the score

of the questions. Those participants who answered yes to questions

six and above were considered to have good practice of TM.
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TABLE 5 Willingness to involve and practice of Telemedicine among

chronic patients at the ambulatory clinic of UOGCSH, Ethiopia 2022 (N =

384).

Willingness and
practice statement

Category Frequency
(%)

Confident toward your own

health management

Very confident 87 (22.7)

Somewhat confident 153 (39.8)

Not too confident 63 (16.4)

Not at all confident 81 (21.1)

Are you familiar with

telemedicine

Yes 133 (34.6)

Yes, I have heard,

but I don’t know the

details

150 (39.1)

No 101 (26.3)

Interest track information

about a chronic illness

Yes 160 (41.7)

No 224 (58.3)

Interest track information to

track your diet and calories

Yes 146 (38.0)

No 238 (62)

Interest information track

your exercise

Yes 150 (39.1)

No 234 (50.9)

Interest information track you

remind you when to take

prescriptions

Yes 227 (59.1)

No 157 (40.9)

Interest information track

your remind you when you

need tests

Yes 175 (2.6)

No 374 (97.4)

Would you be interested in

using this type of website if it

were from your doctor

Yes 191 (49.7)

No 193(50.3)

Would you be interested in

using this type of website if it

were from the hospital you

use

Yes 171 (44.5)

No 213 (55.5)

Would you be interested in

using this type of website if it

were from pharmacist

Yes 150 (39.1)

No 334 (60.9)

Would you be interested in

using this type of website if it

were from your health

insurance plan

Yes 216 (56.3)

No 168 (43.7)

Would you be interested in

using this type of website if it

were from a government

group like Medicare

Yes 203 (52.9)

No 184 (47.1)

(Continued)

TABLE 5 (Continued)

Willingness and
practice statement

Category Frequency
(%)

Would you be interested in

using this type of website if it

were from nurse

Yes 141 (36.7)

No 243 (63.3)

Would you be interested in

using this type of website if it

were from a company like

Google or Apple

Yes 138 (35.9)

No 246 (64.1)

In general, if your health

information were online, how

worried would you about the

privacy and confidentiality of

your information?

Very worried 60 (15.6)

Somewhat worried 142 (37)

Not too worried 99 (25.8)

Not at all worried 83 (21.6)

Currently, how much you are

interest to use TM application

Very interested 43 (11.2)

Interested 127 (33.1)

A little bit interested 73 (19)

Not at all interested 67 (36.7)

Overall perceived willingness

to use TM:

Willing to involve 242 (63.3)

Not willing to

involve

67 (36.7)

Cronbach’s alpha was employed to determine the internal

consistency of the data collection tools. Perception toward TM (α=

0.78), thoughts to update their information toward TM (α = 0.82),

willingness to use TM (α = 0.79), practice of TM (α = 0.83), and

frequency of using TM (α = 0.88) all indicated that the tools have

an acceptable range of reliability.

Data quality control technique

Before collecting data, the literature on the questionnaires was

reviewed. A pretest was conducted on 21 patients with chronic

diseases (5% of the samples) having follow-ups at Debark general

hospital. Then, after the pretest feedback, the actual data was

collected. Following data collection, proper categorization and

coding of the data were performed, and the collected data were

reviewed for completeness and accuracy by checking the recorded

data. After entering the data into SPSS, it was double-checked

for accuracy.

Data entry, management, and analysis

Data was collected by the Kobo data collection tool and

then downloaded to XLS and analyzed using Statistical Package
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FIGURE 1

Participants’ frequency of using TM applications.

for Social Sciences (SPSS) version 20 statistical software. Both

descriptive and analytic statistics were utilized. The normal

distribution of the data was examined using Q-Q plot and

histogram. For descriptive analysis, results were expressed as

numbers, percentages, and means (±SD). To estimate the potential

relationship between patients’ TM practice and other variables,

Pearson correlation and cross tabulation were used. A P-value of

<0.05 was considered statistically significant.

Operational definition

Chronic disease
In this study, a chronic disease, as defined by the U.S. National

Center for Health Statistics (US-NCHS), is a disease lasting 1 year

or longer (26) and it is a permanent; it leaves residual disability,

it is caused by non-reversible pathological alteration, it requires

special training of the patient for rehabilitation; or the patient may

be expected to require a long period of supervision, observation,

or care (15); it includes chronic respiratory diseases, including

asthma, COPD, chronic circulatory diseases include HTN,

chronic heart failure, chronic endocrine diseases include diabetes,

thyroid disorders, chronic musculoskeletal disorders (including

rheumatoid diseases), chronic digestive diseases (including

pancreatitis), and liver diseases. This study also included the

commonest chronic diseases proportionally in the study setting.

Results

Sociodemographic characteristics

The study included 384 (91%) of the 422 patients who were

approached; other participants (9%) were not involved in the

study due to being unable to continue the study. Approximately

232 (60.4%) of the participants were city dwellers. Around

one-third (28.4%) of the respondents lacked formal education.

Approximately, the monthly income of half (192 or 50.8%) of the

participants was between 1,500 and 3,000 Ethiopian birr permonth.

More than half (214, 55.7%) of the patients used a cellphone,

but only around one-third (132, 34.4%) of the participants used a

smart phone. Most respondents (371 or 96.6%) used taxis or public

transportation to get around. Every 2 months, 169 (44% of the

participants) visit the hospital (Table 1).

Clinical characteristics of the participants

The most common type of chronic disease among the

participants was cardiovascular disorder (84.9%), followed by

endocrine disorder (69.0%) and respiratory disorder (65.9%). More

than half of the patients (202, 52.6%) had diseases that had lasted

<5 years More than half 219 (57%) of the participants had a

hospital admission history within the previous 6 months. In the

hospital, 143 (37.2%) of participants thought the wait was very long,

while 135 (35.2%) thought it was long (Table 2).

Perceptions of participants toward
telemedicine

The overall perceptions mean (±SD) score of the respondents

was 3.92 (±1.06). About half (189 or 49.2%) of the participants

perceived that the TM application was useful for making health

decisions for their own health. The majority of the participants

(281 or 73.1%) perceived the necessity of TM services for chronic

patient care. Similar, the majority of the participants had a positive

perception of TM service in terms of faster medical care delivery,

saving effort and money, reducing transportation costs, reducing

Frontiers in PublicHealth 07 frontiersin.org16

https://doi.org/10.3389/fpubh.2023.1234436
https://www.frontiersin.org/journals/public-health
https://www.frontiersin.org


Belachew et al. 10.3389/fpubh.2023.1234436

TABLE 6 Practice of di�erent methods of telemedicine application among chronic diseases patients in ambulatory clinic of UOGCSH, 2022 (N = 384).

Statement Category Frequency (%)

Have you ever searched online for information about a disease or medical problem Yes 31 (8.9)

No 350 (91.1)

Have you ever searched online for information about a doctor Yes 16 (4.2)

No 368 (95.8)

Have you ever typed information on an application about your dietary, physical exercise, and overall

lifestyle modifications

Yes 16 (4.2)

No 368 (95.8)

Have you ever typed information on an application about a chronic illness you have Yes 18 (4.7)

No 366 (95.3)

Have you ever renewed a prescription online Yes 13 (3.4)

No 371 (96.6)

Have you ever consulted your doctor using TM Yes 11 (2.9)

No 373 (97.1)

Have you ever used a personal health record for your health Yes 7 (1.8)

No 377 (98.2)

Have you ever looked at a test result online Yes 13 (3.4)

No 371 (96.6)

Have you ever used a device that measures health information (like blood pressure; blood glucose

levels) that connects to your mobile/website application

Yes 5 (1.3)

No 379 (98.7)

Have you ever posted anything online about your health or health care Yes 5 (1.3)

No 379 (98.7)

Have you ever Joined an online group that is for a health issue that you or your family member has Yes 13 (3.4)

No 371 (96.6)

Have you ever booked appointment with doctors using TM Yes 29 (7.6)

No 355 (92.4)

Overall perceived level of TM practice High 94 (24.5)

Low 290 (75.5)

waiting lists in medical care centers, improving communication

between the patient and the doctor, and assisting in providing

appropriate instructions in emergencies. Overall, close to three-

fourths (273 or 71.1%) of the participants had a positive perception

of telemedicine services (Table 3).

Perceptions toward privacy issue vs.
telemedicine

Around half (48.7%) of the participants strongly believed that

they would be worried about the privacy of their health information

if it is online, and one quarter (24%) of the respondents strongly

perceived that using computers, mobiles, or the internet disclosed

their medical information for third person (Table 4).

Willingness to involve and practice of
telemedicine

Around three-fourths (283 or 73.7%) of participants were

at least familiar with or had heard about TM. More than one-

third 160 (41.7%) of the participants were interested in tracking

information about their chronic illness, their diet and calories

(146 or 38%), exercise (150 or 39.1%), and being reminded

when to take prescriptions (227 or 59.1%). Around half (49.7%)

of participants were interested in using the TM website if it

came from their doctor, while 216 (56.3%) and 203 (52.9%)

were interested in using it if it came from the health insurance

plan and the government, respectively. Overall, around two-

thirds (63.3%) of participants were willing to participate in the

TM service (Table 5).

Frontiers in PublicHealth 08 frontiersin.org17

https://doi.org/10.3389/fpubh.2023.1234436
https://www.frontiersin.org/journals/public-health
https://www.frontiersin.org


Belachew et al. 10.3389/fpubh.2023.1234436

Practice toward telemedicine

A lower proportion of participants practiced TM for their

medical and health-related issues. In addition, three-fourths (75%)

of the respondents reported that they did not use the TM

application at all for their medical conditions (Figure 1). Overall,

only about one-fourth (24.5%) of patients with chronic diseases

were perceived to have a high practice of TM application for their

medical condition (Table 6).

Association between patient demographic
character and inclination to use TM

Cell phone or internet use, use of a smartphone, healthcare

insurance coverage, anxious to use tablet or device, interest to

use eHealth application, frequency of using health application,

and frequency of follow-up time had a statistically significant

association with TM practice (Table 7).

Discussion

The current study sought to determine the level of perception,

willingness, and extent of TM practice among patients with chronic

diseases. This study showed that most participants had a positive

perception of and willingness to use TM services. However, their

perceived practice level was low. The study’s main finding is

that familiarity with TM influences all attitudes, willingness, and

practice of TM.

The current study showed that around three-fourths of

participants had a positive perception of the TM service. This

finding is similar to that of studies conducted in Saudi Arabia (27)

and Bangladesh (28), which found that the majority of patients

had a positive attitude toward TM. However, the current finding

is contrary to a study in the Netherlands (14), which showed

that the majority of respondents had a negative attitude toward

the TM service. The discrepancy might be because of higher

awareness regarding TM services use in the current time, especially

related to COVID-19 epidemic, but the Netherlands’ study was

conducted before the epidemic, and the impact of TM may not

have been sufficiently recognized earlier. The other possible reason

might be that the eHealth implementation in the earlier study was

collaborative with patients and carers. This may result in a lower

attitude because of the service costs. Furthermore, technology-

based applications might also be a reason for higher perception.

The majority of participants were willing to participate in

the TM service. This finding is in line with earlier studies

across the world regarding patients’ willingness to use digital-

based health services (26, 28–30). A previous study among

diabetes patients in Ethiopia showed that more than two-thirds

of participants were inclined to use mobile-based health services

(30). A study conducted in Australia also revealed that the

majority of participants were satisfied and willing to utilize

TM if it reduced costs and waiting times (29). In addition,

another study conducted in Pakistan showed that more than

half of the participants were willing to rely on text messages

to communicate with healthcare providers (31). Furthermore,

according to a study conducted in Bangladesh, a high proportion

of participants were eager to learn about TM. They believed that

TM could benefit the ongoing advancement of healthcare (28).

A Cochrane review also showed that a digital-based text message

intervention improved patients’ self-management practices and

made patients more involved in the TM service (23). These

findings may suggest that digital-based health interventions could

be popular and advancement in the healthcare system from the

patient’s perspective.

However, in terms of TM practice, this study revealed that

around three-fourths of the participants had overall low TM

practice. This finding is consistent with a study conducted

in the Netherlands, which found that most applications were

practiced low (14). On the contrary, a study in Poland found

that the majority of participants had used TM in various

ways (32). In addition, according to an Australian study,

close to half of the respondents used TM applications (29).

Furthermore, studies in Pakistan (31) and Saudi Arabia (27)

also showed that a higher proportion of respondents utilized

TM services in different ways. The discrepancy could be because

of differences in digital-enabled infrastructure and healthcare

systems across settings. Internet access, socioeconomic status, and

TM implementation differences might affect the application of

the service among chronic disease patients. The other possible

difference might be awareness of privacy issues and digital-

related health applications. In this study, most participants worried

and believed that the digital-based service jeopardized their

privacy. This study suggests that patients can be attracted to a

digital-based system by increasing awareness, promoting pushing

factors and encouraging driving factors. The study revealed that

the use of the internet, having a smartphone, and interest in

and frequency of using health applications were among the

significant factors associated with the practice of TM services

among patients. This is because their experience with the practices

and techniques helps them engage easily. As a result, better

opportunities could be provided to fully implement the TM service

in Ethiopia.

Implication of this study

Assessing the perception, willingness, and practice of long-

term patients in TM implementation has a paramount role in

establishing and implementing TM. Identifying barriers to its

implementation is an initial step to providing possible solutions

for better control of chronic diseases through TM. There is

substantial evidence to support the benefits of TM in the control

of chronic diseases and the general advancement of the health care

delivery system. This study focused on assessing chronic disease

patients’ perception, willingness, and practice toward telemedicine.

A well-developed perception, willingness, and practice of TM will

provide a baseline for the identification of barriers and fill the

gaps to ensure better health care through TM implementation.

This will help design digital-based interventions for managing

chronic disease patients. Furthermore, it will extend a body

of knowledge to patients, carers, practitioners, the community,

stakeholders, and the healthcare system community in general.
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TABLE 7 Comparison of patients’ background characteristics between patients in terms of practicing TM.

Characteristics Category TM practice P-value

High Low

Age Mean (± SD) 46.4 (17.2) 48.58 (15.7) 0.12

Sex Male 57 (27.8) 148 (72.2) 0.154

Female 37 (20.7) 142 (79.3)

Use of internet or cell phone Yes, on my own 49 (22.9) 165 (77.1) 0.006∗

Yes, with the help of others 10 (55.6) 8 (44.4)

No 33 (21.9) 118 (78.1)

Use of smart phone Yes 38 (28.8) 94 (71.2) 0.001∗

My family use it 9 (69.2) 4 (30.8)

No 45 (18.8) 194 (81.2)

Health coverage Payment 31 (30.7) 70 (69.3) 0.007∗

Insurance 54 (20) 216 (80)

NGO 5 (42.3) 8 (57.8)

Living condition Living alone 10 (38.5) 16 (61.5) 0.092

Living with family 79 (22.5) 272 (77.5)

Other 3 (42.9) 4 (57.1)

Admission to the hospital Yes 48 (21.9) 171 (78.1) 0.118

No 46 (27.9) 119 (72.1)

Fall in the way to hospital Yes 13 (21.3) 48 (78.7) 0.237

No 81 (25.1) 242 (74.9)

Anxious to use tablet or device Very much 14 (17.3) 67 (82.7) 0.021∗

Yes 24 (21.1) 90 (78.9)

No so much 12 (40) 18 (60)

No 44 (27.7) 115 (72.3)

Interest to use eHealth application for your health

information

Very interested 19 (41.5) 24 (58.5) 0.033∗

Somewhat interested 32 (24.8) 97 (75.2)

Not too interested 14 (19.2) 59 (80.8)

Not all interested 29 (20.6) 112 (79.4)

Frequency of using health application Many times, a day 10 (58.8) 7 (41.2) <0.001∗

At least once a day 9 (37.5) 15 (62.5)

At least once a week 17 (63) 10 (37)

At least once a month 17 (60.7) 11(39.3)

Not used at all 39 (13.5) 249 (86.5)

Frequency of follow-up time Monthly 20 (17.7) 100 (82.3) <0.001∗

Once every 2 months 37 (21.9) 132 (78.1)

Every 3 month 28 (35.4) 51 (64.6)

Semi annually 3 (25) 9 (75)

Annually 3 (75) 1 (25)

∗Indicates variables with P < 0.05.

The findings of this study will also serve as a baseline for

future research in the area. In addition, these findings will also

help to scale up and integrate with other digital health policies

and initiatives.

Strengths and limitation of the study

The results of this study should be interpreted while

remembering the following limitations: First, due to the nature
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of the study design, a cause-and-effect relationship could not

be explained. The finding relies on self-reported outcomes from

participants, which could depend on their faith and honesty. In

addition, the sample size calculation did not take into account the

prevalence of chronic diseases in Northwest Ethiopia. This may

affect the sample size calculation results. Despite the limitations,

our findings highlighted the attitude, willingness, and extent of

TM practice among patients with chronic disease. It could be a

baseline for future research in this area. In the future, it would be

welcome to explore the opportunities and challenges of practicing

a digital-based healthcare system in Ethiopia using a prospective

national-based study.

Conclusion

This study concluded that although patients with chronic

diseases perceived and willingly accepted TM services, their

perceived practice level was low. Experience with health

applications and the availability of the internet and cell phones were

among the factors associated with practicing TM. In general, this

study provides baseline information about perceptions, willingness,

and actual practice of digital-based healthcare among Ethiopian

chronic disease patients. Creating awareness of privacy issues

vs. digital-based health applications and creating an opportunity

may result in practicing the available digital health system among

patients and even for an entire population.
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The supply and reserves of emergency necessities of life are important for 
emergency management in disaster events. The scope of the necessities of life 
changes with social development, and their reserves and allocation in sudden 
disaster events continually face new challenges. Timely distribution of the 
necessities of life during disasters is critical to saving lives and maintaining social 
order. Therefore, this study proposes a fractal multi-level distribution network 
(FMDN) optimization model with multiple warehouse points, multiple emergency 
distribution centers, and multiple disaster points from the perspective of fractal 
theory. The FMDN model considers the influence of road damage on vehicle 
speed and the dynamic change in demand at the affected points. The FMDN 
model aims to minimize the operating costs of a distribution network, including 
the cost of building emergency reserve points, transportation costs, and penalty 
costs for lack of demand. Numerical experiments verify the feasibility of the 
model. The FMDN model is solved using LINGO software programming, and 
an optimal distribution path and quantity are obtained. Analyzing the numerical 
example results shows that the model is suitable for emergencies and has good 
applicability.

KEYWORDS

necessities of life, emergency allocation, optimization model, demand disturbance, 
fractal perspective

1. Introduction

Since the twenty-first century, the frequent occurrence of large-scale sudden disasters has 
caused huge economic costs to global society. Notably, China is one of the countries most 
affected by frequent disasters. The United Nations Global Assessment Report on Disaster Risk 
Reduction points out that global disaster risk events are on the rise, especially natural disaster 
losses caused by climate change and environmental damage, causing the world $2.5 trillion in 
direct losses this century. Earthquakes and tropical storms cause direct losses of more than 180 
billion US dollars a year globally. According to the Economists War-Game Pandemic Threat to 
Global Growth analysis report, the outbreak of the public health emergency of COVID-19, which 
created a pandemic, may ultimately destroy 1% of global GDP and cost global GDP more than 
$1.1 trillion (1).

In recent years, the number of disasters worldwide has been increasing. For example, on 
the morning of 7 February 2021, a glacier in the Jamori district of the Indian state of 
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Uttarakhand collapsed, triggering massive flooding that left more 
than 207 people dead or missing and forcing the emergency 
evacuation of thousands of people from surrounding areas. In June–
July 2021, the United States and Canada experienced historic heat 
and drought. The heat and drought resulted in more than 1,319 
deaths in the U.S. and Canada, thousands of people seeking 
emergency medical treatment for heat-related discomfort and illness, 
and more than 58 million people affected by the heat and drought. 
On 16 December 2021, Typhoon Rey struck the Philippines, killing 
378 people, leaving 60 missing and 742 injured, and affecting 3.95 
million people.

Major natural disasters in China in recent years include the 
following: On 12 May 2008, a massive earthquake measuring 8.0 
on the Richter scale struck Wenchuan County, Sichuan Province, 
killing 69,227 people, injuring 374,643, and leaving 17,923 missing. 
On 14 April 2010, an earthquake measuring 7.1 on the Richter 
scale struck Yushu, Qinghai, killing 2,698 people and leaving 270 
missing. On 7 August 2010, a mudslide in Zhouqu County, Gannan 
Prefecture, killed 1,463 people, left 302 missing, and injured 72. On 
3 August 2014, an earthquake measuring 6.5 on the Richter scale 
struck Ludian County, Yunnan Province, affecting 1,088,400 
people and killing 617. With the development of urbanization, 
China’s main population distribution is one of the spatial 
aggregations characterized by urban agglomerations and super-
large urban agglomerations. During large-scale emergencies, the 
demand for rescue materials increases geometrically in the short 
term. The demand structures for medical materials, necessities, 
emergency rescue materials, and restoration and reconstruction 
materials in disaster areas are complex, and the types and quantities 
of material demand at different stages show large fluctuations and 
dynamic uncertainties. This makes it difficult for emergency 
management to accurately predict material needs at affected sites 
and often leads to bottleneck problems, such as configuration delays.

The main research content of fractal theory is the scale 
distribution characteristics of fractal systems, that is, using 
mathematical methods to reveal the intrinsic scale invariance of 
irregular shapes in nature and to analyze the original systems’ 
characteristics and intrinsic evolution laws. The application of fractal 
theory in the distribution of necessities of life helps the regional 
fractal distribution units integrate and utilize limited resources, make 
independent decisions, adapt and optimize themselves, and complete 
the superior distribution tasks on time.

This study focuses on life necessities’ connotation, category, 
demand, and distribution characteristics. Considering the uncertainty 
of demand quantity, the fractal theory was adopted to efficiently 
transport various life necessities from warehouses to the disaster area 
to minimize the total delivery time. It is vital to meet the basic needs 
of people in disaster-stricken areas concerning the necessities of life 
and to maintain social order there.

2. Literature review

2.1. Literature review on necessities of life

The necessities of life are defined in both a broad and a narrow 
sense. In the broad sense, they refer to goods that meet people’s basic 
living needs, and the broad sense is increasing in scope: In a 

developing social economy, with advances in social production 
technology and an increase in product use, non-life necessities are 
gradually transformed into life necessities over a long period of time. 
In the narrow sense, the necessities of life comprise four categories: 
clothing, food (including firewood, rice, oil, salt, and sanitation), 
housing (temporary rental housing available for replacement), and 
transportation (e.g., public transportation). These constitute the basic 
means of subsistence, the basic requirements for human beings to live 
their lives.

Pantazis et al. (2–5) found that British people’s ideas on what life 
necessities comprised were usually broader and more 
multidimensional than those assessed by experts. Their social 
activities, roles, and relationships were key factors that determined the 
content of their necessities of life. Gordon et al. (6) believed that public 
identification with a range of social activities, roles, and relationships 
was an important factor in determining the necessities of Guernsey 
residents. Necessities perceived by the public depend on the 
interaction between the market availability and the social development 
structure on which the current living environment depends. Fahmy 
et  al. (7) argued that the extent to which there is a clear public 
consensus on the necessities of life needs to be further explored and 
suggested that additional methods be  applied to determine 
public perceptions.

Research on the necessities of life at home and abroad focuses on 
the establishment and improvement of emergency reserve systems, the 
improvement of relevant emergency planning systems, and the 
integrated optimization modeling of the location-routing problem 
(LRP) of emergency distribution centers. Teimoury et al. (8) studied 
the vegetable import quota problem in Tehran city through system 
dynamics model simulation. Brady (9) simulated the coordination and 
response of information flow and medical, police, and fire resources 
to help emergency managers quickly develop robust emergency plans 
to deal with potential threats.

2.2. Literature review on fractal theory

The fractal theory has been applied to image processing, 
universe exploration, financial analysis, medical diagnosis, 
earthquake research, and logistics. Guo et al. (10) and Bocewicz 
et  al. (11) studied the scale characteristics of public transport 
networks (PTNs) in L-space through fractal analysis and 
considered the effect of the real bus routes, providing new 
perspectives and tools for human migration in spatial networks. 
Saad and Bahadori (12) proposed a new information fractal 
framework to study the improvement in the sustainability of an 
entire food distribution chain using two variables: the greenfield 
service limit and the minimum-on-board-vehicle-weight fill level. 
Webber and Dunbar (13) studied the fractal structure of the 
distribution of communities of practice and analyzed the 
implications for the business management structure. Zhang and 
Li (14) studied the multifractality of traffic flow at the spatial scale 
and used it to quantify the uniformity of the flow’s spatial 
distribution. Li et  al. (15) combined a fractal method with a 
passenger flow allocation model to establish a fractal 
quantification method to measure the temporal and spatial 
distribution and the characteristics of passenger flow in rail transit 
networks. Man and Chen (16) studied the fractal and fractal 
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dimension characteristics of Shenzhen, China. Shao et al. (17) 
studied the multifractality of three major cryptocurrencies using 
multifractal detrended fluctuation analysis (MFDFA).

Fractal theory for the study of finance has also been studied by 
many scholars (18–21). Jiang et  al. (22) used multiple fractals to 
quantify financial market inefficiencies in the context of risk 
management. Fractal theory has also found application in the field of 
logistics distribution. Jingwen (23) studied the feasibility of using 
fractal theory to design the spatial organization of logistics companies. 
Ryu et  al. (24) proposed a fractal-based inventory management 
(fVMI) model to minimize inventory costs and satisfy customer 
demand. Yue et al. (25) proposed a fractal hierarchical honeycomb 
structure for vehicle routing problem (VRP) solving. Bi et al. (26) 
constructed a correlation model of regional logistics dynamics using 
multifractal theory; they studied the coupling relationship between 
regional logistics dynamics and multifractal dynamics using 
empirical analysis.

A number of scholars have studied the optimization of 
material distributions under uncertain demand. Wu and Peng (27) 
proposed a chance-constrained model with uncertain customer 
demand and center-setting costs, constructing and solving the 
model using uncertainty theory. Wen et al. (28) studied the facility 
location-allocation (FLA) problem in a random environment, 
established an uncertain expected value model based on uncertain 
measures, and used a hybrid intelligence algorithm to solve 
numerical examples. Liu et al. (29) studied the problem of locating 
a multi-product logistics distribution center in an uncertain 
environment and constructed a total annual cost model to 
minimize construction, management, inventory, and 
transportation costs; they validated the model with numerical 
examples using Lingo software. Xu and Qi (30) established a dual-
objective mixed-integer linear programming model to solve the 
problem of multi-point gasoline-emergency-distribution vehicle-
path optimization with vehicle sharing and time window 
coordination. Cui et al. (31) proposed an objective function to 
minimize operating costs under uncertain demand and established 
a logistics center location optimization model with a three-node 
expansion mechanism. Xing et  al. (32) introduced the fractal 
theory into the emergency organization construction of coastal 
cities in China. They proposed a virtual network fractal emergency 
organization structure with self-organization, self-optimization, 
and self-affinity characteristics. Using Typhoon “Lichma” as an 
example, they verified the efficient, dynamic, and open 
performance of virtual network fractal emergency organizations 
in adapting to changes in disaster scenarios. Li et al. (33) applied 
computational mathematical organization theory to construct a 
fractal emergency organization optimization model. Li et al. (34) 
studied the emergency response collaborative organization model 
and proposed an unconventional emergency response 
organization model based on fractal theory.

The current research on emergency necessities is inadequate. The 
public’s perception of the content of the necessities of life needs to 
be  redefined using a new methodology. With the development of 
technology and social progress, the scope of necessities is expanding, 
and the distribution of emergency necessities in sudden disasters 
consequently faces new challenges. This study, therefore, applies 
fractal theory to an emergency distribution network model of the 
necessities of life to examine these challenges.

3. Fractal-based emergency allocation 
framework for life necessities

The American mathematician Benoit B Mandelbrot (35) defined 
fractals as follows: “Fractals are geometric figures or natural shapes 
composed of parts that resemble the whole in some way.” Fractals 
have the following characteristics: (a) Parts of a figure or object in 
a fractal are the same as the whole formal structure, but different in 
size, and may be slightly deformed. (b) Regardless of the level of 
examination, a fractal’s form is either extremely irregular, highly 
discontinuous, or fragmented. (c) A fractal contains some “special 
elements” that vary greatly in rank and cover an extremely 
wide range.

Figure 1 shows the framework for establishing the emergency 
allocation of life necessities. A fractal distribution center framework 
is proposed to solve the problem of emergency configuration of life 
necessities; its core purpose is to obtain a function of self-organization, 
self-similarity, and self-optimization of sub-fractal units. Both the 
fractal distribution center layer and the sub-distribution center layer 
adopt a goal-driven mechanism: On the one hand, they are subject to 
the top-level distribution center goal, and on the other hand, they can 
optimize their internal processes and dynamically adapt to changes in 
the external environment and changes in the top-level goals. Fractal 
elements are autonomous units with autonomous decision-making, 
autonomous adaptation, and the execution of top-level 
distribution tasks.

Fractal elements are similar to the whole in some form, and a 
fractal emergency configuration center for necessities includes a 
top-level distribution center layer, a fractal distribution center layer, 
and a sub-distribution center layer. The top-level distribution center 
layer is the decision-making command center for emerging fractal 
configurations of the necessities of life. Generally, government 
agencies play this role and issue specific orders for the location and 
quantity of specific warehouses for the transportation of necessities 
during emergencies. The fractal distribution center layer is a 
combination of distribution platform centers that include various 
entities (e.g., governments, enterprises, logistics, and alliances) in a 
region. The fractal distribution center layer is composed of a 
combination of different distribution modes (e.g., third-party 
logistics and fourth-party logistics), whose common goal is to 
accomplish the task of emergency distribution of necessities. The 
bottom layer is the sub-distribution center layer, which is responsible 
for the execution of distribution tasks. The sub-distribution center 
layer is a combination of various fractal enterprise distribution 
platform centers, government fractal distribution platform centers, 
and fractal logistics alliance centers, providing emergency allocation 
of necessities of life.

Unlike previous studies, the fractal emergency distribution 
framework of the necessities of life can decompose the distribution 
tasks and alleviate the distribution pressure in a short time. Under the 
goal-driven mechanism, the sub-fractal units make independent 
decisions, adapt, and organize themselves independently, which can 
timely and reliably achieve the distribution goal of the top-level 
decomposition. The key feature is that, on the one hand, fractal 
distribution units increase the potential scope of collaborative units. 
On the other hand, the fractal distribution unit makes independent 
decisions and optimizes independently, which saves resources and 
improves distribution efficiency while achieving goals.
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4. Optimization model for the 
emergency allocation of life 
necessities under demand disturbance

4.1. Problem description

In large-scale emergencies, due to the limited supply of life 
necessities near the disaster site, it is necessary to send them from the 
emergency reserve point to the necessities’ distribution center as soon 
as possible. Emergency necessities first arrive at the emergency 
distribution center and are then distributed to each emergency 
demand point. The problem is to construct a fractal emergency 
distribution network optimization model that encompasses multiple 
emergency storage points, multiple emergency distribution centers, 
and multiple disaster demand points. The model must take into 
account the construction costs of emergency reserve points, 
emergency distribution center costs, transportation costs, and demand 
shortage penalty costs. The road condition coefficient and the penalty 
cost of lack of demand are introduced into the model. Finally, to 
minimize the operating costs of the emergency distribution network, 
an emergency allocation optimization model is constructed; this 
model is for necessities with uncertain demand and takes into account 
road access conditions. The fractal emergency distribution network of 
necessities of life is shown in Figure 2.

4.2. Model assumptions

(1) During the emergency rescue period, the carrying capacity of 
vehicles at each stage is limited, and the vehicles adopt a round-trip 
distribution mode.

(2) In the case of a road network interruption, there is at least one 
other path to reach the disaster point. The road condition coefficient 
influences the delivery time and speed. Basic road condition information 
(travel time, travel cost, and road condition coefficient) is known.

(3) Different kinds of emergency necessities are packaged and 
transported by independent vehicles.

(4) The end of the rescue mission is marked by the receipt of no less 
than the required amount of necessities at each emergency demand point.

4.3. Variable description

R is the set of alternative nodes for emergency reserve points (r∈R).
D is the set of alternative nodes for emergency distribution 

centers (d∈D).
Q is the set of emergency demand points for life necessities (q∈Q).
M is the set of emergency necessity categories (m∈M).
K is the set of fractal distribution stages for emergency life 

necessities (k∈K).

FIGURE 1

Fractal emergency allocation framework for life necessities.
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Ctrmk  is the fixed cost of establishing the rth emergency reserve 
point for Category m of life necessities in stage k.
Ctdm
k  is the fixed cost of establishing the dth emergency 

distribution center for Category m of life necessities in stage k.
Yrdm
k  is the unit mileage transportation cost of distributing life 

necessities m from the emergency reserve point r to the emergency 
distribution center d in stage k.
Ydqm
k  is the unit mileage transportation cost of distributing life 

necessities m from the emergency distribution center d to the 
emergency demand point q in stage k.

Srmk is the supply of life necessities m from the emergency reserve 
point r in stage k.

dqmk  is the actual demand for life necessities m at the emergency 
demand point q in stage k.

Lrd  is the shortest distribution distance from the emergency 
reserve point r to the emergency distribution center d.

ξqmk  is the penalty price per unit of shortage of emergency life 
necessities m at the emergency demand point q in stage k.

Xrdm
k  is the distribution volume of emergency life necessities m 

from the emergency reserve point r to the emergency distribution 
center d in stage k.

Xdqm
k  is the distribution volume of emergency life necessities m 

from the emergency distribution center d to the emergency demand 
point q in stage k.
Vdqm
K is the delivery speed of life necessities m from the emergency 

distribution center d to the emergency demand point q in stage k. As the 
existing traffic routes are often damaged after emergencies, the normal 
speed of the distribution vehicles for life necessities arriving in the 

disaster area will inevitably be affected. In this study, the average speed 

of the vehicles is represented by Vdqm
k .The formula is given as follows:

 
V Vdqm
k

dq
k

dqm
k= β *

 (1)

in Constraint (1), βdq
k  is the road condition coefficient for the 

emergency distribution center d to emergency demand q in stage 
k. βdq

k ∈[0,1]; the larger the value, the better the traffic condition of 
the road.
tdqm
k is the delivery time of life necessities m from the 

emergency distribution center d to emergency demand q in 
stage k.

ˆ k
qmE  is the shortage of life necessities m at emergency demand q 

in stage k.
frmk is the binary variable. When life necessities m are selected at 

the emergency reserve point r in stage k, it equals 1; if not, it equals 0.
fdm
k is the binary variable. When life necessities m are selected at 

the emergency distribution center d in stage k, it equals 1; if not, it 
equals 0.

4.4. Model building

The occurrence of a sudden catastrophic event can result in the 
destruction of transportation routes, and the speed of material 
distribution vehicles can be seriously affected. This model uses a road 

FIGURE 2

Fractal emergency distribution network for life necessities.
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condition coefficient and demand disturbance parameters to solve for 
the optimum distribution route and optimum distribution quantity of 
an emergency distribution network.

A fractal multi-stage emergency distribution network model that 
considers road traffic conditions and constant demand. Hence, 
we have the resulting model:

 

min

ˆ

k k k k
trm rm rdrdm rdm

r Rm M k K r Rd Dm M k K
k k
tdm dm

d Dm M k K
k k k k k
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d Dq Qm M k K

k k
qm qm
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(4)
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rdm
k

d D
dqm
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∈ ∈
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∈
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(6)

 d D
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kf m M k K

∈
∑ ≥ ∈ ∈1, ,

 
(7)

 f r R m M k Krm
k ∈{ } ∈ ∈ ∈0 1, , , ,  (8)

 f d D m M k Kdm
k ∈{ } ∈ ∈ ∈0 1, , ,  (9)

 X r R d D m M k Krdm
k ≥ ∈ ∈ ∈ ∈0, , , ,  (10)

 X d D q Q m M k Kdqm
k ≥ ∈ ∈ ∈ ∈0, , , ,  (11)

 
,ˆ 0 , ,k

qm q Q m M k KE ≥ ∈ ∈ ∈
 (12)

Constraint (2) is the objective function. The formula aimed to 
minimize the total cost of the emergency distribution network by 
adding volume-shortage parameters and its penalty cost. The total 
cost includes the fixed construction cost of the emergency reserve 

point, the transportation cost from the emergency reserve point to 
the emergency distribution center, the fixed construction cost of the 
emergency distribution center, the transportation cost from the 
emergency distribution center to the emergency demand point, and 
the penalty cost of the demand shortage at the emergency demand 
point. Constraint (3) states that the number of necessities allocated 
to each emergency demand point should satisfy the demand as 
much as possible in stage k. Constraint (4) is that in stage k, the 
distribution quantity of the necessities of life m from the emergency 
reserve point r to the emergency distribution center d should be less 
than or equal to the supply quantity of the necessities of life m 
supplied by the emergency reserve point r, and only the selected 
emergency reserve point can distribute. Constraint (5) is the sum 
of the emergency life necessities supplied from the emergency 
reserve point, equal to the sum of the delivery volume of the 
emergency distribution center. Constraint (6) established at least 
one emergency reserve point for life necessities in the emergency 
distribution network in stage k. Constraint (7) established at least 
one emergency distribution center for life necessities in the 
emergency distribution network in stage k. Constraints (8) and (9) 
are decision variable constraints. Constraints (10), (11), and (12) 
are non-negative constraints.

In reality, large-scale emergencies lead to dynamic changes in the 
number of emergency life necessities demanded in disaster areas. In 
the objective function (2), it is difficult to accurately simulate the 
number of necessities of life under disaster by studying the emergency 
distribution network model with determined demand. Since the 
solution to constraint (2) of the objective function is easy to find, 
constraint (2) is not solved further.

To accurately simulate the changes in demand for life necessities 
during a disaster event, the following analysis is performed:

In this study, the following interval estimates are given for the 
demand for different categories of life necessities m in stage k:

dqmk ∈ [
k
qmd , 

k
qmd ] (q∈Q, m∈M , k∈K), where dqmk  is the 

nominal demand value of life necessities m at demand point q in stage 
k. dqmk
 is the maximum disturbance value that deviates from the 

nominal value. d dqm
k

qm
k /  is the disturbance coefficient.

In emergencies, the probability of the number of necessities of life 

reaching the limit is extremely low. That is, when dqmk = dqmk , the 

demand forecast is insufficient. When dqmk = dqmk + dqm
k

, there is a 
surplus of emergency life necessities. In this study, a control parameter 
γ qmk is introduced to control the disturbance of the demand for life 
necessities at each emergency demand point in the 

interval , :kk
qm qmdd 

  

 


( ), ,
k
qm

k k
qm qmk k

qm qm
d d

H q Q
d

m M k Kγ
−

= ≤ ∈ ∈ ∈

 

(13)
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By introducing the control parameter γ qmk  into the model, the 
solution infeasibility that occurs when demand dqmk  varies within an 
interval is avoided. If γ qmk =0, then dqmk =dqmk  is a deterministic problem 
with demand equal to the lower bound of the interval. if γ qmk =1, then 

dqmk = kk
qm qmd d+  is an absolutely robust correspondence problem. 

Therefore, the range of demand disturbance can be  controlled by 
adjusting the value of γ qm

k
 between the interval 0 1,[ ]. This provides a 

model solution for demand disturbance. Thus, constraint (3) can 
be transformed into the following:

 

 ( )ˆ ˆd , ,γ
∈

≥ + + ∈ ∈ ∈∑ k k k k
qm qm qmdqm

d

k
q

D
mX E q Q m M kd K

 
(14)

Therefore, a fractal multi-stage emergency allocation optimization 
model of life necessities is built considering road traffic conditions 
under demand disturbance:
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Subject to Constraint (4) ~ Constraint (14).

5. Numerical experiments

In the 7.1 Richter scale earthquake that struck Yushu City, 
Qinghai Province, China, the emergency distribution of necessities, 
such as food, medicine, and tents, was urgently needed by the victims. 
Let there are six life necessities reserve points, four regional 
emergency distribution centers, and six emergency demand points in 
the provincial, prefectural, and municipal emergency distribution 
network that require the supply of life necessities, as shown in 
Figure 3. The minimum number of emergency distribution centers 
in the emergency allocation network is 2 (Tables 1–9). The relevant 
data are as follows:

LINGO is a software developed by LINDO that can solve large-
scale linear and non-linear programming problems and deal with 
optimization problems. In this example, to verify the model’s 
effectiveness, the penalty cost of the lack of quantity at the demand 
point in an emergency is considered, as is road damage. The model 
was verified and solved using LINGO software to minimize the 
operating cost of a three-level fractal emergency distribution network 
for a given class of life necessities. We used LINGO11.0 software, 8 G 
memory, and a 1.80 GHz AMD processor to solve the model. The 
model obtained optimal transportation volumes, as shown in 
Tables 10, 11.

The emergency reserve point obtained from the model solution 
is r4, and emergency distribution centers were selected as d 4 and d3
. Since the goal of the solution is to achieve the lowest total cost of the 
system, only one distribution center is used in the actual 
configuration. The total operating cost of the distribution network 
was 367.31 million yuan. The distribution path is r d4 3,( ). Emergency 
life necessities are first distributed from the r4 emergency reserve 

FIGURE 3

Regional disaster map.
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TABLE 4 Relevant values of emergency demand points.

( q ) q1 q2 q3 q4 q5 q6

dqm
200 280 300 320 300 350

Ε


qm

80 90 60 30 22 27

ξqm
0.0025 0.0021 0.0022 0.0029 0.0026 0.0023

TABLE 1 Fixed cost of emergency reserve points (unit: 10,000 CNY) and 
quantity of life necessities supplied at emergency reserve points (unit: 
tons).

R r1 r2 r3 r4 r5 r6

(Ctrm) 1,000 600 3,000 1,000 2000 800

(Srm) 3,000 2000 5,000 3,000 4,000 1,500

TABLE 2 Fixed cost of the emergency distribution center (unit: 10,000 
CNY).

( d ) d1 d2 d3 d4

(Ctdm) 7,000 8,000 6,000 6,000

TABLE 3 Distribution distance from the emergency reserve point to the 
emergency distribution center (km).

   D
R

d1 d2 d3 d4

r1 30 23 25 26

r2 28 21 13 9

r3 17 14 15 16

r4 13 34 11 27

r5 24 12 18 33

r6 50 46 71 68

TABLE 5 Transportation costs from the emergency reserve point to the 
emergency distribution center (10,000 CNY/per ton/km).

            D
R

d1 d2 d3 d4

r1 6 3 6 2

r2 2 5 8 9

r3 7 4 5 6

r4 3 4 1 7

r5 4 2 8 3

r6 3 8 2 9

TABLE 6 Transportation costs from the emergency distribution center to 
the emergency demand point (10,000 CNY/per ton/km).

             Q
D

q1 q2 q3 q4 q5 q6

d1 0.09 0.058 0.08 1.10 0.079 0.04

d2 0.08 1.18 0.02 0.097 1 0.087

d3 1.12 0.056 1.14 0.089 0.05 0.07

d4 0.085 0.09 0.079 1.08 0.03 0.06

TABLE 7 Road condition coefficient from the emergency distribution 
center to the emergency demand point.

             Q
D

q1 q2 q3 q4 q5 q6

d1 0.56 0.80 0.60 0.45 0.70 0.90

d2 0.60 0.37 0.96 0.52 0.48 0.62

d3 0.42 0.81 0.39 0.63 0.85 0.78

d4 0.65 0.56 0.70 0.46 0.91 0.82

TABLE 8 Travel time of vehicles from the emergency distribution center 
to the emergency demand point (h).

              Q
D

q1 q2 q3 q4 q5 q6

d1 0.5 0.7 0.6 0.4 0.7 0.8

d2 0.6 0.3 0.9 0.5 0.4 0.6

d3 0.4 0.9 0.3 0.6 0.7 0.7

d4 0.6 0.5 0.7 0.4 0.8 0.6

TABLE 9 Average speed of vehicles from the emergency distribution 
center to the emergency demand point (km/h).

              Q
D

q1 q2 q3 q4 q5 q6

d1 25 70 54 36 61 79

d2 52 18 88 44 38 56

d3 30 72 28 58 76 68

d4 59 48 61 37 82 74

TABLE 10 Model results: volume of the emergency reserve point to the 
emergency distribution center (unit: tons).

           D
R

d1 d2 d3 d4

r1 0 0 0 0

r2 0 0 0 0

r3 0 0 0 0

r4 0 0 2059 0

r5 0 0 0 0

r6 0 0 0 0
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point to the d3 emergency distribution center and then distributed 
to six emergency demand points through the d3 emergency 
distribution center. The specific distribution routes are shown in 
Table 12.

To better verify the model’s performance, given a value of 0.5 
for the control parameter, measure the cost and location of the 
emergency distribution network for necessities with a 5, 10, and 
30% disturbance coefficient. Comparing the target optimal values 
of the stochastic demand model, the relative robust model, and 
the absolute robust model, the model results are shown in 
Table 13.

Figure 4 compares the total target cost values with 5, 10, and 
30% disturbance coefficients. As can be seen from the comparison 
of the total target cost values of the model in Figure 4, as the value 
of the disturbance coefficient increases, the total target cost value 
increases, and in which the absolute robust model objective value 
is maximized. The deviation range of objective function values 
between the relatively robust and stochastic demand models is less 
than 5%. Therefore, it is shown that the relatively robust model 
achieves the optimality of the target value under uncertain 
demand. The robustness goal of minimum cost of the emergency 
distribution network under demand disturbances is achieved.

6. Conclusion

In the world, there is a high demand for necessities of life, with a 
wide variety of categories. With the development in social 
productivity and progress in science and technology, the scope of the 
necessities of life in the narrow sense is expanding. This study applies 
fractal theory to an emergency distribution network analysis 
framework and constructs a fractal-multi-stage-distribution network 
(FMDN) model under demand disturbance. The FMDN model 
includes multiple emergency reserve points, multiple emergency 
distribution centers, and multiple disaster points. Then, considering 
the actual situation of the emergency, the road condition coefficient 
and demand disturbance parameters are added to the FMDN model. 
The goal is to minimize the delivery cost of the FMDN model and 
solve it using LINGO software programming. Finally, a numerical 
experiment was solved and analyzed, and an optimal distribution 
path and a distribution volume were obtained. The feasibility of the 
model was verified.

It is important for the national and local emergency management 
departments to ensure the basic living and production needs of 
people in disaster areas are met. It is also important that the smooth 
implementation of emergency relief work through an efficient 
emergency distribution network be  obtained to allocate the 
necessities of life to emergency demand points during large-scale 
emergencies. Whether life necessities can be allocated to disaster 
areas in time directly impacts the lives and property of those affected 
as well as the stability of the disaster area. We suggest that the central 
and local governments establish emergency reserve points based on 
the types of necessities of life. The government should consider the 
introduction of a minimum-quantity reserved system for emergency 
distribution centers, as well as formulating effective and feasible 
emergency distribution plans for essential commodities. 
Consideration should also be given to strengthening the existing road 
infrastructure of emergency distribution networks; establishing 
emergency linkage mechanisms across provinces, autonomous 
regions, and local departments to achieve inter-regional emergency 
linkage and collaboration; and improving the layout of emergency 
distribution multimodal transportation facilities to ensure the 
timeliness and stability of emergency distribution of life necessities 
in large-scale emergencies. This study provides a reference for 
government departments to deal with the distribution of life 
necessities during emergencies.

Only the allocation of emergency necessities with uncertain 
demand and road traffic conditions was considered in our model. 
We  did not, therefore, take into account the perishability of life 
necessities, cold chain transportation, and other related factors. This 
should be considered in future research.

TABLE 13 Model results.

Disturbance 
coefficient

Absolute robust model Stochastic demand model Relative robust model

Cost Location Cost Location Cost Location

5% 37987.28 (r4, d3) 37417.41 (r4, d3) 37359.14 (r4, d3)

10% 39243.55 (r4, d3) 38603.81 (r4, d3) 37987.28 (r4, d3)

30% 44268.65 (r4, d3) 41649.43 (r4, d3) 40499.83 (r4, d3)

TABLE 12 Model results: emergency distribution routes.

Distribution 
nodes

Distribution routes

d1 d2 d3   d4

R D – – r4 d3 –

D Q q1 q2 q3 q4 q5 q6

d3 q1 d3 q2 d3 q3 d3 q4 d3 q5 d3 q6

TABLE 11 Model results: transportation volume from the emergency 
distribution center to the emergency demand point (unit: tons).

                 Q
D

q1 q2 q3 q4 q5 q6

d1 0 0 0 0 0 0

d2 0 0 0 0 0 0

d3 280 370 360 350 322 377

d4 0 0 0 0 0 0
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Healthcare professionals’ and 
patients’ assessments of listed 
mobile health apps in China: a 
qualitative study
PeiYu Liu 1, XueYun Li 1 and Xiao Man Zhang 2*
1 Department of Anesthesia and Operation Room, Nanjing Drum Tower Hospital, Nanjing, China, 
2 Department of Nursing, Xuzhou Medical University, Xuzhou, China

Background: In recent years, mobile health (mHealth) has gradually developed 
in China, and intelligent medicine has become an important research topic. 
However, there are still significant problems in mHealth applications (apps). 
Although healthcare professionals and patients are the main users, few studies 
have focused on their perceptions of the quality of mHealth apps.

Objective: This study aimed to (1) understand the respective perceptions of 
healthcare professionals and patients regarding mHealth apps, (2) assess what 
barriers exist that influence the user experience, and (3) explore how to improve 
the quality of mHealth apps and the development of the mHealth market in China. 
The study aims to promote the standardization of mHealth apps and provide 
effective information for the improvement and development of mHealth apps in 
the future.

Methods: Semistructured interviews with 9 patients and 14 healthcare 
professionals were conducted from January 2022 to April 2022 in the Affiliated 
Hospital of Xuzhou Medical University. The participants used mHealth apps for 
more than 3  months, including the “Good Mood” and “Peace and Safe Doctors” 
apps and apps developed by the hospital that were popular in China. Interview 
transcripts were analysed using thematic analysis.

Results: The following five themes were extracted: different concerns, hidden 
medical dangers, distance and insecurity, barriers for older people, and having 
positive perceptions of mHealth apps. Healthcare professionals prioritized simplicity 
in regard to mHealth apps, whereas patients rated effectiveness as the most crucial 
factor. The study also revealed several problems with mHealth apps, including 
insufficient information about physician qualifications, inaccurate medical content, 
nonstandard treatment processes, and unclear accountability, which led to a sense 
of distance and insecurity among participants. Older individuals faced additional 
obstacles when using mHealth apps. Despite these issues, the participants remained 
optimistic about the future of mHealth app development.

Conclusion: The utilization, advantages, and obstacles of mHealth applications 
for healthcare professionals and patients were explored through semistructured 
interviews. Despite the promising prospects for mHealth apps in China, numerous 
issues still need to be addressed. Enhancing the safety monitoring system and 
developing user-friendly mHealth apps for older adult patients are essential steps 
to bridge the gap between healthcare providers and patients.
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Introduction

Background

In China, medical human resources are limited, and medical 
development is uneven. Mobile health (mHealth) is popular among 
Chinese residents as a convenient way to utilize equal medical resources 
(1). According to China’s iiMedia Group, the number of users of 
mHealth apps in China rose from 151 million to 298 million in 
2015 ~ 2016, an increase of 50.6% over the previous year (2). The 
COVID-19 pandemic of recent years has also facilitated further 
advancements in mHealth apps. Mhealth apps provide equal medical 
resources to patients in remote areas and have good cost-effectiveness (3).

As smart medical devices, mHealth applications (apps) involve smart 
sensors, display screens, database storage and other multifunctions. These 
apps can monitor a user’s mental health, behavior, activity trajectory, and 
clinical data and remind users of correct behavior. Mhealth apps have 
been researched and developed in terms of pregnancy, smoking, asthma, 
pain, cancer, mental health, spirituality, and vision (4, 5).

Due to the continuous development of mHealth apps, the validity, 
acceptability, reliability, and quality of these apps need to be understood. 
To date, the evaluation of mHealth apps is mainly divided into clinical 
effectiveness (6–8), acceptability (9, 10), usability (9, 10), compliance (9), 
user experience (11, 12), and information quality (13, 14). Evaluation 
methods are also divided into three major categories: scales and 
questionnaires (15, 16), comparative experiments (6, 7), and qualitative 
interviews (9, 10). According to different evaluation methods, 
information and results from different perspectives can be obtained. 
Researchers often use comparative experiments to determine whether 
mHealth apps have improved regarding certain clinical indicators or 
cognition. Scales and questionnaires include the Mobile App Rating 
Scale (MARS) (17), the user version of the Mobile App Rating Scale 
(uMARS) (18), the System Usability Scale (SUS) (19), and self-designed 
questionnaires based on the Technology Acceptance Model (TAM) (20). 
The MARS and uMARS can be divided into four subscales (engagement, 
functionality, aesthetics, and information quality) and a qualitative scale 
that aims to examine users’ feelings during the use process (17, 18). The 
MARS and SUS have strong reliability and good internal and external 
validity, as recognized by most researchers (19, 21–23).

Qualitative interviews are used by researchers to understand 
interviewees’ internal and in-depth ideas. To investigate users’ 
evaluations of mHealth apps, Anderson (12) conducted qualitative 
interviews with individuals residing in university towns in Australia 
to gain insights into their experiences with and expectations of self-
management apps. Serafica and colleagues (11) studied the experience 
of mHealth apps among people in rural Hawaii. In addition, in 
previous studies, qualitative interviews have been conducted to 
explore British COPD patients’ opinions on self-management apps 
(24), as well as to examine community health workers’ perspectives 
and experiences regarding mHealth apps in Brazil (25). However, it is 
unclear what experiences people in mainland China, which has a large 
population and many ethnicities, have with popular mHealth apps. In 
an era of rapid internet development, what do these individuals think 

of mHealth apps in China? What are the shortcomings that need to 
be improved, and what important information has been overlooked 
by developers? These issues are worth discussing.

In recent years, research on mHealth apps has gradually increased, 
and the types of mHealth apps for various diseases have also increased. 
Chinese researchers have utilized the MARS and Silberg Scale to assess 
the quality of various types of mobile health apps, including psychological 
(26), cardiovascular (27), sleep management (28), and postpartum 
depression apps (29), in terms of usability, effectiveness, and acceptability. 
Due to poor supervision and other issues, the quality of mHealth apps 
can be inconsistent, which can lead to decreased usage by users (30). 
Additionally, China’s vast population and diverse cultural differences 
among provinces and cities in different regions can make it difficult for 
mHealth apps to stand out in this crowded medical market (1).

In 1989, Davis proposed the TAM to explain users’ acceptance of 
information technology. The TAM suggests that the use of a system is 
determined by behavioral intentions, and behavioral intentions are 
determined by perceived usefulness and perceived ease of use (31). The 
diffusion of innovations theory discusses how new ideas, new things, 
and new products are accepted by the public (32). This theory divides 
the diffusion process into five stages (awareness, persuasion, decision, 
application, and determination) and emphasizes that mass 
communication can effectively provide new information. However, 
interpersonal communication is more effective in changing people’s 
attitudes and behaviors. According to these two theories, the 
experiences of healthcare professionals and patients with mHealth apps, 
as the main users, is particularly important. However, there are still gaps 
in the research on the experiences of healthcare professionals and 
patients in relation to mHealth apps in the Chinese healthcare market. 
To fill these knowledge gaps and address future software iterations, 
we conducted semistructured interviews with patients and healthcare 
professionals recruited from a tertiary grade A hospital. The purpose of 
this study was to (1) understand healthcare professionals’ and patients’ 
perceptions of the quality of mHealth apps; (2) evaluate the obstacles 
that affect users’ quality experiences; and (3) explore how to improve 
the quality of mHealth apps. The results are intended to promote the 
standardization of mHealth apps and provide effective information for 
the improvement and development of mHealth apps in the future.

Methods

Design and setting

In this study, semistructured interviews were conducted at the 
Affiliated Hospital of Xuzhou Medical University, which is a general 
hospital in Xuzhou, Jiangsu Province, China. The Affiliated Hospital 
of Xuzhou Medical University was founded in 1897 and has a history 
of 123 years. In the first half of 2021, nearly 1.4 million patients 
received outpatient and emergency services at this hospital, with 
nearly 90,000 discharged patients. Although Xuzhou belongs to 
Jiangsu Province, as an important transportation hub city, it has close 
ties with Shandong, Anhui, Henan and other provinces. The hospital 
treats many patients. Xuzhou also has a long history of more than 
6,000 years of civilization and 2,600 years of history, and the population 
is more than 8 million. The hospital has developed a series of medical 
treatment and management systems. Healthcare professionals working 
in this hospital have access to mHealth apps and use them frequently.

Abbreviations: mHealth, Mobile Health; App, Application; MARS, Mobile App Rating 

Scale; uMARS, User Version of the Mobile App Rating Scale; SUS, System 

Usability Scale.
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Participants

By using purposive sampling and the principle of maximum 
differentiation, patients who visited this hospital and clinical frontline 
healthcare professionals who worked in this hospital from January to 
April 2022 were selected as participants for this study. The selection 
criteria for patients were as follows: patients who know what are 
mHealth apps; those who had used at least one mHealth app; those 
who had used the apps for at least 3 months; those aged ≥18 years; 
those with clear awareness and thinking that allowed good 
communication; and those who volunteered to participate in this 
study. The selection criteria for healthcare professionals were as 
follows: healthcare professionals who had worked on the clinical front 
line for ≥3 years; those who had used the apps for at least 3 months; 
those with good communication skills; and those who volunteered to 
participate in this study.

According to a literature analysis (33–35), the evaluation period 
of the majority of mHealth app intervention studies can be roughly 
divided into pre-and postintervention periods, with four treatment 
cycles (12 weeks) before and after the intervention. Based on the 
21-day effect of behavioral development and a literature analysis, this 
study set a target of the use of mHealth apps for a minimum of 
3 months to ensure that participants had a thorough understanding of 
the mHealth apps they used. The sample size was determined based 
on data saturation, which occurs when the information provided by 
interviewees becomes repetitive and no new topics emerge.

Interview outline

The study adopted a descriptive research method, utilizing 
interviews to gain a comprehensive understanding of the quality 
evaluation of mHealth apps from the perspectives of both patients and 
healthcare professionals. In accordance with the study’s objectives, two 
nurses working in the pain department were chosen for preinterviews 
after a thorough review of the relevant literature and consultations 
with two members of the research team. According to the preinterview 
situation, an expert with rich research experience was consulted, and 
discussions and revisions were conducted to determine the final 
interview outline (Table 1).

Data collection

Researchers introduced the purpose and methods of this study to 
patients at the outpatient department. After obtaining their consent to 
participate, the researchers asked the patients if they knew what mHealth 
apps were. If the patients could name one or more apps, the researchers 
proceeded to the next question. If not, the patients were terminated from 
the study and did not proceed with the enrolment process. This 
approach ensured that only patients who had some knowledge of 
mHealth apps were included in the study. Then, researchers inquired 
about whether they had previously used a mHealth app, what the name 
of the app was, how long they had been using it, and how often they used 
it. The selection of healthcare professionals was based on communication 
with department managers, who selected individuals based on their 
work experience. Then, researchers asked questions about whether they 
used mHealth apps in their work, the amount of time spent using them, 

and the frequency of use per day. Based on these questions, individuals 
were deemed eligible for inclusion in the study if they met the inclusion 
criteria; otherwise, they were excluded.

Due to the long wait times of approximately 1–2 h, interviews with 
patients were conducted during the patient’s wait time. After 
consulting with the department head nurse and doctors, the interviews 
with healthcare professionals were scheduled in the afternoon of a 
workday, with each healthcare professional invited and allotted 1 h of 
sufficient time for the interview. All interviews took place in a quiet 
classroom in the hospital. One-on-one, face-to-face interviews were 
conducted by a qualitative research-trained researcher. The entire 
interview process was recorded with a smartphone, and the key 
content and nonverbal content were recorded on paper. The interviews 
lasted approximately 30 min. When the researcher did not understand 
an answer, she repeated it to the participant to determine whether the 
meaning of the expression was accurate.

Data analysis

Within 24 h of the interview, the researcher transcribed the interview 
contents into written materials, and then another team member checked 
and ensured the accuracy of the transcript. After the transcription was 
completed, the interview subjects determined whether the transcription 
content accurately expressed their meaning or whether it needed to 
be modified. We used the standard method of thematic analysis to 
analyse the transcripts. Two researchers analysed the data independently. 
First, the researchers read the transcript in depth several times until they 
felt that they understood what the participants had said. Second, open 
coding was initially started line by line. Significant fragments were 
extracted, which were identified as “quotes,” and assigned “codes.” Third, 
the meaning was formulated for the codes, which were then organized 
into themes. Finally, the themes were further integrated into descriptions.

Ethical considerations

Ethical approval was obtained from the Affiliated Hospital of 
Xuzhou Medical University Ethics Review Board (Reference Number: 
XYFY2019-KL018). Information about the study was explained to all 
participants before the interviews, including information on research 
confidentiality and the participants were advised regarding their ability 
to withdraw from the study at any time during the interview. Participants 
were asked if they agreed to record the entire interview; if they did not 
want the interview recorded, a change was made immediately to manual 
recording. Finally, the participants signed written informed consent 
forms and volunteered to participate.

Results

Participant characteristics

A total of 14 healthcare professionals and 9 patients were 
interviewed. Their ages ranged from 24 to 57 years. The healthcare 
professionals had all worked in clinical first-line therapy for more than 
3 years (Table 2). The patients were all from the area surrounding 
Xuzhou and were engaged in different industries, such as decoration 
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design, teaching, and homemaking, and different departments 
(Table 3). The mHealth apps used by the participants are presented in 
Appendix 1. These mHealth apps are frequently used in China and are 
popular based on the number of downloads.

Themes and subthemes

A total of five themes were identified: (1) different concerns; (2) 
hidden medical dangers; (3) distance and insecurity; (4) barriers for 
older people; and (5) having positive perceptions of mHealth apps.

Theme 1: Different concerns

In the interviews, 7 (7/14, 50%) healthcare professionals 
considered easy operation to be the focus of the evaluation (Table 4). 
A nurse shared her feelings about mHealth during her work:

Now with the electrocardiograph machine, it is a relatively easy 
operation. One key or two keys can be used; it is not complex. For 
example, for the current electrocardiogram, you press a key. If an 

app requires data to be  filled in, it will be  a challenge for the 
patients. (M3)

Another nurse shared that her workload was increased by 
cumbersome mHealth operations:

A lot of patients ask us to help them, which indirectly increases our 
workload. We always have miscellaneous tasks every day. (M4)

Furthermore, 6 (6/9, 67%) patients agreed that effectiveness was 
the most important part of their evaluation of mHealth apps. 
According to one patient,

The most important thing, I think, is that it's helpful, effective, and 
beneficial regarding my illness. If the software is not helping me, why 
do I want to use it? (P4)

Theme 2: Hidden medical dangers

Subtheme 1: Insufficient information about 
qualifications

Four (4/9, 44%) interviewed patients said that the qualifications 
of the healthcare professionals were not included on the platform, 
and they could not objectively judge the professionals’ medical 
levels. A patient described the awkwardness of using the app to 
select an obstetrics and gynaecology professional because of the 
unknown qualifications of the healthcare professionals in the 
mHealth app:

I selected a gynaecology professional on it; maybe I didn't see it 
clearly. I thought the doctor was a woman when I looked at the 
doctor's name at first. Then, I looked again—a man. I can't see a 
male doctor. I didn't want to…I didn't want him to check. (P1)

Another patient believed that the authenticity of mHealth apps 
would be  confusing if they did not detail the qualifications of 
healthcare professionals:

Every doctor's skill is really important. Now there are only two 
things to say about the software, such as what the doctor is, but 
not exactly. Of course, doctors with high grades are certainly 
relatively experienced. Users can also evaluate these doctors, not 
just show good evaluations. Some bad evaluations are blocked in 
some software, so we  do not trust the authenticity of the 
software. (P9)

TABLE 1 Qualitative semi structured evaluation guide for healthcare professionals and patients.

Serial number Healthcare Patients

① Have you used any mHealth apps (if the mHealth app has a patient version)? Would you recommend it to your friends?

② What do you think about the development of mHealth apps in the future?

③ For the mHealth app that you have used, what do you think are its shortcomings? What else do you think needs to be improved?

④
If you were to evaluate an mHealth app, what aspects/perspectives would you use? What indicators do you think are the most important for 

evaluation?

TABLE 2 Characteristics of the interviewed healthcare professionals.

Sociodemographics Statistics

Profession, n

Nurse 10

Physician 4

Age (years)

Range 25

Mean 34.57

SD 7.07

Sex

Male 5

Female 9

Professional experience (years)

<5 years 2

5–10 years 7

10–15 years 3

>15 years 2

Frequency of mHealth app usage

<3 times/day 2

>3 times/day 12
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Subtheme 2: Inaccurate medical content

Five (5/9, 56%) interviewed patients said that the health 
information provided by the mHealth apps did not have a detailed 
source description, and they could not judge the scientific nature and 
authenticity of the information. A mother shared her doubts about the 
information provided on a mother-to-child mHealth app during 
her pregnancy:

It's a bizarre statement that pregnant women can’t eat this and that 
on this app. In the past, pregnant women could eat anything that a 
normal person could eat. I'm generally selective about what's on this 
app. (P2)

A patient who came for a medical examination said that the low 
authenticity of the content provided by the mHealth app would affect 
his compliance:

If the authenticity is low, I don't believe what it is providing, so my 
compliance is low, and even if it’s right, I' m still reluctant to follow 
it. (P4)

Furthermore, a patient said that due to poor authenticity, 
he selectively used mHealth apps; if he had problems, he still sought a 
doctor for the first time:

Some of the online content is right or wrong … even though I know 
that some health care knowledge in the app is good, I still mainly 
seek a doctor's advice. (P9)

Subtheme 3: Nonstandard treatment 
processes

A standardized medical treatment process can effectively reduce 
the incidence of medical accidents and disputes (36). Standardized 
processes not only reduce human injury for patients but also protect 
healthcare professionals. Two doctors (2/14, 14%) reported that the 
medical procedures of an mHealth app were not standardized, which 
could lead to medical errors:

The medical software needs to be more rigorous to meet the basic 
requirements of the National Health Commission and to ensure 
safety. All processes and operations should be scientific, regular 
and secure. It's a big taboo to prescribe prescription drugs and 
diagnose patients. We  can' t afford the consequences of 
misdiagnosis. We can't tell if there's a problem. We can only give 
patients some medical advice or health measures they can 
take. (M7)

I personally believe that the regulation of smartphone medical 
software is relatively loose. The entire process is not perfect. (M8)

Subtheme 4: Unclear accountability

According to two participants (2/23, 9%), the responsibility of 
mHealth apps is unclear, there are hidden dangers, and it is difficult to 
determine responsibility.

TABLE 3 Characteristics of the interviewed patients.

Sociodemographics Statistics

Age (years)

Range 33

Mean 35.88

SD 10.57

Sex

Male 3

Female 6

Educational Level

Junior high school 2

High school diploma or equivalent 3

College 4

Residence

Rural 5

Urban 4

Frequency of mHealth app usage

<3 times/day 7

>3 times/day 2

TABLE 4 Focus of mHealth app quality assessments by healthcare professionals and patients.

Healthcare professionals Patients

Encoding Number of persons Percentage Number of persons Percentage

Easy operation 7 50% 2 22%

Effectiveness 2 14% 6 67%

Function 2 14% 2 22%

Accessibility 3 21% 1 11%

Security 6 43% 5 56%

Payment 2 14% 2 22%
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I don't know who I can look for if there's something wrong with 
pills. (P5)

Once the mistake and the inevitable consequences have taken 
place, who should be  responsible for them? This cannot 
be determined clearly. There are also problems in the hospital that 
are unclear. Now there are too many doctor–patient 
disputes. (M7)

Theme 3: Distance and insecurity

Subtheme 1: Blunt expression

The counseling function of mHealth apps is mainly in the form of 
text input and output (37), and healthcare professionals cannot 
observe the body language of patients. In addition, patients are prone 
to doubt the responses of healthcare professionals, which produces a 
sense of distance and insecurity. Four participants (4/23, 17%) said 
mHealth apps display too much text, less vivid dynamic graphics and 
less videos and are difficult to understand. A nurse with rich clinical 
experience believed that presentation can not only close the distance 
between nurses and patients and improve patient compliance but also 
meet the needs of patients at all cultural levels:

From the patients' point of view, if you recommend mHealth apps 
well, they’ll see more. Like the rich form I've just said: if every 
health education app has video education, it is convenient for the 
patient. You'll be able to close the distance from the patient, and 
improve their compliance, cooperation with treatment or 
rehabilitation. In addition, there are also cultural levels and 
regional differences. For example, a person with a high level of 
education, you go to tell them the information is not as good as 
their own. However, patients with a low educational level or 
patients from some rural regions want you to say it, write it down, 
rather than taking their own initiative to learn. (M4)

In addition, some nurses suggested that more dynamic videos 
could be made:

There can be some health education videos … dynamic. (M12)

A patient wanted to be provided with video calls and face-to-
face communication:

How did the doctor judge which situation I was in? It would be best 
to have a video to communicate. In addition, I wasn't very good at 
typing. I feel a little bit relieved to see the doctor himself in the video, 
at least feel zero distance. (P9)

Subtheme 2: Generating medical virtuality

With the development of networks and technology, intelligent 
virtual agents have permeated various fields, such as medicine, 

teaching, work and life, promoting the development of society (38). 
However, because of the particularity of the target population of 
mHealth apps, they often cause insecurity for users:

Like apps, many times the consulting doctor is not local. If a problem 
emerges, I do not where I can go to find them. (P4)

Another patient said the medical software led to a sense 
of distance:

I have a distant feeling in the app that I'm not talking to real people 
and that sometimes it's the robot that automatically replies. It's not 
as good as talking to a doctor in person. I can also understand the 
doctor's level and the medical level of the hospital. (P2)

Subtheme 3: Lack of humanistic care

Mhealth apps can expand the medical network, connect patients 
from multiple fields, and share medical resources equally. Although 
communication can increase peer support, humanistic care and 
cross-cultural differences are ignored. Users receive cold and 
mechanized responses. A patient believed he could receive warm care 
from paramedics in the hospital, but the app only 
responded automatically:

I received polite replies (on the app), but they were cold and official. 
Although doctors also have a bad attitude in the hospital, there are 
doctors and nurses in the hospital every day to check in and ask 
you how you slept last night. After you leave the hospital, the nurse 
will follow up on your recent situation. However, it's over when you' 
re done consulting on the app, and no one cares about your 
follow-up. (P5)

I don't feel like anyone cares about me. A smart device can't do what 
doctors and nurses do, and no one cares what danger will happen to 
you. In addition, the speed of the response of apps is too slow, which 
made me feel I am not important …. (P7)

Theme 4: Barriers for older people

Subtheme 1: Terminology and 
professionalization

The main difference between mHealth apps and other apps lies 
in the purpose of mHealth app use and the particularity of the 
population (25). Medical terminology and medical professionalism 
are also unique to mHealth apps. Due to degenerative changes in 
the brain and organs of older people, their ability to perceive, 
think, remember and understand is weakened. They may feel a 
certain degree of psychological resistance before using medical 
apps, thus reducing their desire to use these apps (39). A doctor 
shared his experience in recommending medical software to 
older patients:
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When I recommended the ‘Good Mood’ app to the patients, I found 
that the older patients rejected it directly and said that they did not 
understand it when I  told them they would have to use a 
smartphone. (M7)

Because of late contact with smart devices and poor understanding 
in China, older people tend to resist mHealth apps:

Due to the particularity of the work, we connect the older patients 
or children. Older patients have a poor understanding, and their 
generation has a low level of education and medical knowledge, even 
with oral explanations. They may not understand, let alone use the 
app. (M3)

Subtheme 2: Unfriendly technology and 
design

A small font size and cumbersome operations seriously affect 
older patients’ experiences of mHealth apps, which are also 
common problems with smartphone apps. A 56-year-old patient 
had several operational problems during the use of 
registered services:

Apps have to be  downloaded and constantly remind you  to 
update, which is especially complex. I have to register a service 
repeatedly. My patience wears out. I  have no confidence in 
myself. (P9)

Healthcare professionals and individuals who cohabitate with 
older relatives frequently encounter senior citizens who lack 
proficiency in utilizing mHealth apps. Older people come to seek 
their help. However, they said that this indirectly increases 
their burden:

It doesn't feel good to use it because when an older patient comes, 
the process of linking a card and a bank card can be slightly more 
cumbersome. He will not do it, so we help him. (M2)

I have two old people in my family. Some software is said to be used 
for elderly individuals, but older people cannot see clearly and do 
not know how to use it. Well, we as their children will help them, but 
we also have our own things that keep us busy. (P2)

Theme 5: Having positive perceptions 
of mHealth apps

In the interviews, the healthcare professionals and patients had a 
positive attitude as the main users of mHealth apps. While participants 
criticized their drawbacks, they looked forward to future mHealth 
apps to bring new changes to society. For example, although 23 
participants noted that the current mHealth apps have many quality 
problems that seriously affect their use experience, they answered 
positively when asked whether they would recommend these apps to 

others. They believed that the future medical model would reach a 
new platform if developers could effectively improve the quality of 
mHealth apps:

As young people grow older, they will prefer to use smartphone apps 
rather than go to the community to do these things. So I suggest that 
when the community can promote this, and then young people use 
these apps for a long time, your medical information is equivalent 
to filing in this community, which is actually good for the later 
development of the community and can reduce the waste of medical 
resources in big hospitals. (M7)

Discussion

Principal findings

This study was conducted during the implementation of lockdown 
regulations in China, a time when the use of mHealth or telemedicine 
provided a novel approach to patient care. The purpose of this study 
was to examine the experiences of healthcare professionals and 
patients who used mHealth apps and to identify the challenges they 
faced while using these apps. The primary findings indicated that 
there are several issues related to the quality of mHealth apps, although 
users still recognize the benefits of these apps. This may be attributed 
to the limited access to hospital-based medical care during the 
COVID-19 lockdown period in China, where patients relied on 
mHealth apps to receive timely and effective medical attention from 
healthcare professionals.

The participants were drawn from a range of clinical areas, 
including pain management, oncology, psychiatry, thymic surgery, 
general surgery, obstetrics and gynaecology, and physical examination 
centres. Based on their own usage experiences, the participants 
demonstrated the most frequently utilized features, such as 
appointment scheduling and registration, the dissemination of health 
information, and online consultations. These findings are in line with 
the results reported by Anderson (12) and Wu (40). MHealth apps 
can provide various benefits to patients, such as saving time, 
enhancing the efficiency of medical treatment, and reducing 
discomfort and anxiety. During the period when lockdown 
regulations were implemented in China to combat the COVID-19 
pandemic, patients demonstrated a preference for using mHealth 
apps for appointment scheduling or consultation purposes, thereby 
reducing the time and opportunities spent in social contact 
with others.

Although the nine patients had different types of diseases, the 
interviews did not reveal any differences in their experiences using 
mHealth apps based on their specific medical conditions. It is 
possible that the participants had relatively mild or subhealth 
conditions, which may have influenced the results. However, 
according to Wang’s systematic review (41), the effectiveness of 
mHealth functions can vary depending on the specific type of 
disease being treated. A meta-analysis (42) showed that mHealth 
apps had no significant effect on drug compliance for patients with 
various chronic diseases. Further research is needed to determine 
whether different types of chronic diseases have varying effects on 
each function and module of mHealth apps.
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It was found that Chinese patients prioritized the effectiveness of 
mHealth apps in managing their illnesses, whereas Chinese healthcare 
professionals favored apps with user-friendly interfaces and optimized 
designs. However, Jiang et al. found that healthcare professionals were 
primarily interested in the economic benefits of mHealth apps in 
reducing healthcare costs (43). Xiang’s study found that Chinese 
healthcare professionals prioritized the ability of artificial intelligence 
to reduce repetitive workload, and nonhealthcare personnel valued 
efficiency in diagnosis and treatment. Both groups of participants 
reported that artificial intelligence does not pose any safety risks (44). 
In contrast, this study found that both Chinese healthcare professionals 
and patients perceive mHealth as having safety issues. Furthermore, 
we propose that the government needs to establish strict procedural 
guidelines for the development and regulation of mHealth. These 
findings suggest that there is a need for more comprehensive research 
on the impact of mHealth on patient safety, as well as for the 
development of appropriate regulatory frameworks to ensure the safe 
and effective use of this technology (45). Generally, this study 
highlighted the importance of considering the perspectives of different 
stakeholders when designing mHealth apps.

During the interviews, healthcare professionals expressed 
concerns about the burden placed on their work by older patients who 
are unable to use mHealth apps. With the implementation of China’s 
three-child policy, the number of female clinical doctors and nurses 
on maternity leave has increased, resulting in healthcare professionals 
having to assist patients with basic tasks and teach them how to use 
mHealth apps. This has undoubtedly increased the workload of 
healthcare professionals. These findings highlight the need for medical 
institutions to employ dedicated internet staff or information nurses 
to address these issues. This study provides valuable insights into the 
underresearched area of user perspectives.

Healthcare professionals also faced challenges when assisting 
older patients who lacked necessary information such as call 
numbers and personal identification information required for 
verification. This issue may be related to the lower education levels 
of contemporary older individuals (46) or the larger number of 
hospitalized patients in nearby rural areas. These findings are 
consistent with those of Raghunathan’s study (47). Older 
individuals aged over 80 years were less willing to use mHealth 
apps, and those with higher levels of education were more 
accepting of these apps than those with lower levels of education 
(48). Therefore, mHealth app designs should not only cater to 
young and middle-aged individuals but also focus on the needs of 
older users.

It was found that the interviewed patients perceived mHealth apps 
as lacking in care, which could potentially strain the doctor–patient 
relationship. Furthermore, healthcare professionals in China face 
challenges due to heavy workloads and low wages (49, 50). Simpkin 
et al. (51) explored the perspectives of medical students on intelligent 
healthcare and gained insights into how to integrate technology 
effectively and consciously into the medical field to enhance empathy 
and compassionate care. To address the concerns raised by patients, a 
feedback function could be added to the platform, mHealth apps 
could be  developed with a patient-centred approach (48), and 
humanistic theory could be applied to intelligent healthcare.

The quality issues of mHealth have also been emphasized by 
international organizations and researchers from other countries. To 
assist developers in evaluating the quality of apps, several tools have 

been developed (52). A systematic review of 87 studies published 
through 2018 revealed that researchers developed 48 different rating 
scales for evaluating the availability and quality of mHealth apps (52). 
These rating scales primarily focused on content quality and usability. 
This study uses open-ended questions to overcome these rating 
frameworks. The findings indicated that there were quality issues in 
mHealth apps from various aspects, including security risks, technical 
issues, design, and humanistic concerns. International organizations 
considered the entire quality regulatory issue from a larger perspective, 
accounting for the interests of multiple parties (53). They believed that 
improving the efficiency of mHealth regulation should emphasize 
process transparency rather than imposing accountability (54). This 
study concluded that healthcare professionals and patients considered 
the need for more standardized accountability to clarify their own 
work responsibilities or better protect their individual rights.

Implications for future research and 
clinical practice

The participants of this study identified various barriers in the areas 
of process, regulation, technology and humanistic. Additionally, they 
found that mHealth apps increase workloads for both healthcare 
professionals and individuals who cohabitate with older relatives to a 
certain extent. Drawing on Shachak’s research findings (55), future 
research directions in health information technology implementation 
should not only focus on users’ social psychological issues and usage 
behavior but also consider technology, processes, contexts, and users as 
a dynamic interactive system. In a multicultural, multireligious, and 
multiethnic Asian country with a predominantly older population, 
medical humanities can help patients feel respected and cared for. China 
is a country that values family-oriented traditions, and the loneliness 
experienced by older individuals who live alone can easily lead to 
mental illness. MHealth apps can provide these individuals with more 
medical and social support. Future studies should focus on continuously 
improving the quality of mHealth apps while considering how to better 
integrate humanistic care with scientific and technological advancements.

Strengths and limitations

The primary strength of our study lies in the use of qualitative 
methods to explore the experiences of healthcare professionals and 
patients with mHealth apps, as well as the factors influencing the 
continued use of mHealth apps by users in the Chinese healthcare 
market. However, a major limitation of our study is the small sample 
size, limited to individuals from XuZhou, the results are not 
representative of the whole of China, and the fact that only the views 
of healthcare professionals and young patients with older patients 
around them were considered. Although the selected mHealth apps 
have a high download frequency in the market, these apps could not 
represent all mHealth apps in China. To address this limitation in 
future research, we  can expand the sample size and increase the 
diversity of the sample by including more technicians and related 
personnel in drug enterprises. Additionally, importantly, the 
participants in our study were homogeneous in terms of ethnicity; 
therefore, our findings may not accurately represent minority groups 
outside this demographic background.
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Conclusion

This study aimed to explore the perceptions of individuals 
regarding mHealth apps in China. Healthcare professionals and 
patients expressed optimism about the potential of mHealth apps 
but also highlighted several concerns and potential risks associated 
with their quality. Thus, it is crucial to enhance the safety and 
regulatory frameworks surrounding mHealth apps and to develop 
user-friendly mHealth apps specifically designed for older patients, 
which will help bridge the gap between healthcare professionals 
and patients.
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Blockchain technology includes numerous elements such as distributed ledgers,

decentralization, authenticity, privacy, and immutability. It has progressed past

the hype to find actual use cases in industries like healthcare. Blockchain is an

emerging area that relies on a consensus algorithm and the idea of a digitally

distributed ledger to eliminate any intermediary risks. By enabling them to trace

data provenance and any changes made, blockchain technology can enable

di�erent healthcare stakeholders to share access to their networks without

violating data security and integrity. The healthcare industry faces challenges

like fragmented data, security and privacy concerns, and interoperability

issues. Blockchain technology o�ers potential solutions by ensuring secure,

tamper-proof storage across multiple network nodes, improving interoperability

and patient privacy. Encrypting patient data further enhances security and reduces

unauthorized access concerns. Blockchain technology, deployed over the

Internet, can potentially use the current healthcare data by using a patient-centric

approach and removing the intermediaries. This paper discusses the e�ective

utilization of blockchain technology in the healthcare industry. In contrast to

other applications, the exoteric evaluation in this paper shows that the innovative

technology called blockchain technology has a major role to play in the existing

and future applications of the healthcare industry and has significant benefits.

KEYWORDS

blockchain, distributed public ledger, healthcare, electronic health record, personal

health record, medical health insurance

1. Introduction

Blockchain technology has been around for at least 20 years. It wasn’t until recently

that academics and businesses began to consider it strongly. This paper aims to highlight

blockchain technology’s existing and future applications in the healthcare industry through

a thorough analysis. The authors wanted to highlight projects from the scientific

and commercial sectors. This article may alternatively be seen as a concise summary

and annotation of the idea behind the potential connections between healthcare and

cryptocurrency and blockchain technology.

The blockchain’s core value is closely related to trust and decentralization. A distributed

database called blockchain supports transactions between unreliable entities, instead of

having banks or another brokerage firm it acts as a middleman as is the case with traditional

transactions, people and organizations may deal directly with one another. Because of this,

it is anticipated that the blockchain will alter how people conduct international payments.

It is crucial to investigate the potential benefits that this new technology might bring to the

healthcare industry. It is clear that instead of just financial transactions, this effort will focus

on healthcare data applicability and operations in general.
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One of the biggest sectors, healthcare accounts for more than

10% of the GDP of developed nations. The expense of providing

effective healthcare services is rising, and patient data is fragmented

which calls for the need to protect patient data and deliver effective

services to be expanding whereas patient data is scattered, and

sharing this private information may occasionally be subject to

the practice of authorization management. Data is sometimes

unavailable and inaccessible; all such problems in healthcaremay be

resolved with the help of blockchain. Distributed ledger technology

is the foundation of blockchain technology, where transactions

occur amongst peers rather than through a central authority.

Decentralized transactions will be used throughout none of the

entities can change any of the transactions once they have been

added since they are all immutable which offers security and

privacy for the transactions. A single location may be used to store

patient data as a result, diagnosing a patient will be simple. IoT

and blockchain can be utilized for real-time patient monitoring.

As patient claims are properly monitored by health insurance

companies, records are kept in a ledger that cannot be changed after

it has been added. Blockchain has a wide variety of features that

allow its implementation in a variety of applications. Decentralized

storage and authentication are one of the key characteristics of

blockchain. There are three main types of blockchain: public,

private, and federated. Table 1 lists different types of blockchains.

Anyone may participate in and validate public transactions on

a public blockchain. The public is in charge of maintaining

this kind of blockchain. Public blockchains include, for example,

(1) Ethereum, (2) Bitcoin, (3) Bit shares, (4) Waves, and (5)

Dash. Government agencies are in charge of maintaining private

blockchains. Transactions are internally vetted and not accessible

to the public. The consortium maintains federated blockchains, the

third form of blockchain. This blockchain may or may not make

transactions public. Federated blockchains include B3i, EWF, and

Corda R3 as examples.

Blockchain has started to infiltrate a variety of different

industries over the past few years, including finance and banking,

capital markets, trade finance, business, real estate, media,

government organizations, etc. The area where blockchain has

enormous potential is healthcare. Data security, data access, data

sharing, and interoperability are the top needs in the healthcare

industry. Confidentiality and security are fundamental needs of the

healthcare sector to protect patient medical information. In this

digital age, cloud storage has become the most popular way to

exchange and retrieve data, but since it is shared across a network,

there is a danger of virus attacks and even a chance that personal

information may be compromised. The constraints of healthcare

requirements include data sharing, data access, data transmission,

authenticity, and interoperability.

An EHR system (electronic health records) has replaced

the conventional manual filing method, although it is

expensive and labor-intensive. Following the introduction

of EHR cloud-based systems to address the problems

with EHR systems, however, these cloud-based systems

still fell short in terms of encryption, data confidentiality,

interoperability, and security standards. Every challenge

the healthcare industry has, from interoperability to

data security and transmission, might be addressed by

blockchain technology.

TABLE 1 Blockchain types.

S.no Blockchain type Important property

1 Public blockchain

a) Maintained by the Public

b) Anyone can participate

and validate the transactions

2 Private blockchain

a) Maintained by Government

Organizations

b) Transactions are not

public

3 Federated blockchain

a) Maintained by consortium

b) Transactions may not be

public

Blockchain technology has several characteristics that include

immutability, transparency, distributed ledgers, data security,

authentication, and decentralization. This highlights why and

how this technology is becoming increasingly popular across all

industries, but especially in those like healthcare where issues with

legitimacy, dependability, and security are especially problematic.

The blockchain architecture is seen in Figure 1 and consists of

three layers: an application layer, a transaction layer, and a network

layer. Users will communicate with one another using blockchain

applications in the application layer, and immutable transactions

will be carried out in the transaction layer and on a global ledger.

At the network layer, information exchange will take place on a

P2P network.

2. Motivation

It is now well acknowledged and perhaps even evident that

blockchain will most likely significantly disrupt the healthcare

sector. Nevertheless, the authors tried to define the amount of

relevance anticipated in as many ways as possible, to measure it,

and to quickly characterize it in general terms.

In order to start with peer-reviewed papers, a search at

Scopus was made in January 2022 for publications that had both

“blockchain” and “healthcare” in their “Article” or “Abstract”

or “Keyword” sections. This search returned a total of 1,776

documents (Figure 2). Figure 3 shows their distribution according

to their country of origin, scientific field, keyword, and year of

publication. The authors can clearly see the apparent quick growth

in the number of relevant publications, as well as an intriguing

keyword distribution where some keywords (like “security” and

“privacy”) do not occur as frequently as expected. It is important

to note that interest has extended globally, in addition to China

and the USA. On January 2023, the authors ran the same query

and received 2,828 documents in response. According to this, there

are around three articles about blockchain technology in healthcare

every day.

A similar search at Solulab turned up the 18 projects financed

by independent companies under their Research and Innovation

initiative. The acronyms for these R & D projects are provided
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FIGURE 1

Architecture of blockchain.

below, followed by their titles, and they are ranked by Solulab

according to how closely they adhere to the keywords. Presents

a visual representation of the chronological distribution of these

initiatives. These projects’ time distribution is graphically shown in

Figure 4.

BurstIQ: The organization uses blockchain to enhance the

sharing and utilization of medical data.

SoluLab: Solulab uses blockchain to strengthen healthcare

cybersecurity and to increase the sharing and use of medical data.

Medicalchain: The blockchain-based infrastructure used

by Medicalchain keeps track of the source and safeguards

patient identification.

Guardtime: Blockchain technology is used by Guardtime in

cybersecurity applications, including healthcare.

Avaneer Health: Avaneer is a startup that seeks to use

blockchain technology to improve healthcare efficiency. It is

supported by Aetna, Anthem, and Cleveland Clinic. This is

accomplished by utilizing a public ledger to provide improved

claims processing, safe healthcare data transfers, and upgrade

provider directories.

Chronicled: The usage of the Chronicled blockchain network

ensures the secure delivery and thorough examination of

drug supplies.

ProCredEx: ProCredEx has created a decentralized record

system for healthcare credential information, ensuring that the

data cannot be altered and remains permanently trackable. This

enhances the effectiveness of intricate datasets, allowing for data

customization to meet specific organizational requirements and the

secure sharing of this data with authorized collaborators.

Robomed: Robomed captures patient data via blockchain and

securely distributes it to the patient’s healthcare professionals.

Patientory: The blockchain platform used by Patientory makes

it possible to store and send sensitive medical data securely.

Doc.ai: The company uses artificial intelligence to decentralize

medical data on the blockchain.

Encrypgen: It is now simpler to locate, share, save, and

purchase genetic information because of the company’s

blockchain technology.

Coral Health: Coral Health uses blockchain to streamline

administrative procedures, speed up the delivery of treatment,

and enhance patient outcomes. The startup establishes faster

connections between doctors, scientists, lab workers, and

public health authorities by incorporating patients’ records into

DLT. To ensure that information and treatments are correct,

Coral Health also uses smart contracts between patients and

medical experts.

Embleema: Embleema is a tool for regulatory analytics and

virtual experiments intended to accelerate the drug development

process. Users are encouraged to provide their digital consent

for the safe, unaltered acquisition of their medical data, which

is subsequently recorded on the blockchain of Embleema

and examined.

Blockpharma: Blockpharma provides a method to combat

medication fraud and counterfeiting. Patients may find out whether

they are taking fake medications using the company’s app by

scanning the supplier base and validating all points of shipping.

Using a blockchain-based supply chain management system,

Blockpharma claims it can screen out the 15% of medications that

are fake worldwide.

Tierion: The blockchain of Tierion verifies all documentation,

data, and pharmaceuticals to maintain a complete record of

ownership. The company maintains evidence of ownership

throughout a medical supply chain using timestamps

and credentials.

FarmaTrust: The blockchain solutions from FarmaTrust may

be used to manage prescriptions, validate the legitimacy of medical

equipment, and protect patient data when they schedule vaccines

and diagnostic tests. For example, the firm offers a service that

prevents fraudulent pharmaceuticals from entering the supply

chain and an app that allows customers to verify that their

medications are authentic.

Nebula Genomics: Nebula Genomics is utilizing distributed

ledger technology to eliminate extra fees and intermediaries in

the genetic research industry. Annually, companies in the biotech

and drug industries spend billions of dollars to get genetic data

from other sources. While contributing to the development of a
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FIGURE 2

Publications per country over years.

substantial genetic library, Nebula Genomics invites users to sell

their encrypted genetic data securely.

3. Background and concepts

In 2008 Satoshi Nakamoto implemented the cryptocurrency

named Bitcoin based on the web white paper (1). This

cryptocurrency works on open source technology and on the

decentralized network in simple terms all nodes are connected

mutually, and these nodes have the authority to leave and rejoin

the network on demand and later receives the authentic record

i.e., Proof of Work (PoW) referred to as the blockchain (1). To

rejoin the network, they had to perform certain large computations

to show evidence of their authentic members. PoW describes and

gives proof of what happened when the particular nodes left the

network. In cryptocurrency there may be a threat of a Sybil attack

and this situation can be solved by claiming PoW from all nodes of

the network which verifies transactions. The working of PoW can

be understood by understanding the block of the bitcoin structure.

The network consists of nodes that are nothing but participants

and all of them have an identical ledger copy and these blocks of
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FIGURE 3

Publications in subject area and keywords.

information are attached (2). These blocks consist of transaction

data of both sender and receiver, the extent of the transaction,

and hash value. Hash values are used to link the blocks, therefore

Blockchain is a series of blocks tailored together as illustrated in

Figure 5. It reflects, how blocks are linked together in blockchain.

The order of blocks linked together will be determined by PoW

consensus in Bitcoin. Bitcoins are chained using hashing. Changing

the hash value will lead to the invalidation of a block. To validate,

the block hash value needs to be recalculated. Bitcoin as being

public blockchain technology is susceptible to security and privacy

threats; this property is not acceptable for healthcare systems where

data privacy is concerned. Bitcoin along with throughput is most

desirable for building healthcare applications (3).

Blockchain is best characterized by a decentralized, immutable

ledger that records data. It enables entities to communicate with

one another without the requirement for a centralized, reliable

middleman. The blockchain contains blocks of data, comprising

sets of information that grow consistently. Once integrated into the

blockchain, these blocks are linked to the preceding and subsequent

blocks through cryptographic procedures. All parties can read,
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FIGURE 4

Time distribution of projects.

FIGURE 5

Representation of blocks in blockchain. Blockchain blocks include transaction details, including sender and recipient information, transaction size,

and hash value. Blockchain is made up of a collection of interconnected blocks that are linked together using hash values.

write, and modify these data records/blocks in the blockchain’s

original form. Decentralized transactions and data processing are

made possible. These characteristics have made blockchain very

popular for a variety of uses. Blockchain also supports smart

contracts, fully independent contracts thatmay be executedwithout

a central authority. As of right now, Ethereum is the blockchain that

facilitates smart contracts.

3.1. What is blockchain?

3.1.1. Key characteristics
Blockchain is decentralized, so nobody has full control over

the data that is uploaded to it. Instead, a P2P network utilizing

different consensus mechanisms approves the data that is uploaded

to the blockchain. Persistence is another essential component of

blockchain technology. Due to the distributed ledger’s massive

node storage, it is highly challenging to remove anything after

it has been published onto the blockchain. Additionally, a lot of

blockchains make use of the desirable potential anonymity (or

pseudonymity) characteristic. By linking each block in a chain of

blocks by containing the hash of the one before it, blockchains offer

traceability and transparency. The Merkle tree-based organization

of the blocks’ transactions enables independent root-to-transaction

verification (4, 5).

3.1.2. Type of blockchains
Blockchains come in three basic forms: consortium, public, and

private. They have a wide range of characteristics that influence
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who is able to read from, write to, and access data on the

blockchain. All users have access to the data on a public chain,

and anybody may contribute and make changes to the consensus

and the core software. The two biggest cryptocurrencies, Bitcoin

and Ethereum, which are categorized as public permissionless

networks, are among the several cryptocurrencies that utilize the

public blockchain. Because only a small number of carefully chosen

groups of businesses have access to observe and take part in the

consensus process, a consortium blockchain may be perceived

as being somewhat centralized. A decentralized network that

is frequently centralized makes up a private blockchain. A few

nodes can connect to the network, and they are often under the

supervision of one central authority (4, 6, 7). The definition and

classification of the many blockchain types discussed here are still

subject to debate. There is currently no widespread agreement

on what defining characteristics and consensus procedures are

necessary to refer to a piece of technology as “blockchain” (8).

For the creation of decentralized applications, there are currently

available blockchain frameworks and platforms (Dapps). The

most well-known blockchain development platforms to date are

Ethereum (decentralized platform) and Hyperledger (framework),

both of which let programmers add new blockchain apps to current

blockchains and construct new test nets using their protocols (9).

3.1.3. Consensus algorithms
The procedure for approving data records on the decentralized

ledger is a crucial component of blockchain technology. A

distributed consensus method that checks the data entries

accomplishes this. For this, a variety of consensus techniques have

been put out and used; the three most popular ones are shown in

Table 2 and are given below:

Proof of Work (PoW): PoW is the consensus system that

is most closely connected to the blockchain because it is

a part of Bitcoin. The process confirms the transaction and

creates a new block for the blockchain. Miners compete in this

procedure to finish the network transaction first. Competing is

involved in mining. Miners receive incentives for successfully

confirming a new block. This idea is supported by evidence

of the significant electricity needed for Bitcoin mining, which

is currently comparable to the requirements of a small nation

(10).

Proof of Stake (PoS): With PoS, the node that will serve as an

approving node is chosen based on its stake in the blockchain.

When it comes to cryptocurrencies, a person’s balance in a

certain currency represents their investment. The “richest” node

may, however, unjustly gain from this. Many hybrid PoS systems

have been put out as a solution to this problem, where the

approving node is selected using a mix of the stake and some

randomization. The second-largest cryptocurrency, Ethereum,

plans to transition to Proof of Stake from Proof of Work

(4).

Practical Byzantine Fault Tolerance (PBFT): The underlying

protocol of PBFT is a Byzantine agreement mechanism. This

consensus procedure can’t be used in a public blockchain

since every node in PBFT must be known to the network,

which places limitations on its use. Pre-prepared, prepared,

TABLE 2 Comparison of consensus mechanisms.

Characteristics PoV PoS PBFT

Management of nodes Accessible Accessible Permissioned

Usage of energy High Medium Low

Tolerated an adversary power <25% <51% 33.3% faulty

Example Bitcoin Ethereum Hyperledger

and commit are the three separate stages of the PBFT

consensus process. A node must get two-thirds of the

votes from the other nodes in order to pass through the

three phases. PBFT is now used by Hyperledger Fabric

(11, 12).

3.1.4. Smart contracts
Smart contracts are supported by blockchain infrastructures

like Ethereum. These are executed automatically contracts with

clauses that are written clearly into the source code. Smart contracts

operate independently of any third parties or middlemen since

they are automatically implemented based on these set clauses. A

blockchain transactionmay activate this smart contract feature, and

the healthcare industry seems like an appealing use for it (7).

3.2. Significance of blockchain in
healthcare industry

Healthcare is a problem-driven, people- and data-intensive

industry, and access to, updating, and trust in the information

generated by its operations are essential for the sector’s overall

operations. According to a classification of healthcare operations

into accident and emergency, health problem-solving, clinical

decision-making, realization, and evaluation of knowledge-based

care (Figure 6), it is essential to have a multidisciplinary team

of healthcare professionals who treat patients with the best

knowledge, technologies, and skills. To help students learn and

develop their skill sets, the healthcare industry must work with

educational institutions to give them access to patients and a

training environment. In exchange, educational institutions give

the industry skilled staff.

The healthcare sector faces a number of challenges,

including data fragmentation, security and privacy issues, and

interoperability problems caused by the usage of numerous

standards in healthcare systems. By assuring secure and

impenetrable data storage through a distributed ledger system,

enabling secure data sharing to improve interoperability, and

protecting patient privacy through data encryption, blockchain

technology presents a potential solution. In the context of

blockchain, various technologies have been implemented to

address these issues, such as electronic health records (EHRs),

health information exchanges (HIEs), and federated learning.

While blockchain has great potential, it is important to understand

that it is not a cure-all, and the healthcare sector is still exploring a

variety of methods and technologies to meet its changing demands.
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FIGURE 6

Map of healthcare industry.

Health institutions must assist with access to experts,

informants, test subjects, and samples when working with

organizations and businesses for research and engineering

purposes. Health institutions are required to help in the design,

planning, execution, and analysis of the studies while taking

part in prospective clinical trials. In exchange, the research

and engineering organizations offer the healthcare industry the

most recent information, practices, and technology. Therefore,

the operations of health institutions are closely linked to

those of organizations that educate health professionals and

conduct biomedical research and engineering (Figure 6). The

efficient sharing of patient-related information and evidence,

along with reimbursement processes, necessitates the exchange

of data between different institutions. It’s crucial to safeguard

the sensitive data patients entrust to healthcare organizations.

Ensuring patients’ privacy while sharing data with other entities

in the healthcare network requires measures like access control,

maintaining data origin, preserving data integrity, and enabling

interoperability. The traditional way of implementing access

control assumes a level of trust between data owners and the

entities holding the data. These entities often manage access

restrictions. To enhance the health of individuals and communities

through collaborative data access, exchange, and utilization, a

variety of information systems, devices, or applications need to

seamlessly connect within and across organizational boundaries in

a coordinated manner.

Data provenance refers to the origins and historical records

of data sources. It can enhance transparency and reliability in

electronic health records (EHRs) and foster consumer confidence

in EHR software. According to Courtney and Ware, data integrity

encompasses data quality and its expected standards. This means

that meeting or surpassing these standards directly impacts data

reliability. The demand for real-world data from businesses

and research units is increasing within healthcare institutions.

Simultaneously, the public’s trust in healthcare organizations is

waning due to instances of unlawful data sharing, widely publicized

breaches, and private information theft. Another constraint is the

existence of healthcare system mispractices that exploit the same

trust level, involving issues like counterfeit medications, fraudulent

personnel, and patients. Given this overall scenario, a reassessment

and adoption of alternative strategies are imperative (13, 14).

4. Related works

In this study, the keywords such as “Blockchain in healthcare,”

“healthcare record(s),” “healthcare system(s),” “healthcare and

system and record(s),” “healthcare and blockchain,” and “healthcare

and blockchain” were used to search the Scopus and Google

Scholar databases for EHR-related literature. By limiting the

inclusion of the research in these influential review publications,

this manuscript provides a concise overview. In this study, the
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word “Healthcare” is used instead of “Healthcare,” as “Health care”

refers to an industry or system that enables individuals to access the

medical care they require (12, 15, 16).

People have expressed a desire to save their medical records

as new technologies have emerged. For instance, research revealed

that 87% of the health data that US citizens have gathered for

themselves and their families are physical copies and that 42% of

US citizens have done the same (17). EHR systems include several

restrictions (like security) that make it challenging for users to

exchange information. Rezaeibagha et al. (16) took into account

the implications of security and privacy on EHR systems in their

assessment of healthcare systems. They recognized a number of

important aspects that affect information security and privacy,

including encryption and scaling techniques, laws and regulations

applicability, agreement and choice mechanisms, and integration

and sharing of information. In the latest review to investigate

the effectiveness of EHR systems, Afrizal et al. (18) explored the

perspective of both individuals and an organization. Their research

revealed organizational limitations, such as a lack of teamwork,

inadequate executives, and a shortage of competent personnel.

Aside from that, each person had their own limitations, such

as a lack of computational resources and apprehension about

novel technologies.

Modern technologies reduce the aforementioned restrictions.

For instance, there are various ways to use blockchain to reduce

hurdles in electronic health record systems (19). Blockchain is

a distributed ledger technology that records network member

transactions using immutable, reliable, and encrypted data (20). A

system is referred to as a completely distributed system when no

individual authority manages transaction operations that require

the computing labor of several machines (21). UN’s sustainable

development goal may be greatly enhanced and achieved using

blockchain, particularly in the healthcare sector (22). EHRs are one

example of a public sector function that can be modernized with

blockchain (23).

Zhang et al. (19) investigated the application of blockchain

in healthcare systems using health scenarios that highlighted a

patient-centric strategy in a framework for safe data sharing. They

proposed adopting blockchain in seven different areas, including

clinical documentation, patient-supervised cancer information,

telemedicine treatment, patient verification, and health insurance

disputes. In order to show how blockchain is related to patients’

information-sharing behavior, authors focused on their health data.

Even though Zhang et al. emphasized the benefits of utilizing

it in health record administration, very few current works have

offered a foundation for employing blockchain for patient health

records. Homans et al. (24) built a blockchain-based management

information system for electronic health records to solve security

and privacy concerns. The ledger, database, committer, “orderer,”

endorser, and client were suggested as the six components that

make up the framework. Fan et al. did not concentrate on the

concepts of privacy labor and digital money and left them for

future investigations.

Griggs et al., Fan et al. (25), added to the work done by Fan

et al., using Homans (24), by introducing a private blockchain to

address privacy concerns in blockchain usage. Public and private

blocks come in two varieties. A block is a complete record of

every completed and pending transaction. A private blockchain

can be a useful option in healthcare administration, according to

Griggs et al., given the serious security issues surrounding personal

information. Reduced opt-in rates might be the outcome of privacy

problems in EHR systems.

The study proposes “PeNLP Parser,” a tool developed to

extract and visualize exact geographic information about maternal,

neonatal, and pediatric healthcare from unstructured data. The

application extracts pertinent data and geolocations from the

unstructured data using Natural Language Processing (NLP)

techniques. By employing PeNLP Parser, healthcare providers

and researchers can efficiently access and visualize essential geo-

location data, enhancing their ability to make informed decisions

and improve maternal and child healthcare services (26).

An integrated ontology is presented in the study by Patience

et al. to aid in decision-making in the Maternal, Newborn,

and Child Health (MNCH) sector. Context awareness is

a feature of the ontology that enables it to take a variety

of situational circumstances into account while offering

decision help. By utilizing the integrated ontology, which can

effectively analyze and understand data relevant to maternity,

newborn, and child health to provide insightful analysis and

suggestions for healthcare professionals and policymakers,

the study seeks to improve decision-making processes in

MNCH (27).

Sharma et al. (28) used the technique of the soft system

to present qualitative evidence demonstrating that the usage of

EHRs assisted with blockchain can increase patient engagement

opt-in rates. They worked on the PHC strategy, which consists

of a number of separate EHRs that are meant to be available

to everyone in order to advance the healthcare system. They

demonstrated how their suggested blockchain-based approach

may boost patient and doctor trust in the sharing of medical

records, while also enhancing the security and privacy of trustless

PHC platforms.

The prospective impacts of blockchain on HIE were

taken into account by Esmaeilzadeh et al. (29) their findings

demonstrated that consumers are particularly planning complete

blockchain-based privacy protection tools. Shahnaz et al.

(30) provided a framework to reduce the scalability issue

in the usage of blockchain in order to enable the adoption

of blockchain in EHR. Blockchain-based healthcare systems

have both beneficial and detrimental effects on patients and

healthcare professionals, which presents new study opportunities

(31).

The use of blockchain technology in the healthcare industry

administration has lately been the subject of a number of

studies, although its exact function in healthcare systems is

yet unknown (32). To the best of the authors’ knowledge,

this is the only study to date that systematically examines the

correlation between the intention of patients to share medical

information and blockchain technology through mediating effects.

The role of external incentives and security/privacy in the

information system of a healthcare practitioner is also not well

understood conceptually.

Frontiers in PublicHealth 09 frontiersin.org52

https://doi.org/10.3389/fpubh.2023.1229386
https://www.frontiersin.org/journals/public-health
https://www.frontiersin.org


Singh et al. 10.3389/fpubh.2023.1229386

5. Applications of blockchain in
healthcare

Blockchain technology possesses the potential to enhance

the healthcare sector by prioritizing the patient within the

system and enhancing the safeguarding, security, and seamless

exchange of health information. In essence, the healthcare

industry could undergo a substantial transformation through

the widespread implementation of blockchain, resulting

in comprehensive improvements in safety, security, and

openness across all operations. Blockchain has the ability

to improve things in this specific industry. It may perform

a range of tasks, including controlling epidemics and

safely encrypting patient data. Finally, by enabling secure

data sharing between multiple healthcare systems with

patient authorization, blockchain may enhance digital health

(Figure 7).

5.1. Electronic health records

Blockchain technology could be employed to exchange and

store patients’ EHR. It may offer a supporting system for the

exchange of health information that is safer, more transparent, and

traceable.With the use of this technology, several data management

systems that currently function in isolation might be linked to

creating an EHR system that is both interconnected and functional.

Therefore can patients and healthcare professionals easily access

health information stored on the blockchain. It may be summed

up in four easy steps:

1. The patient is examined by the doctor, who also registers

the patient’s report, lab findings, prescribed medications, and

important comments in their current health information system.

The patient’s government-approved and accepted approved ID-

related data fields are then transmitted to the blockchain using

APIs. Here, a transaction is established.

2. Each transaction on the blockchain is verified and given a unique

public key that would be stored on the blockchain.

3. Using the patient’s decryption key, doctors and healthcare

organizations may use APIs to build a query that retrieves the

encrypted patient data.

4. Patients can give their doctor or the healthcare institution

authorization to decrypt their data by giving them the private

key, which serves as a password. The information is nonetheless

encrypted for those without a secret key.

Asaph et al. introduced a decentralized system for managing

medical records, aimed at handling electronic medical records

(EMRs). In this system, MedRec provides patients with a

comprehensive and reliable log of their medical history. This

log is easily accessible and empowers patients with a better

understanding of their medical past and any modifications to it,

thus restoring their control over their medical information. The

authors established a mechanism for patients to initiate sharing of

their data across different medical entities using blockchain-based

permission management.

MedRec’s architecture enables specific permissions to be

granted with a focus on maintaining confidentiality at a very

detailed level. Additional constraints, such as setting time limits on

viewing rights, can be placed within the various metadata segments

that constitute a single medical record. These constraints can be

independently communicated through smart contract provisions.

By utilizing blockchain technology, the ledger ensures a transparent

and traceable record of all medical interactions involving patients,

doctors, and regulatory bodies (33).

5.2. Genomic data exchange platform

Platforms built on the blockchain aim to solve some of

the biggest problems with governance, including the exchange

of genetic data. The ultimate objective is to guarantee that

organizations and people may exchange data with privacy-

preserving algorithms that make it easier to adhere to moral and

legal obligations. Even though most new platforms are still in

their infancy, they might be regarded as advantageous since they

provide fresh solutions to the governance issues associated with the

sharing of genetic data. Notably, Blockchain represents more than

FIGURE 7

Emerging healthcare blockchain uses cases.
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TABLE 3 Applications/delivery functions of blockchain in healthcare.

S.no Application References

1 Access control (34–37)

(38–41)

(42–46)

(25, 33, 47–49)

(50–53)

(54–59)

(45, 60–64)

2 Privacy (48, 65–74)

3 Distributed computing (75–77)

HIV (78)

LMIC (79)

Cancer (73, 80)

Diabetes (81)

Insurance (82)

Dermatology (83)

Clinical trial (46, 77, 84, 85)

Supply chain (86–88)

Genetics data (89)

Communication (51)

Medical imaging (78, 90)

Software design (81, 91)

Pharmaceuticals (92)

Health education (47)

Blood management (93)

Radiology oncology (91, 94, 95)

Patient-centered care (85, 96–98)

National Health system (62)

4 Service delivery

Dyslexia (99)

Remote care (100)

Dental care (99)

DNA compression (101, 102)

Hemoglobin test (HbAlc) (103)

Arrhythmia classification (68)

a mere technological foundation; it introduces a novel approach

to overseeing open networks that leverages the advantages of

decentralized systems, market dynamics, and consumer genetics.

As a result, the primary innovation in this context surpasses

technological aspects, although it is facilitated by them. Networks

built on blockchain hold the potential to amplify data volume

while introducing fresh ownership models and fostering active user

participation in data-sharing governance. Especially in the realm

of blockchain-based solutions, there’s the potential to automate

data access control processes, thus enhancing transparency and the

availability of genetic data. Similarly, the incorporation of smart

contracts could significantly bolster the enforcement of access

agreements. This effort is noteworthy as it instills confidence among

researchers and data custodians that subsequent data uses will

adhere to the specified terms and conditions (Table 3).

Furthermore, effective implementation of the Blockchain-

driven solution has the potential to reshape cultural norms

around data sharing. This could result in a shift away from the

dominance of public and commercial genetic test providers in

controlling the dissemination of genetic information. This shift

would empower patients and individuals to play a more influential

role in the data-sharing landscape. Blockchain technology holds

the capacity to establish novel shared resources that bridge the gap

between market-driven dynamics and public resources. To initiate

this transformation, substantial efforts in education, incentive

design, ownership structure, and collaborative governance may

be required. The aim of blockchain-based platforms is to

empower patients and citizens to have agency over their data

and participate in data sharing. Nonetheless, it’s important to

note that legal frameworks are still essential for the success of

Blockchain-based solutions.

There are crucial scenarios where self-regulation might fall

short, such as when assigning value to specific genetic datasets

and determining ownership rights. To ensure that regulations

align with the best interests of scientific advancement, society, and

innovation, a thorough evaluation of the broader impact of such

regulations within the realm of biomedical research is of utmost

importance (104).

5.3. Medical imaging

Many scientists have been working on creating a feasible

method for storing and distributing medical images in the realm

of healthcare in recent years. The use of centralized cloud-based

data centers in current practices raises privacy problems when

exchanging information across a network, increases maintenance

expenses, and necessitates vast storage capacity. The chain of

transactions on the blockchain simply contains a list of the key

owners who are authorized to view each research; no medical

pictures are kept there. The image recipient must issue a signed

request to the URL endpoint of the imaging source that generated

the research before the actual image transfer can take place. Any

person or organization that the owner (patient) who has granted

permission to obtain this specific imaging study may be considered

the requesting entity. The authors made use of the already existing

work by the Integrating the Healthcare Enterprise (IHE) effort,

which has established the ITI-43 transaction as a standard form for

document retrieval across domains. The image source certifies the

validity of the signature, confirms that the repository Unique ID

specifies its own public key, confirms that the hashed UID matches

to a study it previously released for the patient, and confirms—

via the blockchain—that the patient has authorized the requester

access to these images. If every requirement is met, the source sends

back an ITI-43 response that includes the imaging study. To avoid

eavesdropping, the request and the response are both sent via a

secure channel at the transport layer (62, 105).
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5.4. Pharmaceutical and drug discovery

Pharmaceutical research and development encompass a

comprehensive journey, spanning multiple years dedicated to

drug discovery, drug development, and regulatory approval within

the pharmaceutical supply chain. However, drug counterfeiting

occurs when drug producers and regulatory agencies conceal,

lack control over, or use obsolete information on the supply

of pharmaceuticals. This information results in the production,

marketing, and use of fake pharmaceuticals. In situations like

these, when data security and privacy protection are top priorities,

blockchain is the most appropriate technology. It demonstrates

the reliability of medical treatment for the people and the safety

of pharmaceuticals sold on the market by utilizing current,

genuine digital technologies. When considering the potential uses

of blockchain technology in the sector, the pharmaceutical supply

chain offers a convincing example: Pharmaceutical drugs are

created and produced in specialized facilities before being routinely

distributed to wholesalers and eventually patients. A possible way

to improve medication research and secure the dependability of

the pharmaceutical supply chain is through the incorporation of

blockchain technology. The whole drug development process is

facilitated and managed by this technology thanks to features

like distributed ledgers, smart contracts, asset transfers, and proof

of work (Table 4).

Despite its potential benefits, the influx of counterfeit and

substandard pharmaceuticals into the legitimate supply chain

poses a significant threat to public health. However, blockchain

technology holds the promise of mitigating these risks and

improving current systems. As the acceptance of blockchain

technology becomes widespread, its capacity to revolutionize

intercompany interactions is evident. While industries are only

beginning to grasp its potential implications, it’s essential to

recognize that its applications span beyond specific sectors.

The full extent of the impact this transformative technology will

have on the global landscape will become apparent over the years.

As blockchain technology gains traction, its potential to reshape

business interactions becomes increasingly apparent.

5.5. Remote patient monitoring in IoT

The utilization of the Internet of Things (IoT) and Blockchain

advancements has found extensive application in various domains,

such as remote patient monitoring (RPM). There has been swift

development in crafting wearable medical devices within the IoT

framework, equipped with diverse functionalities that facilitate the

collection and analysis of live sensory data from patients. Data from

IoT devices is gathered, analyzed, and stored centrally. However,

there may be a number of drawbacks to this centralization, such

as single-point failure, data manipulation, privacy concerns, etc.

Blockchain’s decentralized design can be used to solve these issues.

Consequently, using IoT and blockchain to create a smart RPM

system is a viable option. RPM is effective for treating a wide

range of medical diseases, including diabetes, pediatrics, prenatal

care, hypertension, and post-operative treatment. Patients can

monitor their health at home with medical tools including blood

pressure cuffs for hypertension, pulse oximeters for blood oxygen

monitoring, glucometers for blood sugar levels, ECG machines for

heart patients, and activity trackers. When one of these devices is

attached to a patient, the health readings are automatically taken.

The readings are then sent to the healthcare professionals who may

monitor for health trends, and changes in conditions, and even

be alerted when a patient’s condition is likely to deteriorate using

danger warnings.

5.6. Parallel Healthcare systems

The authors provided a paradigm for ACP-based Parallel

Healthcare systems (PHSs) to improve the precision of diagnosis

and efficacy of treatment. PHS uses computerized testing to

analyze and evaluate a variety of medical prescriptions, simulating

real-world healthcare systems to represent and reflect patient

conditions, infections, and prescriptions. Healthcare operations for

both humans and machines use real-time advancement as well as

data-driven decision support in system arrangement. Additionally,

they combined the recently developed blockchain-based PHS,

which utilizes a consortium blockchain to interconnect patients,

hospitals, healthcare organizations, and societies for critical health

data interchange, medical record review, and accessibility to

treatment (84).

5.7. Medical body sensor network

In addition to concurrent wireless technologies like wireless

personal area networks, WBANs, andWPANs offer a lot of promise

in healthcare monitoring systems to assess particular vital data and

also to give location-based data (WPANs). A high incidence of both

diagnostic and therapeutic studies is being driven by the expanding

selection of wearable and subcutaneous medical equipment and

their incorporation with wireless sensors. The development of

Wireless Body Area Networks has been facilitated by the growing

use of wireless networks and the ongoing shrinking of electrical

invasive/non-invasive devices (WBANs). A WBAN allows for

continuous patient health monitoring without interfering with

the patient’s regular daily activities. Numerous technologies have

demonstrated their effectiveness in enabling WBANs applications

by meeting their unique quality of service (QoS) needs, such as

remote monitoring, biofeedback, and assisted living. It might be

difficult to choose the best technology for a medical application

because there are so many technologies that are now accessible.

5.8. Personal Health Records

A Personal Health Records (PHR) is a medical file where

a patient manages their own health records as well as other

information related to their healthcare. It is an electronic tool that

enables people to manage their healthcare information securely. A

patient may maintain and share their health information via an

electronic PHR, which is secure software. Information entered by

the patient from other sources, such as pharmacies and healthcare
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TABLE 4 Applications of blockchain in healthcare and related technology used.

S.no References Application Technology

1 Zhang and Lin (34), Thwin and Vasupongayya (106),

Yue et al. (107)

Personal Health Information (PHI) Proxy re-encryption technique, private blockchain,

and consortium blockchain

2 Patel (62), Roehrs et al. (98) Personal Health Records (PHR) Distributed P2P network system

3 Xia et al. (96), Badr et al. (38), Alexaki et al. (42),

Tian et al. (63), Pham et al. (102), Rouhani et al. (108) Parallel Healthcare system (PHSs) Hyperledger framework, Ethereum,

Li et al. (109), Theodouli et al. (110) Cryptographic functions, and smart contracts

4 Al Omar et al. (111) Healthcare System (e-health) Body sensor network

5 Zhao et al. (112) Remote Patient Monitoring (RPM) Loosely coupled Blockchain, off-chain storage, and

on-chain verification.

6 Jiang et al. (88) Remote Healthcare system (RHS) MAMmodule of the IOTA protocol

7 Alamoodi et al. (113) BSN, Sensor Data Provider, permissioned,

Brogan et al. (114) Remote Patient Monitoring (RPM) in IoT consortium-managed blockchain, Private key,

Uddin et al. (37) public key, and Healthcare Provider Interface

8 Griggs et al. (64), Dwivedi et al. (115) EHR in a cloud environment Constrained Goal Model (CGM)

9 Wehbe et al. (116) Medical insurance storage Blockchain technology

10 Wang and Song (36) Multi-site Clinical Trials Artificial system modeling

11 Zhou et al. (85) Telecare Medical Information System Hyperledger Fabric

12 Wang et al. (84) Healthcare Information Exchange Blockchain and cloud

13 Choudhury et al. (117) Medical Data Sharing in Cloud Environment Blockchain

providers, may also be included. The medical professionals who

assisted in the treatment processes might be held accountable for

the patient’s disease. PHRs can be stored electronically or using a

computer program. The sort of information that each individual

may access can be managed by users using PHR.

PHR aims to provide an accurate, online-accessible summary of

a patient’s medical history. Lab reports, patient-reported outcomes,

and other information could be included in the PHR. The phrase

first appeared in usage between 1956 and 1978. It was first used in

paper-based and digital systems.

People think that PHR and EHR are similar. However, this

is not true. Doctors maintain an electronic health record (EHR).

Hospitals, pharmacies, and doctors’ offices can all create personal

health records. Its main goal is to give patients the tools they need

to manage their information. PHR calls for all the tools necessary

for you to manage your health with the guidance of your doctors.

It includes information such as doctor’s names, medicine allergies,

family history, sickness dates, and extra dosages.

5.9. Drug supply chain

At the moment, counterfeit drugs are pharmacology’s primary

problem. Health Research Funding estimates that 10%–30% of

medicines in underdeveloped nations are bogus. The effects that

counterfeit pharmaceuticals cause are not just different from those

of traditional drugs; they also have distinct consequences on human

health. According to the World Health Organization, around 30%

of the medications marketed in Africa, Asia, and Latin America

are unfortunately fake. In underdeveloped nations, where one in

every ten medicines could be fake or don’t follow drug standards,

this issue is regrettably becoming worse.Monitoring drug safety has

become more difficult as a result of the rise of online pharmacies.

These medications run via a more convoluted, dispersed supply

chain, making it more challenging to detect fakes and providing

possibilities for fake pharmaceuticals to penetrate the real supply

chain. Concern over the security of the drug supply chain has

increased within the public health community, a process that affects

everyone. Public health, a process that involves everyone, has

grown more concerned about the safety of the drug supply chain.

Transparency might make medication supply chain surveillance

and inspection considerably more effective and accessible. Laws

and regulations pertaining to blockchain are currently being

developed because the technology is in its genesis stage. Even

blockchain technology itself is evolving (e.g., “smart contracts,”

“Blockchain 2.0”), therefore more regulatory effect analyses and

system simulation stress testing will be required in the future,

along with engagement with key stakeholders, to undertake the

cost-benefit analysis.

5.10. Fraud detection

The healthcare industry and public entities are very concerned

about medical insurance fraud. The cost of healthcare fraud was

reported as a loss to health insurance companies in the United

States on an annual basis in the tens of billions. The patient’s health

is in danger from some types of fraud. This happens because the

mechanism used to manually process medical insurance claims

frequently fails to consider some stakeholders’ consent throughout
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TABLE 5 Blockchain frameworks in the healthcare domain.

Feature Bitcoin Ethereum Hyperledger

Security Public Private Private

Speed (transactions/s) 7 15 3,000

Scalability Low Low High

Cost of transaction Low Low Moderate

Need of cryptocurrency Yes yes no

the assertion validation procedure. Blockchain is a peer-to-peer

decentralized technology that can enable the secure, open, and

unchangeable validation of medical claims.

Blockchain will be applied to Electronic Health Information

(EHR) to address issues of security and privacy; by integrating

blockchain with EHR, patients can effectively manage and

save their records. Dissemination of patient data will be

handled confidentially by blockchain using the blockchain medical

records can be securely audited. With the blockchain, clinical

data sharing will be securely and effectively managed with

the help of blockchain. Blockchain enables IoT to provide

a range of services, including Remote Patient Monitoring.

Blockchain-based Remote Patient Monitoring will be maintained

confidently. Health insurance companies are adapting blockchains

to monitor false insurance claims made by patients. Various

applications of blockchain and related technologies are listed in

Table 2. Applications and delivery functions are listed in Table 5.

Blockchain will be used in the pharmaceutical industry to address

challenges like:

• Clinical data sharing.

• Supply chain of drugs.

• To manage clinical trials.

• Prescription management etc.

6. Use cases of blockchain-assisted
decentralized applications

Blockchain technology is still in its adolescence stages, and even

when prototype apps are created, they may serve just experimental

or least functional objectives. However, some publications give

implementation information for programs that have been created

for specific use cases. Examples of such apps for the EMR use

cases are, Hyperledger Fabric-based Healthchain (118), Acile (119),

and MedRec (33), both of which were created on the Ethereum

platform and Other instances include MeDShare (96), BlockHIE

(88), FHIRChain (81), and MedBlock (25).

The administration of the pharmaceutical and drug supply

chain, biomedical education and research, handling health

insurance claims, and remote patient monitoring are examples of

other blockchain use cases that have been discussed. However, there

are also potential blockchain use cases that are still conceptual and

do not yet have prototypes, such as the usage of blockchain in legal

medicine (120).

7. Constraints of blockchain-assisted
decentralized apps

The development of blockchain-assisted applications has been

slowed by a variety of issues, including interoperability, security

and privacy, scalability, speed, and patient involvement. Due

to the lack of an open standard, it may be challenging for

applications made by different manufacturers or on technology

to interact with one another. This creates an interoperability

dilemma. Consider taking a look at the other RPM apps: one

was programmed on the Ethereum network, and the other was

on the Permissioned Blockchain platform. Information exchange

between these two systems would be difficult because, despite

the encryption mechanisms used, it may still be possible to

determine a patient’s identity on a public blockchain by correlating

enough data that are pertinent to that patient, blockchain-assisted

healthcare apps have received criticism for their lack of security and

privacy. Additionally, there is a chance that security flaws brought

on by hostile deliberate attacks launched against the healthcare

blockchain by criminal groups or even governmental entities

might compromise patients’ privacy. Various cryptocurrencies’

blockchain networks have allegedly been the victim of many hacks.

The private keys utilized by the blockchain for the cryptographed

data are also prone to hacking, which might give unapproved

individuals permission to the stored medical data. How well the

immutability aspect of blockchain will function with the “right

to be forgotten” clause of the EU GDPR, which specifies that

users have the right to request the complete deletion of their

personal data, raises further doubts. When a patient’s clinical

history is wiped away, it may be problematic since data once

synced on the blockchain may not be altered or changed because of

its immutability. Blockchain-based healthcare systems have major

scalability challenges, especially in light of the amount of data

involved. It is not advisable to put a vast quantity of biological

data on the blockchain since doing so will always result in a

severe performance hit. There is also the question of speed, since

processing with blockchain may result in significant delays. For

instance, the current validation technique used by the Ethereum

blockchain platform involves participation from each network

node. This results in a sizable processing lag, particularly when the

input file is substantial. The management of medical records on the

blockchain presents another challenge, particularly the inclusion

of patients. It’s likely that patients won’t be able to or desire to

get engaged in the processing of their medical data, primarily

individuals of younger or elder age.

8. Addressing challenges

There are several constraints and limitations over how

blockchain can be implemented in health IT systems, and many

methods are being put up to get around these restrictions. For

example, it is advised that encrypted health data be stored “off-

chain,” with just a limited amount of knowledge about the medical

record and how to access it, in contemplation of the scalability

issue. Thus, the “right to be forgotten” concern raised by the GDPR

is similarly addressed. Although the connection to the medical
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data stored upon that distributed ledger cannot be unpublished,

the particular medical data retained off-chain may be removed

permanently. This countermeasure has a number of disadvantages,

along with a gradual decrease in the built-in redundancy of the

blockchain, which increases data availability. To better safeguard

the data and maintain patient privacy, healthcare apps use

permissioned blockchains, such as the consortium blockchain,

instead of the permissionless, public blockchain. Additionally, by

utilizing a strong software development strategy and all existing

security safeguards during code development, many security

vulnerabilities may be addressed. There are procedures in place on

blockchains with permits for the healthcare sector that enable the

rectification of transactions that go completely bonkers.

9. Future research

The application of distributed ledger technologies like

blockchain in the healthcare industry is still in its premature

stage, thus researchers must develop more proofs-of-concept and

prototypes. This will aid scientists in their efforts to comprehend

and advance technology as it pertains to healthcare systems. It

is necessary to construct and test a number of the suggested

principles, concepts, methods, and architectural designs in order

to examine their merits and drawbacks. To check interoperability

across diverse blockchain applications, open standards are

necessary. Currently, the focus is on evaluating the capabilities

of blockchain prototypes to demonstrate principles. Prior to

blockchain becoming fully operational in healthcare systems, open

protocols for compatibility must be developed. Researchers must

immediately begin researching the issues with interoperability and

standardization practices. Currently, there is a standards body

(ISO/TC 307) where researchers may propose their concepts.

10. Conclusion

Blockchain technology has evolved since it was first used in

Bitcoin to become a general-purpose technology with uses in

many other sectors, including healthcare. The authors conducted

a systematic review, employing the systematic mapping study

methodology, to create a comprehensive overview of relevant

research. This was done to gain insights into the current

status of blockchain technology utilization in the healthcare

sector. The study aimed to achieve several specific objectives:

identification of healthcare applications utilizing blockchain

technology, examination of exemplary apps developed for these

applications, exploration of challenges and limitations linked to

blockchain-based healthcare apps, analysis of the methodologies

employed in creating such apps, and identification of potential

avenues for future research. Through a meticulous search and

selection process, the team identified 136 papers. These papers were

subsequently scrutinized by the authors to address the research

inquiries at hand.

The study we conducted revealed various healthcare

applications for blockchain technology, including governing

electronic medical records, overseeing the pharmaceutical and

drug supply chain, advancing biotech research and education,

enabling remote patient monitoring, and facilitating healthcare

information analytics. To achieve these goals, different blockchain

development approaches such as permissioned blockchains,

off-chain storage, and smart contracts have been employed.

However, further investigation is necessary to refine, evaluate,

and fully grasp the potential of blockchain technology in the

healthcare sector. There is also a need for additional research to

support ongoing endeavors aimed at resolving challenges related to

scalability, latency, interoperability, confidentiality, and security in

the implementation of blockchain-based healthcare solutions.
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Mengjie Chen1, Xiaoxia Wang1, Zhe Li5,6* and Zhenzhen Xiong1*
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Hospital, Sichuan University, Chengdu, Sichuan, China, 3The 3rd A�liated Hospital of Chengdu Medical

College, Pidu District People’s Hospital, Chengdu, Sichuan, China, 4Nanbu Country People’s Hospital,

Nanchong, Sichuan, China, 5Mental Health Center, West China Hospital, Sichuan University, Chengdu,

Sichuan, China, 6Sichuan Clinical Medical Research Center for Mental Disorders, Chengdu, Sichuan,

China

Background: The global burden of type 2 diabetes has significantly increased,

leading to a considerable impact on healthcare systems worldwide. While the

advent of mobile healthcare has provided some relief by addressing the shortage

of certain medical resources, its adoption among the Chinese population remains

relatively low. To extend the benefits of mHealth to a greater number of Chinese

diabetic patients, it is essential to investigate the factors that influence their

willingness to utilize it and implement targeted interventions based on these

influencing factors. The Technology Acceptance Model (TAM) is widely employed

to examine users’ ultimate usage behaviors, and previous studies have indicated

the potential relevance of the Perceived Risk (PR) theory and the eHealth Literacy

Theory to users’ usage behaviors.

Objective: Our objective was to investigate the determinants that a�ect the

willingness of Chinese patients diagnosed with type 2 diabetes patients to utilize

digital disease management applications (DDMAs).

Methods: We conducted a cross-sectional study of patients with type 2 diabetes

in three tertiary general hospitals in Chengdu using questionnaires designed

by the investigators. Participants were sampled using a convenience sampling

method. The questionnaire comprised three sections: socio-demographic profile

and medical history; current awareness and willingness to use digital disease

management applications; and the current level of e-health literacy. Structural

equation modeling was employed to assess the impact of patient awareness of

DDMAs and e-health literacy on the willingness to use such DDMAs.

Results: (1) Patients’ attitudes toward using DDMAs were significantly influenced

by perceived ease of use (β = 0.380, P < 0.001) and perceived usefulness

(β = 0.546, P < 0.001); (2) Electronic health literacy exerted a significant impact

on patients’ perceived usefulness (β = 0.115, P= 0.018) and perceived ease of use

(β = 0.659, P < 0.001); (3) Patients’ willingness to use was significantly influenced

by perceived usefulness (β = 0.137, P < 0.001) and use attitude (β = 0.825, P

< 0.001).

Conclusions: The present research findings hold both theoretical and practical

significance, and can serve as a guide for healthcare practitioners and researchers

to gain a deeper comprehension of the acceptance of digital diseasemanagement

applications (DDMAs) among type 2 diabetes patients.
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type 2 diabetes, mobile medical, TAM, intention to use, eHealth literacy theory
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1. Background

The prevalence of diabetes and its complications have had

a profound impact on global health. Over the past years, the

number of diabetes patients has skyrocketed. In 2015, the number

of diabetes patients worldwide reached 415 million, far exceeding

the predicted number of 340 million by 2030 (1). The International

Diabetes Federation reported that in 2019, the prevalence of

diabetes was 9.3%, affecting 463 million people globally, with a

projected rise to 10.9%, or 700 million people, by 2045 (2). Type 2

diabetes mellitus (T2DM) is predominant in adults, while children

and adolescents also tend to develop it (3). Self-management plays

a critical role in diabetes control, as it not only regulates the

progression of the disease but also improves patients’ health status

and quality of life (4, 5). Therefore, people with diabetes should

acquire more knowledge and skills related to the disease and

enhance their ability to self-manage it (6, 7).

In the face of a large number of patients with various illnesses,

traditional medical resources have become strained, and are unable

to cater to the medical needs of all patients (8). Digital disease

management applications (DDMAs) belong to the category of

mobile health (mHealth) and have emerged as a new solution

to address the aforementioned dilemma. These apps have a

wide range of features including blood glucose recording, insulin

management, diet carbohydrate calculation, medication reminder,

doctor consultation, diet advice, and health knowledge (9–11).

Numerous studies have demonstrated that diabetes patients can

manage their illness through these digital applications, which

can effectively regulate their health and reduce diabetes-related

laboratory indicators (12, 13). Additionally, the use of mobile

medicine has the potential to reduce the cost of managing the

disease for patients (14). Moreover, especially in the context of

public health emergencies such as the COVID-19 pandemic, the use

of mobile medicine has reduced the influx of patients to hospitals,

thereby reducing the risk of infection (15).

Despite the potential benefits offered by digital disease

management applications and the increasing interest from patients,

their implementation in practice remains limited (16). To promote

the use of digital disease management, scholars in many countries

have investigated the factors that affect patients’ willingness to

use mobile medicine. For example, British scholars Lee et al.

have explored the attitude of diabetes patients toward the use of

mobile medicine and found that technical considerations, service

awareness, and empowerment are the main factors that affect their

use (17). Iranian scholar Rangraz Jeddi et al. have investigated the

use of smartphone apps to manage diseases in patients with T2DM

and found that younger participants were more interested in using

such apps (18). However, due to differences in national conditions

between developed and developing countries, the influencing

factors for the willingness to use digital disease management

applications are different. China, being a developing country, has

limited evidence on the influencing factors for T2DM patients’

willingness to use such applications.

TAM constitutes an information technology framework

designed to elucidate user adoption and engagement with emerging

technologies. The model postulates that an individual’s intention

and conduct pertaining to technology adoption hinges upon their

perception of the technology’s usefulness and ease of use (19).

Perceived usefulness and perceived ease of use constitute pivotal

determinants within the technology acceptance model, which

indirectly shapes users’ inclination to adopt through their attitudes

toward usage (20). Presently, the Technology Acceptance Model

finds application in numerous domains, particularly in the realms

of social media (21) and the Internet (22). Evidently, this model

serves as a common tool for exploring the factors that impact users’

willingness to engage with Internet technologies, making it equally

applicable to digital disease management applications as part of

the Internet technology landscape. The perceived risk theory posits

that every consumer transaction carries a certain degree of risk,

implying that the dimension of perceived risk is context-dependent

(23) and is now gradually being extended to health-related contexts

(24). Furthermore, this theory lends itself to the examination

of behavioral intentions regarding usage. Scholars following the

Norman perspective define eHealth literacy as the capacity to

locate, comprehend, and assess health-related information derived

from electronic sources and apply this information to address

physical health concerns (25). It has been postulated that eHealth

literacy exerts a positive influence on the willingness to embrace

mHealth (26). This theory also finds relevance in the present

study, emphasizing the significance of eHealth literacy among

individuals with type 2 diabetes, and investigating whether it

directly impacts the intention to utilize such technologies. Hence,

this study endeavors to probe the usage intentions of T2DM

patients and the factors that influence digital disease management

applications, grounded in the patients’ viewpoint and employing

the technology acceptance model (TAM), perceived risk theory

(PR), and eHealth literacy theory (E-HLT).

2. Methods

2.1. Study design

The current cross-sectional investigation was carried out in

2021 in the southwest region of China, utilizing the convenience

sampling technique to select participants. The study included

patients with T2DM who visited outpatient and inpatient services

in three hospitals located in Chengdu. Inclusion criteria: ①

individuals aged 18 years and above; ② Individuals diagnosed

with type 2 diabetes in a secondary or tertiary healthcare facility,

following the 1999 diagnostic criteria for diabetes established by

the World Health Organization (WHO); ③ individuals possessing

complete cognitive and behavioral abilities; ④ individuals who

exhibited clear awareness, normal thinking, and expression

abilities, and were willing to participate after giving informed

consent. Patients who declined to participate were excluded from

the study. A convenience sampling method was employed to

select diabetic patients who fulfilled the eligibility criteria for

participation in the survey. Following the formula for determining

sample size in multifactor analysis, the sample size should be 15–20

times the number of variables influencing the analysis (27). In this

study, there were a total of 28measured variables, thus necessitating

a minimum sample size of 420 cases, calculated as 15 times the

number of variables. Considering a 20% allowance for invalid or
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missing questionnaires, a minimum of 525 questionnaires were

distributed for the purpose of this research study.

2.2. Questionnaire

Our questionnaire consisted of three sections. The first section

collected socio-demographic information from participants, such

as age, gender, education level, city of residence, and monthly

income. The second section utilized the Chinese version of the E-

health literacy scale (eHEALS) instrument, which includes tests of

application ability, judgment ability, and decision-making ability

related to network health information and services. The scale

has a Cronbach coefficient of 0.913, and the factor analysis

load factor is between 0.692 and 0.869. The third section asked

participants to provide their cognitive attitudes and willingness to

use digital disease management applications, answering questions

formulated by the different instrument items represented in the

Technology Acceptance Model (TAM) and Perceived Risk Theory.

The questionnaire was divided into five dimensions: perceived

usefulness (4 items), perceived ease of use (4 items), perceived

safety (4 items), attitude toward use (5 items), and intention to use

(3 items). The questionnaire had good internal consistency, with

Cronbach’s a coefficient >0.8 for each dimension of the willingness

to use questionnaire, a KMO value of 0.941 in the validity test,

and 77.63% of the total variance explained cumulatively by the

five dimensional factor rotations. To increase the research validity,

five local experts with extensive experience in relevant fields

supported the validation of the instrument items and offered

wording modifications. Furthermore, 20 individuals with type

2 diabetes (T2DM) were randomly chosen for the pre-survey,

and 20 valid questionnaires were collected. The reliability of

the questionnaire related to awareness and willingness to use

digital disease management applications was assessed using SPSS

22.0, indicating that the internal consistency of the questionnaire

was satisfactory. Specifically, the Cronbach’s α coefficient for

the willingness to use questionnaire was found to be 0.944.

Subsequently, the written language and the questions were refined

based on the feedback received from the participants. Table 1

presents the questionnaire items employed in this study. Each item

was measured using a 5-point Likert scale ranging from “strongly

disagree” (1) to “strongly agree” (5).

2.3. Data collection

The present study received approval from the Ethics

Committee of the First Affiliated Hospital of Chengdu Medical

College (02020CYFYIRB-BA-129-F01). Wen Juan Xing, a Chinese

online survey platform, was used to conduct the study. The

researcher got written informed consent from the patients

and thoroughly explained the aim of the research and the

questionnaire’s format to them before to the survey. Patients

answered the surveys in the researcher’s presence to guarantee

clarity and correctness. A total of 570 questionnaires were

distributed, with 559 valid questionnaires recovered, resulting in

an effective recovery rate of 98.07%.

TABLE 1 Construct items of the instrument.

Instrument items Questions

Perceived usefulness PU1 Diabetes management APP can manage

diabetes anytime and anywhere, which I

think is very convenient.

PU2 Using diabetes management APP can

improve my effectiveness in diabetes

management.

PU3 Diabetes management APP can meet

my needs for diabetes management.

PU4 In conclusion, I think the use of

diabetes management APP is very

useful for diabetes management.

Perceived ease of use PEOU1 I think it’s easy for me to learn to use

diabetes management APP.

PEOU2 I don’t think it will take me too much

time to use diabetes management APP

for diabetes management.

PEOU3 I think it’s easy to master diabetes

management APP.

PEOU4 In short, I think it is easy to use diabetes

management APP to manage diabetes.

Perceived safety PS1 I’m worried that using diabetes

management APP will leak my personal

information.

PS2 I’m worried that my diabetes

management APP password will be

stolen, resulting in economic losses.

PS3 I’m worried about the system

vulnerability of the third-party platform

of diabetes management APP.

PS4 I believe that the use of diabetes

management APP is reliable and safe.

Attitude toward using ATT1 Compared with my peers, I am more

willing to try diabetes management

APP to manage diabetes.

ATT2 Even if there are risks, I intend to use

diabetes management APP to manage

diabetes.

ATT3 It is a wise choice to use diabetes

management APP to manage diabetes.

ATT4 I think using diabetes management

APP to manage diabetes is in line with

my lifestyle.

ATT5 In general, I support the use of diabetes

management APP to manage diabetes.

Intention to use ITU1 I’m happy to try the management

method of diabetes management APP.

ITU2 I will recommend diabetes management

APP to my friends and relatives.

ITU3 I will actively use diabetes management

APP to manage diabetes.

2.4. Statistical analysis

The collected data was subjected to statistical analysis using

SPSS version 22.0 and AMOS version 23.0. Firstly, demographic

data were evaluated in terms of frequency and percentage,
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TABLE 2 Respondents’ demographic information (n = 559).

Frequency Percentage (%)

Gender Male 351 62.8

Female 208 37.2

Age ≤45 83 14.8

46–59 260 46.5

≥60 216 38.6

Marital status Married 510 91.2

Unmarried 49 8.8

Place of residence Urban 459 82.1

Rural 100 17.9

Education level Primary school and below 130 23.3

Middle school diploma 230 41.1

High school diploma 133 23.8

Bachelor’s degree and above 66 11.8

Monthly income (RMB) Below 2,000 162 29.0

2,001–5,000 227 40.6

5,001–10,000 121 21.6

Above 10,000 49 8.8

Occupation Personnel of government and public institutions 46 8.2

Enterprise employees 102 18.2

farmer 79 14.1

Self-employed businesses 130 23.3

Retired 202 36.1

Duration of the disease ≤3 201 36.0

4–10 197 35.2

>11 161 28.8

Chronic complications of diabetes Yes 378 67.6

No 181 32.4

Smartphone proficiency Very unskilled 44 7.9

Not skilled 119 21.3

commonly 192 34.3

Relatively skilled 144 25.8

Great facility 60 10.7

while the mean and standard deviation of each dimension

of the digital disease management application cognition and

willingness to use scale were calculated. AMOS 23.0 was

used to create a structural equation model to study the path

association between variables. The significance of the differences

was evaluated using a bilateral test with a threshold of P

< 0.05. The Bayesian Positive Free Sampling and Bootstrap

methods were used to estimate the effect value and 95%

confidence interval. Statistical significance was determined at a P

< 0.05.

3. Results

3.1. Description of respondents

The sample population consisted of 62.8% males and 37.2%

females, with 14.8% of respondents aged between 18 to 45

years, 46.5% between 46 to 59 years, and 38.6% over 60

years old. Among the respondents, the majority (64.4%) had

attained a middle school education level or below, followed by

those with a high school diploma (23.8%) and those with an
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TABLE 3 Means, reliability, and convergent validity.

Construct Items Mean (SD) Standardized
factor
loading

CR AVE

Perceived

usefulness

PU1 3.76 (1.71) 0.837 0.896 0.683

PU2 3.69 (1.06) 0.828

PU3 3.63 (1.06) 0.801

PU4 3.69 (1.05) 0.840

Perceived

ease of use

PEOU1 3.14 (1.27) 0.878 0.900 0.695

PEOU2 3.36 (1.19) 0.691

PEOU3 3.16 (1.27) 0.869

PEOU4 3.14 (1.25) 0.881

Perceived

safety

PS1 2.87 (1.34) 0.946 0.967 0.880

PS2 2.92 (1.34) 0.958

PS3 2.82 (1.26) 0.953

PS4 3.27 (0.95) 0.894

Attitude

Toward Using

ATU1 3.35 (1.30) 0.793 0.858 0.551

ATU2 3.04 (1.26) 0.802

ATU3 3.47 (1.13) 0.732

ATU4 3.21 (1.26) 0.787

ATU5 3.78 (1.12) 0.573

Intention to

use

ITU1 3.49 (1.21) 0.781 0.820 0.603

ITU2 3.36 (1.17) 0.747

ITU3 3.46 (1.21) 0.800

undergraduate degree or higher (11.8%). Furthermore, 40.6% of

respondents reported a monthly income between RMB 2,001

and 5,000, with 29.0% earning <RMB 2000, 21.6% earning

between RMB 5,001 and 10,000, and 8.8% earning over RMB

10,000. Most of the respondents (82.1%) resided in cities, with

71.2% reporting a T2DM diagnosis for <10 years, and 67.6%

indicating the presence of chronic complications related to

diabetes. Table 2 provides a detailed summary of the respondents’

socio-demographic information.

3.2. Measurement model

The composite reliability (CR) and average variance extracted

(AVE) were used to measure the reliability of each component.

The CR values for the constructs in this study ranged from

0.820 to 0.967, exceeding the proposed threshold value of

0.70 (28) (Table 3). Similarly, the AVE values ranged from

0.551 to 0.880, exceeding the suggested threshold of 0.50

(29) (Table 3). These findings indicate that the constructs

and measurements used in this study are reliable and well-

constructed.

3.3. Structural model

3.3.1. Model fit
A structural model was developed using the maximum

likelihood (ML) method to identify any explanatory relationships.

The initial model included two paths that did not show a

statistically significant difference in terms of the difference in

intention to use: electronic health literacy and perceived safety.

After considering various factors such as correction index,

standardized residuals, path coefficient p-values, and removing

insignificant paths and variables, amodifiedmodel with satisfactory

fit was achieved. Whilst evaluating the goodness of fit indices,

it is recommended to use more than one indicator to evaluate

model fit (30). Apart from Goodness of Fit Index (GFI) which

measured slight below 0.90, all fit indices fulfill the accepted

values. Both Comparative Fit Index (CFI) and Normed Fit Index

(NFI) were estimated at 0.959 and 0.946 and indicates good fit

(31). The Root Mean Square Error of Approximation (RMSEA)

measured below 0.10 and was considered a good fit (32). The

fitness indices of the proposed theoretical model are presented in

Table 4.

3.3.2. Analysis of influencing factors
Figure 1 and Table 5 present the results of the structural

equation analysis. Perceived ease of use (β = 0.511, P < 0.001)

and electronic health literacy (β = 0.115, P < 0.05) were found to

predict perceived usefulness. Electronic health literacy (β = 0.659,

P< 0.001) was found to predict perceived ease of use. Furthermore,

perceived usefulness (β = 0.137, P < 0.001) and use attitude

(β = 0.825, P < 0.001) were found to predict intention to use. In

conclusion, the research model explained 43.4% of the variance in

perceived ease of use, 35.2% of the variance in perceived usefulness,

68.7% of the variance in attitude toward using, and 87.2% of the

variance in intention to use.

4. Discussion

This research emanates fromChina, delving into the inclination

to engage with DDMAs among individuals afflicted with type 2

diabetes mellitus. The findings validate that all of the envisaged

factors, barring perceived safety, exhibit robust and affirmative

correlations with the proclivity to employ DDMAs among patients

with type 2 diabetes mellitus. Notably, perceived usefulness

and attitude toward utilization directly and positively impact

the disposition to adopt, while the influence of perceived

ease of use on willingness to use is mediated indirectly

through perceived usefulness or attitude toward utilization.

Furthermore, the impact of e-health literacy on willingness

to use operates indirectly through perceived ease of use or

perceived usefulness, thereby indirectly influencing the inclination

to embrace these applications.
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TABLE 4 Model fit.

Fitting index CMIN/DF GFI AGFI RMSEA CFI NFI

Result 3.951 0.845 0.814 0.073 0.951 0.946

Criteria <3 excellent; <5

Acceptable

>0.9 excellent; >0.7

Acceptable

>0.9 excellent; >0.7

Acceptable

<0.05 excellent;

<0.08 Acceptable

>0.9 excellent; >0.7

Acceptable

>0.9 excellent; >0.7

Acceptable

CMIN/DF, chi-square fit statistics/degree of freedom; GFI, goodness of fit index; AGFI, adjusted goodness of fit index; RMSEA, root mean square error of approximation; CFI, comparative fit

index; NFI, normed fit index.

FIGURE 1

The results of the structural model (*p < 0.05; **p < 0.01; ***p < 0.001).

4.1. Willingness to use digital disease
management applications

According to the study, the inclination of individuals with

T2DM toward utilizing DDMAs is moderately to highly favorable,

with scores exceeding 3 (out of 5) for each of the dimensions

related to willingness to use, analogous to the discoveries of

Mehbodniya (12) and Rangraz (18). Moreover, the study comprised

40% of the total population aged 60 years and above, who have

a moderate to high intention to use DDMAs, consistent with the

research conducted by Jaana M (33). This emphasis on the older

population is justified by their significantly higher prevalence of

T2DM compared to the general adult population, highlighting

their heightened need for support from DDMAs. Additionally,

this reflects the widespread presence of the internet and patients’

confidence in the capability of DDMAs to facilitate effective disease

management. The swift growth of mHealth in China over the years

has led to reduced costs of utilization. Furthermore, China’s policies

have encouraged the advancement of “Internet + medicine” to

ensure the availability of mobile healthcare benefits to all residents

(34). MHealth has gained popular acceptance, particularly after

COVID-19, making it easier for people with chronic diseases to

manage their conditions andminimizing the need for hospital visits

(35). Various channels have enabled patients with T2DM to become

acquainted with or employ mHealth, gradually comprehending

the benefits of this novel disease management model. Several

avenues have facilitated the introduction and utilization of mobile

health (mHealth) among patients with type 2 diabetes (T2DM),

gradually imparting an understanding of the advantages associated

with this innovative disease management approach. Consequently,

there exists a necessity to further diminish the barriers for

older individuals in accessing Internet-based healthcare services.

Community and healthcare institutions should offer ample training

opportunities to assist them in comprehending and mastering

DDMAs (36). Simultaneously, DDMAs should be thoughtfully

designed, considering the specific requirements and usability of this

demographic, with a focus on maximizing ease of operation and

addressing the disease management needs of this group.

4.2. Factors a�ecting willingness to use
DDMAs

The Technology Acceptance Model (TAM) is a well-established

and reliable research model used for forecasting user acceptance

and adoption of health information technologies (21). This study

is similar to previous studies applying the TAM in the context

of general mobile medicine. The findings indicate that perceived

ease of use and perceived usefulness are critical patient-centered

factors that positively impact the willingness of patients with type

2 diabetes to use DDMAs, thereby validating the TAM model

(37). These results are consistent with the findings of other studies

that have explored the adoption of mHealth based on TAM,

including Wang et al. (38), Nezamdoust et al. (39), and Harakeh

et al. (37). Additionally, the research of Breil et al. (40) and
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Palos-Sanchez et al. (41). also supports the notion that perceived

usefulness bears a direct impact on the inclination to adopt, while

perceived ease of use can affect the willingness to use through its

influence on perceived usefulness. Additionally, these two factors

can synergistically interplay to shape attitudes toward utilization,

consequently influencing the predisposition to adopt. Perceived

usefulness refers to the subjective perception of how much

patients believe DDMAs can benefit their disease management.

T2DM patients are more likely to use DDMAs to manage their

disease when they believe that these apps can help manage

their disease (42). This underscores the necessity for DDMA

developers to meticulously enhance application functionalities,

aligning them with patients’ requirements for effective disease

management. By augmenting the user experience, the goal is

to catalyze the wider adoption of DDMAs. Perceived ease of

use refers to the degree to which patients find the diabetes

management app effortless to use. T2DM patients are more

positive about using the diabetes management app when they

feel it is less difficult to operate and the setting functions are

easier to understand (43). Particularly in the context of China,

where individuals with type 2 diabetes are predominantly found

among the middle-aged and older adult demographics (44), the

formulation of disease management applications necessitates a

meticulous consideration of the physiological decline associated

with older adult patients. Factors like visual impairment and

reduced manual dexterity should be attentively taken into account

during the design process (45). These applications ought to

be structured for effortless installation and operation, with an

interface that emphasizes simplicity. Moreover, provisions for

specialized assistance modes can also be incorporated to cater

to the needs of older adult users. The path coefficient between

perceived usefulness and use attitude is greater than that between

perceived ease of use and use attitude. This indicates that patients

attribute higher importance to the concrete advantages offered

by disease management applications in comparison to the user-

friendliness of these applications. Moreover, perceived usefulness

directly impacts patients’ willingness to use DDMAs, indicating

that T2DM patients are highly concerned about the effectiveness of

glucose management brought about by using DDMAs (46, 47). But

the positive impact of perceived ease of use on perceived usefulness

cannot be ignored. Patients may doubt the usefulness of mobile

medical technology if they find it inconvenient or challenging to

use, which can affect their attitude toward using it (48, 49).

This study further corroborates that electronic health literacy

indirectly affects patients’ willingness to use DDMAs. The findings

demonstrate that electronic health literacy has a favorable impact

on patients’ perceived usefulness and perceived ease of use,

aligning with previous research (50). Song et al. (51) posited e-

health literacy as a potential variable influencing the sustained

utilization of mHealth services by patients. They proposed

that individuals possessing higher e-health literacy are more

adept at effectively engaging with DDMAs for the purpose of

managing their health conditions. Consequently, this elevated e-

health literacy contributes to an augmented perception of the

utility and user-friendliness of DDMAs (52). However, the path

coefficient between e-health literacy and perceived ease of use is

substantially greater than that of e-health literacy and perceived

usefulness, signifying a more significant impact of e-health literacy

TABLE 5 Structural equation model analysis results.

Path Path coe�cients S.E C.R. P value

PU→ ITU 0.137 0.043 3.915 <0.001

PEOU→ PU 0.511 0.039 10.250 <0.001

PU→ ATU 0.546 0.046 14.755 <0.001

PEOU→ ATU 0.380 0.034 10.986 <0.001

ATU→ ITU 0.825 0.039 20.852 <0.001

E-heals→ PU 0.115 0.035 2.374 0.018

E-heals→ PEOU 0.659 0.033 18.485 <0.001

PU, Perceived usefulness; PEOU, Perceived ease of use; ATU, Attitude toward using; ITU,

Intention to use; E-heals, Electronic health literacy.

on perceived ease of use. This parallels the discoveries made

by Chisolm et al. (53). Enhancing users’ e-health literacy to

streamline their online access to requisite health information

becomes notably feasible when confronted with novel web-based

offerings. With the advent of the internet, patients with elevated

electronic health literacy have greater access to pertinent health

information and management services, thus facilitating their

adoption of relevant mobile health services (54). Consequently,

the electronic health literacy of patients emerges as a pivotal

concern, demanding the implementation of strategies to elevate

patients’ proficiency in electronic health literacy. This equivalently

signifies the necessity for relevant authorities to place substantial

emphasis on providing technical educational support to older

adult individuals grappling with diabetes. Embracing novel disease

management paradigms and enhancing the efficacy and potential of

disease management strategies are also imperative considerations.

In contrast to prior research, this study integrates the perceived

risk theory into the analysis. Surprisingly, the results show

that perceived safety has no impact on patients’ attitudes or

willingness to use DDMAs (55, 56). Despite the complexities

and potential security risks associated with online information,

including online fraud and data breaches, patients still exhibit

a willingness to use these digital tools (57, 58). One possible

explanation for this is that older adult Chinese patients with

T2DM, who make up a significant portion of the population,

are less concerned with their online information exposure than

younger people. During the questionnaire survey, some older

adult patients did not believe that personal information leakage

would impact their daily life or cause economic losses, which

suggests a lack of awareness regarding information security (59).

Additionally, diabetes management mHealth primarily involves

recording patients’ blood glucose, medication, diet, and exercise,

with less involvement in their financial information. As a result,

patients’ perceived security is insufficient to affect their willingness

to use such tools. Nonetheless, within the domain of perceived

security, the entry score reveals a lower perceived security rating.

This underscores that patients continue to harbor concerns

regarding potential privacy breaches and the security of their

personal assets arising from the utilization of DDMAs. Therefore,

developers of DDMAs are compelled to intensify their focus on

enhancing application security to effectively safeguard patients’

personal privacy.
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4.3. Theoretical and practical implications

In this study, a theoretical model was constructed to investigate

the factors that influence the willingness of T2DM patients to use

DDMAs. The results showed that e-health literacy had an impact

on patients’ perceived ease of use and perceived usefulness toward

DDMAs. This provides new insights into improving the willingness

of patients to use DDMAs. In contrast, the perceived safety may not

significantly affect patients’ intention to use DDMAs, suggesting

that it is not the main concern for patients who decide to adopt

DDMAs. However, due to the unique characteristics of the study

population, future studies should also consider perceived security

in their measurements.

Past scholarly inquiries within this realm have predominantly

centered on evaluating the effectiveness of patients’ engagement

with disease management applications, resulting in fewer

examinations of their inclination to embrace these tools. This

is notably prominent when considering patients dealing with

type 2 diabetes in the Chinese context. This study broadens the

scope of the field, presenting significant and relevant insights

that hold practical value for mHealth designers and educators in

the field of diabetes health. By identifying the impact of e-health

literacy on perceived usefulness and perceived ease of use, as

well as the impact of perceived usefulness and perceived ease of

use on use attitude, the findings can inform the development

of personalized and user-friendly DDMAs services that cater to

individual users’ needs and preferences. Designers can reduce

the complexity of DDMAs operation by providing guidance and

prompts at each step of the process, which can be particularly

helpful for older adult diabetes patients. Although the research

did not find a significant impact of perceived security on user

willingness to use, patients’ low perceived security scores indicate

that personal privacy protection should still be a consideration

in DDMAs design. DDMAs providers should specify how

personal information is used and ensure the safety of all personal

data collected.

5. Limitations and future work

This study has some limitations that should be acknowledged.

Primarily, the exclusivity of the survey’s focus on Chinese

respondents, coupled with the sole reliance on quantitative

research methodologies, might have contributed to an aspect of

incompleteness within the findings. Subsequent research endeavors

could consider amalgamating qualitative and quantitative

methodologies to offer a more comprehensive understanding

of patients and yield a richer repository of information. As

cultural differences may affect social norms, as well as users’

perceptions and attitudes, it is crucial to confirm the research

findings in other cultural contexts before generalizing them.

Thus, we suggest conducting a cross-cultural comparison

of the factors that influence the willingness to use DDMAs.

Secondly, as the actual adoption rate of DDMAs in China

is currently low, the results of this study may only be valid

for predicting patients’ behavior at this stage. Therefore, the

population should be monitored in the future. Thirdly, the

study only examined patients’ willingness to use DDMAs, and

further research could explore their actual usage behavior.

Lastly, the evaluation of patients’ smartphone proficiency

rested on self-reports, potentially engendering subjectivity in

the research outcomes. To enhance the precision of results,

future studies could incorporate objective tools for assessing

smartphone proficiency.

6. Conclusions

Our study delved into the impact of patient-centered factors

on the patients’ inclination to adopt DDMAs, and integrated

the technology acceptance model (TAM), perceived risk theory,

and e-health literacy to substantiate the acceptance model.

Our complete model describes the variation in DDMA use

willingness of 87.2%. Precisely, patient-centered factors exert

diverse influences on their attitudes and behavioral propensities

to utilize DDMAs. Specifically, patient-centered elements wield

a diverse range of impacts on their attitudes and inclinations

toward utilizing DDMAs. Among these, perceived usefulness and

attitude toward utilization emerge as pivotal determinants of

the propensity to adopt. For both diabetes health educators and

developers of DDMAs, careful attention should be accorded to

these determinants. This entails catering to patients’ exigencies

for disease management and perpetually refining and enhancing

application functionalities. During the preliminary phases of

DDMA design, a profound exploration of the type 2 diabetes

patient group becomes imperative. This can be accomplished

through surveys, interviews, and other modes to glean genuine

patient requirements and precisely delineate the trajectory of

functional development. Likewise, consultingmedical professionals

and pertinent guidelines is essential to elucidate the disease

management focal points. Subsequent to this, functionalities

can be meticulously set, guided by scientific principles and

methodologies to ensure the platform’s empirical soundness.

Moreover, the indirect effects stemming from perceived ease of

use and e-health literacy warrant substantial attention. Perceived

ease of use considerably influences perceived usefulness and

attitudes toward utilization. Simultaneously, e-health literacy exerts

its influence on perceived ease of use. Hence, patient habits

concerning DDMA usage demand consideration. Particularly for

older adult type 2 diabetes patients, employing more intuitive

formats such as imagery, comics, and videos can alleviate reading

complexities and amplify engagement. Furthermore, our study

underscores the significance of extending technological education

support to type 2 diabetes patients. This holds true especially

for the substantial portion of older adult or less formally

educated patients. By facilitating patients’ seamless integration

into the trajectory of information technology advancement,

they can efficaciously partake in and reap the benefits of

technological development.
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of operating sta� of search
systems in the sense of stress
resistance

Nataliya Shakhovska*, Roman Kaminskyi and Bohdan Khudoba

Department of Artificial Intelligence, Lviv Polytechnic National University, Lviv, Ukraine

Introduction: The main goal of this study is to develop a methodology for the

organization of experimental selection of operator personnel based on the analysis

of their behavior under the influence of micro-stresses.

Methods: A human-machine interface model has been developed, which

considers the change in the functional state of the human operator. The presented

concept of the di�culty of detecting the object of attention contributed to

developing a particular sequence of ordinary test images with stressor images

included in it and presented models of the flow of presenting test images to the

recipient.

Results: With the help of descriptive statistics, the parameters of individual

box-plot diagrams were determined, and the recipient group was clustered.

Discussion: Overall, the proposed approach based on the example of the

conducted grouping makes it possible to ensure the objectivity and e�ciency of

the professional selection of applicants for operator specialties.

KEYWORDS

human-machine, operator personnel, decision-making, clustering algorithm, stress

management

1. Introduction

In modern information and search automated systems, the main role is played by the

human-machine interface for decision-making based on the detection of objects of a given

class in the information field. The human operator, as an element of such an interface,

carefully reviews the provided information on the information field—the monitor screen,

analyzing images of scenes, for example, pictures of territories, economic tables, abstract

data, etc. Based on the obtained results of the analysis, the operator forms or chooses from

a set of alternatives the appropriate decision, for which he mostly bears some responsibility.

Such, let’s call them primary solutions, can be both the final and the basis for further

functions of this search engine. However, among the factors that in one way or another can

negatively affect the quality of the work of this interface, one of the first places is stress in the

form of a collection of micro stresses.

Due to the certain complexity of the provided images and their large number and variety,

the functional state of a person becomes nervously tense, close to stressing, and in most cases

this state is micro-stress. Individually, micro-stresses may be imperceptible to a person, but

in the aggregate, their effect can be quite noticeable.

One such source ofmicro-stress in the field of information search can be a sudden change

in the information flow, due to the lack of immediately required additional in-formation or

significant masking of the searched object.
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The purpose of this experimental study is to develop a

methodology for organizing experiments on the selection of

applicants for operator positions in information search and similar

systems for processing images of scenes of real work situations.

The paper contribution is given as follows:

• The model of the human-machine interface as

implementation of reaction to the detected object is proposed.

This model is presented as dynamic systems, that al-lows the

simulation of the next state of the operator personnel.

• A novel method for the analysis the influence of the flow

of micro stressors on operator activity is developed. The

sequence of images at discrete moments of time is generated.

The operator is exposed on the monitor screen to a sequence

of test images with objects of attention of a given class and

which operator must implement the corresponding solution.

The moments of their exposure and the decisions made by

the operator are recorded, and their values are included in

the research protocol. Next, hierarchical clustering is used for

stress resistance clustering.

The effect on the reaction of a human operator to a deficit or an

excess of provided information when making responsible decisions

is studied in McEwen and Akil (2020). The model of the operator’s

stay and exit from stress is considered in Sahin et al. (2019), and the

occurrence of neuropsychological overstrain is also explained here.

The theoretical foundations of the psycho-diagnostic of stress and

methods related to the psychological diagnostic procedure, ethics

and stages of the psychological and diagnostic examination are

given in Barak and Tsodyks (2023). Various aspects of the influence

on the formation of the reliability of operator activity, including the

working environment, the functional state of the operator and the

intensity of work, are given in Brown and Anderson (2019).

The article Paul and Dykstra (2017) discusses the features

of computer training of operators of continuous technological

processes in comparison with other subject areas. The possibility

of automating the measurement of the properties of the operator’s

attention using Schulte’s tables is confirmed in Kryvenchuk

et al. (2019). In Lee (2016) statistical methods of testing results

analysis are considered, and the simplest and necessary procedures

for statistical processing of knowledge testing results and test

quality assessment methods are also presented. The research

conducted in Bookstaber et al. (2014) summarized the structure

of the stress test and analyzed the methods of generating

shock scenarios.

The purpose of the article Battiston and Martinez-Jaramillo

(2018) is to study the organizational aspects of stress testing and

to determine the place and functions of the supervisory body in

the process of stress testing. The methods of quantitative and

integral assessment of personnel stress in the process of knowledge

verification during attestation are analyzed in Iannello et al. (2017)

and DeMenno (2022).

In Allen and Kessel (2002), three strategies for the development

of detection systems are proposed, which are based on the principle

of balance for purposeful improvement and design of detection

systems. As shown in Chapelle (2009), the automation of the

process of knowledge control, and the development of computer

testing systems is an urgent task.

In work Chou (2000), an analysis of new information

and computer training technologies for the development and

use of existing interactive educational and training complexes

of small arms was carried out. The article McGlohen and

Chang (2008) discusses the problems of implementing testing

using information and communication technologies. A systematic

analysis of organizational problems of the development and

application of computer testing technologies in higher education

to control students’ knowledge was carried out.

The article Zhu et al. (2019) presents an example of realistic

image recognition using both manual and automated testing with

a decision table. The article Ramanathan et al. (2016) discusses the

principles of personnel selection and the most common traditional

and non-traditional methods. The material for familiarization and

assimilation of the personnel evaluation system to confirm his

competence and responsibility is given in Raskin and Kircher

(2014). The main theoretical principles and practical aspects of the

application of psychophysiological testing to determine the level of

professional suitability of polygraph operators are substantiated.

The conceptual contribution of the most valuable reviewed

articles is given in Table 1.

The literature review analysis shows the lack of experimental

studies related to person’s stressful conditions during working

time. In general, the research was carried out after the recipient

had completed the work. By comparing the work process and

psychophysiological indicators, researchers conclude the existence

of a person’s stressful state and analyze the results of the impact

of existing irritants. For gaps filling, the model of human-machine

interface will be developed in the paper.

2. Materials and methods

2.1. The model of the human-machine
interface

One of the identified large numbers of various tasks of operator

activity in computerized workplaces is the task of searching for

objects of a given class on the images provided on the monitor

and making appropriate decisions when receiving them. With

this person and the computer function as a single system in

the existing working environment. From the point of view of

the general mathematical theory of the system, its descriptive

model can be presented as follows. Let P(t) is some technological

process that is managed by a human operator over time [0,T0 ]

where T0={ti:t1<t2. . .tN i ∈ T}, and T - real time. The essence

of its management is reduced to the functions of solving specific

problems by the operator, for example, by identifying some object

on the presented image of the scene and making the appropriate

decision. An example of such processes is the search for objects of a

given class on the image of the controlled territory, in the sequence

of images of scenes, elimination of deviations in the parameters of

the controlled process, search for the necessary data in document

databases, editing of texts, etc., presented by their appearance on

the monitor.

Change information about the process P(t) happens on

the monitor screen in moments ti ∈T0. The operator by

focusing attention and visual analysis of the given set of
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TABLE 1 References review.

References The main contribution Value

Paul and Dykstra (2017) Cyber operations stress approaches

comparison

The work describes the impact of stress on a cyber security worker. Studying

the impact of frustration, mistakes on the work of an employee who uses a

computer simulator or just a computer helps to understand various states,

causes and consequences.

Zhu et al. (2019) A method for testing intelligent

Applications.

Testing smart applications provides insight into how to manually and

automatically recognize certain elements. Which approaches are used by

machine or human and how can automatic and manual approaches be

combined.

Barak and Tsodyks (2023) Mathematical models of learning in

neurobiology

The article describes mathematical models and how they are used in

neurobiology. Also, methods of applying data analysis to study the behavior

of simulator operators.

Sahin et al. (2019) Mathematical model of human

behavior for simulating evacuation of

buildings during emergencies

The author talks about modeling the behavior of people in evacuation

situations. Evacuation gives stress to a person. Therefore, the simulation of

such situations is related to the simulation of the microstress situation

during the operator’s work.

images X={xi:x1<x2. . .xN i ∈ N}, using his skills, experience and

knowledge tries to identify the desired object in these images.

As a result of the search and detection of such an object, the

operator then chooses, considering the possible consequences of

the decision made, makes an appropriate decision from a set of

decisions Y=
{

yj:y1<y2. . .yN j ∈ M
}

. Images of situations on the

monitor contain all information about the state of what is observed

with the help of the monitor and obviously the corresponding

technical means of the controlled process P(t).

In the process of its activity, the operator can be in different

functional states C=C(ci), in psychophysiological states from

normal to nervous overstrain. These states can be caused both by

the influence of the external environment and by the provided

information. In other words, in the absence of influence from the

work environment, the functional state of the operator is a function

of the provided image of the situation that occurred in the process

P(t), namely the function C=C(ci). It is this function that reflects

the personality of the operator in the model and was used to study

the activity of the operator in a state of micro stress.

The basis of this process is the concept of a system, that is a

chain: “process → monitor → operator → computer →

decision”, which makes up the system together. In set-theoretic

terms at this level, the system can be simple and quite naturally

defined as a product S ⊂ X × Y .

In the sense of model development plan the sets X and Y

differ from each other in their position on the time axis, they are

subject to the moments of time of their implementation. Elements

x ∈ X depends on time X=
{

x:xi≡ x (ti) , ti∈ T, i=1,N
}

, but

decision elements Y=
{

y:yj≡ y
(

tj
)

, tj∈ T, j=1,M
}

always delay

by ti, which corresponds to the total duration of search, detection,

analysis, selection and decision-making until the moment of its

implementation by the relevant team, i.e., tj=ti+1ti.

The average time of this delay can be used as an estimate of the

efficiency of a particular operator during his shift. Over time, the

efficiency and accuracy of the operator deteriorates. Each operator

has its own optimal change and maximum possible change.

Since the human-machine interface is a dynamic system (Sahin

et al., 2019), it makes sense to consider the behavior of the operator

depending on the input information. In this general plan, we are

talking about his reaction to the detected object, more precisely,

the efficiency of detecting the object and making a decision. To

establish the relationship between the input and output of the

system, which refers to different moments of time, the general

mathematical theory of systems introduces the concept of the

system’s response to an input stimulus (Paul and Dykstra, 2017).

In other words, for each operating situation, for each image on the

screen for an operator in a normal functional state, there are two

such displays:

- making a decision

ρ={ρt :Ct×Xt→Yt & t ∈ T}

- transition to another state

ϕ=

{

ϕtt
′ :Ct×Xtt

′→Ct
′ & t, t

′

∈ T & t
′

>t
}

.

These reflections can be explained as follows. Being at the

moment of time t ∈ T in the state of Ct , the operator perceives the

image of the xt∈ X and detects the desired object on it, analyzes the

situation, and makes a decision of yt∈ Y , spending the necessary

time normally, without changing his functional state (there is no

neuropsychic tension).

If the provided image turns out to be such that it is not possible

to immediately find the desired object, and the time limit for the

search is limited, the operator can switch from a normal state to

a nervous state, continuing the search for the object. If we assume

that at the moment t ∈ T the operator has not detected the object

and feels that the exposure time is running out, he is aware of the

complexity of the situation, and at this moment he can get a shock.

This shock can be interpreted as stress or micro stress. The double

time index means the time interval t
′

>t during which the operator

passed from a normal to a neuropsychical state.

In general, the model of the human-machine interface as such

an information and search system can be represented by a tuple

S=〈X,Y ,C,ρ,ϕ,T 〉.

The use of the mathematical apparatus of set theory provides

an opportunity to optimize the organization of research, since sets

are presented quantitatively, the mappings of which are considered

functionally and all of them are considered in time. In addition,
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based on such a model, it is possible to create a sufficient number of

images that simulate the scenes of almost any real operator activity.

2.2. Method for the analysis the influence
of the flow of micro stressors on operator
activity

The localization of the object of attention on the test images

is random, and the ratio of its size to the size of the test image

practically amounts to several orders of magnitude (by area). In

turn, individual fragments of the image, namely the locations

of objects, can be both homogeneous, one-colored, smooth, and

contain various other objects. These other objects are related to the

background and can be larger or smaller than the object of attention

and have an irregular shape. They significantly impair the visibility

of the object of attention and are actually obstacles to the search.

In the presence of such obstacles, the search process becomes more

complicated, requires increased concentration of attention, creates

for the operator a certain visual discomfort at first, which turns into

additional neuropsychological stress or stress.

The sequence of such images at discrete moments of time

reflects the situation observed by the operator, who should make

the appropriate decision in case of detection an attention object.

On a homogeneous background, the attention of object detection is

reduced to a simple reaction of object recognition, however, in the

presence of obstacles, noise, the time of such a reaction–searching

for an object, will increase depending on their intensity. This, in

turn, gives reason to say about the images that some of them have

greater and others less difficulty in detecting the object.

On the other hand, individual characteristics, such as groups

of operators, will show that the detection time of the object of

attention on the same image will be different. Obviously, the more

complex the image, the longer the average time to detect an object

in this image. So, in this case, the category “complexity” is a

subjective characteristic, but in general it has a certain dimension,

namely the duration of the search time from the moment of

providing the image to the moment of its discovery. The value

of the indicator of the complexity of a particular image is the

average value of the duration of the search, determined by the

data obtained by different operators and in different experiments.

The only requirement for this determination of the value of this

indicator is the homogeneity of the group of “expert recipients”

in terms of their training levels, skills, etc. In other words, the

complexity of such images is determined by the time of searching

and detecting the object of attention of a given class. The objectivity

of such an assessment will be higher the more homogeneous (in

terms of training) the group of “expert recipients” is.

2.3. Selection of test images

Let a group of operators be the subject of research, and the

purpose of the research is to determine individual stress resistance.

The preparation and conducting of the experiment were carried out

as follows.

2.3.1. Creating a basic sequence of test images
At this stage, they create test images and form them into a

sequence. The images in this sequence simulate the background of

the working scene, on which the researcher manually or with the

help of random numbers determines the coordinates of the places

where the objects will be located. The placement of the object on

some images should be quite easy to detect, and on others it should

be difficult, i.e., hidden, but so that it can be found. An important

point here is that all the details of the object were not closed, the

object should look whole. After placing the objects, the received

test images now have this status, they are formed into a sequence

of scenes, mostly randomly. This sequence is shown to each of the

group of recipients, fixing the time of processing each of the images

by each recipient. At this stage, the duration of the experiment is

determined, the number of test images in a sequence, from which

the exposure time of the images is determined.

The duration of such an experiment can be determined

depending on the contingent of recipients, for example, for

professional operators, it is the duration of a shift or its part (the

second half), and for young people, it is the duration of one or

two academic hours. Depending on the complexity of the images

of the scenes, exposure of the test image is up to 1–2min. In the

experiments conducted by the authors, the sequence included 180

test images with exposure of each of them for 30 s (Figure 1).

2.3.2. Determination of search complexity of test
images

The sequence formed in this way is included in the process of

professional selection or training of a group of recipients. The task

is set and explained to them in advance, and if possible, an imitation

of a real workplace and environment is carried out. After the “start”

command, test images appear on the monitor screen, the operator,

having detected the specified object, presses the corresponding key.

When the test image appears, the stopwatch starts, and when the

key is pressed, the operator stops it. As a result, the computer

records the processing time of this image by the operator and resets

the stopwatch.

All applicants work with the same sequence. As a result, for each

test image, a sample of time values spent on them by each operator

(recipient) will be obtained. The average value of the time spent by

them on processing a particular test is actually a time indicator of

their search complexity. Since these time indicators are quantitative

values, for them it is possible to enter the corresponding scale of

search complexity for test images of only this sequence and this

group of recipients. Thus, each image will be characterized by its

indicator. Figure 1 shows a diagram of times for searching for an

object of attention on some subset of test images.

2.3.3. The sequence of stressful events
If we assume that the operator has been processing images of

rather low complexity for some time, object detection is easy, and

he has adapted (used to) this mode of presenting test images. If an

image of high complexity suddenly appears and it was not possible

to immediately detect the object, he will be forced to activate and

concentrate his attention on the search, which in the mode of time

shortage, for example, limiting the exposure to 20 s, will cause him
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FIGURE 1

Search time for objects in the basic sequence.

(althoughmaybe not) a micro-stress situation. In this regard, it is of

interest to form such a sequence, which will consist of test images of

low complexity and several images of high complexity are included

in it (Figure 2).

Therefore, after the search complexity of the base sequence

images is determined, the images with the lowest search complexity

are selected, for example, the test images with the smallest search

time of <2 s and the longest search time of >18 s. Next, a new basic

sequence is made from the images that have minimal complexity

(they can be repeated, but not one after the other). This new

sequence includes, following the principle of rare events, test

images whose search complexity exceeds 18 s. Obviously, all the

images in this sequence must be randomly arranged. The view of a

fragment of such a sequence is shown in Figure 2. The value of the

duration of such micro stress can be represented by the appropriate

mathematical model of general stress.

2.4. Options for presenting test images

In general, the organization of experimental research can be

presented as follows. Let the human operator be exposed on

the monitor screen to a sequence of test images with objects of

attention of a given class and which the operator must identify and

implement the corresponding solution. The moments of time of

their exposure and the decisions made by the operator are fixed,

and their values are included in the research protocol.

The main point here is the method of exposure of the

test images. So, for the organization of experimental studies,

the following three options can be specified for the method of

providing test images to the operator on the monitor. Each of them

includes two streams of rectangular pulses, synchronized in time

along the pulse front. In the first version in Figure 3, the upper

sequence corresponds to a regular stream of test images, marked by

light rectangular pulses of the same duration and amplitude. Here

the exposure of the tests is carried out at the same time intervals.

The images of the situations are presented in a regular sequence

(Figure 3).

The flow of test images in Figure 3 is a part of the experimental

study. The lower sequence of dark impulses corresponds to the

duration of the search for the object of attention, its detection as the

object being searched for, and decision making. In other words, this

sequence reflects the results of the human operator. Each slice of the

pulse of this flow corresponds to a reaction-result as the moment of

decision-making by the operator. If the operator did not find the

desired object in the image, then the dark pulse will be absent in

the bottom sequence. In such a graphic presentation, the upper and

lower pulses are synchronized along the edge, at the moment of the

appearance of the test image, the stopwatch is turned on, which is

automatically turned off at the moment of the operator’s decision.

In the second version, shown in Figure 4, the exposure of the

test images is irregular and has different durations, but the pulse

fronts of the upper and lower sequences are also synchronized.

In the general case, when using an irregular flow, the duration of

the pause between the upper pulses can be different. In addition, a

variant is possible when the duration of the pulses of the upper and

lower sequences are the same, and the duration of the pauses can be

different. This means that after the operator makes a decision, the

test image disappears, and the next one appears at the nextmoment.

In the third option, shown in Figure 5, the exposure of the

image continues until the decision is made, after which the next

image is displayed on the screen. The last option greatly reduces the

duration of research with a limited image base since the duration

of the exposure is equal to the duration of the search. In a certain

sense, this option has a positive value, especially for laboratory

research since it allows you to process more test images during the

same experimental period.

The considered options for providing test images and fixing

decisions are not equivalent from a psychological point of view.

The fact is that with regular exposure, when the operator has very
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FIGURE 2

View of the experimental sequence.

FIGURE 3

Regular stream of test images. Where t1, t2, . . . is starting point, and θ1, θ2, . . . are moments of exposure termination; τ1, τ2, . . . are moments of

decision-making by the operator.

quickly identified the object and made a decision, he has some

time left before the exposure of this image is completed. This

causes a certain relaxation, and at the moment of the appearance

of a new image, the operator sharply mobilizes attention and goes

into a tense state. Such an irregular change in concentration and

relaxation is a negative element in operator activity. On the other

hand, when the next image is presented immediately after making

a decision, constant nervous tension is created for the operator

due to the need to maintain concentration all the time, which is

also negative. Therefore, the choice of one or another mode of

providing test images on the monitor screen is not trivial, especially

for long-term experiments. Display of experimental research with

the help of impulse flows provides a mathematical formulation of

experiments and presentation of results by mathematical models

of time series, in particular exposure of test images and object

detection and decision-making.

3. Results

Nine recipients which are student operators took part in the

experimental research. The experiment was conducted in two

stages: in the first stage, the search complexity of the given set of test

images was determined, and in the second stage, a new sequence

was built. The initial volume of the sequence was 180 images of the

tests, which were exposed on the monitor screen with a maximum

duration of 30 s according to this rule. If the operator detected a

given object on the test image in <30 s, the given test image was
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FIGURE 4

Irregular flow of test images.

FIGURE 5

Irregular flow of decision-driven test images.

immediately replaced by the next one. In the event that the object

was not detected on a given test image within 30 s, then it was

replaced by the next one from this sequence.

In the sense of stress resistance, an assumption is made–if the

detection time exceeds 2/3 of the exposure time or if the operator

did not detect the object during the exposure time of the test

image, then it can be assumed that it was in a state of micro

stress. Although such categorization may be wrong, in this case, the

authors consider it permissible.

The value of the time from the moment of the appearance

of the test image to the moment of decision-making was used as

an assessment of the search activity of the operator. In addition,

to understand the stress state, the exposure time of test images

is divided into two parts: the first 1–20 s and the second 20–30 s.

The search time was recorded in milliseconds. The procedure for

providing images corresponded to the third variant of the impulse

flow model, that is, as soon as the operator made a decision about

the detected object, the next one from the given sequence was

immediately exposed. The volume of the provided sequence was

180 test images. The individual results of the experiments are given

in the Table 2. This table presents only correct response.

The following parameters are used: a–the number of detected

objects within the stress time; b–the number of missed objects;

x–average stress time. Parameters: min, q1, mode, q3, max are

parameters of the stress time interval boxplot diagram, namely

extremes, quartiles, mode.

Using the parameters of the descriptive statistics of the results

of the experiments for each of the recipients in Figure 6 shows

constructed boxplot diagrams for the studied group of recipients,

as a result of which the general structure of the distribution of

individual data is determined.

As the resulting charts show, with the exception of recipient 3

and almost 9, within the interquartile range are symmetric, with

recipients 1, 4, 5, and 8, and recipients 2, 6, and 7 having left-

and right-sided asymmetries, respectively. This means that more of

the rectangle has more variance. It can be assumed that intuitively

feeling the completion of the exposure of the test image increases

excitement and a certain, mostly significant, nervous tension.

The authors assume the following regarding the asymmetry of

distributions. For a left-sided distribution, the upper part of the

rectangle is larger and corresponds to values greater than the mode

value. Their spread between the mode and the third quartile is
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TABLE 2 The individual results of the experiments.

Parameter Operator s

1 2 3 4 5 6 7 8 9

a 10 16 11 18 10 15 11 8 15

b 17 10 14 13 11 9 7 13 77

x 24.8 24.1 23.2 23.9 24.2 24.5 24.0 24.4 24.8

Min 20.9 20.3 20.2 20.5 20.2 20.2 20.6 20.9 20.1

q1 23.2 21.6 20.6 22.4 23.2 21.9 21.6 21.8 23.8

Mode 24.5 24.3 22.6 23.0 24.2 25.2 24.7 23.5 25.0

q3 26.2 26.1 24.7 25.6 25.9 26.4 26.0 27.8 26.5

Max 29.1 29.3 29.6 29.8 27.7 29.4 26.9 28.4 28.3

TABLE 3 Results of the cluster analysis of the group of

recipient-operators.

Combining objects Association
number

Distance
between objects

Dendrogram parameters

2+ 6 10 0.494

5+ 7 11 0.746

1+ 8 12 0.883

10+ 4 13 1.000

12+ 11 14 1.158

13+ 3 15 1.384

14+ 9 16 1.822

5+ 16 17 1.974

larger, and therefore it can be assumed that these recipients are

characterized by a delayed reaction. For right-sided asymmetry, on

the contrary, the lower part of the rectangle corresponds to the

values of the search time, which are smaller than the values of the

mode, they are characterized by haste of the reaction.

The obtained boxplot diagrams are individual statistical

displays of the characteristics of the operators within the stress time

interval. These individual characteristics, according to the given

table, show the quality of search activity of operators, namely the

number of missed and detected objects in the stressful time zone.

When constructing the boxplot diagram, the calculation of

emissions was not carried out, since the interval of values here

is limited by the condition of 20–30 s. From Figure 6, it can be

pointed out that if we place individual boxplots relative to fashion

in ascending order, we will get their rating (Figure 6).

During the laboratory study of the formed group of

operators, the task of dividing them into subgroups based on

close individual indicators arises. Given the small number of

classification features and the number of recipients, hierarchical

agglomerative cluster analysis was used to determine subgroups.

The following individual values of the recipients were taken

as signs: the number of detected objects within the stressful

time; the number of missed objects; mean stress time, as

well as the minimum and maximum time value in the stress

time interval, the first and third quartile values, and the

mode value. Therefore, the parameters of the boxplot diagram

of the stress time interval are taken as the values of the

classification features.

4. Discussion

For the clustering procedure, the values of the classification

features were reduced to the interval [0, 1] and a flexible strategy

was chosen, and the Euclidean metric was used to construct

the proximity matrix. The features are normalized for each

parameter. The result of the cluster analysis, in the form of

dendrogram parameters, is shown in the Table 3 in Figure 7 on

the left, which shows the results of combining objects and the

distances by which the combination was performed, and the

cluster analysis dendrogram itself is shown in this figure on

the right.

Visual analysis of the dendrogram gives the following result.

1. At level 1.5, you can visually distinguish three clusters that

include such recipients:

- cluster 1: it includes recipients 2, 6, 4, 3;

- cluster 2: it includes recipients 5, 7, 1, 8;

- cluster 3: it only includes recipient 9.

Moreover, the first and second clusters are similar to each

other in terms of the homogeneity of recipients, as evidenced by

the distance of associations between objects in them, which lies

within 0.6–1.4.

2. Recipients vary greatly in their individual characteristics.

For example, the smallest distance between operators 2 and 6,

which is equal to 0.5 on the scale of the dendrogram and is 25%

percent of the total scale. Pairs 5 and 7 and 1 and 8 differ even

more from each other and from pair 2 and 6. Recipients 4 and 3

are very different from pair 2 and 6 even though they all belong to

the same cluster.
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FIGURE 6

Image of individual boxplot diagrams.

FIGURE 7

Results of the cluster analysis of the group of recipient-operators.

3. Cluster 3 is located separately and as far as possible from

the first two, which is quite clear from the analysis of its

performance indicators.

4. The distance between these clusters is almost the same and

is in the range of 1.822 - 1.974, it can be argued that the

subgroups are significantly different from each other.

5. If the division into clusters is carried out at the level of 0.9 -

0.95, it is possible to distinguish three clusters of two operators

and three clusters of one operator, although even in these pairs

the operators differ quite noticeably.

In this way, the division of the group of operators into

professionally homogeneous groups using a computer simulator,

the development of image-tests, scenarios provide a sufficiently

objective assessment of the results of professional selection,

conducting relevant training. In addition, personnel attestation can

be carried out in the same way using control materials.

The mentioned before method allows us to find the individual

parameters of the recipients such as:

• the recipients in stressful situation;

• mean stress time;

• the minimum and maximum time value in the stress

time interval.

Therefore, these parameters are further used to classify

recipients according to the level of stress resistance. The developed

method can be used for detecting the attention level.

5. Conclusions

Conducting experimental research, especially for the purpose

of studying human properties, is a very complex procedure

that requires significant preparation and organization, including

task development and problem setting. This requires in-depth

knowledge of this real operator activity, minimizing the difference

between the real operator activity and its reproduction on the

simulator. In addition, an important point is the completeness of

the received information (data) and their detailed interpretation.
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The obtained experimental data gave grounds to objectively

assess the qualifications of the recipients, both in the individual

plan–the parameters of the boxplot diagram, and in the

professional–the parameters of the dendrogram of the

hierarchical agglomerative analysis. The latest results of the

division of the group of recipients showed the closeness of their

characteristics and the possibility of their professional selection for

operator specialties.

The given mathematical model of operator activity in

information search systems formally describes the operator’s work,

in particular by the function of transition to another functional

state, since the operator is with the same image that led to his

stress. The conducted experimental study with nine recipient-

operators, according to the scenario in the form of a sequence

of test images provided on the monitor screen, provided the

result in the form of reactions to micro-stresses. With the

help of mathematical processing methods: descriptive statistics,

determination of quartiles, construction of boxplot diagrams and

hierarchical agglomerative cluster analysis, an objective grouping of

this group of recipients was obtained. In this study, each operator

is represented by an individual boxplot diagram, and the group

of operators is divided into subgroups according to individual

test indicators. This made it possible to carry out an objective

professional selection for the formation of camera personnel.

The limitation of current work is the ability to deal with micro-

stresses but not with panic attacks. This limitation is related to

the used dataset and should be investigated separately. In addition,

after-effect of micro-stressor should be investigated separately.
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Objective: There have been continuous discussions over the ethics of using AI 
in healthcare. We sought to identify the ethical issues and viewpoints of Turkish 
emergency care doctors about the use of AI during epidemic triage.

Materials and methods: Ten emergency specialists were initially enlisted for 
this project, and their responses to open-ended questions about the ethical 
issues surrounding AI in the emergency room provided valuable information. A 
15-question survey was created based on their input and was refined through 
a pilot test with 15 emergency specialty doctors. Following that, the updated 
survey was sent to emergency specialists via email, social media, and private 
email distribution.

Results: 167 emergency medicine specialists participated in the study, with an 
average age of 38.22  years and 6.79  years of professional experience. The majority 
agreed that AI could benefit patients (54.50%) and healthcare professionals (70.06%) 
in emergency department triage during pandemics. Regarding responsibility, 
63.47% believed in shared responsibility between emergency medicine specialists 
and AI manufacturers/programmers for complications. Additionally, 79.04% of 
participants agreed that the responsibility for complications in AI applications 
varies depending on the nature of the complication. Concerns about privacy 
were expressed by 20.36% regarding deep learning-based applications, while 
61.68% believed that anonymity protected privacy. Additionally, 70.66% of 
participants believed that AI systems would be as sensitive as humans in terms of 
non-discrimination.

Conclusion: The potential advantages of deploying AI programs in emergency 
department triage during pandemics for patients and healthcare providers were 
acknowledged by emergency medicine doctors in Turkey. Nevertheless, they 
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expressed notable ethical concerns related to the responsibility and accountability 
aspects of utilizing AI systems in this context.

KEYWORDS

specialist, AI, triage, emergency, pandemic, ethics, survey, national

Introduction

Recent attention has been drawn to artificial intelligence (AI) due 
to its potential to enable the creation of computer systems that can 
replicate human intelligence and decision-making processes (1). AI 
has already permeated every aspect of our lives, even if we are not 
consciously aware of it (2). Recently AI techniques have sent vast 
waves across healthcare, even fueling an active discussion of whether 
AI doctors will eventually replace human physicians in the future (3).

Utilizing sophisticated algorithms, AI can ‘comprehend’ intricate 
patterns within extensive healthcare data and employ these acquired 
insights to enhance clinical practices. Furthermore, it can be endowed 
with the capability to learn and self-correct, thus refining its precision 
through feedback loops. An AI system aids healthcare practitioners 
by furnishing them with the most current medical insights from 
scholarly journals, textbooks, and clinical experiences, thereby 
ensuring optimal patient care. Additionally, AI systems are pivotal in 
mitigating the diagnostic and therapeutic errors intrinsic to human 
clinical practice (3–5). Furthermore, these AI systems extract 
invaluable information from extensive patient populations, facilitating 
real-time inferences for health risk alerts and predictions regarding 
health outcomes (6).

Emergency medicine, like many other medical specialties, has 
identified a variety of potential AI applications. Diagnosis is one of the 
most essential applications of AI in emergency care. In order to identify 
potential diagnoses, AI algorithms can examine patient data, such as 
symptoms, medical history, and test results, efficiently and swiftly.

AI’s role in healthcare extends significantly to include advanced 
patient triage capabilities. By leveraging AI algorithms to analyze patient 
data comprehensively, healthcare systems can effectively prioritize 
individuals based on the severity of their condition, ensuring that those 
in critical need receive immediate attention and the appropriate care 
interventions. This not only optimizes resource allocation but also 
enhances patient outcomes by minimizing delays in treatment.

In emergency medicine, AI’s influence in triage is particularly 
transformative. Beyond diagnosis, AI contributes to the triage process 
by rapidly assessing the acuity of each case. Through the analysis of 
various clinical indicators, such as vital signs, medical history, and 
presenting symptoms, AI systems can swiftly categorize patients, 
enabling healthcare providers to allocate resources efficiently.

By integrating AI-driven triage systems into emergency 
departments, healthcare facilities can improve the speed and accuracy 
of decision-making. AI’s ability to analyze vast datasets and adapt to 
real-time information empowers clinicians to make well-informed 
decisions, ultimately leading to more precise and timely care delivery. 
As a result, patients with critical conditions receive immediate 
attention, while those with less urgent needs are appropriately 
managed, resulting in enhanced overall healthcare efficiency and 
patient satisfaction.

The world recently endured a severe COVID-19 pandemic, during 
which applications of AI were also observed in the health sector. 
According to reports, methods exist for the analysis of radiological 
and laboratory results, diagnosis, patient triage in the emergency 
room, and the development of patient-specific treatments during 
a pandemic.

As with any pervasive invention, the application of AI in health 
has sparked ethical concerns, and these debates are ongoing in many 
fields (7). A few of these concerns include data privacy and security 
concerns, algorithmic bias, a lack of transparency, autonomy, and 
accountability, the dehumanization of healthcare, and economic 
repercussions. For AI to have the potential to improve healthcare 
outcomes, it must be used ethically and responsibly.

In this survey study, using the opinions of emergency medicine 
specialists practicing in Turkey, we sought to determine the ethical 
concerns and perspective of implementing AI in emergency 
department triage management during an epidemic.

Materials and methods

Study design

This survey-based study investigated the ethical perspectives of 
emergency specialist physicians regarding the use of artificial 
intelligence (AI) in the emergency department. This research was 
approved by the Samsun University Clinical Research Ethics 
Committee (SÜKAEK) (Approval No. 2022-12-12, 23/11/2022) and 
conducted in accordance with the ethical principles outlined in the 
Declaration of Helsinki. All participants gave their informed consent. 
Participants’ confidentiality and anonymity were maintained 
throughout the duration of the study. Special attention was paid to 
ensuring that participants did not feel compelled to participate or 
provide specific responses.

Participant recruitment

Initially, ten emergency specialists were recruited to participate in 
the study. The research team devised and asked participants open-
ended questions to gain insight into their experiences and perspectives 
regarding the ethical considerations of AI use in the ED.

Survey development

Based on the responses to the open-ended questions, the research 
team developed a survey for gathering more specific information from 
the participants. The survey consisted of 15 questions and was 
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designed to assess the emergency specialists’ ethical perspectives on 
the use of AI in the ED.

Survey pilot testing

Pilot testing was conducted with 15 emergency specialist 
doctors. These participants were asked to provide feedback on any 
difficulties they had understanding the questions, issues with the 
appropriateness of certain questions, and grammar and spelling 
errors. Some changes were made to the survey to improve its clarity, 
readability, and comprehensiveness in response to the 
received feedback.

Data collection

The revised survey was distributed to the emergency specialist 
doctors via email and social media tools between 05/12/2022–
15/04/2023. All participants gave their informed consent. Responses 
were collected anonymously.

Survey content

In the first section of the survey, participants were asked to 
provide descriptive information such as age, gender, and emergency 
medicine experience duration. On a 3-point Likert scale, participants 
were subsequently asked their opinions on a total of 13 questions 
pertaining to four major ethical topics. Before requesting opinions on 
each ethical topic, a thorough explanation of the ethical rule was 
provided. The most important ethical issues were as follows:

Beneficence (A): In this section, participants were asked about the 
beneficence of AI for triage purposes during the pandemic. The 
question encompassed two aspects: the usefulness of AI for patients 
and the usefulness of AI for physicians.

Responsibility and accountability (B): In this section, four questions 
were posed to gauge the participants’ perspectives on responsibility 
and accountability in the case of complications or adverse events 
resulting from the use of AI for triage purposes during the pandemic.

Rights to privacy and confidentiality (C): In this section, 5 
questions on personal data protection and the right to privacy were 
posed to participants separately for artificial intelligence and 
deep learning.

Non-Discrimination (D): In this section, two questions were posed 
to ascertain the participants’ perspectives on nondiscrimination.

On a 3-point Likert scale, participants assessed a total of 20 
evaluations. Through a final open-ended question, participants were 
also given the opportunity to express any ethical concerns not 
addressed in the questionnaire. The example English translation of the 
questionnaire is provided in Table 1.

To collect data for the study, a survey was developed using Google 
Forms and distributed via multiple social media platforms, including 
WhatsApp, Twitter, and Facebook. In addition, the survey was sent 
individually via email to groups of emergency medicine specialists. To 
ensure a reliable sample size, a minimum of 154 participants were 
required with an 80% level of confidence and a 5% margin of error, 
given the total population of about 2,500 specialists. The objective was 

TABLE 1 Artificial intelligence (AI) triage survey statements.

Agree Neutral Disagree

A. Use of artificial intelligence for triage purposes in emergency services during 

COVID-19 and similar pandemics (accurate diagnosis timing, fewer complications, 

etc.)

A1. It will be beneficial for the patient

A2. It will be beneficial for the 

emergency medicine physician.

B. In the event of misdiagnosis, incorrect treatment or lack of treatment, death, 

disability, or similar outcomes resulting from the use of artificial intelligence for 

triage purposes in emergency services during COVID-19 and similar pandemics.

B1. The responsibility should only 

be on the practitioner

B2. The responsibility should not only 

be on the practitioner, artificial 

intelligence and manufacturers can 

also be held accountable

B3. The responsibility should only 

be on the artificial intelligence 

manufacturers or programmers.

B4. The responsibility for 

complications occurring in 

applications varies depending on their 

nature

C. The artificial intelligence program processing and retaining patients’ data in its 

memory for the purpose of providing ‘better guidance’.

C1. It is a privacy violation in all 

circumstances

C2. Retaining patient data in ‘Deep 

Learning’ based applications poses an 

ethical concern.

C3. Retaining patient data in ‘Artificial 

Intelligence’ based systems raises 

ethical concerns

C4. As long as patient data is kept 

under anonymous records, it does not 

pose a problem

C5. The ethical dimension of storing 

patient data in artificial intelligence, 

deep learning, and similar systems 

during extraordinary periods like the 

COVID-19 pandemic can 

be overlooked.

D. In terms of not engaging in discrimination, Artificial intelligence systems;

D1. It will be as sensitive as humans, at 

the very least

D2. Artificial intelligence systems, 

when used for triage purposes, will 

pose a problem in terms of ‘non-

discrimination

E. If you believe there are additional ethical issues that may arise regarding the use 

of artificial intelligence for triage purposes in emergency services during COVID-19 

and similar pandemics, please provide your input
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TABLE 2 The analysis of the participants’ descriptive characteristics.

Variable Result

Age (Years) 38.32 ± 6.20

Gender (n, %)

Female 44 (26.4%)

Male 123 (77.6%)

Duration of experience as an emergency medicine specialist:

<5 y experience 66 (39.5%)

5–10 y experience 68 (40.7%)

>10y experience 33 (19.8%)

to collect responses from at least 170 participants to account for the 
possibility of data loss.

Statistical analysis

SPSS 16 was used for data analysis. Descriptive data were given as 
mean and standard deviation, and survey responses were given as 
frequency and percentage. T-test was used in the analysis of descriptive 
data. Categorical data were presented as counts and percentages and 
compared using Chi-square test or Fisher’s exact test as appropriate, 
with post-hoc Bonferroni adjustments to determine where the 
difference between groups originated. Statistical significance was 
accepted as p < 0.05.

Results

Our survey was completed by 171 individuals within the specified 
time frame. Although it was clear at the outset of the survey through 
our social media posts that the target of the survey was emergency 
medicine specialists, it was discovered that 4 participants were 
emergency medicine residents, and as a result, only 167 participants 
were taken into consideration for evaluation.

An overview of the survey results is shown in the Figure 1.
Participants were composed of 44 females to 123 males with an 

average age of 38.22 ± 6.79 years, and an average duration of 
professional experience of 6.79 ± 5.25 years (Table 2).

The responses to questions A1 and A2 were analyzed when 
evaluating the utility of using artificial intelligence for triage 
purposes in emergency services during COVID-19 and similar 
pandemics (such as accurate diagnosis time, fewer complications, 
etc.). 54.50% of participants believed it would be  beneficial for 
patients, and 70.06% believed it would be  beneficial for 
healthcare professionals.

In section B, participants were asked to assess the use of artificial 
intelligence in pandemics from the standpoint of responsibility and 
accountability. Only 12.57% of participants believed that all 
responsibility lies with emergency medicine specialists, while 
23.95% said that only artificial intelligence manufacturers and 
programmers should bear responsibility. The highest rate of 
agreement was found for the statement “The responsibility for 

complications occurring in applications varies depending on their 
nature” (79.04%). The majority, 63.47%, stated that both parties 
should be responsible. A demonstration of the answers given by the 
participants according to their agreement regarding responsibility is 
presented in Figure 2.

In section C, situations pertaining to the right to privacy and 
confidentiality were evaluated. 20.36% of participants stated that deep 
learning-based applications violate privacy, while 23.95% stated that 
AI-based applications violate privacy. 14.37% of respondents believed 
that these applications constitute a violation of privacy under all 
circumstances. Conversely, 61.68% of participants believed that there 
is no violation of privacy so long as the data is recorded anonymously. 
In addition, nearly half of the respondents (47.31%) agreed that the 
ethical aspect of storing patient data in artificial intelligence and 
similar systems could be disregarded during extraordinary events such 
as the COVID-19 pandemic.

In section D, opinions on the non-discrimination principle were 
evaluated. 70.66% of participants believe that AI-based systems would 
be  as sensitive to non-discrimination as humans. However, only 
13.37% of respondents agreed that artificial intelligence-based triage 
would violate the non-discrimination principle.

In section E, respondents were questioned about their perspectives 
on additional ethical issues not covered by the survey. Seven 
participants were concerned about how cultural differences might 
affect patient attitudes toward AI-based applications and their 
potential repercussions. In addition, one participant expressed 
concern about the elevated risk of incorrect positive/negative 

FIGURE 1

Demonstration of questionnaire results.
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diagnoses as a result of the difficulties vulnerable groups face in 
comprehending and expressing themselves.

With the exception of two questions (p < 0.005), the majority of 
the items’ responses did not demonstrate any discernible differences 
based on age, gender, or years of professional experience (Table 3). 
There was a significant gender difference in responses to the statement 
that the practitioner should bear sole responsibility for negative 
outcomes resulting from the use of artificial intelligence in triage 
(question B1). The proportion of women who disagreed with this 
statement was higher than that of men (86.3% vs. 53.6%, p < 0.001) 
(Table 4).

Another significant statistical finding was associated with question 
C2 of the survey, which addressed the ethical aspect of patient data 
storage in deep learning-based applications, specifically patient 
privacy. There was a higher rate of disagreement with this statement 
among emergency medicine specialists with over 10 years of 
experience compared to other experience duration groups (p = 0.040) 
(Table 4).

Discussion

According to our findings, the majority of emergency medicine 
specialists in Turkey believe that using AI-based systems for triage in 
emergency rooms during COVID-19 and other pandemics will benefit 
both patients and emergency physicians. In addition, participants 
believe that both the artificial intelligence and the emergency medicine 
professional should be held accountable for any problems caused by 
this application, with approximately 80% agreeing that, the 
responsibility for complications in AI applications varies depending 
on their nature. A smaller proportion of participants agreed that AI’s 
collection of personal information violates users’ privacy, and nearly 
half said that this issue might be overlooked in extreme circumstances 
such as a pandemic. In terms of “non-discrimination,” most 
participants believed that artificial intelligence would be  just as 
sensitive to this as humans, if not more so.

Triage is a critical process used in emergency medicine to 
effectively prioritize and manage the severity and urgency of patients’ 
healthcare needs. Triage is critical in quickly assessing and categorizing 
individuals based on the severity of their conditions and their chances 
of survival, especially during medical emergencies or disasters when 
a large influx of patients requires immediate medical attention. 
Medical resources can be allocated appropriately by efficiently triaging 
patients, ensuring that those in critical condition receive prompt care 
while optimizing the overall allocation of healthcare resources (1).

Triage becomes even more critical in the context of a pandemic, 
such as COVID-19, because the number of patients seeking medical 
care may exceed the available resources (2). During a pandemic, the 
triage process is critical for distinguishing between patients infected 
with the virus who require immediate medical attention and those 
who have mild symptoms that can be managed at home. This method 
ensures that resources, such as hospital beds, medical equipment, and 
healthcare personnel, are used as efficiently as possible (3).

Furthermore, during a pandemic, healthcare facilities may need 
to change their triage protocols in order to reduce the risk of infection 
transmission (4). Patients suspected or confirmed to have COVID-19, 
for example, may be  triaged separately from other patients, and 

FIGURE 2

Elicitation of participants’ perceptions regarding accountability for 
adverse outcomes arising from the utilization of artificial intelligence 
(AI). Percentages have been rounded to the nearest number.

TABLE 4 Assessment of descriptive items regarding questions/statements (only statistically significant items are presented in this table).

Question no Descriptives Agree
n (%)

Neutral
n (%)

Disagree
n (%)

p

B1 Female 1 (2.3%) 5 (11.3%) 38 (86.3%)* <0.001

Male 20 (16.2%) 37 (30%) 66 (53.6%)

C2 <5 y experience 17 (25.7%) 19 (28.8%) 30 (45.5%) 0.040

5–10 y experience 14 (20.6%) 27 (39.7%) 27 (39.7%)

>10y experience 3 (9%) 7 (21.2%) 23 (69.6%)*

No, number; Q, question; Values are presented as number (%). *Indicates the group leading to statistically significant difference.

TABLE 3 Assessing the relationship between participants’ demographic characteristics and their answers to questions and statistical results (p values).

A1 A2 B1 B2 B3 B4 C1 C2 C3 C4 C5 D1 D2

Age (Years) 0.192 0.130 0.173 0.718 0.765 0.397 0.555 0.344 0.635 0.574 0.633 0.150 0.818

Gender 0.924 0.159 <0.001 0.417 0.595 0.491 0.221 0.743 0.938 0.787 0.534 0.264 0.626

Duration of 

experience

0.606 0.822 0.683 0.469 0.510 0.876 0.134 0.040 0.278 0.167 0.951 0.451 0.775
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healthcare personnel may be required to wear personal protective 
equipment (PPE) to reduce their risk of exposure (6). These 
precautions are intended to protect both patients and healthcare 
workers while also slowing the spread of the virus.

Various technologies, such as telephone systems, digital scoring 
systems, deep learning, and AI-based systems, have been used for 
triage during pandemics (7–12). During the COVID-19 pandemic, AI 
programs have been recommended and implemented to improve 
patient, healthcare worker, and community safety. These AI systems 
consider descriptive data like age, gender, BMI, medical history, 
medications, contact history, and risk factors of patients who present 
to the emergency department. The AI systems generate an output by 
analyzing the patients’ current complaints, physical findings, 
laboratory tests, and radiological images. The analysis process employs 
technologies such as algorithms, machine learning, and artificial 
neural networks to determine probable diagnoses, urgency levels, and 
the severity of the patients’ conditions (13, 14). Subsequently, based 
on the outputs, patients can be directed to appropriate medical care 
units, hospitals, or facilities based on their level of urgency. 
Furthermore, these AI systems can aid in decision-making processes 
such as categorizing patients for home treatment, emergency 
department follow-up, or admission to a regular ward or intensive care 
unit (15–18).

The terms “deep learning” and “artificial intelligence” are 
frequently used interchangeably, but they are not the same (19). AI 
systems strive to imitate human learning models and demonstrate 
human-like intelligence. Deep learning, on the other hand, is 
concerned with discovering patterns and relationships in large 
datasets and making inferences. As a result, deep learning is only one 
technique in the larger field of AI. Deep learning, natural language 
processing, robotics, and other domains are all part of AI. While AI is 
used in a variety of fields, deep learning is used specifically for 
discovering and utilizing patterns and relationships in large datasets 
(20). Despite briefly mentioning the distinction between AI and deep 
learning in our survey, we generally preferred to use the term “AI” 
rather than separate the two terms. Although the use of AI in medicine 
appears to be  promising and beneficial, it is not without ethical 
concerns. These include, among other things, biases, a lack of 
transparency, privacy, accountability and responsibility, equity, 
depersonalization, and autonomy (21, 22). Although this survey could 
have been designed in a much more comprehensive manner, 
we  focused on the topics of beneficence responsibility and 
accountability, rights to privacy and confidentiality, and 
non-discrimination in our study. However, as the scope of survey 
studies grows and the time required to complete them grows, so does 
the participation rate. Furthermore, this is the first study to assess 
emergency medicine specialists’ perspectives on AI applications, and 
it should be viewed as a pilot ethical study focusing on a specific issue 
rather than a comprehensive ethical study.

Some expert opinions and survey studies have called into question 
the beneficence and ethical aspects of AI use in various medical fields 
(23, 24). However, there is currently no article that discusses the 
ethical implications of AI in the field of Emergency Medicine. 
Nonetheless, it is worth noting that studies on the ethical implications 
of AI use in many other areas of medicine have been published. 
Cobianchi et  al. examined the ethical dimension of AI usage in 
surgical sciences in their study (using a modified Delphi process) and 

concluded that “the main ethical issues that arise from applying AI to 
surgery, relate to human agency, accountability for errors, technical 
robustness, privacy and data governance, transparency, diversity, 
non-discrimination, and fairness” (22). There are numerous recent 
studies discussing the ethical dimensions of AI usage in many areas of 
medicine, including imaging, differential diagnosis, prediction 
models, and decision-making, and they generally raise similar ethical 
concerns (25–30).

Unlike previous studies, our research is not a consensus paper 
reporting expert opinions or a Delphi consensus paper to address 
experts’ ethical concerns. Instead, we  asked emergency medicine 
specialists who are currently or may be using AI for triage purposes 
during COVID-19 and similar pandemics about the ethical 
implications of its use. We chose to address the topics of beneficence, 
responsibility and accountability, privacy and confidentiality rights, 
and non-discrimination in our study, which focused on a single 
medical condition and a single purpose. We believe that, as a pilot 
study in the early stages of the AI era, our research will shed light on 
future applications. Aside from these, numerous ethical issues 
concerning various AI usage domains can be discussed (26).

Privacy rights and non-discrimination are prominent ethical 
debates in literature regarding AI. In medical ethics, the right to 
privacy includes not only bodily privacy but also that regarding health 
and personal life. As a result, individuals who are adequately informed 
have the right to decide how much of their information is shared (31). 
Within predetermined frameworks, a violation of an individual’s 
privacy rights may be deemed acceptable only when the benefits to the 
society or third parties outweigh the breach (32). While anonymizing 
individuals’ data before incorporating it into the system can alleviate 
some privacy concerns, the lack of transparency in how artificial 
intelligence processes data creates uncertainty about the extent to 
which individuals can exercise control over their own data (33). In our 
study, approximately 23% of participants saw retaining and subjecting 
data to repeated analysis within AI systems as an ethical issue, and a 
similar percentage saw deep learning-based systems as an ethical 
issue. Furthermore, 60% of participants believed that as long as the 
data was collected anonymously, it would not violate their privacy.

In our study, more than 70% of participants believed that AI 
would be as sensitive to non-discrimination as humans, while only 
13% saw AI usage as an ethical concern regarding discrimination. 
While there is widespread agreement in the literature that AI would 
be more fair than humans, there are also reservations about the extent 
to which AI can be fair. When data generated through discriminatory 
thinking is fed into the system, it has the potential to perpetuate 
discrimination. Furthermore, the opaque decision-making 
mechanism of AI, which is based on established algorithms, makes 
identifying instances of discrimination caused by AI difficult (34, 35).

Our study has some limitations. Firstly, because it is a content-
specific study conducted exclusively within the emergency medicine 
profession, the generalizability of our findings to a broader spectrum 
of healthcare practitioners may be  limited. Specifically, the age 
distribution of the participating physicians is relatively young, which 
could potentially introduce bias into our results. While including 
older emergency physicians could offer a different perspective, it is 
worth noting that although emergency medicine is not a new specialty 
in Turkey, the recent surge in the number of graduates in the field may 
have contributed to the predominance of younger specialists in our 
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study. This demographic trend, to some extent, reflects the current 
composition of emergency medicine professionals in the country and 
is a constraint beyond our control. Additionally, our survey 
concentrated on four specific ethical concerns chosen by the 
investigators, offering an in-depth exploration of these issues. 
However, conducting a more extensive survey, such as using the 
Delphi technique, might have provided a broader ethical perspective. 
Yet, the practical challenges of recruiting a larger participant pool 
could have arisen.

Conclusion

According to our findings, emergency medicine specialists in 
Turkey thought that using AI programs for triage in emergency 
departments during pandemics could be  beneficial, safe, and 
complication-reducing for patients and healthcare providers. 
Participants, however, expressed serious ethical concerns about the 
responsibility and accountability associated with using these systems 
for the stated purpose. Surprisingly, the majority of participants 
believed that ethical concerns about data storage and reuse could 
be overlooked. The perspectives of both the engineers and developers 
who create AI systems and the potential users, who are healthcare 
professionals, should be  gathered more thoroughly. To develop 
guidelines, these perspectives should be  combined with those of 
bioethics leaders.
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7 Department of Psychology, University of Bath, Bath, United Kingdom, 8 National Institute for Health 
Research Biomedical Research Centre, Faculty of Medicine, University of Southampton, Southampton, 
United Kingdom

Introduction: Machine-assisted topic analysis (MATA) uses artificial intelligence 
methods to help qualitative researchers analyze large datasets. This is useful 
for researchers to rapidly update healthcare interventions during changing 
healthcare contexts, such as a pandemic. We examined the potential to support 
healthcare interventions by comparing MATA with “human-only” thematic 
analysis techniques on the same dataset (1,472 user responses from a COVID-19 
behavioral intervention).

Methods: In MATA, an unsupervised topic-modeling approach identified latent 
topics in the text, from which researchers identified broad themes. In human-
only codebook analysis, researchers developed an initial codebook based on 
previous research that was applied to the dataset by the team, who met regularly 
to discuss and refine the codes. Formal triangulation using a “convergence coding 
matrix” compared findings between methods, categorizing them as “agreement”, 
“complementary”, “dissonant”, or “silent”.

Results: Human analysis took much longer than MATA (147.5 vs. 40  h). Both 
methods identified key themes about what users found helpful and unhelpful. 
Formal triangulation showed both sets of findings were highly similar. The formal 
triangulation showed high similarity between the findings. All MATA codes were 
classified as in agreement or complementary to the human themes. When findings 
differed slightly, this was due to human researcher interpretations or nuance from 
human-only analysis.

Discussion: Results produced by MATA were similar to human-only thematic 
analysis, with substantial time savings. For simple analyses that do not require 
an in-depth or subtle understanding of the data, MATA is a useful tool that can 
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support qualitative researchers to interpret and analyze large datasets quickly. 
This approach can support intervention development and implementation, such 
as enabling rapid optimization during public health emergencies.

KEYWORDS

public health, interventions, qualitative analysis, machine learning techniques, 
triangulation

1. Introduction

Qualitative research plays a vital role in public health, intervention 
development and implementation research by enabling researchers to 
develop an informed understanding of the attitudes, perceptions and 
contextual factors relevant to planning and delivering effective and 
acceptable health interventions (1, 2). However, most qualitative 
approaches (such as interviews, focus groups and observation studies) 
are resource intensive and time-consuming, requiring months or years 
to collect and analyze rich, in-depth data. Consequently, most 
qualitative approaches have traditionally been based on studies of 
relatively small, purposively selected samples (3). Whilst this kind of 
in-depth approach has enormous benefits in terms of generating 
nuanced insights for the purpose of theory-building, it is less suitable 
for some potential applications of qualitative methods. In particular, 
less resource intensive methods are needed in order to analyze the 
wealth of qualitative data that can be generated by automated online 
data collection (for example, of free text responses to population 
surveys). Whilst computational and automated approaches are 
commonly used in the field of epidemic modeling to monitor disease 
spread and adoption of preventative behaviors by members of the 
public [e.g., (4)], these methods do not provide sufficient insight into 
perceptions of preventative behaviors and individual decision-making 
processes that qualitative approaches offer.

Recent advances in technology have facilitated the automatic 
processing of text-based qualitative datasets, via natural language 
processing (NLP), a subfield of artificial intelligence. NLP algorithms 
can quickly produce “triaged” natural text outputs, that have the 
potential to substantially reduce the amount of text to be examined by 
research teams whilst remaining meaningful (5). NLP has been 
applied in several areas of healthcare research: extracting information 
from electronic healthcare records (6, 7), coding interview transcripts 
about male health needs (8), or early detection of depression in social 
networks (9). A direct comparison of an NLP approach which used 
lexicon-based clustering in WordNet with human-only qualitative 
analysis analyzed answers from 84 participants to short open-ended 
text message survey questions (10). They found that NLP generated 
similar findings although was not of as high quality, and could be used 
to in combination with human qualitative analysis to provide 
more detail.

Indeed, the importance of the input of experienced qualitative 
researchers to NLP-assisted qualitative data analysis must not 

be  overlooked. Findings by Guetterman et  al. (10) highlight how 
experienced qualitative researchers bring knowledge of contextual, 
theoretical, and sociocultural factors that cannot be  replicated by 
NLP-only approaches. Whilst previous studies show how NLP 
methods can be used to support deductive approaches where an a 
priori coding framework is in place (11), there is often a need to 
conduct “bottom-up” inductive and exploratory analyses where ideas 
are formed from the data itself, particularly when developing new 
public health interventions or adapting existing interventions to new 
situations or populations. Inductive qualitative analysis allows 
researchers to explore relevant issues and topics as guided by members 
of the relevant population, and generate new ideas in a data-driven 
way (12, 13). In this project, we therefore aimed to explore the use of 
a different specific NLP approach which integrates human and 
exploratory NLP analysis– which we have termed “Machine-Assisted 
Topic Analysis” (MATA) – to allow expert qualitative researchers to 
look at large, real-world datasets in a timely manner.

MATA assists qualitative researchers by summarizing major 
patterns in the text according to generative models of word counts – 
known as topic models (14). Topic models are able to automatically 
infer latent topics from text. This means the model assumes that the 
documents consist of a combination of underlying topics and can 
be  represented as such. Topic models allow for machine-assisted 
reading of text datasets through creating and extracting the main 
themes that underlie a corpus and mapping them onto the individual 
documents. They are particularly useful as tools to analyze large 
volumes of free-text responses to questions in a data-driven way, in 
order to summarize the main families of responses. The approach used 
in this study is based on an application of the Structural Topic Model 
(14, 15) in particular. The STM is a general framework for topic 
modeling that is differentiated from other topic modeling 
methodologies by its ability to enable researchers to include additional 
variables at the document level, such as the date a document was 
created or the demographics of the person who created it, as covariates 
in a topic model. This way the relationships of these variables to 
specific topics can be estimated and examined or used to run subgroup 
analyses. Those variables are further used to explain variance in topic 
prevalence, so affect the frequency with which a topic is discussed. As 
a result, their inclusion improves inference and qualitative 
interpretability and also affects the topical content (14). Structural 
topic models are able to identify patterns, and qualitative researchers 
can then use the output to extract meaning, interpret and summarize 
the topics.

Within the context of COVID-19, several NLP researchers have 
identified NLP as a potentially effective tool for rapid analysis of large-
scale text-based datasets in order to meet the rapidly shifting public 
health needs during a pandemic (11, 16, 17). For example, NLP 

Abbreviations: AI, Artificial intelligence; IPA, Interpretative phenomenological 

analysis; MATA, Machine-assisted topic analysis; NLP, Natural language processing; 

PBA, Person based approach; STM, Structural topic model; TA, Thematic analysis.
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approaches could allow the rapid analysis of views and experiences of 
public health interventions (such as infection tracking tools, or public 
health messaging services) via survey response, allowing teams to 
improve interventions in real-time as issues arise – which can be vital 
given the rapidly changing context of a worldwide pandemic (3, 18). 
However, previous comparisons between exploratory NLP methods 
and human-only qualitative analyses have mostly been conducted on 
relatively small sample sizes (8, 10). Therefore, there is a need to assess 
how NLP methods can inductively analyze large datasets for studies 
with exploratory aims. One such study using a large dataset 
demonstrated that supervised machine learning approaches could 
effectively complement human hand-coding (19). The current study 
builds on Nelson’s work by attempting to demonstrate how NLP 
methods can be applied to ‘real world’ participant data in a rapid-
response situation, providing further evidence for the validity and 
utility of the method.

Germ Defence is a digital behavior change intervention that aims 
to improve infection control behaviors during the COVID-19 
pandemic (20). In order to remain as effective as possible, Germ 
Defence was iteratively updated throughout the pandemic, as health 
guidelines and contextual factors (e.g., virus prevalence, vaccine 
uptake) changed (18). During the intervention, some website users 
provided feedback about the content and design, and we used this data 
to perform separate qualitative analyses using MATA and human-only 
analysis. We aimed to explore similarities and differences between 
findings of the two methods, and to compare the person-hours 
required to conduct each form of analysis, in order to assess the 
potential value and trustworthiness of MATA for large-scale public 
health intervention evaluation and optimization.

2. Methods

2.1. Participants

Inclusion criteria were users of the Germ Defence website who 
were over the age of 18 and able to give informed consent. Between 
18th November 2020 until 3rd January 2021, a total of 2,175 people 
consented to the survey, 1,472 of which responded to at least one 
open-ended question. During this time, a second national lockdown 
was in place in the UK, which was replaced by the reintroduction of 
the tiered system on 2nd December 2020. Data collection ended prior 
to the third national lockdown on 6th January 2021. Table 1 shows the 
demographic characteristics of the sample.

2.2. Measures

To gather demographic data, closed questions were asked 
pertaining to age, sex, ethnicity, education, household size, whether 
the user or someone else in the household is at increased risk of severe 
illness if they caught COVID, and whether there could be a current 
COVID case within the household (experiencing symptoms or 
contact with confirmed case). Feedback was collected as free-text 
responses to two questions: “What was helpful about the information 
on the Germ Defence website?” and “What did you not find helpful 
about the information on the Germ Defence website?” Responses to 
these questions provide a rich dataset of recommendations that can 

TABLE 1 Demographic characteristics of the sample (N  =  1,472).

Demographics N %

Who do you live with

Alone 304 20.7

With children under 16 176 12.0

With family all over 16 889 60.4

With people not related to me 73 5.0

Blank 30 2.0

Increased risk of severe illness (self or household member)

Yes 861 58.5

No 535 36.3

Blank 76 5.2

Possibility of current COVID-19 infection (self or household member)

Yes 69 4.7

No 1,335 90.7

Blank 68 4.6

Age

18–25 10 0.7

26–40 76 5.2

41–60 524 35.6

61–70 471 32.0

70+ 324 22.0

Blank 67 4.5

Sex

Female 972 66.0

Male 423 28.7

Other or prefer to self-describe 4 0.3

Prefer not to say 3 0.2

Blank 70 4.8

Ethnicity

White 1,331 90.4

Black African 2 0.1

Black Caribbean 5 0.3

Black (other) 2 0.1

Indian 9 0.6

Pakistani 4 0.3

Bangladeshi 1 0.1

Chinese/Southeast Asian 6 0.4

Asian (other) 6 0.4

Other 28 1.9

Prefer not to say 8 0.5

Blank 70 4.8

Education

Before finishing school 33 2.2

After finishing school 643 43.7

After finishing university 353 24.0

After postgraduate studies 280 19.0

Blank 163 11.1

Participants who selected “Other” categories for ethnicity were able to give an additional open-text 
response. Most who selected this category were from mixed backgrounds, but some specified 
themselves as, for example, White Armenian, Turkish/Cypriot, or Nepalese etc.
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be used to improve the website and guidance provided. The goal of 
this data collection and analysis was to investigate perceptions of the 
Germ Defence website, with particular attention to the acceptability 
of the intervention and the advice it provides.

2.3. Procedure

After they had completed at least one of the two main sections of 
the intervention (handwashing or reducing illness), visitors to the 
Germ Defence website received a pop-up asking if they might 
be  interested in taking a survey to help improve the website. The 
invitation was presented as seeking information on users’ views on 
protecting themselves from Coronavirus, and their thoughts on the 
Germ Defence website. Users could then follow a link to the study 
information sheet, consent form, and the online questionnaire hosted 
on Qualtrics. Ethical approval was granted by the University of 
Southampton Psychology Ethics Committee (ID: 56445).

2.4. Data analysis

We analyzed the data in two ways; human-only qualitative analysis 
and MATA.

2.4.1. Human-only qualitative analysis
The human-only analysis was conducted using a codebook 

thematic analysis (TA) approach using template analysis techniques 
(21–23) whereby the coding template was applied to the data 
deductively by several coders, and the unit of analysis was free-text 
participant response. The coding team was made up of an experienced 
qualitative researcher and lecturer at the University of Southampton 
(LT), and a group of 6 voluntary research assistants (VRAs) made up 
of both undergraduate and postgraduate Psychology students at the 
Universities of Southampton and Bath.

The initial codebook had been developed through the researchers’ 
(LT) contextual knowledge, involvement in collating feedback for the 
person-based approach (PBA) development of the Germ Defence 
intervention, and derived from smaller-scale survey data and formal 

TA of qualitative interviews with website users (24). Inductive coding 
was also implemented by the coders where relevant data did not 
currently fit with existing codes. Any proposed additional inductive 
codes identified during coding were discussed with the group as soon 
as possible, so that each coder could keep it in mind for their own 
coding. However, as the process went on, many of these inductive 
codes were deemed too thin to remain as standalone codes (for 
example, “environmental concerns over waste, e.g., disposable masks” 
or “it’s too cold to ventilate”), and so they were merged together or 
with existing codes. As a result, some of the deductive codes evolved 
into broader, higher-level codes throughout the process than their 
original form. This process was done by discussion and interpretation 
of the code meaning by the team. Any disagreements between the 
team members throughout this process was resolved by discussion 
until agreement was reached.

LT then interpreted the shared meaning of the codes within the 
final framework and created the themes, which were discussed with 
the team. See Table 2 for further information on how the codebook 
was developed, and the procedures used in the human analysis. In 
the MATA, template analysis techniques were also used to analyze 
the topics generated by the STM, with each topic being the unit 
of analysis.

2.4.2. Machine-assisted topic analysis
Structured data, such as date, age, sex, education level and 

ethnicity, were also collected and included in the models as covariates.

2.4.2.1. Preparation
We pre-processed the data using R (version 3.5.2), and cleaned the 

free text responses using base R functions, the quanteda [version 2.0.1; 
(25)] and STM [version 1.3.3; (14)] packages. We deleted observations 
with missing values and duplicate data. The free-text responses were 
converted into token units using the quanteda package, after 
punctuation, symbols and numbers were removed. In this instance the 
tokens were individual words. Data pre-processing was completed by 
deleting stop words and stemming the tokens. Stemming is the process 
of reducing words to their root. This acts as a normalization of text 
data and helps reduce the size of the dictionary which speeds 
up processing.

TABLE 2 Human-only analysis procedure and person-hours.

Procedure Hours (total 
person-hours)

Preparation Each of the 7 coders were assigned ~210 participants, whose responses were transferred to the NVivo software package. LT 

set up the initial coding template based on a codebook developed and validated during previous analyses of Germ Defence 

data (24), previous survey data gathered from website users, and some initial data familiarization.

Six VRAs were trained by LT in qualitative coding and using NVivo. This involved giving the VRAs an overview of the 

qualitative process and its aims, the coding process and the meaning of inductive and deductive coding, and previous 

qualitative analyses from the Germ Defence project.

25

Coding Analyzed using a codebook TA approach, template analysis (23). The data were coded deductively onto the thematic 

codebook, though some inductive codes were integrated into the codebook upon discussion with the team.

95 (13.6 h per coder)

Validity checks The first 50 survey respondents allocated to each trainee coder (23.81% of average total respondents per coder) were cross-

checked, and any discrepancies were discussed in subgroups until agreement was reached, under supervision of LT.

14

Interpretation LT interpreted the findings and created themes from the coding and discussed with the team. LT presented the results to 

the wider team, and made any adjustments based on discussion with the coders and wider team.

13.5

Total person hours 147.5
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2.4.2.2. Coding and validity checks
As a topic modeling method, we implemented the Structural 

Topic Model (15). Prior to running the models we ran diagnostics 
to identify the optimal number of topics, according to both the 
relevant metrics and the aims of the analysis, focusing on the 
trade-off between semantic coherence and exclusivity [see (15) for 
a discussion on this method of evaluation]. We tested models with 
5–40 topics and differing covariates in terms of semantic coherence 
score (see (26)), residuals and interpretability by human coders (see 
Supplementary material 1), separately for each question.  Upon 
visually examining the plots in Supplementary material 2, 
we identified a Structural Topic Model with 25 topics to be optimal 
for addressing question A, “What was helpful about the information 
on the Germ Defence website?” whereas 15 topics were deemed to 
be  optimal for addressing question B, “What did you  not find 
helpful about the information on the Germ Defence website?” In 
both cases date, age, gender, ethnicity, and level of education were 
included as covariates. The model automated the equivalent of 
the coding stage of the analysis by assigning a number of labels to 
each document, by way of mapping them to topics. The code 
used  for  data preparation and modeling is publicly available in 
the  figshare repository: https://figshare.com/articles/dataset/
Germ_Defence_-_Machine_Assisted_Topic_Analysis/19514305.

2.4.2.3 Interpretation: qualitative analysis of 
machine-generated data by trained, supervised coders

The outputs examined consisted of two main elements; the 10 
most representative quotes for each topic and two lists of weighted 
words that constitute the topic. Different types of word weightings 
were generated with each topic where the following two types 
were analyzed in subsequent qualitative analysis: (1) Highest Prob 
(words within each topic with the highest probability) and (2) 
FREX (words that are both frequent and exclusive, identifying 
words that distinguish topics). Examples of outputs generated are 
presented in Supplementary material 3.

In order to analyze the model’s output systematically we analyzed 
it in two stages. In Stage 1, two researchers interpreted the output and 
agreed upon narrative labels for the topics (henceforth, MATA codes). 
In the first part of Stage 1 the analysis was blinded. In the second part 
the two researchers resolved any disagreements in the interpretation 
through discussion and agreed in the final topic labels. In Stage 2, the 
researchers analyzed the topics generated by the text analysis and 
created broader themes. Table 3 provides a breakdown of the steps of 
the MATA process, along with the person-hours that were spent on 
each step.

2.4.3. Triangulation
We conducted a formal triangulation in order to compare the 

results from both approaches. Specifically, we  performed a 
methodological and investigator triangulation, as the results from two 
different analytical approaches performed by two different analysts 
were compared (27). Two research teams independently analyzed the 
Germ Defence data using the two methods described in the previous 
sections (MATA and human-only TA). A “convergence coding 
matrix” (28, 29) was created, and two researchers from these separate 
teams (LT and PB) independently triangulated the findings from both 
analyses. The codes were then compared with each other and 
categorized as either; agreement, complementarity, dissonance, or 
silence (28, 29). Agreement represented conceptual convergence 
between the analyses, and complementarity referred to a shared 
meaning or essence between the findings, but some unique nuances 
were present. Dissonance represented disagreement between the 
coding, and silence referred to a finding which was present in only one 
of the analyses. As such, codes were not considered dissonant with 
each other when they only represented difference of opinion within 
the sample, and not between the coding from the two methodologies. 
For example, the code ‘clear and simple’ from the human analysis was 
not considered dissonant with ‘wordy and repetitive’ from the MATA 
because alternative codes were present which agreed, such as 
‘information was clear, concise, and easy to understand.’ The two 
analysts then compared and discussed their decisions and reached 
consensus on the findings.

3. Results

3.1. Person hours

The human qualitative analysis required significantly higher 
person hours to complete than the MATA (147.5 vs. 40). The only 
stage which less time in the human analysis than the MATA was the 
final interpretation stage, likely due to the familiarity with the data 
gained by coding the data “by hand” and the pre-existing coding 
template. In the MATA approach, the inference of the topics and the 
classification component of the analysis was conducted by the 
machine learning model. In this case, the final interpretation phase 
consisted of the two stages of generating narrative descriptions of 
the produced topics and following the process of thematic analysis. 
This was the first time the human coders came into contact with the 
data and thus this step was the most time-consuming one in 
the MATA.

TABLE 3 Machine-assisted topic analysis approach and person-hours.

Procedure Hours

Preparation Data cleaning and conversion of data to STM format 8

Coding
The structural topic model is run. The model infers the topics from the corpus of text and maps them back to individual response 

extracts, which are now automatically grouped into their assigned topics and represented as a distribution of them.
0

Validity checks Diagnostic analysis and evaluation is conducted of models with 5–40 topics 4

Interpretation

Two coders interpret and apply narrative labels (codes) to the topics (stage 1). This procedure is conducted independently and blindly 

by the two coders to ensure accuracy and validity. The coders then create broader themes in collaboration through the process of 

thematic analysis to generate the final template (stage 2)

28 (9 h per 

coder)

Total person hours 40

95
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3.2. Primary data analysis

The MATA results were centered on what users found helpful 
and unhelpful about the Germ Defence website. The themes 
representing what users found helpful were: 1. Clear and easy to 
understand, 2. Provision of new information and reminders, 3. 
Confirming and Reinforcing. The themes representing what users 
found unhelpful were: 1. Repetitive, simplistic, wordy, patronizing, 2. 
Lack of tailoring, 3. Various issues relating to usability, content and 
specific features. For the human analysis, we found 3 main themes: 
(1) layout and language style, (2) confidence in how to perform the 
behaviors, and (3) reducing all or nothing thinking. These themes, and 
how they relate to each other, are presented in section 3.3 
Triangulation. As the current study is concerned with the results of 
the triangulation between the two methods, further information on 
the results of the separate primary analyses can be  found  
in Supplementary materials 4, 5.

3.2.1. Machine-assisted topic analysis process: 
inclusion of topics

3.2.1.1. What was helpful about the information on the 
germ defence website?

Of 25 topics analyzed qualitatively, 22 topics were included in the 
analysis as they provided substantial insights as expressed by the users’ 
feedback1. See Supplementary material 5 for a ranking of the machine-
generated topics in terms of prevalence in the corpus for question A.

3.2.1.2. What did you not find helpful about the 
information on the germ defence website?

Of 15 topics analyzed qualitatively, 13 topics were included in the 
analysis as they provided substantial insights as expressed by the users’ 
feedback2. See Supplementary material 5 for a ranking of the machine-
generated topics in terms of prevalence in the corpus for question B.

The MATA codes from both corpora were grouped into major 
themes representing what users found helpful/unhelpful with the 
Germ Defence intervention (Figures 1, 2).

3.3. Triangulation

The codes generated from each form of analysis were categorized 
as either in agreement, or complementary to each other. We found no 
instances of dissonance or silence within the coding from the two 
methods. Table 4 presents the full results of the triangulation.

1 The rationale for exclusion of 3 topics from the analysis was:

Topic 4 was deemed incoherent

Topic 11 was described as “Nothing was helpful/Learned nothing new” and 

hence did not provide a substantial answer to the qualitative question

Topic 23 included mixed issues that were already represented in other themes.

2 The rationale for exclusion of 2 topics from the analysis was:

Topic 13 was deemed incoherent

Topic 15 was described as “Nothing was unhelpful/nothing to dislike” and 

hence did not provide a substantial answer to the qualitative question.

3.3.1. Instances of agreement
There was a high level of agreement between the findings of the 

human and MATA analyses, particularly for the themes: layout and 
language style and confidence in how to perform the behaviors. All of 
the codes which made up the layout and language style theme from 
the human analysis were classified as in agreement with the related 
codes identified in the MATA. Both methods agreed that Germ 
Defence users found the website clear to use and easy to understand, 
but there were a few areas requiring improvement. For example, some 
users felt that the website did not appear “slick” or sophisticated 
enough, and that the simple language appeared patronizing to some. 
Some examples of codes classified as in agreement were: “clear and 
simple” versus “information was clear, concise and easy to understand”, 
and too “simplistic/patronizing” versus “did not provide any new 
information beyond what is already known and is patronizing”.

We also found many instances of agreement between the methods 
for two of the three codes which made up the theme confidence in how 
to perform the behaviors from the human-only analysis. Both methods 
agreed that many of the participants felt that the website provided 
important reminders and reinforcement of the recommended 
behaviors. For example, for those who were already highly adherent 
to the behaviors, the website provided assurance that they were doing 
the right thing and encouragement to continue. For those who 
experienced difficulty performing the behaviors, the website provided 
practical guidance and “real-world” examples of how the infection 
control behaviors could be integrated into users’ daily routines. An 
example of codes classified as in agreement is “clear practical advice 
and troubleshooting is helpful” from the human-only analysis versus 
“helpful information users had not thought of before; the case studies 
were helpful” from the MATA.

Finally, two of the four codes contained within the reducing all or 
nothing thinking theme agreed with codes generated from the 
MATA. The majority of the agreement here came from finding that 
some of the behaviors may be more difficult to integrate, particularly 
for families with young children. Some participants felt that Germ 
Defence could appear too proscriptive, and placed emphasis on the 
need to balance the behaviors according to what was deemed practical 
and necessary for the family to perform to reduce risk. For example, 
the ‘some behaviors are very challenging in certain situations’ code 
from the human-only analysis was classified as in agreement with 
‘guidance and questions lack consideration for practicalities within 
families, especially families with young children’ from the MATA.

3.3.2. Instances of complementarity
The remaining relationships between the findings of the two 

methods were judged as complementary and there were no instances 
of dissonance or silence. Only the theme reducing all or nothing 
thinking contained more codes deemed as complementary than in 
agreement. Both methods found that users placed emphasis on the 
need to act according to risk level, and that some of the suggested 
behaviors could be unrealistic in certain households and/or situations. 
However, the human analysis placed greater emphasis on the potential 
mental load of integrating the behaviors, and participants’ 
interpretations of the viral load messages. The viral load messages 
encouraged some participants by helping them to understand that 
even small changes (such as implementing some of the behaviors 
wherever possible and practical, or that they might tailor their 
behaviors according to risk) can be effective for reducing their risk of 
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catching COVID and/or illness severity. In contrast, believing that 
they must perform all behaviors perfectly to avoid virus transmission 
left some participants feeling defeated. The MATA codes did not 
wholly reflect these interpretations, and so “understanding that small 
changes matter is motivating” from the human-only analysis was 
classed as complementary to codes such as: “information on how the 
virus lives and spreads, along with explanation of the link between 
amount of viral exposure and severity of illness” from the MATA.

4. Discussion

We aimed to explore the potential value of machine learning 
analysis techniques to analyze large-scale datasets by conducting a 
comparison between MATA and traditional thematic codebook 
analysis using a template approach conducted by humans. 
We  triangulated the results of both forms of analysis in order to 
highlight the similarities and differences between the two methods, 
and we  compared them by the person-hours needed to complete 
the analyses.

In regard to the primary data, both analyses found that online 
public health interventions should be clear and concise. For our 
participants, a slick and professional appearance conveys 

trustworthiness, and many felt that a website should 
be uncomplicated and accessible. However, others felt that it seemed 
overly simplistic and patronizing, indicating a need for striking 
balance when designing interventions targeted to a wide audience. 
Rather than simply stating the recommended behaviors, our 
participants highlighted the importance of practical information 
and real-life examples which aim to help website users envision how 
the behaviors can be implemented in their own homes. Having the 
efficacy of the behaviors confirmed by those perceived to be experts 
empowered participants to act, and reinforced participants’ 
confidence in their ability to protect themselves and those around 
them. Finally, our participants indicated that public health 
interventions should recognize that some of the recommended 
behaviors can be  very challenging in certain situations, and 
attempting to adhere to all behaviors at all times may not be feasible 
for many households. Many participants indicated that they would 
act according to their risk level, and felt that information which 
appeared overly restrictive and inflexible can leave participants 
feeling defeated and demotivated. On the other hand, messages 
which emphasized the concept of viral load helped many 
participants to understand that making even small changes were 
worthwhile for reducing viral exposure, and understanding risk 
reduction as cumulative – rather than absolute – was motivating.

FIGURE 1

What was helpful about the information on the Germ Defence website? Summary of the topics (generated by the model, described by human) and the 
major themes (generated by human).
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As a result of the triangulation between the two methodologies, 
we found that the results were very similar, with all codes developed 
from the MATA classified as in agreement or complementary to the 
codes developed from the human-only analysis. Where the findings 
were classified as complementary, this was typically due to slightly 
differing interpretations or nuance which are likely to be due to the 
human input to the analyses. For example, the investigator leading the 
human-only analysis (LT) had analyzed previous Germ Defence data, 
whereas the MATA team had not. It is therefore likely that LT made 
interpretations based on knowledge gained from previous analyses of 
Germ Defence data. This particularly seems to be the case for the 
codes within the reducing all or nothing thinking theme, which were 
more prominent and developed in the human-only analysis by the 
Germ Defence team. These concepts were salient to the Germ Defence 
developers because Germ Defence sought to overcome fatalism about 
infection transmission. Therefore, some of these differences were 
likely due to investigator difference, and not methodological 
difference. That said, the codes from the human-analysis were 
generally more interpretive than the MATA codes. This is different 
from the findings from another study which compared human 
analysis with a different NLP approach. Guetterman et al. (10) found 
that whilst human-only analysis was of higher quality than NLP-only 
analysis, a combined approach added further conceptual detail and 

further conclusions than human-only analysis. We did not find this to 
be the case in the current study, rather, we found that human-only 
methods yielded similar results to a human-assisted NLP approach.

One potential consideration is that punctuation is removed for the 
MATA as only words, rather than phrases or sentences, are used as 
tokens. Due to the purpose of punctuation being to convey and clarify 
meaning, emphasis, and tone within text, the human coders may have 
been able to understand nuances within the responses during the early 
stages of analysis that could have been missed or misattributed by the 
AI. However, the role that humans play in understanding and 
interpreting the output of the MATA means that any potential missed 
meaning should be minimal. Similarly, the topics produced by STM 
can sometimes be incoherent, or involve multiple seemingly unrelated 
themes. This would be a major issue if the goal of this method was to 
conduct an exhaustive and in-depth qualitative analysis of the corpus. 
However, since the goal of this analysis, and the use case for MATA in 
general, was to rapidly extract headline insights, this limitation can 
be mostly overlooked. Nevertheless, researchers should be mindful of 
these potential issues when they come to interpret the output of the AI.

Due to these considerations, MATA could potentially be seen 
as a less interpretive method than human-only analysis that is 
suitable for more descriptive studies of large datasets. Indeed, the 
concept of information power recommends larger samples for 

FIGURE 2

What did you not find helpful about the information on the Germ Defence website? Summary of the topics (generated by the model, described by 
human) and the major themes (generated by human).
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studies with broader, atheoretical, more exploratory aims (30). In 
order to complete the human-only analysis of a sample of this size, 
a codebook was created based on previous Germ Defence research, 
and six research assistants needed to be  trained in qualitative 
analysis. It would not have been feasible to conduct a purely 
inductive thematic analysis using a large number of coders due to 
differences in how individuals would interpret and label the data. 
Other methods of coding large-scale data, such as crowdsourcing 
though Amazon Mechanical Turk, have been shown to be successful 
when coding deductively into pre-determined categories (31–33). 
However, in the absence of these categories, such as in more 
inductive approaches or studies with more exploratory aims, there 
have previously been few options available to researchers other than 
to perform human analyses on limited sample sizes. Approaches 
such as MATA could be a valuable tool for enabling large-scale 
sampling for these types of studies.

In the rapidly evolving landscape of artificial intelligence, the 
emergence and application of Large Language Models (LLMs) like 
Chat-GPT in qualitative data analysis needs to be considered as a 
viable alternative approach. Mellon et  al. (34) demonstrated how 
LLMs can accurately replicate human coding of large-scale data when 
classifying the most important perceived issues in the 
United  Kingdom, such as health and education. However, whilst 
LLMs offer scalability and efficiency, it is possible that they could 
inadvertently introduce biases or miss nuanced interpretations if 
applied uncritically (35), and researchers must ensure they manually 
validate the output to verify accuracy and quality. Furthermore, 
Mellon et al. (34) highlight that it is currently unknown whether LLMs 
can code the sentiment of open-text data, or whether they are capable 
of coding the data as well as producing a coding scheme in the way 
that STM does. It is possible that current and future iterations of 
Chat-GPT could have these capabilities, but further research is 
required. The current study demonstrates how a MATA approach can 

integrate qualitative researcher oversight to ensure sentiment 
is captured.

Therefore, MATA offers researchers a less resource intensive and 
time-consuming approach to conducting broader exploratory studies 
within large, nationally representative samples, whilst still ensuring 
human oversight in the process to accurately capture meaning and 
sentiment. It could be used to augment approaches which tend to 
adopt more descriptive aims such as codebook TA, coding reliability 
TA, and content analysis. For analyses such as reflexive TA or 
interpretative phenomenological analysis (IPA) where researchers 
wish to engage with the data on a richly interpretive level, and the 
researchers’ knowledge of the subject matter is considered an 
important analytic lens, we would not currently consider MATA an 
appropriate approach based on the current findings.

4.1. Strengths and limitations

The decision to triangulate human qualitative analysis of Germ 
Defence data with machine learning analysis was made post hoc, and 
as such, both teams worked and made analytical decisions 
independently from each other. Whilst this could be  seen as a 
limitation of the current study, we  believe that the high level of 
agreement and complementarity between the two analyses 
demonstrate the trustworthiness of using machine learning 
techniques to analyze large-scale datasets. Despite the independence 
of the two teams, the MATA was still able to generate findings very 
similar to the human analysis. As discussed above, machine learning 
techniques may be  best suited to more descriptive qualitative 
analyses, and so it is likely that the results were consistent due to the 
descriptive aims of the human analysis and the similarity between 
the results would likely not have been as great if compared with a 
more interpretive analysis.

TABLE 4 Results of the triangulation between the human-only analysis and the MATA.

Human-only themes Human-only codes Triangulation with MATA codes

Agreement Complementary

Layout and language style Clear and simple A1, A3, A5, A22

Not enough information B9, B11, B14

Not streamlined or sophisticated B5, B2, B6, B8

Too repetitive B3, B5, B10

Too simplistic/patronizing B3, B5, B11, B14

Confidence in how to perform 

the behaviors
Clear practical advice and troubleshooting is helpful

A2, A6, A9, A10, A12, A13, 

A20, A24, A7, A21, A14, 

A18

B12, B9

Feeling informed and reinforced by reliable sources is empowering
A12, A13, A16, A20, A7, 

A14, A25, A19, A17
A15

Inconsistencies undermine confidence A20, A17

Reducing all or nothing 

thinking
Trying to perform all the behaviors is exhausting B12, B6

Understanding that small changes matter is motivating A8, A21, A19

We should act according to risk B1 A16, A19

Some behaviors are very challenging in certain situations B12, B1, B4, B6, B8 B9
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The sample of participants in the current study was largely 
homogenous. The majority of participants were white, midlife or 
older, and at higher risk of severe illness from COVID-19. We are 
therefore unable to draw conclusions from the current study as to the 
utility of MATA and NLP methodology for the analysis of more 
diverse, nationally representative samples. Further research is needed 
to assess how NLP techniques handle more diverse datasets.

4.2. Conclusion

For studies with more descriptive aims, MATA is a trustworthy 
and potentially valuable tool to assist researchers analyse large-scale 
open text data. Previously, qualitative approaches have been limited to 
small sample sizes by its time-consuming nature. By triangulating the 
results from a traditional human-only thematic analysis with those 
from MATA, we have shown that both methods generate comparable 
findings, whilst MATA has the benefit of being less resource and time 
intensive. MATA could therefore be  used to automate the early 
familiarization and coding process of more descriptive and less 
interpretive methods such as codebook analysis or content analysis, 
especially when the goal is to rapidly extract key topics or concepts 
from the data for use in a public health emergency. This study 
contributes to an emerging body of literature into the potential utility 
of machine learning techniques for use in large-scale qualitative 
research (5, 8–11).
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Background: To effectively combat the rising incidence of syphilis, the Brazilian 
Ministry of Health (MoH) created a National Rapid Response to Syphilis with 
actions aimed at bolstering epidemiological surveillance of acquired, congenital 
syphilis, and syphilis during pregnancy complemented with communication 
activities to raise population awareness and to increase uptake of testing that 
targeted mass media outlets from November 2018 to March 2019 throughout 
Brazil, and mainly areas with high rates of syphilis. This study analyzes the volume 
and quality of online news content on syphilis in Brazil between 2015 and 2019 
and examines its effect on testing.

Methods: The collection and processing of online news were automated by means 
of a proprietary digital health ecosystem established for the study. We applied text 
data mining techniques to online news to extract patterns from categories of text. 
The presence and combination of such categories in collected texts determined 
the quality of news that were analyzed to classify them as high-, medium-and 
low-quality news. We examined the correlation between the quality of news and 
the volume of syphilis testing using Spearman’s Rank Correlation Coefficient.

Results: 1,049 web pages were collected using a Google Search API, of which 
630 were categorized as earned media. We  observed a steady increase in the 
number of news on syphilis in 2015 (n  =  18), 2016 (n  =  26), and 2017 (n  =  42), with 
a substantial rise in the number of news in 2018 (n  =  107) and 2019 (n  =  437), 
although the relative proportion of high-quality news remained consistently high 
(77.6 and 70.5% respectively) and in line with similar years. We found a correlation 
between news quality and syphilis testing performed in primary health care 
with an increase of 82.32, 78.13, and 73.20%, respectively, in the three types of 
treponemal tests used to confirm an infection.
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Conclusion: Effective communication strategies that lead to dissemination of 
high quality of information are important to increase uptake of public health 
policy actions.

KEYWORDS

communication, mass media, data mining, text extraction, public health, notifiable 
disease, syphilis

1. Introduction

Syphilis is a major public health problem in Brazil, an upper-
middle income country with a unified health system and universal 
health coverage (1). Figure 1 shows the evolution of syphilis rates from 
2010 to 2019. During this period, the incidence rate of congenital 
syphilis reached, in 2018, 9.0 cases per 1,000 live births, decreasing to 
8.2 cases per 1,000 live births in 2019. The detection rate of syphilis in 
pregnant women reached 21.5 cases per 1,000 live births in 2018, and 
in 2019 it decreased to 20.8 per 1,000 live births. Acquired syphilis, 
listed as a notifiable disease in 2010, reached 76.2 cases per 100,000 
population in 2018, but reduced to 72.8 cases per 100,000 population 
in 2019 (2).

In 2016, the Brazilian Ministry of Health (MoH) declared 
syphilis, a sexually transmitted infection, a public health emergency 
in Brazil and created a national initiative, “Applied Research for 
Intelligent Integration to Strengthen Healthcare Networks for a Rapid 
Response to Syphilis” — also known as the “Syphilis No!” Project 
(SNP) – to combat syphilis. The Laboratory for Technological 
Innovation in Health (LAIS) partnered with the MoH and Federal 
University of Rio Grande do Norte (UFRN) to implement the Syphilis 
No! Project.

The Syphilis No! Project comprised academic and medical research, 
as well as educational and health communication activities consisting of 
corporate and digital communication, advertising, and public relations. 
Panel 1 describes the core components of the Syphilis No! Project.

Panel 1 – Syphilis No! Project

The Syphilis No! Project is a national rapid response strategy to syphilis of the National Health System of Brazil (SUS). The Project is primary health care-oriented and aims to promote collaborative actions 

between surveillance and care in the territory under an interfederative perspective of technical cooperation in health. Syphilis No! operationalization:

 1. Line 1 – Actions of universal scope:

 • Purchase and distribution of crystalline and benzathine penicillin;

 • Purchase and distribution of rapid syphilis tests;

 • Strengthening of laboratory structure for diagnosis;

 • Instrumentation of situation rooms in all Brazilian districts and in the Federal District;

 • Implementation of national prevention campaigns;

 • Development of education and communication tools to be made available to all municipalities;

 • Dissemination of strategic information to municipal and district managers to support decision-making;

 • Development of studies and research aimed at coping with syphilis.

 2. Line 2 – Actions developed mainly by Research and Intervention Supporters on priority areas selected by epidemiological criteria (capitals and strategic municipalities, a total of 100, that in 2015 

represented 68.95% of congenital syphilis burden of disease in Brazil) (3).

 • Interfederative technical cooperation for implementation of committees (municipal/regional) to investigate mother-to-child transmission of syphilis;

 • Cooperation to evaluate actions to confront Syphilis in the municipal and district plans, health programs and management reports of the priority districts and municipalities;

 • Interfederative technical cooperation for implementation of syphilis epidemiological surveillance rooms at the municipal level;

 • Interfederative technical cooperation to strengthen the health care network and different spaces of care provision for implementation of syphilis care lines (syphilis in pregnant women and sexual 

partners, children exposed to maternal syphilis, and acquired syphilis), also with intervention in key populations (sex workers, gay persons and men who have sex with men, transgender people);

 • Interfederative technical cooperation to strengthen intersectoral actions in the territory, prioritizing social control (induction of agendas involving health, education and social assistance);

 • Interfederative technical cooperation to monitor the development of project actions in the situation rooms.

The Syphilis No! Project also developed a digital health ecosystem, 
namely Hermes, with analytics underpinned by computational tools 
and machine learning that integrated data from multiple sources to 
monitor project implementation and campaign progress by measuring 
education and communication activities and through epidemiological 
surveillance on the number of tests and number of syphilis cases 
(Panel 2 in Methods section).

In 2018, the 2018–2019 National Campaign to Combat Syphilis 
(the Syphilis No! Campaign) was launched with the theme “test, treat, 
and cure” and the motto “remember to take care.” Aired between 
November and December 2018, the campaign was the first to involve 
national mass media outlets as part of an integrated response with local 
actions in priority areas, that had high rates of syphilis (3–5). In January 
to March 2019, the SNP implemented syphilis-related actions through 
digital social networks. A key theme of the communication campaign 
developed by the “Syphilis No” project was “Test, Treat and Cure.”

During the “Syphilis No!” Campaign, the media played a vital role 
in enhancing understanding of the disease through messages in several 
channels. The organizers produced and disseminated a large amount 
of material throughout Brazil. The campaign broadcasted videos about 
syphilis via television; radio and streaming platforms delivered 
pre-recorded audio messages (spots and testimonials); sponsored 
videos on Youtube channels and pre-recorded audio messages were 
delivered as ads on Spotify; ads were printed in newspapers and 
consumer magazines; posters were displayed in shop windows, bus 
stops, billboards, and other forms of media were implanted in publicly 
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accessible urban spaces; Messages were posted on social networking 
sites (Facebook, Instagram, and Twitter) by influencers.

The media, especially the press, play a pivotal role in selecting and 
creating messages to represent facts (6, 7), promoting public health, 
influencing public opinion, and generating awareness about health 
issues. Both in content and form, news stories paint a picture of the 
‘real world,’ whose framing, through narrative conventions, can 
be refined through topics of discussion to social conversations (8). The 
press and news media report on matters of interest to the public 
sphere not necessarily to tell people ‘how to think,’ but ‘what to think 
about’ (9).

This paper relies on the premise that a nationwide public 
communication campaign will likely rely on news coverage (10). 
Campaigns aim to exert direct influence on those identified as target 
population by delivering evidence-based health information and 
addressing disinformation and misinformation. However, experience 
with political campaigning has shown that capturing the media’s 
attention is the immediate outcome, and “[i]mplicit in this campaign 
perspective is the idea of the public agenda because control of media 
setting implies significant influence over the public’s agenda” (9).

The prominence of a topic in the media’s agenda creates ‘salience’ 
(9, 11, 12). In other words, a topic is highlighted in a given period 
compared to others based on one or more attributes, according to the 
framing by the media (9, 11, 12) through a gatekeeping process, which 
selects the facts that become news and are disseminated by media 
outlets (9, 13).

In addition, in a systematic literature review performed by our 
research group, we observed a gap in assessing the impact of public 
health campaigns, regarding the use of online data (i.e., online news) 
and others user-generated Internet content (14). Thus, this study 
analyzes online news on syphilis in Brazil by mapping key elements of 
the news posted online between 2015 and 2019 and measuring their 

quality. The study covers two time periods: (1) 2015 to 2017, related 
to communication actions prior to the Syphilis No! Project, and (2) 
2018 to 2019, related to the news coverage of communication actions 
carried out during the Syphilis No! Project.

In this study, we hypothesized that the quantity and quality of 
news about syphilis disseminated in the form of earned media are 
significant indicators for measuring the impact of communication 
actions developed by the Syphilis No! Project throughout 2018 and 
2019. Earned media can influence the public agenda and people’s 
decision-making (9, 11, 12) due to the breadth of timely and sound 
information provided to the general public. Indicators related to 
earned media coverage could be used to measure the success of a 
public health campaign (15, 16), to examine the effect of 
communication actions (17, 18) and to improve public policy and 
public health interventions.

2. Materials and methods

We conducted a field investigation before characterizing and 
qualifying news through Hermes. The idea was to outline quality 
indicators of information about syphilis in the media agenda. This 
step identifies a type of attribute (9, 11, 12) about the framing of 
reported news. We determined the indicators, then extracted and 
performed a content analysis of the web pages selected. The 
workflow performed in this section is presented in 
Appendix Figure A1.

We used the Google search when identifying the relevant web 
pages, using the keywords: ‘syphilis,’ ‘syphilis campaign,’ ‘AIDS,’ ‘AIDS 
campaign,’ and ‘sexually transmitted diseases.’ We  narrowed the 
search to documents written in Brazilian Portuguese. From the search 
results, two researchers, specialists in public health communication, 

FIGURE 1

The incidence of syphilis in Brazil from 2010 to 2019.
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manually accessed the most relevant web pages and selected 153 texts, 
that were characterized as news (19), based on elements that 
constitute a news piece, namely, the headline, the lead (the paragraph 
that summarizes the “who, when, where, what, why, and how”), and 
the body, which further elaborates on the elements mentioned in 
the lead.

In order to map out relevant features in the news identified, 
we  used thematic analysis and axial coding to identify emerging 
themes and sub themes (20). Through indexicality, that is, the process 
of analyzing text fragments that constituted the news that were 
analyzed, we categorized, by induction, news about syphilis into the 
following exploratory categories (or quality indicators): definitions of 
syphilis; epidemiological data on syphilis; how to prevent syphilis; 
how or where to get a syphilis rapid test/diagnosis; consequences of 
syphilis in key populations (such as pregnant and infants) and risk of 
lethality due to tertiary syphilis; effective treatments to cure syphilis; 
and public communication campaigns (details provided in the 
Appendix Topic A2).

This analysis resulted in seven generic news categories: Disease 
Definition; Epidemiological Indicators; Prevention; Rapid Test/
Diagnosis; Consequences; Campaign, and Treatment. Table 1 provides 
an overview of the exploratory categories and their quantitative 
distribution of text fragments across the body of the 153 news 
analyzed. These text fragments will be defined as ‘training data’ and 
after homogenization and standardization, they will serve to verify if 
the most important words of each category are contained in the 
online news.

In addition, we  designed an online survey on the identified 
exploratory categories and recruited seven specialists in 
communication and public health to analyze the importance of their 
presence in news items as a way of qualifying texts about health 
problems. The evaluators had experience in the following areas: 
federal health management; state health management; primary care 
professional or municipal management; management in the Health 
Council; university research; communication and health; and 
journalism. Each question individually evaluated the importance of 
the categories through a balanced Likert Scale as follows: not 
important; slightly important; moderately important; very important; 
and extremely important.

Figure 2 highlights the varying levels of importance assigned to 
different categories related to the news items. Categories such as 
prevention, treatment, and consequences are consistently rated as 
highly important, while others, such as disease definition and rapid 
test/diagnosis, also hold significant relevance. This assessment 

supports our findings regarding the importance of qualifying health 
news using the defined criteria.

Once the exploratory categories and training data were defined, 
we proceeded to the second step of the workflow, which consisted of 
identifying the volume and quality of online news about syphilis 
through Hermes.

Based on a multidimensional analysis framework, such an 
ecosystem monitors the reach of public health actions related to 
campaign activities, education, communication, and epidemiological 
surveillance (4). It used computational tools and machine learning to 
monitor progress with Syphilis No! project and assist managers and 
decision-makers in evaluating the effects of public health policy 
interventions and communication campaigns. Panel 2 describes the 
elements, the computational tools and machine learning approaches 
used for analysis in the Hermes ecosystem with more details provided 
in the Appendix.

Panel 2: Hermes – A Digital Ecosystem to Assess Public Health Policies

A software ecosystem refers to a collection of software products that have some given degree of 

symbiotic relationships (21), used by a set of actors on top of a common technological platform 

(22). A software ecosystem must be seen from multiple perspectives, such as technology, 

communication, and epidemiological surveillance.

Hermes focuses on bringing knowledge to stakeholders through the heterogeneous data 

collection, processing, integration, and visualization of this information through a single 

platform, using computational tools, machine learning techniques, and statistical analysis that 

enable public health policy evaluation.

Features:

Actor-Centered

It recognizes the different actors, e.g., stakeholders, decision-makers, communication campaign 

analysts, and financial and public managers.

Data-Driven

Enables collecting heterogeneous data and processing it through computational techniques using 

machine learning. Facilitates data interpretation, transforming it into feasible information for 

assessment. Strengthens decision-making based on prediction and understanding of a problem.

Heterogeneous Data Sources and Data integration

Hermes collects and integrates several data sources, such as Google Search, Google Trends, 

epidemiological surveillance databases of the Ministry of Health, databases of Massive Open 

Online Courses (MOOCs) collected from SUS’ Virtual Learning Environment (AVASUS); social 

networks (Instagram, Twitter, Facebook, and YouTube); in addition to allowing manual entry or 

upload of files comprising data from Public Health Campaigns. It ensures consistency, quality, 

and completeness for correlation and causality checking.

Automated Processes

It automates processes based on machine learning algorithms, natural language processing, and 

statistical analysis: (i) text mining and feature extraction; (ii) sentiment analysis; (iii) clustering; 

(iv) time series decomposition; (v) interrupted time-series segmented regression analysis; and 

(vi) coefficient correlation analysis between variables of interest.

TABLE 1 Quantitative distribution of exploratory categories found in the training data from the search results performed by researchers.

Exploratory categories Generic term
Number of text fragments in 

the news

Definitions of syphilis Disease definition 90

Epidemiological data on syphilis Epidemiological indicators 96

How to prevent syphilis Prevention 73

How or where to get a syphilis rapid test/diagnosis Rapid test/diagnosis 76

Consequences of syphilis in key populations and the risk of lethality from tertiary syphilis Consequences 75

Public communication campaigns Campaign 65

Effective treatment for syphilis Treatment 68
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In this study, from January 2015 to December 2019, Hermes 
collected online content that was Google indexed and included the 
term ‘syphilis’ in Brazilian Portuguese web pages. It performed this 
task by using a Google Search API that allows retrieving, in JSON 
format, a set of websites indexed by keyword searched for (23). 
The fields returned by the automatized search results included: the 
date when the news was indexed, URL, title, and a snippet of the 
news. 1,049 web pages were found in this period using 
these parameters.

Hermes has a content extraction module that uses the Newspaper 
Python library (24) and extracted the following fields from each 
collected URL: title, publication date, keywords, running text, 
and abstract.

At this point, it was necessary to identify if these 1,049 web pages 
were, in fact, news. Thus, we defined a typology that made it possible 
to identify which web pages featured online news. A manual 
identification was carried out and 630 web pages were defined as 
news (Table 2).

To substantiate and build the automated extraction of features 
found in the online news through Hermes, we used the text mining 

technique, otherwise known as Text Data Mining, which calculates 
the weight of a keyword (score) in a vector model (matrix) (25).

We checked unigrams (individual terms), bigrams (two 
consecutive terms), and trigrams (sequences of three terms) through 
a comparative analysis to ascertain which keywords combination 
could be  the most suitable for extracting characteristic features 
included in news. We chose to use bigrams since they provide a richer 
contextual representation than unigrams, as they capture the 
proximity relationship between adjacent words and have a smaller 
dimensionality than the trigrams. It allowed a more refined analysis of 
news texts’ specific characteristics and contexts. For example, a bigram 
like “syphilis campaign” can convey more accurate and meaningful 
information than the isolated terms “syphilis” or “campaign.” The 
choice of bigrams is directly aligned with the study’s objectives, which 
aimed to identify specific characteristics (exploratory categories) of 
news items. By capturing meaningful relationships between adjacent 
words, bigrams allowed for extracting more accurate and relevant 
characteristics, providing valuable insights into news content.

The following procedures were executed in order to homogenize 
and standardize the bigrams: (i) changing the capitalization of words 

FIGURE 2

Findings of the analysis on the significance of quality criteria for evaluating texts related to health issue.

TABLE 2 Web pages categorized after main text content extraction.

Type Rationale Number

Page not found / Content not available Page no longer exists, or content is exclusive to members. 42

Search results Page content results from a search within the website. 69

Non-text content Page does not include text content (e.g., podcasts, images, videos, PDF, or PPT files). 123

Scientific research The main content is part of a scientific research summary, such as an article, poster, thesis, or dissertation. 185

News The main content has characteristic features of a news report. 630
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TABLE 3 Main bigrams found for each exploratory category in the training sample.

Category Bigrams

Disease definition

Bacteria cure; sexually transmitted; transmitted caused; curable treatment; simple treatment; manifest infection; sexually disease; called 

syphilis

Epidemiological indicators Year age; health increase; new cases; cases type; congenital period; types syphilis; syphilis parents; thousand people; last bulletin

Prevention Condom distribution; better condom; through use; prevention use; doctors reinforce; need condoms; reinforce need; use condoms

Rapid test / Diagnosis Serologic test; rapid test; syphilis result; test detected; easily detected; rapid used; used diagnosis; result minutes

Consequences Case not; baby development; cause complications; lead death; genital sores; genital rashes; cause abortion

Campaign Syphilis campaign; no syphilis; municipal campaign; activities integrate; campaign ending; campaign intended

Treatment With penicillin; penicillin treatment; based antibiotics; base treatment; antibiotic treatment; treated syphilis

to lowercase, (ii) deleting special characters, (iii) removing all 
punctuation, (iv) removing extra spaces, (v) removing accents and 
numbers, and (vi) deleting “stop words” (words that had no meaning, 
such as adverbs and prepositions). Finally, the sentences were 
converted into bigrams, which comprise a dictionary of words 
representing each group (the training sample and the online news 
about syphilis). Table 3 provides examples of the main bigrams found 
for each exploratory category in the training sample.

This process yielded a matrix, with each row corresponding to a 
news item and each column to the bigrams. The cells refer to the score 
of bigram’s relevance in the news, and they were estimated through 
Term Frequency – Inverse Document Frequency (TF–IDF) (26). This 
technique statistically determines the importance of a word in a 
document corpus relative to other texts within the same database. The 
weight of a word for such a document is contingent on the number of 
times it appears in it, but is offset by the frequencies of the words in 
the other documents within the same database (27). So, words that are 
common in every document, such as this, what, and if, rank low even 
though they may appear many times, since they do not mean much to 
that document in particular.

The TF–IDF used to fit these data is straightforward.

 TF IDF t,d,D TF t,d IDF t,d,D− ( ) = ( ) ( )∗

Where the Term-Frequency (TF) measures up to how many times 
(freq) the word t exists in the document d. This frequency is calculated 
as follows:

 TF t,d freq t,d( ) = ( )

For example, in this collection of documents: “this is the first 
document.,” “this document is the second document.” and “Is this the 
first document?,” the TF of the word document is 1 for the first 
document, 2 for the second document and 1 again for the 
third document.

The IDF is used to measure the t score from the frequency in d 
and in the collection of documents. The IDF is defined by the log 
between the total of documents (N) and the frequency of documents 
d where the term t occurs (dft). This frequency is calculated as follows:

 
IDF t d D N

dft
, ,( ) = 







log

Using the same example, the IDF of the t document is log(3/3), 
log(1), thus the IDF of the t document is 0. Therefore, the final score 
of t is the weight resulted by frequency the t in the d (TF) and the 
inverse document frequency (IDF).

Subsequently, all scores of bigrams found within news’ 
characteristic features were summed, then a final score was defined. 
Finally, considering the results, the Hermes ecosystem, in an 
automated process, determined the acceptance threshold for category 
identification for each of the seven categories identified, based on the 
category’s average score.

The acceptance threshold is responsible for guaranteeing that one 
news holds the minimum score for the presence of features to 
be identified. Thus, we verified whether or not the score applied is 
greater than or equal to the acceptance threshold. If so, the category 
identified characterized such a news. This procedure was used for all 
630 news extracted and for all seven categories we defined, in which 
a news can include none, one, or more exploratory categories.

Quality parameters of news were determined based on the 
presence and combination of categories in them, as follows: low 
quality (0–2 categories), medium quality (3–4), high quality (5 
or more).

Using Spearman’s Rank Correlation Coefficient (28), we examined 
the association between the number of news over the period January 
2015 to December 2019, grouped by their respective quality levels 
(low, medium, and high), and the number of serology tests for syphilis 
diagnosis performed in primary health care in Brazil. The data on 
number of tests were obtained through the Outpatient Information 
System (Sistema de Informação Ambulatorial, SIA) of the Unified 
Health System (Sistema Único de Saúde, SUS), available on the MoH 
webpage.1

SIA/SUS allows for the retrieval of test results based on monthly 
and yearly quantities, as follows: (i) Treponemal test for syphilis 
detection, (ii) Fluorescent Treponemal Antibody-Absorption (FTA-
ABS) IgG test for syphilis diagnosis, (iii) Fluorescent Treponemal 
Antibody-Absorption (FTA-ABS) IgM test for syphilis diagnosis, (iv) 
Nontreponemal test for syphilis detection, (v) Nontreponemal test for 
detecting syphilis in pregnant women, (vi) Rapid Syphilis Test, (vii) 
Rapid syphilis test for detecting the infection in pregnant women or 
fathers/partners. The collected data for testing includes the period 
from 2015 to 2019.

1 https://datasus.saude.gov.br/acesso-a-informacao/producao-ambulatorial-

sia-sus/ (accessed on 25 November 2020).
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We also repeated the analysis using Pearson’s and Kendall’s 
coefficients, but Spearman’s Rank Correlation Coefficient method 
(also referred to as Spearman’s rho) revealed better results. Perhaps 
because (i) data are generally not distributed across the two variables, 
(ii) there is a monotonic relationship among data, and (iii) both 
variables are ordinal (29).

3. Results

A total of 1,049 web pages were gathered through the utilization 
of the Google Search API. Among these, 630 pages were classified as 
earned media. An upward trend in the quantity of syphilis-related 
news item was observed over the years, with 18 articles in 2015, 26 in 
2016, and 42 in 2017. However, a significant surge in news coverage 
occurred in 2018 (107 articles) and 2019 (437 articles). Despite this 
increase, the proportion of high-quality news remained consistently 
high, with 77.6 and 70.5% respectively, aligning with previous years. 
Our findings indicated a correlation between news quality and the 
performance of syphilis testing in primary healthcare settings, 

demonstrating an increase of 82.32, 78.13, and 73.20%, respectively, 
across the three types of treponemal tests used to confirm an infection.

Table 4 provides the total number of news mapped by year, along 
with exploratory categories found. The number of news increased 
gradually from 18 in 2015 to 26 in 2016 and 42 in 2017, then rose 
substantially to 107 in 2018. In 2019 the number of news increased to 
437 – a figure higher than the sum of the number of news in the four 
preceding years.

Figure 3 shows the mapping of categories by quarter from 2015 to 
2019. Each cell represents the number of news with respective 
categories. In 2015 the highest number of news was in Q2 (April–
June), citing the terms “prevention,” “consequences,” and “treatment.” 
The periods of highest intensity in 2015 is related to the festive seasons 
in Brazil (June festivals) and the month of October, when the Ministry 
of Health dedicates to discussing Sexually Transmitted Infections 
(STIs) and disseminates data from the epidemiological bulletin in 
Brazil. In 2016 and 2017 the highest number of news was in Q4 
(October–December), citing the terms “campaign,” “consequences,” 
“test/diagnosis,” and “treatment,” coinciding with the National Day to 
Combat Syphilis and Congenital Syphilis in October. In the rest of the 

TABLE 4 Distribution of exploratory categories found in analyzed news on syphilis per year, from 2015 to 2019.

Exploratory category 2015 2016 2017 2018 2019

Number of online news item about syphilis per year 18 (2.86%) 26 (4.15%) 42 (6.67%) 107 (16.98%) 437 (69.37%)

Campaign 11 16 32 78 308

Consequences 15 21 41 91 352

Disease definition 11 14 26 67 241

Epidemiological indicators 13 11 29 55 243

Prevention 15 21 35 86 360

Rapid test/Diagnosis 13 25 39 92 382

Treatment 16 22 34 88 348

None of the categories 1 1 0 11 22

Total number of news 630

FIGURE 3

Heat map of categories by quarter from 2015 to 2019.
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TABLE 5 Number of news each year categorized by quality.

Quality 
level

2015 2016 2017 2018 2019

n % of total n % of total n % of total n % of total n % of total

High 13 72.2% 19 73.1% 33 78.6% 83 77.6% 308 70.5%

Medium 2 – 2 – 6 – 10 – 71 –

Low 3 – 5 – 3 – 14 – 58 –

Total 18 – 26 – 42 – 107 – 437 –

year these categories were hardly ever or never mentioned in the news. 
As of 2016 Q4, the patterns begin to gain greater intensity due to the 
Ministry of Health’s declaration regarding the syphilis epidemic in 
Brazil. In this way, the theme gained more space in the Brazilian media 
agenda than in previous years.

In 2017, the news focused on the impact of the declaration of the 
syphilis epidemic in Brazil made at the end of 2016. However, the 
campaigns were still focused on congenital syphilis, produced with 
low investment, and disseminated mainly on social networks. As of 
2018, SNP actions were intensifying, holding seminars with state and 
municipal entities in all regions of Brazil on the strategy to combat 
syphilis. Then the national campaign was launched, maintaining 
greater journalistic coverage in the period.

The “Syphilis No!” Project was part of this strategy to change 
course in the fight against syphilis in Brazil, involving more resources 
for publicity campaigns, including intelligence actions that mobilized 
states and municipalities. Qualified actors selected in each territory 
acted in this project, which made up a support network for research 
and project actions, as detailed in Panel 1.

In 2018 and 2019, while there was a preponderance of news in Q4 
of each year, and in particular October, there were news throughout 
the year. The majority of news mentioned “campaign,” “consequences,” 
“rapid test/diagnosis,” “treatment,” and “prevention.”

Table 5 shows the number of news categorized by quality. While 
the volume of news increased substantially in 2018 and 2019, the 
relative proportion of high-quality news remained consistently high 
(77.6 and 70.5% respectively) and in line with similar years.

There was a correlation between the quality of news about syphilis 
and the number of serology tests performed in primary health care for 
diagnosing syphilis as shown in Table 6. The rapid tests for syphilis in 
pregnant women or fathers/partners showed a 65.33% correlation 
with high-quality news, while rapid tests in the general population had 
a 58.98% correlation. Nontreponemal tests for syphilis showed a 
69.15% correlation with the high-quality news and treponemal tests 

(confirmatory tests for syphilis) showed 82.32, 78.13, and 73.20% over 
the same period.

4. Discussion

Implementing effective communication strategies to facilitate 
the widespread circulation of accurate and reliable information is 
crucial in order to enhance the dissemination of public health 
interventions. Our findings demonstrate a significant surge in news 
coverage through earned media as well as increased testing, 
indicating a positive correlation between the two. This highlights the 
potential of continuous and comprehensive national mass media 
outlets as an instrument for promoting public policies addressing 
health crises.

The number of news on syphilis rose rapidly following the 
implementation of the communication strategy as part of the Syphilis 
No! Project. While there was a cumulative total of 86 news on syphilis 
in 2015 to 2017, the number of news rose to 107 in 2018 (154.8% 
increase compared to 2017) and 308  in 2019 (308.4% increase 
compared to 2018).

In 2010, syphilis became a notifiable disease in Brazil and was 
declared a public health emergency in 2016. However, these major 
public health policies did not lead to a change in the number of news 
or an increase in testing and diagnosis (2, 30).

While in May 2015, the MoH conducted a campaign on mother-
to-child transmission (MTCT) for Mother’s Day and in 2016 and 2017 
ran communication campaigns on the National Day to fight Against 
Syphilis and Congenital Syphilis, these were one-off events (31) and 
had no meaningful effect on news and testing.

The launch of the communication actions of the Syphilis No! 
Project in February 2018 coinciding with the Brazilian Carnival was 
a turning point. A campaign on social networks with local and state 
initiatives, followed. In March 2018, the SNP launched intervention 

TABLE 6 Correlation between the number of tests and the number of news according to their quality.

Types of syphilis tests
News quality

High Medium Low

Treponemal test for syphilis detection 73.20% 67.15% 62.78%

Nontreponemal test for syphilis detection 69.15% 62.04% 58.66%

FTA-ABS IgG test for syphilis diagnosis 78.13% 62.12% 64.58%

FTA-ABS IgM test for syphilis diagnosis 82.32% 68.84% 68.31%

Nontreponemal test for detecting syphilis in pregnant women 64.92% 58.76% 50.85%

Rapid syphilis test 58.98% 46.31% 42.64%

Rapid syphilis test for detecting the infection in pregnant women or fathers/partners 65.33% 56.27% 52.07%
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agendas across the country through the Ministry of Health, with an 
emphasis in 100 priority municipalities (3, 4, 32). In November 2018, 
the national campaign “Remember to take care of yourself ” (2018–
2019) was launched. The communication campaign meant that 
actions were not have meant that communication was no longer 
limited to one-off annual events, such as the National Day to fight 
Against Syphilis and Congenital Syphilis, but were spread throughout 
the year (31) involving a myriad of products and communication 
actions, including in ‘paid and owned media’ that helped to increase 
news in earned media.

Carrying out media campaigns in support of the adoption and 
dissemination of public health interventions is a necessary condition 
to generate in society a regime of attention and visibility for a 
problem such as syphilis. The media can generate a legitimation 
process and make the problem visible on a national scale. However, 
to raise awareness and change habits in the population, developing 
a set of articulated actions in the territories is necessary.

Notably, public policies to combat syphilis had no significant 
effect between 2010 and 2016, clearly observed by the increase in cases 
and the low amount of news on the subject in recent years (2015–
2017). However, as of 2018, it is possible to observe the influence of 
communication efforts through the support of the theme in 
media coverage.

It is important to emphasize that the SNP intervention actions go 
beyond the communication area since actions developed mainly by 
Research and Intervention Supporters in priority cities with a high 
rate of cases of congenital syphilis helped to: strengthen the health 
care network and the different care spaces for the implementation of 
syphilis care lines; implement syphilis epidemiological surveillance 
rooms at the municipal level; evaluate actions to combat syphilis at 
municipal and district levels. The Research and Intervention 
Supporters whose actions helped improve coordination of 
communication efforts and the messaging among state and local 
health offices and the local press, acting as an “opinion leader,” to 
establish a “two-step flow of communication” (33) to ensure high-
quality news. The communication actions led by SNP produced 
greater “resonance,” with local and national press (17).

In addition, actions of a universal scope were also carried out 
throughout the territory, such as: the purchase and distribution of 
crystalline and benzathine penicillin; the purchase and distribution of 
rapid syphilis tests; reinforcement of the laboratory structure for 
diagnosis; and the instrumentation of situation rooms in all Brazilian 
districts and the Federal District.

The SNP included various actions that enhanced the impact of the 
communication campaign and ensured that the topic remained 
prominent on the agenda-setting it apart from previous years.

McCombs (9) argues that the agenda-setting process depends not 
only on the time period of media exposure a topic has but also on the 
potential correspondence to the audience’s need for orientation on the 
topic. The results reveal a substantial increase in news in earned media 
and in testing, with a correlation between the two, suggesting that a 
sustained communication campaign could be  a powerful tool for 
promoting public policies to tackle health crises.

The Ministry of Health recorded the highest number of syphilis 
tests performed per 1,000 population in 2018 (2,1 million) and 2019 
(2,5 million), compared to 1,4 million in 2017. While in 2010–2018, the 
number of cases of acquired syphilis, syphilis during pregnancy, and 
congenital syphilis increased substantially, but fell in 2019 (4, 32, 34).

Digital information and communications technologies in health 
and the application of computational methods based on artificial 
intelligence can be used to develop predictive analytics to inform real-
time response to effectively manage public health outbreaks and crises. 
The Hermes digital ecosystem developed for the project, played a 
critical role in monitoring campaign progress, regularly capturing data 
registering, and processing of information related to communication 
actions, health system interventions (testing) and epidemiological 
parameters (number of cases of acquired syphilis, syphilis in pregnant 
women and congenital syphilis). The use of computational methods 
that enabled analysis of data of heterogeneous nature to examine the 
public health response and its results in real time throughout the 
country to provide a powerful tool in planning and monitoring of the 
public health campaign for syphilis and can be transferred to other 
public health challenges.

Nowadays, for an individual to perceive a subject as relevant, such 
subject needs to be  highlighted in the media with a particular 
frequency, being highlighted in their agenda. Thus, if a subject gains 
greater exposure in the media for some time, it becomes seen as 
important by the public. For example, until 2017, syphilis was not 
highlighted in the Brazilian media. Therefore, it was considered a 
neglected disease.

As of 2018, a set of systematic and strategic communication 
actions has been developed, supported by technological, financial 
and intellectual resources. The actions guided the priority target 
audiences, health managers, and professionals nationwide. These 
actions intensively positioned syphilis in the Brazilian media 
agenda from 2018 onwards, drawing public attention. The lack of 
qualified information, as it is a neglected disease, generated a 
feeling of uncertainty in public, who started to seek more 
information and seek health units and learn about the forms of 
diagnosis and treatment. Notably, an effective and ongoing 
communication campaign can promote public policies and provide 
efficient responses to health crises.

There are potential limitations of our study. The first one relates to 
the completeness of the news collection used as a dataset, an external 
threat mitigated by choosing one of the largest existing content 
indexers, namely Google Search. However, it would be a mistake to 
assume that Hermes can retrieve every existing online news through 
the Google Search API. In addition, Hermes used filters for: (i) 
language, which narrows the search to documents written in Brazilian 
Portuguese, and (ii) geolocation, which limits the search results to 
documents originated from Brazil. That may constitute a barrier 
insofar as the geolocation parameter checks the domain (URL) and 
the geographical location of the Web server’s IP address. Future works 
may add other search engines, such as Bing and Yahoo, to expand the 
search result for news items on the Internet. The second limitation 
relates to the search results related to the 42 missing pages Google 
indexed. If they had been incorporated into the analysis, they would 
likely increase the number of resulting news. However, when analyzing 
the date of news of missing web pages, we observed they had the same 
proportionality of 2015 (n = 1), 2016 (n = 3), 2017 (n = 1), 2018 (n = 15), 
and 2019 (n = 22) results.

Notwithstanding limitation, the study reveals the effective 
application of a digital health system that incorporates all the elements 
of a complex public health campaign that included a communication 
campaign, education, health system interventions, training, expanded 
access to testing and treatment.
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The ability to explore online news through machine learning has 
aroused the interest of parallel study groups, bringing new insights for 
stakeholders to analyze public health campaigns from different 
perspectives, such as sentiment analysis techniques (35) and similarity 
analysis (36).

5. Conclusion

This study from Brazil, an upper-middle income country, led by a 
multidisciplinary group of researchers involving public health 
specialists, clinicians, experts in computational science, data scientists, 
educationalists, communication experts and marketing experts reveals 
the successful implementation of public health actions with a 
communication campaign that led to major increases in online news 
related to syphilis and the shift in the media landscape and the public 
health response after the Syphilis No! Project interventions.

The Hermes ecosystem was able to effectively capture the number 
and frequency of news stories before and after the Syphilis No! Project, 
effectively classify news according to informational categories and 
identify high-, medium-, and low-quality news, and to examine the 
relationship between the communication campaign and public health 
results to orient more effective and targeted health policies and 
interventions to manage the syphilis epidemic in Brazil.

The study reveals the utility of integrated digital health 
information systems in guiding public health policies and actions to 
ensure effective responses to public health challenges across all 
country income categories.
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self-management intervention 
program for metabolic syndrome 
patients in the bereaved 
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1 West China School of Nursing/West China Hospital, Sichuan University, Chengdu, China, 2 The First 
Hospital of Lanzhou University, Gansu, China

Background: The destructive Wenchuan earthquake has led to approximately 
800,000 people being bereaved. In the previous cross-sectional study, 
we explored the long-term incidence of Metabolic Syndrome (MS) and studied its 
influencing factors among the bereaved population 12  years after the Wenchuan 
earthquake. Chronic disease self-management has become a recognized public 
health service. Studies have shown that demographic and genetic factors, stress, 
geographical environment, society, culture, dietary habits, lifestyle, and other 
aspects influence MS. Due to the Wenchuan earthquake being a serious stress 
event, the implementation of targeted interventions should be discussed further.

Objectives: To verify the effect of applying a self-management intervention 
program for patients with MS among the bereaved population following the 
Wenchuan earthquake.

Design: A randomized controlled trial (RCT) design was adopted.

Participants: A total of 132 bereaved patients with MS following the Wenchuan 
earthquake constituted the sample.

Methods: The study was based on the Cognitive–Phenomenological–Transaction, 
Chronic Disease Self-Management Program, and Patient Empowerment 
Conceptual Model, which combined with the latest evidence-based guidelines, 
were used to systematically evaluate cross-sectional results of this study that 
were used to construct a stress management-based health self-management 
intervention program and MS health self-management manual for bereaved 
patients with MS following the Wenchuan earthquake. In addition, we  revised 
and completed a health self-management intervention program and health 
self-management manual for patients with MS by using the expert consultation 
method. General data were collected prior to intervention (T0). We collected the 
patients’ MS disease-related physiological indicators before intervention (T0), 
after intervention (T1), and 2  months after intervention (T2). EipData3.1 software 
was used to input data in duplex and duplicate, and SPSS22.0 software was used 
for statistical analysis.

Results: The variance analysis showed that the total score of healthy self-
management behavior and the score of diet management, exercise management, 
drug management, and emotional management have intergroup effects, time 
effects, and group–time interaction effects (p  <  0.05). When the differences 
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between groups were further compared, we found that the total score and the 
score of six dimensions (excluding disease self-monitoring management) were 
higher than those of the control groups at T1 and T2, and the differences were 
statistically significant (p <  0.05).

Conclusion: The intervention program of healthy self-management for patients 
with MS who come from bereaved families following the Wenchuan earthquake 
can effectively improve patients’ health self-management behaviors.

KEYWORDS

metabolic syndrome, bereavement, self-management, intervention, RCT - randomized 
controlled trial

1. Introduction

Earthquake is a natural disaster with great destructive power 
(1). China is a developing country with frequent earthquakes, and 
it is also one of the countries with the most casualties due to 
earthquakes (2). Wenchuan earthquake in 2008 was not only the 
most destructive earthquake in China after the Tangshan 
earthquake in 1976, but also it is one of the most destructive 
earthquakes in the world in the first decade of the new century 
(3). In the earthquake, 69,227 people were killed, 374,643 people 
were injured, and 17,923 people were missing, bringing direct 
economic losses of 845.1 billion yuan to the Chinese people. 
According to statistics, Wenchuan earthquake caused a total of 
more than 80,000 people missing or died. According to the 
calculation of about 10 relatives of each deceased, the earthquake 
caused a total of about 800,000 people bereaved (4). Bereaved 
people experience property loss, burial of themselves/others, 
injury, disability, death of relatives, interruption of medical and 
health services, changes in production activities and lifestyles, as 
well as the pain of losing relatives and the destruction of family 
structures and functions, and many other earthquake-related 
disasters. If the population is in a state of continuous stress 
response for a long time, it will often induce a series of 
neuroendocrine reactions, mainly manifested as sympathetic 
nerve excitation and increased secretion of hypothalamic–
pituitary–adrenal cortex (5), which makes corticotropin-releasing 
hormone Elevated levels, the increase of these hormones is closely 
related to body obesity and elevated blood sugar, blood pressure, 
blood lipids, etc. adverse effects. At present, most of the research 
on the health problems of the people after the earthquake in my 
country is limited to physical trauma and mental and psychological 
aspects. More than 80% of the researches focus on 3 months to 
2 years after the earthquake drastically reduced (6).

Metabolic syndrome (MS) is a group of clinical syndromes mainly 
manifested by metabolic disorders such as central obesity (visceral 
obesity), insulin resistance, glucose metabolism, lipid metabolism and 
hypertension (7). MS is one of the escalating public health problems 
in most countries and regions in the world, with its prevalence ranging 
from 13.1 to 43.6%, and showing an increasing trend year by year (8). 
Studies have found that MS is not only a risk factor for cardiovascular 
disease (CVD), diabetes and chronic kidney disease (9–11), but also 
significantly increases prostate cancer, breast cancer, leukemia, 

pancreatic cancer, colorectal cancer, and liver cancer. And other 
cancer patients, resulting in a 33% increase in overall cancer mortality 
(12). MS is closely related to a variety of chronic diseases, causing each 
other to form a vicious circle, which seriously damages people’s health, 
reduces the quality of life, and brings a heavy economic burden of 
disease to families and society.

MS is a process of accumulation of chronic damage to body 
functions, and is the result of decompensation of the body in response 
to various negative factors. It is a preventable, controllable, reversible 
and treatable disease. Relevant studies have found that cognitive 
behavioral therapy, exercise, lifestyle management, self-management 
education, and coping style guidance can alleviate patients’ anxiety, 
depression and other negative emotions, master chronic disease 
knowledge and improve self-efficacy, thereby improving patients’ 
blood sugar, blood lipid levels (13–15). A meta-analysis of 8 
randomized controlled trials showed that lifestyle interventions can 
effectively slow the progression of MS disease, improve waist 
circumference (Waist Circumference, WC), blood pressure, fasting 
plasma glucose (Fasting Plasma Glucose, FPG) and triglycerides 
(Triglyceride, TG) (16).

The previous cross section explored the long-term incidence 
of MS and studied its influencing factors among the bereaved 
population 12 years after the Wenchuan earthquake. The research 
based on influencing factors and constructed a intervention 
program, which is a multi-ethnic culturally adaptable health self-
management. This research provides a reliable basis and 
methodological reference for the systematic development of the 
health management of bereaved population in China, as well as 
established relevant guidelines and consensus especially for the 
MS patients in multi-ethnic gathering areas after disasters. The 
incidence of MS among the bereaved in the Wenchuan earthquake 
was 18.5% in cross section. However, there is no relevant research 
on the dynamic change of MS incidence in bereaved groups after 
disasters, so the incidence of MS in bereaved groups in Wenchuan 
earthquake cannot be compared with that in the same population 
under the same environment. Some scholars adopted the 
multistage and multilayer cluster sampling method in Sichuan and 
took CDS as the diagnostic standard. Up to October 2007, a total 
of 3,511 people were surveyed, and the prevalence of MS was 
11.5% (male 14.3%, female 9.4%). The survey time was the closest 
to the prevalence of MS in Sichuan before the Wenchuan 
earthquake in 2008. It is suggested that the incidence rate in this 
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study is much higher than that in the same area before 
the earthquake.

2. Methods

2.1. Design

A randomized controlled trial (RCT) design was adopted.

2.2. Research objects

2.2.1. Target groups
A cross-sectional study in Yingxiu Town and Beichuan County, 

the severely stricken area of the Wenchuan earthquake, enrolled 
confirmed MS patients who were bereaved by the earthquake.

2.2.2. Sampling standards
Inclusion criteria: ① MS patients diagnosed in a cross-sectional 

study; ② 18 years old and above; ③ permanent population (residential 
time more than 6 months per year); ④ ability to communicate 
normally and have basic literacy skills (researchers are able to read 
Chinese characters and understand their meaning accurately); and ⑤ 
provide informed consent and participate voluntarily.

Exclusion criteria: ① pregnant women; ② hearing impairment; ③ 
inability to communicate normally; ④ having cognitive impairment 
or mental illness.

2.3. Participants

In the first stage, 8 rural communities with similar economic 
conditions were selected as the target communities for sampling to 
facilitate the sampling. In order to avoid contamination, 6 
communities in Yingxiu Town (It was 11 kilometers from the epicenter); 
2 communities in Beichuan County (It is about 132 km from the 
epicenter, but suffered great losses) were the control communities.

In the second stage, paper strips with the names of the 6 village 
committees in Yingxiu Town were placed into an opaque container, 
and then they were taken twice in order. The two communities of the 
intervention group selected. There were 118 MS patients in the 
two villages.

In the third stage, the intervention group and the control group 
were selected from the 4 research communities selected in the first and 
second stages. The random sampling method was performed using 
Stata/MP14.0 software to generate a random number generator 
according to the ratio of experimental group: control group = 1:1 for 
randomized sample extraction.

Blind method: data collectors, data entry and statistical analysis 
personnel were blinded.

2.4. Intervention content and methods

Patients in the control group received routine chronic disease 
management in village clinics/township health centers. After baseline 
data collection, patients who were interested in participating in the 

study after the last data collection were informed that they could get 
a copy of the “Handbook” and corresponding health consultations for 
free. On the basis of routine management in the control group, 
patients in the intervention group received MS health self-
management education intervention, mainly including the following:

 1) Group teaching: a total of 8 times, once a week, for 8 
consecutive weeks. The specific content and arrangement 
are shown in Table 1. The patients and family members 
were required to participate together to preview the 
relevant parts of the self-study manual before listening to 
the class. Teaching method: group multimedia lectures, 
10–15 people in each group, 3 ~ 5 people discussed and 
shared after the lecture, and individual tutoring was 
conducted and questions answered according to the needs 
of the intervention subjects.

 2) Log records: MS health self-management logbooks were 
distributed to guide patients to record daily so that patients 
could reflect on self-management, and it was also convenient 
for researchers to find problems and provide timely feedback.

 3) WeChat online help/telephone follow-up: WeChat online help 
was used to solve the problems of the intervening subjects 
online at any time during the course and within 4 weeks after 
the end of the course. At the same time, the intervention 
subjects received 4 weeks of telephone/face-to-face follow-up 
once a week at the end of the course. The telephone/face-to-
face follow-up was carried out according to the follow-up 
record sheet. The content mainly included assessing the 
patient’s self-management practice at various stages, checking 
the completion of expected management goals, giving patients 
self-management support and encouragement, and helping 
patients solve the practice process difficulties and 
problems encountered.

2.5. Intervention effect evaluation 
indicators and evaluation tools

2.5.1. Evaluation time
In this study, the intervention evaluation time was set at baseline 

(T0), at the end of the intervention (8 weeks of teaching plus 4 weeks 
of follow-up, T1), and 2 months after the end of the intervention (T2) 
to evaluate the effect of the intervention and to verify the metabolic 
syndrome at different follow-up times.

2.5.2. Evaluation tools and methods

 1. General information survey form.
① Demographic data: gender, age, marital status, education level, 

religious beliefs, family monthly income per capita, medical payment 
method, occupation, etc.

② Earthquake traumatic experience: self-buried/injured/disability 
in the earthquake, family property loss, witnessing the burial/injury/
death of others in earthquake, loss of specific relatives, number of 
bereavements, and remarriage/rebirth.

③ Disease-related information: family genetic history, etc.
 2. Self-management Behavior Scale for Patients with MS.
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TABLE 1 Health self-management intervention program for patients with metabolic syndrome.

Subjects Purpose Contents Methods

1. Project start
2. Transfer of MS patients diagnosed 
for the first time

1. Understand the purpose and significance of 
the project.
2. Establish a partnership with the target of 
intervention.
3. Help patients with MS diagnosed for the first 
time transfer to doctors in village clinics or 
township health centers.

1. Distribute the “Manual on the Health Self-management of 
MS Patients in the Wenchuan Earthquake Bereavement” 
(hereinafter referred to as the “Manual”).
2. Have intervention objects introduce themselves and 
become familiar with each other.
3. Introduce project.
4. Provide feedback of the baseline assessment results of 
various metabolic indices of MS patients.
5. Help patients with MS diagnosed for the first time transfer 
to doctors in village clinics or township health centers.
6. Establish a WeChat group to answer questions online and 
provide instant help.

1. The researcher introduces himself.
2. Intervention objects introduce themselves and meet each other.
3. Project introduction, emphasizing the significance and importance of the project.
4. Distribute the “Manual” to explain the usage and requirements for pre-class 
preparation and after-class review.
5. Feedback the baseline assessment results of various metabolic indices of MS 
patients.
6. Help patients with MS diagnosed for the first time transfer to doctors in village 
clinics or township health centers.
7. Establish a WeChat group, inform the purpose of the group, and let participants 
know that if they have any questions, they can ask online at any time.

Lesson 1
Overview of MS disease-related 
knowledge and health self-
management

1. Master MS disease related knowledge, MS 
risk factors and prevention.
2. Recognize the importance of MS health 
self-management, six management strategies 
(stress/emotion, diet, daily life, exercise/weight, 
drug management and self-monitoring).
3. Develop self-management goals for MS 
health.

1. Feedback on qualitative interviews and baseline 
assessment of patients’ knowledge of MS prevention and 
treatment.
2. Study the first part to the third part of the “Handbook.”
3. Explain the importance of MS health self-management.
4. Formulate health self-management goals.
5. Evaluation and feedback on the effect of this lecture by the 
intervention objects.

1. Feedback on the qualitative interview of MS prevention knowledge mastery and 
baseline “MS Prevention Knowledge Scale” evaluation results.
2. PPT explains the first to third parts of the “Handbook” (the definition of metabolic 
syndrome, diagnostic criteria and hazards; MS risk factors; MS prevention and 
treatment).
3. Explain the importance of health self-management for MS patients.
4. Jointly develop health self-management goals with the intervention targets.
5. Evaluation and feedback on the effect of this lecture by the intervention objects.

Lesson 2
Stress/emotion management 1
(Daily life)

1. Understand the source, classification and 
stress response of daily life stress.
2. Recognize the importance of stress 
management.
3. Master the daily stress management strategy.
4. Master common pressure relaxation 
techniques.

1. Review the essentials of MS disease knowledge.
2. Feedback cross-sectional research on the psychological 
influencing factors of MS, the influencing factors of 
emotional management in qualitative interviews and the 
misunderstandings, and the baseline assessment results of 
emotional management in “Health Self-Management 
Behavior of MS Patients.”
3. Study the content of daily life stress management in Part 4, 
Section 5, “Stress/Emotion Management” of the “Handbook.”
4. Demonstrate common training techniques for stress 
relaxation.
5. Evaluation and feedback on the effect of this lecture by the 
intervention objects.

1. Review the essentials of MS disease knowledge.
2. Provide feedback on cross-sectional research on the psychological influencing 
factors of MS disease, qualitative interview emotional management influencing factors 
and misunderstandings; and feedback on the baseline evaluation results of emotional 
management in “Healthy Self-Management Behavior of MS Patients.”
3. PPT explains the “Manual” Part 4, Section 5 “Stress/Emotion Management” Daily 
Life Stress/Emotion Management:
① Correctly understand stress and stress response: the source of daily stress (life, 
environment, society, etc.) and stress response (physiology, psychology, behavior); 
acceptance of stress/emotion exists objectively
② Correctly manage stress and stress response: the importance of stress/emotion 
management to health; adjustment of bad cognition; establish a positive and healthy 
outlook on life and values; vent bad emotions; actively cope with stress
③ Actively seek social support and use social resources: seek relatives, friends, 
psychologists, etc. to express their pressure/emotions; use social resources to express 
emotions and obtain information, financial support, etc.
④ Common relaxation skills training: breathing training, meditation exercises and 
progressive muscle relaxation training
4. Audio/video demonstration of stress relaxation training (breathing training, 
meditation exercises and progressive muscle relaxation training) methods.
5. Evaluation and feedback on the effect of this lecture by the intervention objects.

(Continued)
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TABLE 1 (Continued)

Subjects Purpose Contents Methods

Lesson 3

Stress/emotion management 2

(Bereavement crowd)

1. Recognize the impact of earthquake stress on 

the health of bereaved families.

2. Understand grief and grief reactions.

3. Master stress/emotion management strategies 

(grief coping, family management and 

posttraumatic growth strategies).

4. Develop stress self-management plans and 

goals.

1. Review the essentials of daily stress/emotion management.

2. Study the content of stress/emotion management for 

bereavement groups in Part 4, Section 5, “Stress/Emotion 

Management” of the “Handbook.”

3. Develop stress management plans and goals.

4. Evaluation and feedback on the effect of this lecture by the 

intervention objects.

1. Review the essentials of daily stress/emotion management.

2. PPT explains the “Manual” Part IV, Section 5 “Stress/Emotion Management” 

Pressure/Emotion Management of Bereavement Groups:

① Relevant knowledge: bereavement grief and grief reaction; the impact of earthquake 

stress on the health of bereaved people.

② Stress/emotion management strategy

�Sorrow coping strategies: accept facts, think positively (combining Qiang and 

Tibetan religious beliefs); seek emotional companionship, etc.

�Family business management: reorganization/remarriage family business strategy; 

family relationship improvement strategy; effective family support and utilization 

strategy; list of tasks for intervention targets

�Growth management: Cognitive reconstruction, optimistic face, accomplish things 

that can bring a sense of accomplishment to oneself, learn to appreciate life, increase 

interpersonal communication, increase new possibilities (interests, job opportunities, 

etc. combined with local development) and enhance personal strength (strong, 

independent, brave)

3. Group discussion: stress/emotion management challenges and problems.

4. Experience sharing: stress/emotion management experience.

5. Develop stress/emotion management plans and goals with the intervention target.

6. Intervention objects evaluate and feedback on the effect of this lecture.

Lesson 4

diet

manage

1. Master the purpose, methods and content of 

diet management.

2. Develop a diet management plan.

1. Review the essentials of stress/emotion management.

2. Feedback qualitative research on some of the influencing 

factors and misunderstandings of diet self-management, the 

baseline assessment results of dietary management in 

“Health Self-Management Behavior of MS Patients.”

3. Study “Diet Management” in Part 4, Section 1 of 

“Handbook.”

4. Formulate diet management plans and goals.

5. Evaluation and feedback on the effect of this lecture by the 

intervention objects.

1. Review the essentials of stress/emotion management.

2. Feedback on the qualitative interviews on some of the influencing factors and 

misunderstandings of diet management, and the baseline assessment results of diet 

management in “Health Self-Management Behavior of MS Patients.”

3. PPT explains the contents of Section 1 of Part Four of the “Handbook” (Diet 

Management Principles, Three Major Nutrients, Diabetes and Hypertension Dietary 

Points, Tips for Dietary Cooking).

4. Group discussion: problems and solutions in self-management of diet.

5. Experience sharing: experience in self-management of diet.

6. Develop diet self-management plans and goals with the intervention targets.

7. Evaluation and feedback on the effect of this lecture by the intervention objects.

(Continued)
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TABLE 1 (Continued)

Subjects Purpose Contents Methods

Lesson 5

1. Daily life management

2. Exercise/weight management

1. Master the purpose, methods, content and 

precautions of daily life, exercise/weight 

management.

2. Develop daily life and exercise management 

plans.

1. Review the main points of diet management.

2. Provide feedback on cross-sectional research on the 

impact of daily life (smoking, drinking, sleep quality) and 

physical exercise on MS, qualitative research on the weak 

links and misunderstandings of daily life management; the 

baseline of daily life and exercise management in “Health 

Self-Management Behavior of MS Patients” evaluation result.

3. Study “Manual” Part 4, Section 2 “Daily Life Management” 

and Section 3 “Exercise/Weight Management.”

4. Develop self-management plans and goals for smoking, 

drinking, sleep and exercise.

5. Evaluation and feedback on the effect of this lecture by the 

intervention objects.

1. Review the main points of diet management.

2. Provide feedback on cross-sectional research on the impact of daily life (smoking, 

drinking, sleep quality) and physical exercise on MS, share the results of qualitative 

research results in patients with misunderstandings about drinking and physical 

exercise.

3. PPT explains the contents of Section 2 and Section 3 of the fourth part of the 

“Handbook”: daily life management and sports management:

� The hazards of smoking (including snuff), the relationship between smoking and 

metabolic syndrome, the benefits of quitting, tips for quitting, how to deal with 

difficulties in quitting

� The harm of drinking, the relationship between drinking and metabolic syndrome, 

the misunderstanding of drinking to lower blood sugar, the contraindications of 

drinking and drugs, and the coping strategies of drinking; tips for improving sleep 

quality

� Importance and significance of exercise/weight management, calculation of normal 

weight range, exercise intensity evaluation method, exercise method, exercise 

precautions, prevention and coping strategies of exercise hypoglycaemia, exercise 

misunderstanding

4. Group discussion: problems and solutions in daily life management and sports 

management.

5. Experience sharing: daily life and exercise self-management experience.

6. Work with the intervention subjects to develop self-management plans and goals 

for sports and daily life.

7. Intervention objects evaluate and feedback on the effect of this lecture.

Lesson 6

Drug management

1. Recognize the importance of drug 

management for MS control.

2. Master the names, usage, effects and 

precautions of commonly used antihypertensive 

drugs, lipid-lowering drugs, and hypoglycaemic 

drugs.

3. Master the method of insulin injection.

4. Develop a drug management plan.

1. Review the essentials of daily life management and 

exercise management.

2. Provide feedback on the evaluation results of baseline 

drug management of intervention subjects, weaknesses and 

misunderstandings of qualitative research drug 

management.

3. Study “Drug Management” in Part IV, Section 4 of the 

“Handbook.”

4. Formulate drug management plans and goals.

5. Evaluation and feedback on the effect of this lecture by the 

intervention objects.

1. Review the essentials of daily life management and exercise/weight management of 

MS patients.

2. Provide feedback on the results of baseline drug management and qualitative 

research on weak links and misunderstandings in drug management.

3. PPT explains the “Drug Management” in Part IV, Section 4 of the “Handbook”:

� Importance of drug management

� The names, usage, effects and precautions of commonly used antihypertensive 

drugs, lipid-lowering drugs, and hypoglycaemic drugs

� Misunderstanding of drug management

� Medication management strategy

� Demonstrate insulin injection method

4. Group discussion: problems and solutions in drug management.

5. Experience sharing: drug management experience.

6. Jointly formulate drug management plans and goals with the intervention targets.

7. Evaluation and feedback on the effect of this lecture by the intervention objects.

(Continued)
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TABLE 1 (Continued)

Subjects Purpose Contents Methods

Lesson 7

Self-monitoring (1)

(theory)

1. Recognize the importance of metabolic 

indicators and monitoring of complications.

2. Understand the time, significance and control 

objectives of blood glucose, blood pressure, 

weight and waist measurement.

1. Review the main points of medication management.

2. Provide feedback on the self-monitoring baseline 

assessment results and qualitative research on the 

weaknesses and misunderstandings of self-monitoring.

3. Study the self-monitoring in Section 6 of Part IV of the 

“Handbook.”

1. Review the main points of medication management.

2. Provide feedback on self-monitoring baseline assessment results, qualitative 

research on the weaknesses and misunderstandings of self-monitoring.

3. PPT explains the content of “Self-Monitoring” in Part 4, Section 6 of the 

“Handbook”:

 ⟡ � Importance of monitoring of MS metabolic indicators

 ⟡ � MS control target value of each metabolic index

 ⟡ � Monitoring time point and significance of blood sugar, blood pressure, etc.

 ⟡ � The difference between blood glucose monitoring and HbA1c monitoring

 ⟡ � Blood glucose, blood pressure, waist circumference and weight monitoring 

frequency and precautions

Importance, content and specific monitoring items of MS complications monitoring

Lesson 8

Self-monitoring (2)

(Measurement methods)

1. Master the measurement methods of each 

component of MS.

2. Master the use of health management log 

records.

1. Review the relevant knowledge of MS self-monitoring.

2. Demonstrate the measurement method of each 

component of MS.

3. Explain how to use the health self-management log record 

sheet.

4. Develop self-monitoring plans and goals.

5. Evaluation and feedback on the effect of this lecture by the 

intervention objects.

1. Review the essentials of MS self-monitoring knowledge.

2. Demonstrate how to measure blood sugar, blood pressure, weight and waist 

circumference.

3. Explain how to use the health self-management log record sheet.

4. Group discussion: self-monitoring problems and solutions.

5. Experience sharing: self-monitoring experience.

6. Jointly develop self-monitoring plans and goals with the intervention targets.

7. Evaluation and feedback on the effect of this lecture by the intervention objects.

Intervention follow-up 1 month 1. Check the management plan and the 

completion of management objectives.

2. Support and encourage intervention targets 

to implement management strategies.

3. Help the intervening object to solve the 

difficulties and problems in the implementation 

of self-management.

1. Check the implementation of the self-management plan 

and the achievement of management objectives.

2. Help the intervening object to solve the difficulties and 

problems encountered in the implementation of self-

management.

3. Encourage and support patients to implement 

management strategies.

According to the follow-up record sheet, follow up once a week by phone or face-to-

face; combined with online communication and help of WeChat group.
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The scale is based on the chronic disease self-management theory 
(17). Identification of metabolic syndrome using phenotypes 
consisting of triglyceride levels with anthropometric indices in Korean 
adults [J]. In 2019, Dr. Ni Zhihong from West China Hospital of 
Sichuan University developed a “Metabolic Synthesis” based on the 
compilation of the chronic disease education and research center of 
Stanford University and other scholars (18). Self-management 
Behavior Scale, which can comprehensively evaluate the MS self-
management behavior of community residents, including 7 
dimensions (diet management, exercise/weight management, daily life 
style management, medication management, emotional management, 
self-monitoring), 36 items, using Likert 5-level scoring method, the 
option scores are 1 = never, 2 = occasionally, 3 = sometimes, 
4 = frequently, 5 = always, the total score is 180 points, the more the 
score is High indicates that the patient’s self-management behavior is 
better. The Cronbach’s α coefficient of the scale is 0.868, and the test–
retest reliability is 0.957.

2.5.3. Pre-test
To determine the performance of the MS patients’ health self-

management research tool and the feasibility of the program, the 
researchers used Stata. The MP14.0 software random number 
generator randomly selected 30 MS patients and randomly 
assigned them to the control group (n  = 15) and the self-
management intervention group (n  = 15). The control group 
received chronic disease management in conventional village 
clinics/township hospitals, and the self-management education 
group received MS health self-management interventions and 
conventional village clinic chronic disease management. Patient-
related data were collected before and after the intervention. The 
results show that the overall feasibility of the research program is 
good, the intervention process (8 weeks of teaching plus 4 weeks 
of follow-up) and the process of data collection are culturally 
adaptable and easy to communicate, and the questionnaire 
expression is clear and easy to understand. In addition, after 
collecting baseline data, 15 patients in the control group were 
re-evaluated by the MS Patient Self-Management Behavior Scale 
at 2 week intervals. The test–retest reliability, Cronbach’s 
coefficient and test–retest reliability of the scale met the 
statistical requirements.

2.5.4. Data collection

 1. Data collectors: 2 local medical undergraduates in fourth grade 
were recruited and unified training was conducted (1 student 
was responsible for patient physiological index measurement, 
and the other student was responsible for filling the patient 
questionnaire). Measurement methods and precautions were 
explained to ensure the accuracy of data collection.

 2. Data collection location: ① questionnaire data were collected 
at home; ② basic disease data (anthropometric and 
physiological data) were measured on an empty stomach in 
each village clinic/township health center.

 3. How to fill in the questionnaire: the respondents should have 
filled in the questionnaire by themselves. To ensure the 
accuracy and completeness of the information, when the 
questionnaire was collected, it was checked on the spot for any 
missing or questionable items. The respondents were asked to 

fill in and verify the questionnaire and then take it back 
after verification.

 4. Collection method of disease-related physiological indicators: 
same as the current situation investigation part.

 5. Data collection time: a formal intervention trial was conducted 
from March to July 2021, and relevant data of patients at 
baseline (T0), end of intervention (T1) and 2 months after the 
end of intervention (T2) were collected.

2.5.5. Statistical analysis
Statistical description: Counting data are described by frequency 

and composition ratio; normal distribution of measurement data is 
described by mean ± standard deviation, and skew distribution is 
described by median and interquartile range.

Statistical inference: SPSS 22.0 software was used to perform 
statistical analysis on the data. According to the level of α = 0.05, the p 
value is a two-sided probability for statistical inference. ① Comparison 
of enumeration data between groups: chi-square test or Fisher’s exact 
probability method was used. ② Comparison of measurement data 
between groups: comparison of means of normal distribution: if the 
variances were uniform, the group t test was performed, and if the 
variances were not uniform, the t’ test or Wilcoxon rank sum test was 
performed. Wilcoxon rank sum test was performed for comparison of 
nonnormal distribution means. ③ Intragroup time effect and between-
group effect comparison of each index: repeated measurement data 
analysis of variance or generalized mixed benefit model analysis 
was performed.

2.6. Ethical issues

This study strictly follows the biomedical ethics code (No: 965). 
The research plan was sent to the Ethics Committee of West China 
Hospital of Sichuan University for approval.

3. Results

3.1. Baseline situation of study subjects

3.1.1. Information collection
A total of 330 MS patients who were bereaved in the Wenchuan 

earthquake were established based on the diagnostic criteria of the 
“Guidelines for the Prevention and Treatment of Type 2 Diabetes in 
China (2017)” (19). All study subjects completed the T0 baseline data 
collection; T1 collected a total of 127 valid data points, with a loss to 
follow-up rate of 3.78%; T2 collected a total of 124 valid data points, 
with a loss to follow-up rate of 2.27%; the total loss to follow-up rate 
was 6.06%.

3.1.2. General information of research objects
After normality testing, the ages of the control group and the 

intervention group did not follow a normal distribution 
(Kolmogorov–Smirnov test, p < 0.05), and the 25th percentile, 
median, and 75th percentile were used to describe the two age 
distribution characteristics of the groups. In addition, the 
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demographic data and the remaining variables of the earthquake 
trauma experience between the two groups were count data, 
which were described by frequency and composition ratio. 
According to the data characteristics, the statistical method used 
Pearson’s chi-square test or Fisher’s exact test. There was no 
significant difference between the basic demographic data and 
earthquake trauma experience data of the two groups of patients 
(p > 0.05) see Table 2.

The average age of the 132 survey subjects included in this 
section was 51.85 ± 12.19 years old; there were more women than 
men, accounting for 56.1%. The education level was mainly 
elementary school and below, accounting for 67.4%. The 
proportion of married people (including remarried) was 63.6% 
(12.9%). The occupation was mainly agriculture, accounting for 
79.5%. The ethnic group was mainly Han nationality, accounting 
for 66.7%. The living status was mainly not living alone, 
accounting for 93.2%. The medical payment was mainly based on 
the new rural cooperative medical system, with a proportion of 
65.9%. The family monthly income per capita was mainly 1,000–
3,000 yuan/month/person, accounting for 64.4%. The specific 
demographic data of the intervention group and the control 
group are shown in Table 2.

In the earthquake trauma experience of the study subjects, 
34.1% were buried themselves during the earthquake, 35.6% were 
injured themselves, 3.8% were disabled, 38.6% experienced severe 
or above property losses caused by the earthquake, and 85.3% were 
injured during the earthquake. The survey respondents witnessed 
others being buried, 84.1% witnessed others being injured, and 
71.2% witnessed the death of others. The specific trauma experience 
data of the intervention group and the control group are shown in 
Table 3.

3.2. The impact of MS self-management on 
patients’ health self-management behavior 
and disease-related metabolic indicators

The total scores of health self-management behaviors and disease-
related metabolic indicators at T0, T1, and T2 of the two groups of 
patients are shown in Tables 4 and 5. The total scores of patients’ 
health self-management behaviors at three time points and disease-
related metabolic indicators were analyzed for variance analysis and 
sphere test (Mauchly method) of repeated measurement data. The 
results of the sphere test showed p > 0.05, indicating that the data met 
the conditions of the sphere test. One-way analysis of variance 
was performed.

The results of the analysis of variance of repeated measurement 
data show the following:

 1. intervention methods had statistically significant differences in 
the scores of self-management behavior and diet management, 
exercise management, emotional management, medication 
management and other lifestyle management (p < 0.05) (see 
Table 4).

Different intervention methods had statistical significance in body 
weight and WC (p < 0.05), but no statistical significance in blood 
pressure, FPG, and blood lipids (p > 0.05). The impact of community 

chronic disease management on the weight and WC of MS patients 
bereaved in the Wenchuan earthquake had an inter-group effect.

 2. Time effect: The differences in self-management behavior and 
scores of various dimensions at different follow-up time points 
were statistically significant (p < 0.05), showing a significant 
time effect (see Table 4). The differences in body weight, WC, 
BMI, and SBP at different follow-up time points were 
statistically significant (p < 0.05), showing a significant time 
effect (see Table 5).

 3. Interaction effect between intervention and time: There was an 
interaction effect between different intervention methods and 
different follow-up times (p < 0.05). Through the interactive 
contour map (Figures 1 and 2), it can be seen that with the 
passage of follow-up time, the two groups of patients’ self-
management behaviors and the trend of changes in the scores 
of each dimension are different (see Table 4, Figure 1).

Through the interactive contour map (see Figure 2), it can be seen 
that with the passage of follow-up time, the two groups of patients 
have different trends in weight, WC, BMI, blood pressure, FPG, and 
blood lipids.

 4. Differences between groups: t tests were performed on the self-
management behavior and scores of each dimension of the two 
groups of patients at each follow-up point. The results showed 
that at T0, the difference in scores between the two groups was 
not statistically significant (p > 0.05). The scores of the other 
dimensions at T1 and T2 were higher than those of the control 
group, and the differences were statistically significant 
(p < 0.05), see Table 4.

T-test was performed on the weight, WC, BMI, blood pressure, 
FPG and blood lipids of the two groups at each follow-up time point. 
The results showed: ① At T0, T1, and T2 three time points, there was a 
difference in BMI between the two groups. There was no statistical 
significance (p > 0.05); ②At T0, there was no significant difference in 
body weight and WC between the two groups (p > 0.05). ③There was 
no statistically significant difference in blood pressure and blood lipids 
between the two groups at the three time points (p > 0.05). ④At T0 and 
T1, there was no statistically significant difference in FPG between the 
two groups of patients (p > 0.05); at T2, the difference in FPG between 
the two groups was statistically significant (p < 0.05) (see Table 5).

4. Discussion

The results of this study showed that the total score of self-
management behavior in the control group at T2 did not change much 
from the baseline, and the total score increased by an average of 1.18 
points from the baseline, while the intervention group increased the 
self-management behavior at T1 and T2 (Figures 1, 2).

The results of this study are basically consistent with the relevant 
literature reports retrieved at home and abroad, and both indicate that 
patients can effectively improve their health self-management 
behaviors when they receive health self-management interventions. 
Such as Wang Yasha (20), Vanessa et al. (21), Marks et al. (22), Shin 
et al. (23) and Zhai Yingfen et al. (24).

The possible reasons for the expected results of this study are 
summarized into the following aspects. ① The study is designed on the 
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basis of three theoretical frameworks combined with evidence-based 
guidelines, previous cross-sectional studies and qualitative interview 
results, and fully excavated MS self-management intervention 
methods are highly targeted. ② The design of the intervention plan of 
this study is based on the teaching of MS disease-related knowledge, 
starting with the patient’s cause, earthquake trauma/stress 
management, and sharing successful examples of communication 
with patients and empowering them. At the same time, it combines 
follow-up and strengthened interventions to health beliefs, produce a 

conscious and proactive attitude, and promote healthy behavior. ③ The 
researchers fully contacted and understanded the patients’ eating 
habits and cultural customs from current situation investigations and 
qualitative interviews. Solving the difficulties, needs and challenges 
encountered in the implementation of patients’ self-management 
behaviors is very important for improving patients’ health self-
management behaviors, which is consistent with the research reports 
of Aktas and other scholars (25). ④ During the teaching intervention 
period, due to the impact of the epidemic, the hospital’s treatment 

TABLE 2 Baseline characteristics of general data of research subjects (n  =  132).

Index Number (%) χ2/U p

Intervention group (n  =  66) Control group 
(n  =  66)

Age (years old) 51.2 52.5
Z = 1.100 0.271#

Median (P25,P75) (40.8，64.2) (45.8,60.2)

Gender

Male 30 (45.5) 28 (42.4)
1.939 0.191*

Female 36 (54.5) 38 (57.6)

Education

Elementary school and below 42 (63.6) 47 (70.3)

1.011 0.799*
junior high school 18 (27.3) 14 (21.1)

High school / technical secondary 

school and above

6 (9.1) 5 (7.7)

Marital status

Unmarried 3 (4.5) 1 (1.5)

5.125 0.401**
Married 53 (80.4) 53 (80.4)

Divorced 2 (3.0) 1 (1.5)

Widowed 8 (12.1) 11 (16.6)

Occupation

Non-farmers 17 (25.8) 10 (15.2)
2.281 0.195*

Farmer 49 (74.2) 56 (84.8)

Ethnic

Han 40 (60.6) 48 (72.7)

2.505 0.286**Qiang 22 (33.3) 14 (21.2)

Tibetan 4 (6.1) 4 (6.1)

Residence status

Live alone 6 (9.1) 3 (4.5)
1.073 0.492*

Not living alone 60 (90.9) 63 (95.5)

Medical expenses types

Rural residents’ medical 

insurance

27 (40.9) 18 (27.3) 2.731 0.098*

Rural cooperative medical system 39 (59.1) 48 (72.7)

Household monthly income per capita

No fixed income 4 (6.1) 13 (19.7) 6.277 0.099**

≤ 1,000 6 (9.1) 5 (7.6)

1,001 ~ 3,000 44 (66.7) 41 (62.1)

3,001 ~ 5,000 12 (18.1) 7 (10.6)

Remark:*, Pearson Chi-square test；**，Fisher’s Exact test.
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TABLE 3 Study subject’s earthquake trauma experience (n  =  132).

Index Category Number (%) χ
2

p

Intervention group 
(n  =  66)

Control group 
(n  =  66)

I was buried in the 

earthquake

Yes 26 (39.4) 19 (28.8)
1.652 0.199*

No 40 (60.6) 47 (71.2)

I was injured in the 

earthquake

Yes 28 (42.4) 19 (28.8)
2.676 0.102*

No 38 (57.6) 47 (71.2)

I was disabled during the 

earthquake

Yes 3 (4.5) 2 (3.0)
0.208 0.648*

No 63 (95.5) 64 (97.0)

Family members died or 

whereabouts are unknown 

in the earthquake

1 person 24 (36.4) 30 (45.5)

2.090 0.352**2 person 29 (43.9) 21 (31.8)

3 people and above 13 (19.7) 15 (22.7)

Property loss

none 2 (3.0) 4 (6.1)

6.999 0.136**

Mild 5 (7.6) 12 (18.2)

Moderate 28 (42.4) 30 (45.5)

severe 20 (30.3) 10 (15.1)

Extremely severe 11 (16.7) 10 (15.1)

Witnessed others being 

buried by the earthquake

Yes 35 (53.0) 42 (63.6)
1.527 0.217*

No 31 (47.0) 24 (36.4)

Witnessing others injured 

by the earthquake

Yes 52 (78.8) 59 (89.4)
2.775 0.096*

No 14 (21.2) 7 (10.6)

Witnessed the death of 

others by the earthquake

Yes 49 (74.2) 45 (68.2)
0.591 0.442*

No 17 (25.8) 21 (31.8)

Remark:*，Pearson Chi-square test；**，Fisher’s Exact test.

TABLE 4 Comparison of the scores of healthy self-management behaviors between the two groups (−χ  ±  s，n  =  132).

Index groups T0 T1 T2 Finter-group 
(p)

Ftime (p) FInteractive (p)

Total score Control 85.05 ± 4.06 85.61 ± 3.91 86.23 ± 3.74

intervention 84.14 ± 5.07 90.20 ± 4.99 93.74 ± 4.64

t −1.136 5.874 6.605 23.912 121.617 80.945

p 0.258 <0.001 <0.001 (<0.001) (<0.001) (<0.001)

Diet managem-ent Control 31.74 ± 3.06 32.39 ± 2.91 32.35 ± 2.89

intervention 31.27 ± 3.02 33.83 ± 3.07 34.52 ± 2.95

t −0.887 2.757 4.261 42.979 4.418 20.912

p 0.376 0.007 <0.001 (<0.001) (0.039) (<0.001)

Exercise managem-ent

Control 7.30 ± 1.43 8.14 ± 1.10 8.52 ± 1.14

intervention 7.39 ± 1.33 7.61 ± 1.18 7.73 ± 1.00

t −0.377 2.652 4.219 5.213 2.652 4.219

p 0.707 0.009 <0.001 (0.026) (0.009) (<0.001)

Emotional managem-

ent

Control 13.24 ± 1.71 13.14 ± 1.41 13.12 ± 1.53

intervention 13.02 ± 1.84 13.74 ± 1.94 14.26 ± 1.26

t −0.734 2.052 4.637 4.155 15.109 27.944

P 0.464 0.042 <0.001 (0.046) (<0.001) (<0.001)

(Continued)
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TABLE 5 Comparison of metabolic indicators between the two groups (−χ  ±  s，n  =  132).

Index groups T0 T1 T2 Finter-group 
(p)

Ftime (p) FInteractive (p)

Weight Control 73.06 ± 10.39 73.42 ± 10.11 73.74 ± 10.05

intervention 71.02 ± 9.45 69.50 ± 9.53 66.76 ± 7.96

t −1.182 −2.294 −4.425 11.433 35.395 79.499

p 0.239 0.023 <0.001 (0.001) (<0.001) (<0.001)

WC Control 92.48 ± 8.64 92.24 ± 8.37 92.52 ± 8.05

intervention 91.67 ± 6.59 89.58 ± 5.76 88.62 ± 5.51

t −0.611 −2.131 −3.240 4.096 28.988 33.742

p 0.542 0.035 0.002 (0.047) (<0.001) (<0.001)

BMI Control 25.91 ± 2.68 26.11 ± 2.62 26.18 ± 2.68

intervention 26.39 ± 2.21 25.80 ± 2.17 24.79 ± 2.06

t 1.130 −0.722 3.341 1.041 35.505 71.261

p 0.260 0.472 <0.001 (0.311) (<0.001) (<0.001)

SBP Control 138.03 ± 17.45 136.26 ± 17.76 137.47 ± 17.03

intervention 141.85 ± 20.88 138.76 ± 20.44 137.05 ± 17.35

t 1.140 0.750 −0.142 0.403 9.926 4.841

p 0.257 0.455 0.888 (0.528) (<0.001) (0.009)

DBP Control 83.52 ± 10.00 83.30 ± 9.65 84.48 ± 8.76

intervention 84.95 ± 12.05 84.48 ± 10.65 83.94 ± 9.94

t 0.746 0.668 −0.334 0.185 1.340 8.408

p 0.457 0.505 0.739 (0.668) (0.269) (0.001)

FPG Control 6.24 ± 1.78 6.27 ± 1.43 6.31 ± 1.36

intervention 6.12 ± 1.46 5.94 ± 1.17 5.83 ± 0.87

t −0.427 −1.428 2.400 1.557 1.125 4.106

p 0.670 0.156 0.018 (0.217) (0.328) (0.019)

Index groups T0 T1 T2 Finter-group 
(p)

Ftime (p) FInteractive (p)

Drug managem-ent Control 8.00 ± 1.41 8.08 ± 1.31 7.64 ± 1.43

intervention 7.92 ± 1.37 8.67 ± 1.50 9.09 ± 1.46

t −0.312 2.404 5.769 9.319 7.047 23.193

p 0.755 0.018 <0.001 (0.003) (0.002) (<0.001)

Disease self-monit-

oring

Control 9.67 ± 1.63 9.68 ± 1.64 9.85 ± 1.38

intervention 9.65 ± 1.65 9.88 ± 1.61 10.39 ± 1.35

t −0.053 0.480 2.286 0.669 15.738 5.535

p 0.958 0.632 0.024 (0.416) (<0.001) (0.006)

Other lifestyle Control 8.91 ± 1.37 8.83 ± 1.26 9.20 ± 1.14

intervention 8.86 ± 1.58 9.71 ± 1.44 10.09 ± 1.59

t −0.176 3.726 3.704 7.259 25.630 15.554

p 0.861 <0.001 <0.001 (0.009) (<0.001) (<0.001)

Communication with 

physicians

Control 6.09 ± 1.21 5.88 ± 1.17 6.35 ± 0.86

intervention 6.11 ± 1.12 6.29 ± 1.17 6.88 ± 1.10

t 0.074 2.005 3.197 3.481 23.762 6.885

p 0.941 0.047 0.002 (0.067) (<0.001) (0.002)

Remarks: interaction, intervention × time.

TABLE 4 (Continued)

(Continued)
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process was accompanied by QR code scanning, body temperature 
measuring, nucleic acid testing, and patients and companions filling 
out the epidemiological questionnaire.

The results of this study showed that the weight of the subjects in 
the control group did not change much from the baseline at T2, and 
their weight increased by 0.68Kg on average from the baseline; while 
the subjects in the intervention group were significantly lower than 
the baseline at T1 and T2. The average weight loss was 4.26Kg, which 
was 6.0% less than the baseline weight. According to the evidence-
based guidelines recommendation standard (19).

There are similarities and differences in the four results of blood 
lipids (TC, TG, HDL-C and LDL-C) reported by scholars Shengnan 
(26), Senhai et al. (27) and Yasha (20).

Analysis of the four blood lipids (TC, TG, HDL-C and LDL-C) 
between the two groups of patients in this study were not statistically 
significant at the two time points of T1 and T2. The possible reasons for 
the failure to achieve the expected results are: ① During the entire period 
of the intervention, the study was in the epidemic stage. It was forbidden 
to gather more 10 people, and collective entertainment activities (playing 
mahjong, dancing square dance) were canceled, which may be more idle 
than in previous years. ② The intervention of this study started in March. 
The climate became warmer and darker. Patients usually exercise 
moderately after eating. The work and rest habits of these two rural 
residents may be difficult to change within 5 months.

4.1. Struggles and limitations

Studies on the long-term impact of earthquake stress on the health 
of bereaved families are rarely reported worldwide. Due to some 
objective conditions in this study, the metabolic outcome indicators 
of this intervention study did not include HbA1c. The FPG results at 
the three time points of T0, T1, and T2 are used as indicators to judge 

whether the patient’s blood glucose has improved, rather than the 
average blood glucose HbA1c of 2 to 3 months, which may be biased.

This study selected three detection time points: baseline (T0), end 
of intervention (T1), and 2 months after the end of intervention (T2) on 
an evidence-based basis. The long-term effects of health self-
management interventions need to be further explored. Small numbers 
examined and the consequent difficult generalisability of results.

5. Conclusion

The intervention program of healthy self-management for MS 
patients from bereaved families in the Wenchuan earthquake can 
effectively improve patients’ health self-management behaviors and 
patients’ weight, WC, BMI, and FPG in the short term. However, the 
effects of improving the patient’s blood lipid and blood pressure levels 
are uncertain and need further verification.
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Index groups T0 T1 T2 Finter-group 
(p)

Ftime (p) FInteractive (p)

TC Control 4.30 ± 0.79 4.33 ± 0.79 4.38 ± 0.75

intervention 4.49 ± 0.93 4.38 ± 0.89 4.25 ± 0.81

t 1.223 0.341 −0.958 0.067 1.823 8.086

p 0.223 0.733 0.340 (0.797) (0.170) (0.001)

TG Control 2.26 ± 1.17 2.25 ± 1.08 2.30 ± 0.97

intervention 2.21 ± 0.95 2.14 ± 0.91 2.08 ± 0.86

t −0.261 −0.608 −1.361 0.456 1.614 3.571

p 0.795 0.544 0.176 (0.502) (0.203) (0.031)

LDL-C Control 2.92 ± 0.75 2.92 ± 0.76 2.95 ± 0.76

intervention 2.93 ± 0.68 2.89 ± 0.61 2.85 ± 0.60

t 0.111 −0.280 −0.774 0.146 0.269 0.875

p 0.912 0.780 0.440 0.704) (0.765) (0.419)

HDL-C Control 1.27 ± 0.27 1.26 ± 0.32 1.26 ± 0.30

intervention 1.30 ± 0.30 1.33 ± 0.30 1.36 ± 0.30

t 0.537 1.129 1.837 1.737 2.076 3.530

p 0.592 0.261 0.068 (0.192) (0.134) (0.035)

Remarks: interaction, intervention × time.
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FIGURE 2

Interactive contour map of Metabolic Index.

FIGURE 1

Interactive contour map of health self-management behavior score Interactive contour map of health self-management behavior score.
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China, 4Xiangya School of Nursing, Central South University, Changsha, Hunan, China

Objective: To systematically compare and rank the accuracy of AI-based

intraocular lens (IOL) power calculation formulas and traditional IOL formulas in

highly myopic eyes.

Methods: We screened PubMed, Web of Science, Embase, and Cochrane Library

databases for studies published from inception to April 2023. The following

outcome data were collected: mean absolute error (MAE), percentage of eyes with

a refractive prediction error (PE) within ±0.25, ±0.50, and ±1.00 diopters (D), and

median absolute error (MedAE). The network meta-analysis was conducted by R

4.3.0 and STATA 17.0.

Results: Twelve studies involving 2,430 adult myopic eyes (with axial lengths

>26.0mm) that underwent uncomplicated cataract surgery with mono-focal IOL

implantation were included. The network meta-analysis of 21 formulas showed

that the top three AI-based formulas, as per the surface under the cumulative

ranking curve (SUCRA) values, were XGBoost, Hill-RBF, and Kane. The three

formulas had the lowest MedAE andweremore accurate than traditional vergence

formulas, such as SRK/T, Holladay 1, Holladay 2, Haigis, and Ho�er Q regarding

MAE, percentage of eyes with PE within ±0.25, ±0.50, and ±1.00 D.

Conclusions: The top AI-based formulas for calculating IOL power in highly

myopic eyes were XGBoost, Hill-RBF, and Kane. They were significantly more

accurate than traditional vergence formulas and ranked better than formulas with

Wang–Koch AL modifications or newer generations of formulas such as Barrett

and Olsen.

Systematic review registration: https://www.crd.york.ac.uk/PROSPERO/,

identifier: CRD42022335969.

KEYWORDS

intraocular lens, formulas, high myopia, artificial intelligence, prediction error

1. Introduction

Myopia is a common refractive error that affects a significant proportion of the world

population. The global prevalence of myopia was estimated to be 22.9% in 2000 and is

projected to increase to 49.8% by 2050 (1). High myopia, defined as a refractive error of

−6.00 diopters (D), is associated with axial lengths>26.0mm (2). Myopia has been shown to

be a risk factor for the development of cataracts, particularly nuclear cataracts and posterior
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subcapsular cataracts (3). Traditionally, vergence formulas such as

SRK/T, Holladay 1 and 2, and Hoffer Q have been commonly used

(4). However, these traditional formulas tend to result in hyperopic

surprises, leading surgeons to empirically aim for a myopic target

(5–7). Highly myopic eyes have complex structural changes such

as zonular weakness (8), increases in anterior chamber depth

(ACD) (9), premature vitreous degeneration, and posterior scleral

staphyloma (6), which reduces the predictive accuracies of existing

formulas. The Wang—Koch (WK) axial length (AL) adjustment

(6, 10) and newer generations of formulas such as Barrett (available

at: https://calc.apacrs.org/barrett_universal2105/) and Olsen (11)

were developed to address these issues.

In recent years, artificial intelligence (AI) technology has been

adopted to improve the accuracy and precision of IOL power

calculations in myopic eyes. The Hill-radial basis function (RBF)

formula (available at: http://rbfcalculator.com/online/index.html)

and Kane formula (available at: www.iolformula.com) are gaining

increasing popularity. Both formulas were developed and validated

using large datasets. They used machine learning algorithms

based on several patient-specific factors, including AL, keratometry

(K), and lens thickness (LT). Other AI-based formulas, such as

Emmetropia Verifying Optical (EVO) and Ladas Super Formula,

have also been developed (11, 12).

Recent studies have compared the accuracy of AI-based

formulas, traditional vergence formulas, newer generations of

vergence formulas, and formulas with Wang–Koch adjustments.

However, due to the large number of formula types, the process

of recalculating IOL power using all the methods was time-

consuming, and few studies have performed comprehensive

comparisons between formulas. Our network meta-analysis,

therefore, aims to comprehensively compare and rank the formulas

in myopic patients who underwent cataract surgery. The findings

of the present study will provide valuable clinical guidance for

selecting the appropriate IOL formulas for myopic eyes.

2. Materials and methods

The present study was registered at Prospero

(CRD42022335969, https://www.crd.york.ac.uk/PROSPERO/).

2.1. Search strategy and selection criteria

Two investigators (YZ and LS) searched PubMed, Web of

Science, Embase, and Cochrane Library for studies published

from their inception to 5 April 2023. The search terms used for

searching the clinical condition are as follows: “myopia,” “long axial

length,” “long AL,” “long eye,” “intraocular lens,” and “IOL.” The

two investigators independently evaluated the title and abstract

of all the identified studies. Additionally, we manually examined

the reference lists of clinical trials, related meta-analyses, and

systematic reviews to identify relevant studies.

Studies were retained if they met the following inclusion

criteria: (1) focused on individuals with ocular AL longer than

26.0mm; (2) included eyes with uncomplicated cataract surgery

with in-the-bag fixated mono-focal IOL implantation; and (3) used

at least two of the selected IOL power calculation formulas. Articles

were excluded if they (1) used no AI formula; (2) included patients

under 18 years; (3) had a history of other ocular diseases, eye

surgery, or trauma; (4) included toric, multi-focal, piggyback, or

not in-the-bag fixated IOL implantation; (5) included astigmatism

correction using femtosecond laser-assisted cataract surgery; (6)

did not provide any of the outcome data (MAE ± SD, percentage

of eyes with a refractive PE within ±0.25, ±0.50, and ±1.00 D,

MedAE); (7) measured optical biometry using approaches other

than Lenstar, IOL Master, or Pentacam; and (8) were review

articles or discussion papers, conference abstracts, or studies done

on animals.

2.2. Data collection and processing

Two authors (MD and XT) extracted the following outcome

data independently: (1) The percentage of eyes with a refractive

prediction error (PE) within ±0.50 and ±1.00 diopters (D),

(2) mean absolute error (MAE), and (3) median absolute error

(MedAE) in refractive prediction. Participant and intervention

characteristics were also extracted. For data that were missing or

could not be directly obtained, we contacted the authors or used the

WebPlotDigitizer tool (https://automeris.io/WebPlotDigitizer/) to

read data from figures.

The percentage of eyes with PE within ±0.25, ±0.50, and

±1.00 D was dichotomous data. Thus, a binomial model was

applied, and odds ratio (OR) with 95% CIs was calculated for the

relative effect. The MAE was continuous data. Thus, a continuous

model was applied, and a mean difference with 95% CIs was

calculated for the relative effect. It is notable that MedAE was not

suitable for the meta-analysis; therefore, only descriptive analyses

were performed.

2.3. Quality assessment

Two authors (LZ and ZT) assessed the risk of bias in the

included studies following the guidance of the quality appraisal

tool for case series studies using a modified Delphi technique

developed by the Institute of Health Economics (13). The following

eight domains in the included studies were evaluated: study

objective, study population, intervention and co-intervention,

outcome measure, statistical analysis, results and conclusions,

competing interests and sources of support, and new item. The

clarity of each item in the eight domains was classified as “Yes,”

“No,” and “Unclear/Partly stated.”

2.4. Publication bias detection

To assess the publication bias across studies, a graphic tool

was developed by Chai (14). The code was integrated into an

R package netmeta. The command funnel() generated a funnel

plot to visualize publication bias across included studies. The

obvious publication was presented as an asymmetric distribution

of comparison-adjusted funnel plots.
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2.5. Sensitivity analysis and inconsistency
assessment

A sensitivity analysis was performed by repeating the network

meta-analysis with the previously excluded high-risk studies.

If the result was significantly influenced, the inconsistency

between direct and indirect comparisons was assessed using

the node-splitting approach (15), which differentiates direct

and indirect evidence on a particular comparison and the

design-by-treatment interaction models, assuming consistency

throughout the entire network. A p-value < 0.05 was considered

an inconsistency.

2.6. Surface under the cumulative ranking
curve (SUCRA)

The probability of interventions at each ranking could be

evaluated by SUCRA (16). The SUCRA value of each formula was

assessed for the following primary outcomes: the percentage of eyes

with a refractive PE within ±0.50 and ±1.00 D, MAE ± SD, and

MedAE. A SUCRA value ranges from 0 to 100%, with a value closer

to 100% indicating a higher likelihood that a formula is in the top

rank. A SUCRA ranking figure was presented to report the SUCRA

value for respective outcomes.

2.7. Subgroup analysis

To further compare the accuracy of AI-based formulas and

conventional formulas, we performed subgroup analysis stratified

by ALs (26.0–28.0, 28.0–30.0, and ≥30.0mm) in studies where

subgroup stratification with the same criteria was also conducted.

Eyes with ALs >28.0mm were defined as extremely myopic eyes.

The MAE was compared in each subgroup using the evaluation

metrics described above.

2.8. Statistical analysis

Networkmeta-analyses were performed using a random-effects

model. All analyses were conducted using R 4.3.0 and STATA 17.0

for statistical analyses. The R packages gemtc, ggplot2, netmeta, and

ggrepel were used for analysis, data output, and visualization.

3. Results

3.1. Study selection

The literature search strategy is presented in

Supplementary Table S1. After removing duplications, 871 articles

were identified from the literature search. Twenty-four full-text

articles were further screened for eligibility. The preferred reporting

items for systematic reviews and meta-analyses (PRISMA) flow

diagram is shown in Supplementary Figure S1. The final inclusion

of this systematic review consisted of 12 studies involving 2,430

adult myopic eyes that underwent uncomplicated cataract surgery

with in-the-bag fixated mono-focal IOL implantation.

3.2. Study characteristics and network
geometry

A summary of all eligible studies is shown in

Supplementary Table S2 (17–28). The included AI formulas

were Kane, Ladas super formula, Hill-RBF Version 2.0 and 3.0,

XGBoost, K6, and Olsen. The included traditional formulas (based

on vergence or ray-tracing) were Barrett Universal II, SRK/T,

Holladay 1, Holladay 2, Hoffer Q, Haigis, Emmetropia Verifying

Optical (EVO), and Olsen. If Wang–Koch (WK) adjustment was

applied, the formula was analyzed as an independent formula.

Table 1 shows the brief description and abbreviations for the

formulas. The number of studies and eyes involved in each formula

is shown in Supplementary Table S3.

The number of formulas involved in the studies ranged from

2 to 11. Of the included studies, 10 (83.3%) were from China,

1 (8.3%) recruited participants from countries in Europe, and 1

(8.3%) from Australia.

3.3. Risk of bias

The risk of bias from within the included articles is shown

in Supplementary Table S4. All studies gained “Yes” in “study

objective,” “outcome measures,” “statistic analysis,” and “competing

interests and sources of support.” In the domain of “study

population,” all 12 studies obtained at least three “Yes” responses. In

“results and conclusions,” seven out of 12 studies gained over three

“Yes” remarks. All the studies were retrospective designs. Overall,

all studies gained at least 13 “Yes” responses among 20 items and

were regarded as high quality.

Publication bias across studies was evaluated by funnel plot

shown in Supplementary Figures S2–S5. The estimates of all

the comparisons were symmetrically distributed in comparison-

adjusted funnel plots, suggesting no publication bias across studies.

3.4. Mean absolute error in refractive
prediction

Mixed comparisons for MAE between AI-based formulas and

traditional formulas are presented in Figure 1A. XGBoost formula

was superior to Hoffer Q, and Kane was superior to SRK/T

in terms of MAE. Most AI-based formulas, except for Kane,

showed lower errors in refractive prediction when compared to

Holladay 1. Hill-RBF Version 2 and 3 and Kane formulas showed

lower errors when compared to Haigis. All AI-based formulas

did not outperform Barrett, which is representative of the newer

generation of traditional formulas. However, when Wang–Koch

adjustment was applied to SRK/T, Haigis, and Holladay 1 formulas,

there was no significant difference between traditional and AI-

based formulas.
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TABLE 1 Brief description of the formulas included in the network meta-analysis.

Formula Classification Year Brief description

Kane AI-based 2016 Based on AL, K, ACD, LT (optional), CCT (optional), Gender, A

constant, and post-operative refractive target. Blended approach (AI,

regression, and vergence)

Ladas super formula AI-based 2015 Applies most ideal calculations from other formulas (SRK/T, Hoffer Q,

Holladay 1, Holladay, Haigis, etc.)

Hill-RBF Based on AL, K, ACD, LT (optional), WTW (optional), CCT

(optional), A-constant, and post-operative refractive target

Version 2.0 AI-based 2018 Excludes out-of-bounds values

Might be significantly influenced by LT

Version 3.0 AI-based 2020

All AI-based 2018 Version 2.0 with out-of-bounds values

XGBoost AI-based 2020 Based on the XGBoost machine learning regression technique.

Incorporates several clinical features, and the BUII formula results

Targets highly or extremely myopic eyes

K6 AI-based 2020 Transforms the optical biometer’s AL to be the distance from the

anterior cornea to the retinal pigment epithelium

Uses a proprietary estimated lens position calculation based on

post-operative measurement of 245 eyes

FullMonte IOL AI-based Uses a Monte Carlo Markov Chain simulator to produce its refractive

predictions

Olsen Traditional 2014 Ray-tracing

Based on ACD, LT, and post-operative refractive target

Barrett Universal II Traditional 2010 Based on AL, K, ACD, LT (optional), WTW (optional), LF/DF,

A-constant, and post-operative refractive target

The formula is not publicly available

SRK/T

SRK/T Traditional 1990 Based on AL, K, A-constant, and post-operative refractive target

SRK/T_WK Traditional SRK/T formula with WK adjustment

SRK/T_MWK Traditional SRK/T formula with modified WK adjustment

Holladay 1

Holladay 1 Traditional 1988 Based on AL, K, SF, and post-operative refractive target

Holladay 1_WK Traditional Holladay 1 formula with WK adjustment

Holladay 1_MWK Traditional Holladay 1 formula with modified WK adjustment

Holladay 2 Traditional 1995 Based on AL, K, ACD, LT, WTW, CCT, Age, A-constant/ACD/SF, and

post-operative refractive target

Hoffer Q Traditional 1993 Based on AL, K, pACD, and post-operative refractive target

Haigis

Haigis Traditional 2004 Based on AL, K, ACD, three constants (a0; a1, which is associated with

measured ACD; and a2, which is associated with measured AL), and

post-operative refractive target

Haigis_WK Traditional Haigis formula with WK adjustment

Emmetropia Verifying

Optical (EVO)

Traditional 2019 Based on AL, K, ACD, A-constant, LT (optional), CCT (optional),

corneal refractive LVC status, and post-operative refractive target

3.5. Percentage of eyes with a refractive PE
within ±0.25D, ±0.50, and ±1.00 D

Mixed comparisons for the percentage of eyes with a PE within

±0.25, ±0.50, and ±1.00 D are presented in Figure 1B. In terms

of the percentage of eyes with a PE within ±0.25 D (% PE within

±0.25 D), Kane was superior to Haigis, Hoffer Q, Holladay 1, and

Holladay 2. Hill-RBF was better than Haigis, Hoffer Q, Holladay

1, Holladay 2, and SRK/T. However, if out-of-bounds were not

excluded when applying Hill-RBF, the formula did not outperform

SRK/T or Haigis. Ladas super formula showed the same percentage

of eyes with a PE within±0.25 D as all the traditional formulas. The

XGBoost method was superior to most traditional formulas except

for Wang–Koch adjusted formulas of newer generations.
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FIGURE 1

Mixed comparison of AI-based formulas and traditional formulas. (A) Mean absolute error. (B) Percentage of eyes with predictive error within ±0.25D,

±0.50 D, and ±1.00 D. WK, Wang–Koch AL adjustment; MWK, modified Wang–Koch AL adjustment; EVO, Emmetropia Verifying Optical; Barrett,

Barrett Universal II; Ladas, Ladas super formula; RBF, radial basis function.

Similarly, in terms of percentage PE within ±0.50 D, Kane

and XGBoost were better than Haigis, Hoffer Q, Holladay 1,

Holladay 2, and SRK/T. Hill-RBF was better than Hoffer Q,

Holladay 1, Holladay 2, and SRK/T. However, Ladas super

formula and FullMonte IOL formula were comparable to

traditional ones.

Regarding the percentage of eyes with PE within ±1.00 D,

XGBoost was superior to Haigis, Hoffer Q, Holladay 1, Holladay 2,

and SRK/T. Kane andHill-RBF were better than Haigis, Holladay 1,

Holladay 2, and SRK/T. Again, Ladas super formula and FullMonte

IOL formula were comparable to traditional ones.

It is notable that, in the percentage of eyes with PE within

±0.25,±0.50, and±1.00 D, AI-based formulas were comparable to

newer generations of traditional vergence formulas or Wang–Koch

adjusted formulas.

3.6. Median absolute error (MedAE) in
refractive prediction

Figure 2 and Supplementary Table S5 show the analysis and

formula ranking results for MedAE, and there were 12 studies in

which 21 formulas were involved.We found that the XGBoost, Hill-

BRF, and Kane formulas had lower MedAE (0.2730, 0.2730, and

0.2730, respectively).

3.7. SUCRA ranking of all outcomes

The SUCRA values provided the probabilities of AI-based or

traditional formulas at each ranking and are presented in Figure 3

and Supplementary Tables S6–S9. The probabilities of each formula

being the best were also plotted.

For obtaining the minimal MAE, XGBoost, Hill-RBF Version

3.0, and Olsen ranked as the three best (Figure 3A). Holladay 2

ranked the worst. However, XGBoost did not show significant

superiority to Hill-RBF Version 3.0 and Olsen [Hill_RBF_3 vs.

XGBoost = 0.02 (−0.23, 0.27) vs. Olsen vs. XGBoost = 0.02

(−0.2, 0.24); Figure 1A]. The probabilities of XGBoost, Hill-RBF

Version 3.0, and Olsen being the best were 0.30880, 0.26040, and

0.21345, respectively.

For the percentage of eyes with a PE within ±0.25 D, ±0.50 D,

and ±1.00 D, XGBoost, Hill-RBF Version 2.0, and Kane were the

best ranking AI-based formulas (Figure 3B). Similarly, there was no

significant difference between each of the three formulas. Among

Frontiers in PublicHealth 05 frontiersin.org132

https://doi.org/10.3389/fpubh.2023.1279718
https://www.frontiersin.org/journals/public-health
https://www.frontiersin.org


Zhou et al. 10.3389/fpubh.2023.1279718

FIGURE 2

Formula rank in median absolute error (MedAE). WK, Wang–Koch AL adjustment; MWK, modified Wang–Koch AL adjustment; EVO, Emmetropia

Verifying Optical; Barrett, Barrett Universal II; Ladas, Ladas super formula; RBF, radial basis function.

all the formulas, Ladas had the lowest probability in the percentage

of eyes with PE within ±0.25 D and ±1.00 D (both 0.000125),

while Holladay 2 had the lowest probability in percentage PE within

±0.50 D (0.000000).

3.8. Inconsistency analysis

To detect the inconsistency within networks, the node-splitting

approach was applied. No significant consistency (p > 0.05) was

observed in terms of MAE or percentage of eyes with PE within

±0.25 D, ±0.50 D, and ±1.00 D (Supplementary Tables S10–

S13). Significant consistency (p > 0.05) was detected in the

analyses above.

3.9. Subgroup analysis

Six of the studies underwent subgroup analysis using the

previously described criteria (stratifying ALs into three subgroups:

26.0–28.0, 28.0–30.0, and ≥30.0mm, Supplementary Tables S14–

S16). Three studies involving 11 formulas and 381 eyes

were included for subgroup analysis because they provided

comprehensive MAE values, SD values, and sample sizes required

for network meta-analysis using continuous data.

The mixed comparisons of the AI-based and conventional

formulas for each subgroup are presented in Figure 4. In eyes

with ALs between 26.0–28.0 and 28.0–30.0mm, all formulas were

comparable to each other. In extremely myopic eyes with an AL

≥30.0mm, the XGBoost formula was significantly more accurate

than Haigis [MAE decreased by 0.39 (0.05, 0.73)] and SRK/T [MAE

decreased by 0.37 (0.01, 0.74)], and Hill-RBF 3.0 was significantly

more accurate than Haigis [MAE decreased by 0.38 (0.02, 0.74)].

Other formulas were comparable to each other in the subgroup

with ALs >30.0 mm.

The SUCRA values and the probabilities of each formula being

the best are provided in Supplementary Table S17. In the 26.0–

28.0mm subgroup, XGBoost (SUCRA = 0.79861), Hill-RBF 2.0

(SUCRA= 0.756005), and Hill-RBF 3.0 (SUCRA= 0.717455) were

the top three formulas. In the 28.0–30.0mm subgroup, Hill-RBF 3.0

(SUCRA = 0.644415), XGBoost (SUCRA = 0.599635), and Kane

(SUCRA= 0.583095) were the top three formulas. In the≥30.0mm

subgroup, XGBoost (SUCRA = 0.88663), Hill-RBF 3.0 (SUCRA =

0.855355), and Hill-RBF 2.0 (SUCRA = 0.580605) were the top

three formulas.

4. Discussion

The present study is the first network meta-analysis to evaluate

the accuracy of AI-based formulas for IOL power calculation

in myopic eyes with axial lengths >26.0mm. To clearly discuss

the characteristics of each formula, we divided the 21 formulas

into the following four types: (1) AI-based formulas; (2) newer
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FIGURE 3

Surface under the cumulative ranking curve ranking plot. SUCRA, surface under the cumulative ranking curve; PrBest, probabilities of being the best;

PE, predictive error; D, diopter; WK, Wang–Koch AL adjustment; MWK, modified Wang–Koch AL adjustment; EVO, Emmetropia Verifying Optical;

Barrett, Barrett Universal II; Ladas, Ladas super formula; RBF, radial basis function.

generation of traditional formulas (such as Barrett and Olsen); (3)

traditional vergence formulas (such as SRK/T, Hoffer Q, Holladay

1, and Holladay 2); and (4) traditional vergence formulas with AL

adjustment (such as SRK/T_WK or SRK/T_MWK). By analyzing

MAE and the percentage of eyes with±0.25 D,±0.50 D, and±1.00

D of prediction error, we demonstrated that XGBoost, Kane, and

Hill-RBF were the most accurate AI-based formulas.

The XGBoost formula was designed exclusively for myopic eyes

(19, 26). It was developed and validated using data from 1,450

patients. The subgroup analysis in our study showed that, in eyes

with an AL ≥30.0mm, the XGBoost formula was significantly

more accurate than traditional ones (such as Haigis and SRK/T).

This advantage might result from the study design where the

average AL of the recruited patients was>29.00mm, and extremely

high myopic eyes were taken into consideration. Additionally, the

XGBoost formula included cases where <-2.5 D myopic refractive

targets were scheduled (19). It was, therefore, suggestive that the

XGBoost formula might be more reliable for IOL power prediction

in highly or extremely myopic eyes compared to other AI-based

formulas. Most recently, the Zhu–Lu formula (https://HM-ZLF.

com/), developed by the same team that developed using XGBoost

and support vector regression (SVR) algorithms, demonstrated

improved and stable accuracy compared to other formulas (29).

Hill-RBF was the first IOL power calculation method based

purely on artificial intelligence and was installed on Lenstar

(HaagStreit, Switzerland) (30). Hill-RBF 2.0 is based on more than

12,000 eyes and can calculate IOL power for a target different than

zero. It was based on AL, K, ACD, and LT [CCT, LT, and CD

are optional (31, 32)]. The Hill-RBF 2.0 was limited due to the

“out-of-bounds” warnings. Hill-RBF 3.0 formula, an improvement

from its 2.0 version, utilized pattern recognition and employed

an advanced method of data interpolation. However, there has
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FIGURE 4

Mixed comparison of subgroup analysis stratified by axial lengths.

been no study directly comparing Hill-RBF 3.0 and 2.0 in eyes

with an AL >26.0mm. Tsessler et al. (32) found that Hill-RBF

3.0 was more accurate than Hill-RBF 2.0, though their study did

not necessarily focus on myopic eyes. Network meta-analysis offers

an indirect approach to comparing two formulas without actually

conducting the comparative trial. The SUCRA ranking of MAE in

our study showed that the Hill-RBF 3.0 ranked higher than the 2.0

version. Moreover, the subgroup analysis further demonstrated the

superiority of Hill-RBF 3.0 in eyes with an AL>30.0mm. Although

the MedAE ranking in Figure 2 shows Hill-RBF 2.0 with a higher

ranking than the 3.0 version, it is worth mentioning that MedAE

was not suitable for meta-analysis (33). Therefore, only descriptive

analyses were presented in the MedAE ranking, and no statistical

analysis could be undertaken. Hill-RBF formulas were suitable for

highly myopic eyes, and Hill-RBF 3.0 was particularly accurate for

extremely myopic eyes.

The Kane formula is an unpublished one, and the structure

is largely unknown. It is based on theoretical optics, contains

some elements of artificial intelligence, and uses AL, K, ACD,

and gender to predict the IOL position, with LT and CCT being

optional factors (34, 35). The formula considers factors such as

ACD and LT, which are known to affect IOL power calculations in

myopic eyes. Our findings suggest that the Kane formula was more

accurate than conventional formulas such as Haigis and SRK/T in

highly myopic eyes. However, as the subgroup analysis suggested,

Kane was comparable to traditional formulas when dealing with

extremely myopic eyes.

The Ladas super formula was created by Dr. John Ladas and

further optimized in 2019 using the post-operative data of more

than 4,000 eyes (35). It uses a three-dimensional model to choose

the best IOL formula among existing ones for a particular AL or

corneal power (12). Ang et al. (36) found that, inmyopic eyes, Ladas

was less accurate than AI-based or newer formulas such as Kane

and Barrett. They also demonstrated a strong positive correlation

between absolute prediction error and AL with the Ladas and

SRK/T formulas, especially in extremely long ALs. Similarly, data in

our study showed that the Ladas formula ranked 16th out of the 18

formulas in theMAE SUCRA ranking analysis andwas not superior

to traditional formulas in other evaluation analyses. The reason for

its unexpected poor performance was partially due to the fact that

Ladas was developed by combining conventional formulas such as

Hoffer Q, Holladay 1, Holladay 2 (with Wang–Koch adjustment)

(6), and SRK/T formulas (11) rather than creating new algorithms

as most recent AI formulas did. When using Ladas formula in

highly myopic eyes, other formulas should also be used to choose

the most accurate one. However, physicians should be careful when

using the Ladas formula in eyes with an AL >30.0 mm.

The newer generation of formulas showed superiority over

traditional vergence formulas. Barrett formula incorporates AL,

K, ACD, LT, WTW, age, corneal power, and estimated lens

position (37–39). The Olsen formula is characterized by the ray-

tracing technique and the C constant concept (40–43). In the

present study, both Barrett and Olsen showed no significant

difference from AI-based formulas. However, the Olsen formula

had significantly lower MAE than SRK/T, Haigis, Hoffer Q,

Holladay 1, and Holladay 2. Barrett formula had significantly

lower MAE than most traditional formulas except for Hoffer Q.

In terms of the percentage of eyes within ±0.50 and ±1.00 D PE,

Barrett and Olsen formulas showed significant superiority over

traditional formulas. The Wang–Koch adjustment was developed

to be applied in eyes with longer ALs that have IOL power

calculation with the Holladay 1 formula (6, 10). In the present

study, there was no significant difference between formulas

with Wang–Koch adjustment and AI-based formulas in terms

of MAE and percentage of eyes within ±0.25 D, ±0.50 D,

and±1.00 D PE.

Frontiers in PublicHealth 08 frontiersin.org135

https://doi.org/10.3389/fpubh.2023.1279718
https://www.frontiersin.org/journals/public-health
https://www.frontiersin.org


Zhou et al. 10.3389/fpubh.2023.1279718

5. Limitations and recommendations

This network meta-analysis has several limitations inherent

to the methodology applied in the study. First, 10 out of the

12 studies included in this study were conducted in China, and

the other two were from Australia and Europe. Therefore, the

conclusions of our study might not be generalized to other

populations. Second, one study included both eyes of some patients,

and the correlation between eyes is a potential limitation of

the analysis. Third, two studies (27, 28) used the lens constants

from the User Group for Laser Interference Biometry (ULIB),

and more research is needed to analyze the effect of ULIB in

the future.

6. Conclusion

In summary, the overall evidence indicated that in

cataract patients with ALs >26.0mm, AI-based formulas

(especially XGBoost, Hill-RBF, and Kane) were promising

in obtaining lower MAE and a higher percentage of eyes

within ±0.25 D, ±0.50 D, and ±1.00 D of prediction error

when compared to traditional vergence formulas. AI-based

formulas tended to perform better than newer generations

of formulas (such as Barrett and Olsen) and formulas

with Wang–Koch adjustment, but the superiority was not

significant. In future studies, sufficiently sized and geographically

dispersed studies are warranted to validate the effect of

AI-based formulas.
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Millions of people’s health is at risk because of several factors and multiple 
overlapping crises, all of which hit the vulnerable the most. These challenges are 
dynamic and evolve in response to emerging health challenges and concerns, 
which need effective collaboration among countries working toward achieving 
Sustainable Development Goals (SDGs) and securing global health. Mental 
Health, the Impact of climate change, cardiovascular diseases (CVDs), diabetes, 
Infectious diseases, health system, and population aging are examples of 
challenges known to pose a vast burden worldwide. We are at a point known as 
the “digital revolution,” characterized by the expansion of artificial intelligence 
(AI) and a fusion of technology types. AI has emerged as a powerful tool for 
addressing various health challenges, and the last ten years have been influential 
due to the rapid expansion in the production and accessibility of health-related 
data. The computational models and algorithms can understand complicated 
health and medical data to perform various functions and deep-learning 
strategies. This narrative mini-review summarizes the most current AI applications 
to address the leading global health challenges. Harnessing its capabilities can 
ultimately mitigate the Impact of these challenges and revolutionize the field. 
It has the ability to strengthen global health through personalized health care 
and improved preparedness and response to future challenges. However, ethical 
and legal concerns about individual or community privacy and autonomy must 
be addressed for effective implementation.

KEYWORDS

global health, artificial intelligence, public health, global health challenges, machine 
learning, health care, mortality

Introduction

Millions of people’s health and well-being are at risk of several factors and multiple 
overlapping crises, including but not limited to infectious disease outbreaks, rising malnutrition 
rates, and lack of sufficient medical access; all hit the vulnerable the most (1). As we are heading 
toward the end of 2023, a record 339 million people globally need urgent aid. Several critical 
issues need to be addressed urgently to improve health globally and build resilience against 
future threats (1); the recent COVID-19 has shown that each country’s security and prosperity 
depend on creating a healthier, safer, more resilient world.

Global public health priorities play a crucial role in addressing the most pressing health 
challenges faced by populations worldwide. They are dynamic and evolve in response to 
emerging health challenges and crises, which need effective collaboration among countries to 
secure global health. Mental Health, the Impact of climate change, cardiovascular diseases 
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(CVDs), diabetes, Infectious diseases, health system, and population 
aging are examples of challenges that are examples of these 
challenges that are known to pose a vast burden worldwide 
(Figure 1) (2, 3).

We are at a point known as the “digital revolution,” characterized 
by the expansion of artificial intelligence (AI) and a fusion of 
technology types; the rapid and transformative changes brought about 
by these advances in digital technology led to increased connectivity 
and accessibility of vast amounts of information (4). AI has emerged 
as a powerful tool for addressing various challenges, and the last ten 
years have been influential in the digital health (5, 6). AI and its 
subfields or techniques, such as deep learning (DL), natural language 
processing (NLP), and machine learning (ML), have prospects to 
benefit healthcare, including public health, because of the rapid 
expansion in the production and accessibility of health-related data 
(7–9). The computational models and algorithms can understand 
complicated health and medical care data to perform various functions 
and deep-learning strategies. AI in health care improves disease 
surveillance, diagnosis, treatment selection, and clinical laboratory 
testing (10, 11). Harnessing its capabilities can ultimately mitigate the 
impact of global public health issues and revolutionize the field.

However, the burgeoning interest was accompanied by caution 
over using it, especially in health-related fields. Crucial ethics, privacy, 
and bias issues were raised to ensure AI’s responsible and equitable 
integration in the global public health landscape. Additionally, the 
human inability to see how ML systems make their decisions “black 
box,” brought uncertainty and threatened trust among the users 
regarding its application (12). This review aims to explore the current 
state of AI in those mentioned global public health challenges and 
provide insights about its current application in disease diagnosis, 
medicinal product development, and medical intervention. This step 
will provide more comprehension, and interpretability for most of AI’s 
leading evidence-based applications and contribute to a better 

understanding of AI in dealing with the increasing scale and 
complexity of challenges to global health.

AI in non-communicable diseases

The global development over the last years was also associated 
with the change in disease burden, and NCDs have almost become the 
leading cause of mortality, resulting in 200 million premature deaths 
and expectation of another 150 million people deaths during the next 
ten years; most of them in low and middle-income countries (13).

NCDs are usually multifactorial diseases, and several factors are 
associated with their development, including genetic and 
environmental factors, which make them challenging to prevent and 
treat effectively. They are exacerbated by four key modifiable risk 
factors, namely tobacco use, harmful use of alcohol, physical inactivity, 
and unhealthy diets (14). It was estimated that behavioral factors and 
genetic factors are the main contributors to preterm death in the USA 
with (40%), and (30%) respectively (15), and the role of public health 
awareness and intervention have a vast impact (16). AI can offer the 
potential to analyze large and complex datasets obtained from lifestyle, 
clinical, and biological data in a way that exceeds the human ability to 
make sense of it. ML, NLP, Robotic, virtual agents (chatbots), and 
speech analysis are just a few examples of the available AI applications 
that are used to improve public health (17). For example, Florence, 
which is the WHO’s first virtual health worker, is designed to help the 
world’s 1.3 billion tobacco users quit smoking (18); STop obesity 
Platform that can offer personalized support to people with obesity 
(19), and chatbots to personalized fitness strategies.

If we discuss kidney disease progression as a case illustration, AI 
has its application in pre/post-diagnosis, which can ultimately lead to 
improved outcomes in a timely and accurate manner (20). During the 
analysis phase of patient data, AI can identify the early signs of the 

FIGURE 1

Examples of global health challenges.
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diseases from the lab results, medical history, and images (21, 22), it 
can also help in the diagnosis of kidney disease from a kidney biopsy 
through deep learning-based approaches (23), and to improve 
outcome and early detection of other comorbidity in renal patients 
(24). The flowing part discusses AI’s applications in the major 
of NCDs.

AI in cardiovascular diseases

Cardiovascular diseases (CVDs) are the leading cause of global 
mortality, taking an estimated 17.9 million lives in 2019. Strategies to 
tackle this considerable burden are directed toward reducing risk 
factors, enhancing the health system, and monitoring disease patterns 
and trends to inform national and global actions. The application of 
AI can identify, process, integrate, and analyze massive amounts of 
data, including but not limited to medical records, ultrasounds, 
medications, and experimental results. The gold standard in 
diagnosing most CVDs is an echocardiogram (ECG) and cardiac 
magnetic resonance (CMR). However, the clinician’s interpretation of 
ECG depends on their experience. Hence, ECG information might 
be missed due to clinicians’ difficulty analyzing them (25, 26).

Additionally, most ECGs are done on symptomatic patients, even 
though many CVDs, such as valvular heart diseases, involve long 
asymptomatic periods (27). However, the AI algorithm interpretation 
of ECG can diagnose heart failure, atrial fibrillation, hypertrophic 
cardiomyopathy, pulmonary hypertension, aortic valve stenosis, and 
anemia (28–36). An approach that reduced time and the physician’s 
cognitive burden by offering pre-diagnosis, correcting clinician errors 
and preventing the occurrence of misdiagnosis. Moreover, AI enhances 
the prompt efficiency of medical tools such as computed tomography 
(CT), echocardiography, magnetic resonance imaging (MRI), and 
Coronary computed tomography angiography (CCTA) (37–39). In 
addition to its application in CVD prediction and predictive modeling, 
such as mortality prediction, vascular aging, and predicting major 
adverse cardiovascular events in asymptomatic subjects (40–43).

AI in cancer

Cancer is a large group of diseases and is considered the second 
leading cause of global mortality; the estimated mortality in 2020 was 
10 million deaths. Despite the several accomplishments that have been 
made in the field of cancer diagnosis, prognosis, and treatment, 
individualized and data-driven care remains challenging. The 
challenge lies in the specific characteristics of distinct molecular, 
genetic, and tumor-based features (44). However, using machine 
learning and AI positively supports cancer prevention and 
management, as it is reshaping the existing picture, and is developing 
rapidly (45–47). AI has become pivotal as it can provide patients with 
forecasting and prediction and improved risk stratification according 
to specific criteria, such as in the cases of some breast, colon, ovarian, 
lung, and skin cancers (48–54). Further, it can detect hidden patterns 
from several sources such as molecular profiling, pathology, and 
medical imaging, and integration of-omics data to provide a more 
comprehensive understanding of cancer and improve the precision 
oncology (55). During a surgical procedure, AI can provide real-time 
detection and diagnosis of some cancers; through its ability to 

differentiate between cancerous and normal tissues (56, 57). Recently, 
mounting evidence indicated the potential role of microRNAs 
(miRNA) in cancer diagnosis and prognosis. MiRNAs, a small, single-
stranded, non-coding ribonucleic acids (RNAs), are essential for all 
biological functions including cancer development. ML provides an 
opportunity to explore miRNA’s ability to serve as a reliable biomarker 
targeting drugs and improve cancer clinical classification (58, 59).

A recent achievement is the genetics-based classification and 
treatment response of Cancer of unknown primary (CUP); this type 
of cancer usually leads to poor outcomes because primary cancer is 
unknown (60). The study used ML to classify the cancer based on its 
genetic profile. This model identifies the likely prior site and predicts 
the best treatment option (60). Another example is pancreatic cancer, 
one of the most challenging cancers to diagnose as it is often 
asymptomatic until it metastasises, causing poor and ineffective 
treatment. AI modeling enables the detection of individuals at high 
risk of developing pancreatic cancer; the detection was up to 3 years 
earlier than currently by using medical records (61).

AI in diabetes

A global crisis that is increasing exponentially and is considered a 
significant cause of blindness, kidney failure, heart attacks, stroke, and 
lower limb amputation. It was estimated that the prevalence was 529 
million in 2021 and is projected to reach 1·31 billion in 2050 (62), a 
burden that has a global agreement to halt before. According to several 
recommendations, the starting point is prevention by screening, 
especially for obese or overweight adults (63, 64). However, a significant 
number of cases were missed with these approaches. The current clinical 
application of AI in diabetes diagnosis and management is categorized 
into four domains: (1) automatic retinal screening, (2) clinical diagnosis 
support, (3) patient self-management tools, and (4) risk stratification 
(65). AI for automatic retinal screening enables early diagnosis with 
high specificity and sensitivity (66). Several studies have evaluated the 
prediction of new-onset diabetes mellitus by AI and ML models, and it 
was recommended to include data as an omics database (e.g., genomics) 
(67). Recently, a new model based on AI was developed to detect 
diabetes warning signs, even in patients who did not meet the guidelines 
for diabetes elevated risk. This model can enhance type 2 diabetes (T2D) 
detection; it uses the patient’s X-ray image collected during routine 
medical care and their medical records to detect T2D (68).

In diabetes management, AI devices can help patients monitor their 
glucose levels in real-time and predict spikes or drops in healthcare. 
AI-based medical devices, such as the Guardian Connect System by 
Medtronic and the DreaMed Diabetes system (DreaMed Diabetes Ltd), 
have been approved to help control diabetes (69, 70). Another mobile 
application (GoCARB) is used to estimate the carbohydrate content in 
meals, which can help enhance the patients’ skills in managing diabetic 
disease through diet management (71, 72). The future application of AI 
will introduce a paradigm shift in Diabetes care from conventional 
management to more personalized and data-driven precision care.

AI in population aging

As a result of significant increases in life expectancy, the global 
population of people aged 60 years and older is increasing (73). One 
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billion was the estimated number in 2019, rising to 1.4 billion by 2030, 
accounting for 16.7% of the global population, and projected to reach 
2.1 billion by 2050; around 80% will live in low and middle-income 
countries (74, 75). The increase in age is associated with common 
health conditions, leading to several complex health states due to 
multiple underlying factors, such as disability. However, there is no 
linearity or consistency in developing these changes, and individual 
characteristics have a vast impact. They will continuously demand 
primary and long-term care, a more trained workforce, and physical 
and social environments for social support. Around 92% of global 
older adults have at least one chronic disease, and more than 81% of 
those aged ≥85 years suffer from two chronic diseases or more (76–
78). Additionally, disability and its consequences also have a huge 
burden on the aging population. Globally, 1.3 billion people (16% of 
the world’s population) suffer from a physical or cognitive disability; 
although these estimates cover all age groups, starting from 18 years 
old (79). However, AI can provide intelligent solutions for longer lives, 
satisfy the growing unmet healthcare needs, and overcome the limited 
number of insufficient healthcare resources. Currently, AI technologies 
for aging population are used in the robotic intervention (80, 81), 
applications on smartphones or computers (82, 83), social interaction 
and support, such as improved mental well-being and quality of life 
(84–86); rehabilitation therapy, such as its application in the recovery 
of upper and lower extremity functions, gait robotic rehabilitation, or 
improve sleep quality and daily living activities (87–90), and 
wearables, voice-activated (91–94). It can create more advanced 
algorithms to provide more precise holistic interventions tailored to 
address the elders’ multiple needs in a safer and more friendly manner 
(78, 95, 96). Ambient-assisted working and ambient-assisted living are 
examples of smart systems that can adapt themselves to older adult 
needs by exploiting ambient intelligence solutions. These systems 
focus on using technology to support and enhance the quality of life 
of the older adult population, either in work, or indoor and outdoor 
environments (97, 98). Recently, a group of researchers have helped 
develop drugs that might potentially delay the effects of aging by 
eliminating senescent cells (96, 99).

AI in mental health

The global estimate of mental health disorders is one billion 
individuals (100). Since the beginning of the COVID-19 pandemic, 
the rates of anxiety, depression, and substance use disorder have 
increased (101, 102). This situation is worse in low-and middle-
income countries, where the estimated number of people with limited 
access and no treatment is around 75% of people with mental, 
neurological and substance use disorders (100, 102).

Despite the significant advantages of using AI in healthcare, 
mental health has been slower to adopt AI since the primary factor 
contributing to successful psychiatric diagnosis and treatment is the 
interaction with the patients’ (103–105). However, AI applications 
have great potential in diagnosing different kinds of mental illness. 
This is a great advantage given the available heterogeneity in the 
pathophysiology of mental illness. AI can access and analyze relevant 
information about a patient’s unique bio-psycho-social characteristics 
and identify pertinent data patterns that might help provide more 
objective, improved definitions of these illnesses (106). Further, AI can 
be used in biomarkers identification, develop better diagnoses and 

formulate risk models to predict individual risk (105, 107). Moreover, 
it can be used for some cases, such as depression or autism, where 
face-to-face interaction might be challenging. In autism, for example, 
AI could be a more useful tool than a psychotherapy session with a 
human doctor; it can provide tailored, personalized interventions or 
bridge the communication gap they may experience (105). 
Nevertheless, the variation of AI applications is persistent in dealing 
with sensitive issues like mental health.

AI in infectious diseases

As the world becomes increasingly globalized, health and illnesses 
have no borders. Concerns about One Health have gained prominence 
recently, which is justified as the world emerges from the most 
significant global emergency and the increasing number of infectious 
pathogens that spread from humans, animals, or the environment. 
COVID-19 has highlighted the high spreading rate with which 
infections can devastate the world’s health and economy. Results in 
more investment and investigation into the occurrence, prevalence, 
prevention, control, and treatment of infectious diseases to strengthen 
the epidemic response and mobilize quickly for public health priority.

Globally, the leading communicable diseases associated with high 
mortalities are HIV/AIDS, tuberculosis (TB), malaria, viral hepatitis, 
sexually transmitted infections, and neglected tropical diseases 
(NTDs). HIV continues to be a major global issue, claiming the lives 
of 36.3 million so far, and TB-associated mortalities reached 1.5 
million annually, making it the world’s second top infectious killer 
after COVID-19 (108). Tackling AI applications in HIV will yield 
several examples in HIV prevention, testing, and treatment to achieve 
sustained viral suppression (109–111). It was used also for rapid 
detection and response through monitoring clusters of vulnerable 
groups to reduce HIV transmission (111). Another example is 
Syphilis, which is a sexually transmitted disease (STD). To eliminate 
congenital syphilis (CS), the WHO launched an initiative in Latin 
America and the Caribbean (112). However, as the syphilis epidemic 
increased in Brazil, the government of Brazil developed a national 
project, the “Syphilis No!” Project (SNP), for implementing and 
integrating a syphilis response into healthcare networks, (113, 114). 
This project encompasses four dimensions: (a) management and 
governance, (b) surveillance, (c) comprehensive care, and (d) 
strengthening of the educommunication (113, 115). The application 
of AI such as data mining and NLP in these strategies augments the 
country’s capabilities in combating syphilis (113).

It is essential to analyze global infectious disease cases regularly. 
However, some countries’ investment in contagious disease 
identification was typically based on the identification of presenting 
symptoms and the likelihood of exposure due to the high cost and 
feasibility of the primary approach of detection (116, 117). However, 
using big data, AI and ML algorithms can contribute to global 
infection control and help with the spatial and temporal prediction of 
the evolution and spread of infectious diseases (118). Their advanced 
capabilities can analyze several factors: population demographics, 
environmental conditions, and individual behaviors, all of which can 
be used simultaneously (119). Such as case prediction according to 
historical data (120), predicting the likelihood of an individual 
contracting an infectious disease according to personal and behavioral 
characteristics, using pathogen genetic makeup to identify the most 
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likely sources of an outbreak, identifying or anticipating an epidemic 
by analyzing massive data; it can be used for early warning systems, 
hot spot detection, forecasting, and improving the recourses allocation 
at a country and a global level (68–72). After the exposure or presence 
of a potential outbreak, AI can advance in diagnostic approaches and 
differentiate various pathogens by using the pathogen genetic makeup, 
such as its ability to distinguish between COVID-19 and other 
circulating respiratory viruses with COVID-like symptoms (121, 122).

Another example is the possible application to the rising incidence 
of antimicrobial resistance (AMR), which has become a significant 
challenge. For this purpose, a group of researchers were able to 
develop a mobile application to classify bacterial susceptibility to 
various antibiotics, especially in resource-limited settings (123). 
Further, reducing transmission is essential to control global 
widespread infections such as those that occur in pandemics. The 
application of AI for screening technologies targeting infections and 
integrating them into data visualization has been introduced broadly, 
especially during the COVID-19 pandemic (117). This improved the 
surveillance and generated meaningful insights from multidimensional 
data, which can be widely used for public health practice.

In addition to surveillance, early detection, and diagnosis, AI is 
used to develop anti-infective therapies, although it became 
challenging with the spread of drug resistance (124). ML models can 
help explore the pathway of pathogen’s interaction with host cells and 
immune responses, facilitating antigen determination, vaccine design, 
and treatment strategies (124–127). Finally, the WHO global report 
on infection prevention and control estimated that implementing 
infection prevention and control (IPC) can reduce healthcare-
associated infections (HAIs) by 70% (128). Using AI can improve 
current and past processes to speed infection prevention and control 
response, such as identifying the correlations associated with 
medically relevant conditions, identifying potential risk factors, and 
surveillance of emerging infectious diseases (129–131), improving 
hand hygiene compliance (132), and in-hospital analysis of 
transmission, and outbreak events identification and 
investigation (133).

AI in environmental health

The impact of environmental health on human lives and health 
are interconnected in various ways. The Global Health Observatory 
estimated that 24% of all estimated global deaths are linked to the 
environment. Between 2030 and 2050, climate change is expected to 
cause approximately 250,000 additional deaths per year, mainly from 
undernutrition, malaria, diarrhea and heat stress (134). Because of the 
adynamic of the environment, AI applications in this field are 
immense; its deployment will provide a better capacity to deal with 
the growing climate exigency and related challenges. In exposure 
assessment, AI can use satellite observations, meteorological variables, 
land use, and traffic data to predict the spatiotemporal patterns and 
concentrations of pollutants (135–138). AI were used in monitoring, 
such as its application during COVID-19, for airport security checks 
and patient tracking (139), or to improve the prediction of harmful 
algal blooms (140).

Additionally, it can predict diseases based on environmental 
factors, such as its application to predict the spread of Zika virus and 
Dengue fever (141, 142). In waste management, AI reduces fuel 

consumption and emissions, increases recycling rates, and reduces 
landfill waste (143). GeoAI is one of the emerging AI tools that can 
handle complex spatial and temporal data to adjust algorithms and 
workflows according to the specific characteristics of spatial processes 
(136, 144). It can develop various environmental exposure models 
across different geographical regions in prospective and retrospective 
approaches (136). In 2022, the United Nations launched The World 
Environment Situation Room, a new digital platform that can provide 
real-time analysis, track air quality, measure environmental footprint, 
and monitor (145).

AI in health systems

Through good stewardship, resource development, funding and 
services, health systems support initiatives to prevent, promote, and 
provide for more health and well-being (146). They are complex and 
are in a constant state of flux; according to the World Health 
Organization (WHO), “A well-functioning health system working in 
harmony is built on having trained and motivated health workers, a 
well-maintained infrastructure, and a reliable supply of medicines and 
technologies backed by adequate funding, strong health plans and 
evidence-based policies” (147). At the global level, it should be able to 
control and address global health challenges and severe events (147). 
However, several myriads of difficulties impede their ability to provide 
these services. This includes but is not limited to the sudden onset or 
the slowly growing crises, such as the COVID-19 pandemic, the 
natural disasters the world is encountering, or the slow time impact of 
climate change (148–150), the rising number of older people, and the 
associated complex chronic medical illness. To overcome these 
difficulties and achieve effective and lasting change, four factors were 
proposed: (a) the acorn-to-oak tree principle (small initiative), (b) the 
data-to-information-to-intelligence principle (information technology 
(IT) and data), (c) the many-hands principle (stakeholders); and (d) 
the patients-the-preeminent-player principle (individuals) (151). 
These factors were established across 60 health systems; the role of 
data and technology cannot be missed (5, 151). AI applications are 
steadily entering novel domains previously governed solely by human 
experts. They can improve health financing, make public health more 
effective, and reach underserved populations by making health care 
more efficient and effective through more personal health 
services (152).

Further, the Primary health care system (PHC) is vital to 
addressing health issues effectively; they are considered the front door 
of the health care system. Using AI will enhance the holistic approach 
of PHC in outcome prediction, data mining, and personalized 
treatment (153–155). The current tools in PHC have several 
applications, including the risk prediction (156–158), workforce 
assessment (159), record data extraction (160, 161), control of 
healthcare-associated infections (162), and performing medical tasks 
remotely that contribute to public health domain (154, 163, 164).

Conclusion

AI integration and application to global health challenges have 
immense potential to overcome them efficiently and effectively. 
Disease prevention, detection, and response can quickly mobilize and 
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yield medicinal products. As mentioned earlier, around 40% of 
preterm death was associated with behavioral factors. With AI 
advancement, data analysis and segmentation can be done for several 
characteristics such as behavior, opinion, and attitude. Using these 
data, the ML can analyze the online health information and provide 
personalized massaging to influence individuals’ health behaviors 
with high quality and clarity, amplifying their influence and 
effectiveness (165–167). This health communication can also inform 
AI technology in developing effective communication systems with 
patients and their healthcare providers. The health communication 
theories and models can highlight the available barriers to behavioral 
change and the available limitations of technology-driven health 
interventions. Which can help improve the efficacy of AI-supported 
systems or intervention designs (167–169).

AI in health care is expected to grow from nearly US $15 billion 
to $103 billion between 2023 and 2028 (170). However, incongruent 
with AI’s benefits, exacerbation of inequities was accompanied, and 
ethical and legal concerns about individual or community privacy and 
autonomy were raised (118, 171). The EU AI Act is nearing 
implementation, and it will be the first comprehensive regulation that 
addresses the risks of artificial intelligence; European Parliament 
proposed it to ensure better conditions for developing and using this 
innovative technology (172). Further, to avoid the risk of hindering AI 
applications in healthcare due to lack of sufficient transparency “black 
box,” researchers were urged to provide more research and explanation 
for AI; explainable AI (xAI), as an approach to more understandable 
and human-interpretable AI-based applications (173, 174).

However, AI stands as a cornerstone of the upcoming digital 
revolution. Despite the moral dilemmas in AI application in health 
care, it is likely to meager, co-exist or replace current systems and 

assets as a potent amplifier of human potential. It has the ability to 
strengthen global health through personalized health care and 
improved preparedness and response to future challenges.
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Background: Post-COVID-19 syndrome (PCS) has been increasingly recognized 
as an emerging problem: 50% of patients report ongoing symptoms 1  year after 
acute infection, with most typical manifestations (fatigue, dyspnea, psychiatric and 
neurological symptoms) having potentially debilitating effect. Early identification 
of high-risk candidates for PCS development would facilitate the optimal use of 
resources directed to rehabilitation of COVID-19 convalescents.

Objective: To study the in-hospital clinical characteristics of COVID-19 survivors 
presenting with self-reported PCS at 3  months and to identify the early predictors 
of its development.

Methods: 221 hospitalized COVID-19 patients underwent symptoms assessment, 
6-min walk test, and echocardiography pre-discharge and at 1  month; presence 
of PCS was assessed 3  months after discharge. Unsupervised machine learning 
was used to build a SANN-based binary classification model of PCS development.

Results: PCS at 3  months has been detected in 75% patients. Higher symptoms 
level in the PCS group was not associated with worse physical functional 
recovery or significant echocardiographic changes. Despite identification of 
a set of pre-discharge predictors, inclusion of parameters obtained at 1  month 
proved necessary to obtain a high accuracy model of PCS development, with 
inputs list including age, sex, in-hospital levels of CRP, eGFR and need for 
oxygen supplementation, and level of post-exertional symptoms at 1  month after 
discharge (fatigue and dyspnea in 6MWT and MRC Dyspnea score).

Conclusion: Hospitalized COVID-19 survivors at 3  months were characterized by 
75% prevalence of PCS, the development of which could be predicted with an 
89% accuracy using the derived neural network-based classification model.

KEYWORDS

COVID-19, hospitalization, convalescence, post-acute COVID-19 syndrome, walk test, 
echocardiography, clinical decision rules, machine learning
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1 Background

Since 2019–2020, the novel SARS-CoV-2 infection has emerged 
as a global health challenge. During the first year of COVID-19 
pandemic, the cumulative effect of overwhelming of healthcare 
systems, lack of effective etiological treatment, and more severe course 
of disease that was typical to early SARS-CoV-2 variants had led to 
high morbidity and significant excess mortality (1), and the cascade 
of prolonged lockdowns that were introduced in an attempt to slow 
down the epidemic process imposed an additional strain on 
economies worldwide (2). Subsequent success of the global 
vaccination campaign has dramatically reduced the prevalence of 
severe and life-threatening cases whilst imposing less significant initial 
effect on the morbidity (3). Moreover, gradual lifting of lockdowns 
contributed to multifocal re-acceleration of the COVID-19 spread, 
with the daily new cases count in January 2022 exceeding the 
parameters during previous peaks more than three-fold (4). As a 
result, the current phase of lower morbidity that we observe since the 
beginning of 2023 is being continuously accompanied by an increasing 
number of patients suffering from long lasting sequelae of SARS-
CoV-2 infection.

Unlike in most other respiratory viral infections, persistence of 
symptoms after the end of the acute phase is highly prevalent in 
COVID-19 convalescents (5, 6) and is shown to be associated with a 
decreased quality of life (7). Potential pathogenetic mechanisms are 
heterogenous and include consequences of direct organs injury during 
the acute phase, persistent SARS-CoV-2 replication, dysautonomia, 
altered immune reactivity, coagulopathy, endotheliopathy, and 
gastrointestinal microbiome disturbances (8, 9). “Long COVID,” the 
most popular term reserved for this scenario, accounts for all 
manifestations that persist beyond 4 weeks after disease onset and, 
therefore, includes the early post-acute period of 4 to 12 weeks (also 
referred to as “ongoing symptomatic COVID-19”), when one expects 
to observe good natural dynamics of residual symptoms resolving in 
a significant proportion of patients (10). At the same time, 
development of the “post-COVID-19 syndrome,” being defined as 
persistence of symptoms beyond 12 weeks, presents a more significant 
socio-economic problem, given the debilitating effect of some of the 
most prevalent symptoms, such as fatigue, dyspnea, apathy, and 
cognitive dysfunction (6, 10, 11).

The prevalence of post-COVID-19 syndrome (PCS) ranges 
from 5 to 37% in the general population of convalescents but may 
reach as high as 76 to 81% in those who required hospitalization 
(6, 12). To date, cardiopulmonary rehabilitation remains the 
mainstay of management of these patients, with locally available 
resources being at times insufficient to deal with the total flow of 
new convalescents (13–15). In this setting, creation of tools to 
assess the risk of subsequent development of PCS basing 
on pre-discharge data might be  used to optimize the selection 
of candidates for supervised rehabilitation programs 
following hospitalization.

1.1 Objective

To study the in-hospital clinical characteristics of COVID-19 
survivors presenting with self-reported post-COVID-19 syndrome at 
3 months and to identify the early predictors of its development.

2 Materials and methods

2.1 Study design and population

By design, this is a cross-sectional prospective observational 
single-center study that was performed at Kharkiv City Hospital No.13 
that at the time served as a specialized tertiary COVID-19 care center. 
Between January and November 2021, patients that were hospitalized 
with the diagnosis of pneumonia were evaluated for eligibility criteria 
that included the age of ≥18 years and positive polymerase chain 
reaction test for SARS-CoV-2. In total, 265 consecutive eligible 
patients were identified and invited to participate in the study; 44 of 
those have declined participation, and 221 were enrolled. The final 
cohort included 166 patients who have completed the repeated visit at 
3 months post-discharge – see Supplementary Figure S1 for the 
study flowchart.

The study was conducted in compliance with the standards of 
Helsinki Declaration and was approved by the ethical committee of 
Kharkiv National Medical University (No. 3/2021). All participants 
provided written informed consent.

2.2 Clinical data collection

The first visit was performed pre-discharge, in clinically stable 
patients who were meeting clinical criteria of epidemic safety [resting 
capillary blood oxygen saturation (SpO2) >93% on room air, absence 
of acute respiratory symptoms and normal body temperature for 
≥3 days starting from the 10th day after the onset of disease (16)] and 
included the analysis of medical records to collect data on patients’ 
age, gender, laboratory and instrumental findings, and treatment used; 
an interview to obtain data on symptoms and medical history; 
and anthropometry.

Transthoracic echocardiography (TTE) was performed by an 
expert physician who was blinded to patients’ data prior to procedure, 
using Radmir ULTIMA ultrasound system (Radmir Co., Ukraine). 
The measurements were performed in strict accordance with the 
respective guidelines by the American Society of Echocardiography 
(ASE) and European Association of Cardiovascular Imaging (EACVI) 
(17–19) and included cardiac chambers morphometry (left atrial and 
left ventricular [LV] volumes, right atrial area, right ventricular size, 
relative walls thickness and myocardial mass index of the LV), 
assessment of the indices of systolic function (LV ejection fraction 
using Simpson biplane method, mitral and tricuspid annular planes 
systolic excursion, global longitudinal strain [GLS] of ventricles using 
the linear method (20–22), and mitral annular s’ velocity in the tissue 
Doppler mode) and LV diastolic function (mitral e’ velocity and 
E/e’ ratio).

6-min walk test (6MWT) was performed by a physician using the 
standard methodology as recommended by the American Thoracic 
Society guidelines (23), in a self-paced mode, with no use of practice 
tests, warm-up or non-standardized encouragement. A 20-m hallway 
was used, determining the selection of models to calculate the 
individual predicted distance (24). Pulse rate and SpO2 were registered 
at start and every 30 s thereafter using a Bluetooth-connected pulse 
oximeter; levels of fatigue and dyspnea were assessed at the baseline 
and at finish using modified Borg scale. Along with 6-min walk 
distance (6MWD), reached percent of predicted distance (6MWD%), 
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baseline and minimal capillary oxygen saturation (SpO2base and 
SpO2min), baseline and maximal heart rate (HRbase and HRmax) 
were analyzed. Peak oxygen desaturation was calculated as 
SpO2drop = SpO2min  - SpO2base, and reached percent of the 
predicted maximal heart rate as HRmax% = 100% × HRmax / 
(208–0.8 × Age) (25).

A follow-up visit at 1 month after discharge followed the same 
protocol, and the final visit at 3 months was performed distantly (by 
means of telephone, email, and text messengers) and included 
re-assessment of symptoms and detection of the PCS which was 
defined as a self-reported perceived worsening of health status 
compared to the pre-COVID-19 state or persistence of new symptoms 
during the last month before the visit.

2.3 Statistical analysis

The data analysis was performed using StatSoft STATISTICA 
Version 12 software package. Shapiro–Wilk test was used to assess the 
distribution of data. Continuous variables are reported as 
mean ± standard deviation (SD) in case of normal distribution and as 
median [interquartile range] in case of skewed distribution. 
Categorical variables are reported as counts (percentages). 
Independent samples t-test was used to compare normally distributed 
continuous variables, and paired samples t-test was used for 
longitudinal comparisons. For skewed variables, the comparisons 
were made using Mann–Whitney U-test or Wilcoxon signed-rank 
test. Binary and categorical variables were compared using Chi-Square 
test. The differences were considered significant if p < 0.05. Marginal 
effects of potential PCS predictors in logistic regression analysis were 
used as a measure to select inputs for unsupervised machine learning 
based training of simple artificial neural networks (SANN). Random 
sampling was used to select training, test and validation subsets of the 
study cohort in the 70:15:15 proportion. For each set of input 
variables, 500 binary classification models were trained. This number 
represented an empirical balance between computational resource 
allocation and model reproducibility – fluctuating prediction accuracy 
was observed with fewer models, whereas the consistency in results 
was achieved at n = 500; further increasing the model count did not 
yield significant improvements but incurred greater computational 
time. Automated neural architecture search strategy and Broyden-
Fletcher-Goldfarb-Shanno optimization algorithm were used; missing 
data was imputed by mean values. Predictive performance of the 
obtained models was assessed as percentage of correctly classified 
cases from the test and validation subsets. For the final predictive 
model, 10-fold cross-validation was used to ensure its reproducibility, 
and ROC analysis performed. A post-hoc approach incorporating 
assessment of the model accuracy and the dataset effect size using 
Cohen’s d statistic was used to evaluate the sample size adequacy (26).

3 Results

3.1 Baseline characteristics

The final study cohort included 76 male and 90 female patients 
at the mean age of 53.7 ± 13.3 years. Visit 1 was performed at the 
median of 22 days, visit 2 at 53 days, and visit 3 at 116 days after the 

symptoms onset. Among the observed cohort, 124 (75%) were 
reporting ongoing new symptoms and/or self-estimated worsening 
of health status that was classified as post-COVID-19 syndrome. The 
comparative clinical characteristic of study participants with and 
without ongoing symptoms at 3 months is presented in Table 1. The 
patients with PCS were older, more frequently female, had higher 
BMI and comorbidities burden. In their in-hospital laboratory 
profile, patients with ongoing symptoms at 3 months had higher 
values of C-reactive protein, erythrocyte sedimentation rate, and 
higher proportion of patients with very high interleukin-6 values, 
which attested to higher inflammatory activity. The observed lower 
values in estimated glomerular filtration rate were explained by age 
and gender differences. There were no differences in received 
treatment, but PCS patients more frequently required oxygen 
support during hospitalization.

3.2 Physical performance assessment

Analysis of the 6MWT parameters (see Table 2) has revealed that 
the apparent decrease of 6-min walk distance (6MWD) that was 
observed pre-discharge in PCS patients was explained by age and sex 
differences, evidenced by close values of the reached percent of 
individually predicted distance (6MWD%). Moreover, the PCS group 
has paradoxically demonstrated larger between-visits increment of 
both parameters, resulting in higher 6MWD% values at 1 month. At 
the same time, the level of subjective symptoms in these patients was 
significantly higher at visit 2, being explained by much worse 
improvement from the pre-discharge baseline compared to non-PCS 
participants. This difference was not explained by the observed values 
of capillary oxygen saturation throughout the test (there was no 
difference between groups), nor could it be  attributed to worse 
dysautonomia – despite initially lower heart rate (HR) increment 
during the test at visit 1, the PCS patients have demonstrated better 
dynamics of utilization of HR reserve, which resulted in higher 
reached percent of the individual HR maximum at 1 month. MRC 
dyspnea scale score at both visits was also higher in PCS participants 
with the mean values of 2.5 ± 1.1 vs. 2.0 ± 1.0 pre-discharge (p = 0.005) 
and 1.8 ± 0.8 vs. 1.3 ± 0.6 at visit 2 (p = 0.002).

3.3 Echocardiographic assessment

Retrospective assessment of echocardiographic features of 
observed patients has only revealed minor differences between PCS 
and non-PCS study participants (see Table  3). Both groups were 
showing a strong trend to concentric LV remodeling [refer to (27) for 
the detailed comparison to matched control], and patients who were 
subsequently reporting long-lasting symptoms had somewhat smaller 
ventricular cavities. Despite this fact, systolic atrioventricular annuli 
excursion was comparable to PCS-free patients, translating into 
somewhat higher longitudinal strain values (reaching statistical 
significance in case of RV). The borderline changes in diastolic LV 
parameters became more apparent at visit 2, with significantly lower 
e’ velocity (9.4 ± 2.6 vs. 10.7 ± 3.1 cm/s, p = 0,025) and higher E/e’ ratio 
(7.6 ± 2.4 vs. 6.4 ± 1,6, p = 0,020) being observed in the PCS group; the 
only other difference that persisted at 1 month was the slightly higher 
RV free wall strain values in the PCS cohort.
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3.4 Prediction of post-COVID-19 syndrome 
development

To create a tool that would predict the PCS development, 
unsupervised machine learning was used to train SANN-based 
binary classification models. In order to avoid overfitting effect in 
the setting of a relatively small sample size, we applied a two-step 
approach, where the list of potential inputs was first narrowed down 
using the assessment of their marginal effects in the logistic 
regression analysis. In the order of decreasing prognostic value, 
significant pre-discharge predictors included pre-discharge 6MWD, 
eGFR, heart rate increment during 6MWT, SBP, RV free wall strain, 

ESR, LV end-diastolic index, BMI, in-hospital oxygen 
supplementation, Charlson’s comorbidity index, height, sex, age, and 
obesity (see Supplementary tables 1–2 and Supplementary figure 2 
for exact Somers’ D values and the resulting regression model 
parameters). As a next step, identified parameters were used as 
inputs for SANN-based classification model.

The use of the complete set of significant pre-discharge predictors, 
however, did not result in generation of high-performance models: the 
best predictive accuracy in the test/validation subset was 83%, which 
(given the 75% prevalence of PCS) meant that only 1/3 of otherwise 
false-positive cases could be correctly reclassified compared to the 
blunt assumption that all participants will develop the PCS. Addition 

TABLE 1 Demographics and pre-discharge clinical characteristics of the study participants with and without post-COVID-19 syndrome.

Parameters No post-COVID-19 
syndrome

Post-COVID-19 
syndrome

Difference
(95% CI)

2-sided p

Subjects 42 124

Female sex 16 (38) 74 (60) 0,015

Age, years 48,7 ± 17,0 55,4 ± 12,1 6,7 (1,9; 11,5) 0,006

BMI, kg/m2 27,3 ± 4,9 29,6 ± 5,2 2,3 (0,5; 4,1) 0,012

Comorbidities

Hypertension

Obesity

Diabetes mellitus, type 2

History of peptic ulcer

History of cancer

History of stroke / TIA

Chronic kidney disease

Bronchial asthma

COPD

Angina pectoris

Chronic liver disease

Charlson comorbidity index

15 (36)

10 (24)

2 (5)

0 (0)

0 (0)

0 (0)

0 (0)

0 (0)

1 (2)

0 (0)

0 (0)

0,19 ± 0,40

50 (40)

51 (41)

15 (12)

12 (10)

7 (6)

6 (5)

4 (3)

4 (3)

2 (2)

3 (2)

2 (2)

0,57 ± 0,82

0,597

0,044

0,175

0,036

0,116

0,147

0,239

0,239

0,747

0,309

0,408

0,005

Active smoking status 7 (17) 16 (13) 0,542

Pulmonary involvement by CT, % 37,8 ± 25,5 30,6 ± 18,7 −7,2 (−17,0; 2,6) 0,147

Minimal in-hospital SpO2, % 90,0 ± 6,4 87,6 ± 7,9 −2,4 (−5,1; 0,2) 0,072

Oxygen supplementation

Via nasal cannula

Noninvasive/invasive ventilation

16 (38)

4 (10)

77 (62)

5 (4)

0,007

0,174

Laboratory parameters

Peak IL-6, pg./mL

Peak CRP, mg/L

Peak ESR, mm/h

Peak procalcitonin, ng/mL

Peak D-dimer, ng/mL

Peak creatinine, μmol/L

Lowest eGFR, ml/min/1,73m2

Hemoglobin, g/dL

8,6 [3,3; 11,7]

11 [6; 27]

26,8 ± 10,6

0,06 [0,05; 0,11]

323 [199; 432]

99,0 ± 21,0

76,9 ± 25,1

14,1 ± 1,7

11,7 [3,0; 47,0]

25 [12; 74]

32,2 ± 13,0

0,06 [0,04; 0,12]

279 [156; 508]

104,6 ± 23,0

60,7 ± 13,7

13,8 ± 1,5

13,4 (0,2; 26,7)

27,7 (0,0; 55,3)

5,4 (0,2; 10,5)

0,3 (−0,7; 1,2)

−18 (−253; 217)

5,5 (−4,7; 15,8)

−16,2 (−24,2; 8,2)

−3,1 (−9,4; 3,3)

0,458

0,007

0,044

0,750

0,524

0,285

< 0,001

0,342

Treatment

Dexamethasone

Methylprednisolone

Remdesivir

40 (95)

28 (67)

21 (50)

107 (86)

83 (67)

53 (43)

0,115

0,975

0,413

BMI, body mass index; TIA, transient ischemic attack; COPD, chronic obstructive pulmonary disease; CT, computed tomography; SpO2, peripheral capillary oxygen saturation; IL-6, 
interleukin 6; CRP, C-reactive protein; ESR, erythrocyte sedimentation rate; eGFR, estimated glomerular filtration rate by CKD-EPI equation.
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of the parameters obtained during the first follow-up visit that was 
performed 1 month after discharge (see Supplementary Table 3 for 
marginal effects in logistic regression analysis) with subsequent 
stepwise deletion of excessive variables based on the results of global 
sensitivity analysis of the current version of the model have resulted 
in creation of the model that was characterized by a 93% predictive 
performance in the training and 89% in the randomly selected test/
validation subsets of the study group (91% for sensitivity, 82% for 
specificity). The model utilized 13–7-2 SANN architecture and used 
age, sex, in-hospital levels of CRP, eGFR and need for oxygen 
supplementation, and level of post-exertional symptoms at 1 month 
after discharge (fatigue and dyspnea in 6MWT and MRC Dyspnea 
score) as inputs (Figure 1; see Supplementary Table S4 for network 
weights and connections; source file available at https://doi.
org/10.5281/zenodo.8395451). 10-fold cross-validation that was 
performed by re-training the neural networks using alternative 
sampling has allowed to consistently obtain non-inferior accuracy in 
the test/validation subsets.

4 Discussion

Despite the end of the COVID-19-related public health emergency 
that was declared by the World Health organization on May 5, 2023, 
it remains an ongoing global health issue (28). Moreover, 
asynchronous trends of its spread and non-uniform levels of 
vaccination worldwide contribute to the possibility of persistence of 
epidemic process in separate areas, being associated with a potential 
for selection of new SARS-CoV-2 variants. Another issue of growing 
concern is the frequent transition of symptomatic COVID-19 to the 
chronic phase. Moreover, the recent large meta-analysis shows that the 
unusually high incidence of post-acute sequelae as assessed at 1 to 
3 month after onset of disease (6, 12) is translating into a long-lasting 
trail of impaired health status: 50% of COVID-19 survivors continue 
to report at least one new symptom 1 year after acute infection, with 
the most typical manifestations (such as fatigue, dyspnea, psychiatric 
symptoms, cognitive deficit, memory impairment) having a potential 
to impose a long-term debilitating effect (29). Thus, despite having 

TABLE 2 One-month post-discharge dynamics of 6-min walk test parameters in patients with and without post-COVID-19 syndrome.

Parameters No post-COVID-19 
syndrome

Post-COVID-19 
syndrome

Difference
(95% CI)

2-sided p

Distance:

6MWD at Visit 1, m

6MWD% at Visit 1, %

6MWD at Visit 2, m

6MWD% at Visit 2, %

Delta 6MWD between visits, m

Delta 6MWD% between visits, %

444 ± 57

62,5 ± 9,8

490 ± 64

68,2 ± 11,6

49 ± 33

7,3 ± 5,0

380 ± 64

62,5 ± 9,6

454 ± 63

75,1 ± 9,5

77 ± 44

13,4 ± 7,1

−64 (−90; −38)

0,0 (−4,1; 4,0)

−36 (−65; −8)

6,9 (2,4; 11,3)

28 (9; 46)

6,1 (3,0; 9,1)

< 0,001

0,986

0,012

0,003

0,004

< 0,001

Heart rate:

HRbase at Visit 1, bpm

HRmax at Visit 1, bpm

HRmax% at Visit 1, %

HRrise at Visit 1, bpm

HRbase at Visit 2, min−1

HRmax at Visit 2, min−1

HRmax% at Visit 2, %

HRrise at Visit 2, bpm

81,1 ± 11,0

109,0 ± 9,2

61,2 ± 6,0

26,7 ± 9,7

78,6 ± 15,7

108,2 ± 11,3

60,7 ± 5,8

29,1 ± 9,9

83,3 ± 13,2

105,0 ± 15,6

60,4 ± 12,5

21,5 ± 11,5

82,2 ± 13,5

110,5 ± 14,6

65,3 ± 8,3

27,7 ± 12,1

2,2 (−2,8; 7,2)

−4,0 (−10,4; 2,4)

−0,8 (−5,7; 4,0)

−5,2 (−10,1; −0,3)

3,6 (−2,5; 9,8)

2,4 (−3,8; 8,6)

4,6 (1,1; 8,1)

−1,4 (−6,6; 3,9)

0,388

0,216

0,734

0,039

0,239

0,451

0,010

0,608

Oxygen saturation:

SpO2base at Visit 1, %

SpO2min at Visit 1, %

SpO2drop at Visit 1, %

SpO2base at Visit 2, %

SpO2min at Visit 2, %

SpO2drop at Visit 2, %

95,2 ± 5,6

94,7 ± 3,9

2,5 ± 2,5

98,2 ± 0,6

95,7 ± 2,8

2,5 ± 2,8

95,1 ± 5,2

93,8 ± 4,2

3,1 ± 2,7

98,0 ± 0,8

95,8 ± 2,1

2,2 ± 1,9

−0,1 (−2,0; 1,8)

−0,9 (−2,6; 0,8)

0,6 (−0,5; 1,7)

−0,2 (−0,6; 0,1)

−0,1 (−0,9; 1,1)

−0,3 (−1,3; 0,6)

0,887

0,293

0,317

0,155

0,837

0,520

Symptoms*:

Dyspnea at start, Visit 1, pts.

Fatigue at start, Visit 1, pts.

Dyspnea at finish, Visit 1, pts.

Fatigue at finish, Visit 1, pts.

Dyspnea at start, Visit 2, pts.

Fatigue at start, Visit 2, pts.

Dyspnea at finish, Visit 2, pts.

Fatigue at finish, Visit 2, pts

1,1 ± 1,3

2,1 ± 1,6

2,6 ± 1,8

3,1 ± 2,4

0,4 ± 0,8

0,8 ± 1,2

1,3 ± 1,0

0,9 ± 1,0

1,4 ± 1,6

2,5 ± 2,3

3,8 ± 1,9

3,5 ± 1,8

0,9 ± 1,1

1,5 ± 1,3

3,2 ± 1,7

2,9 ± 1,9

0,3 (−0,3; 1,0)

0,4 (−0,5; 1,3)

1,2 (0,1; 2,3)

0,4 (−0,7; 1,4)

0,5 (0,1; 1,0)

0,7 (0,1; 1,3)

2,0 (1,1; 2,8)

2,0 (1,1; 2,9)

0,346

0,379

0,027

0,482

0,022

0,014

< 0,001

< 0,001

*Assessed using modified Borg scale; CI, confidence interval; 6MWD, 6-min walk distance; 6MWD%, reached % of predicted 6-min walk distance; HRbase, baseline heart rate; HRmax, 
maximal reached heart rate; HRmax%, reached percent of the individual maximum heart rate; SpO2base, baseline oxygen saturation; SpO2min, minimal oxygen saturation; SpO2drop, peak 
oxygen desaturation.
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hopefully stabilized the acute COVID-19 problem, we are currently 
facing a new protracted global health challenge presented by the post-
COVID-19 syndrome, and the timely identification of patients at risk 
of its development might be instrumental for subsequent targeted 
attempts to improve their expected poor trajectory.

The current study was focused on the assessment of pre- and early 
post-discharge characteristics of hospitalized COVID-19 survivors 
who presented with ongoing symptoms or a self-reported persistent 
decline in the general health status at 3 months after discharge. 
Compared to the patients who have completely recovered by this term, 
subjects with PCS were characterized by older age, higher BMI, were 
more frequently female, had higher burden of comorbidities and more 
intensive inflammatory response during the acute phase, as evidenced 
by higher values of CRP, ESR, and larger share of patients with very 
high IL-6 levels. Despite non-inferior physical functional status as 
assessed by the 6MWT, PCS patients were reporting higher levels of 
fatigue and dyspnea, which became more pronounced at 1 month 
post-discharge due to worse dynamics of improvement compared to 
symptom-free individuals. Considering an insignificant difference in 
the minimal SpO2 levels between groups, it was most likely the higher 
level of subjective symptoms that was driving more frequent 
in-hospital oxygen supplementation in the PCS cohort. 
Comprehensive TTE has revealed similar changes in both groups that 
persisted at 1 month and foremost included a high incidence of 
concentric LV remodeling and grade I diastolic dysfunction; PCS 
patients were characterized by smaller ventricular cavities 
pre-discharge and worse diastolic filling at 1 month but higher RV 
longitudinal strain throughout the period of follow-up.

Compared to the set of predictors of poor physical functional 
recovery at 1 month post-discharge in the same cohort of patients 
(30), age, ESR, eGFR, need for in-hospital oxygen supplementation, 
and pre-discharge 6MWD have retained their prognostic value for 
predicting the outcome at 3 months, whereas the extent of radiological 
pulmonary involvement, pre-discharge SpO2, and history of 
hypertension became insignificant. At the same time, we revealed a 
subset of additional predictors of PCS that were either irrelevant (sex, 
height, BMI, SBP) or had not been analyzed at 1 month (RV free wall 
strain, LV end-diastolic index, and Charlson’s comorbidity index).

Despite the large number of studies that assessed the epidemiology 
of PCS, the data on its predictors differ according to different sources, 
and the strength of observed associations is frequently weak (29). 
Among the variety of potential predictors, the few that have been 
identified regularly in different studies include older age (31, 32), 
history of smoking and/or lung disease (31, 33, 34), disease severity 
(31, 33, 35), longer hospital stay (35, 36), higher levels of CRP (32, 37), 
severity of symptoms (36), grade of pulmonary CT changes (35, 38), 
and requirement of in-hospital and post-discharge oxygen support 
(34, 35, 39), which puts the results of our study in line with the 
available body of knowledge.

Despite the poor pre-discharge results of 6MWT and evidence of 
incomplete early physical functional recovery, we did not find these 
parameters to be independently predictive of preserved self-reported 
COVID-19 sequelae at 3 months when accounted for sex, age, and 
anthropometrical parameters, thus confirming the conclusion of 
Ladlow et al. (40) about the lack of association between the objective 
functional limitations and the level of residual symptoms in the setting 

TABLE 3 Pre-discharge echocardiographic characteristic of hospitalized COVID-19 patients.

Parameters No post-COVID-19 
syndrome

Post-COVID-19 
syndrome

Difference
(95% CI)

2-sided p

Left chambers morphometry

LA volume index, ml/m2 28,7 ± 7,7 28,7 ± 6,3 0,1 (−2,3; 2,4) 0,961

LV end-diastolic volume index, ml/m2 51,2 ± 8,2 47,5 ± 9,2 −3,8 (−6,9; −0,6) 0,020

LV end-systolic volume index, ml/m2 17,8 ± 5,0 16,4 ± 4,7 −1,4 (−3,1; 0,2) 0,093

LV relative wall thickness 0,44 ± 0,07 0,46 ± 0,08 0,01 (−0,01; 0,04) 0,298

LV mass index (height2,7), g/m2,7 38,5 ± 10,7 37,8 ± 8,6 −0,7 (−3,9; 2,6) 0,674

Left ventricular function

LV ejection fraction, % 65,3 ± 7,5 65,5 ± 6,6 0,2 (−2,3; 2,6) 0,900

Lateral MAPSE, mm 15,2 ± 2,8 15,2 ± 2,2 0,0 (−0,1; 0,1) 0,961

LV global longitudinal strain, % 16,9 ± 2,3 17,6 ± 2,4 0,7 (−0,2; 1,6) 0,137

LV s’, cm/s 9,8 ± 1,6 9,7 ± 1,8 −0,1 (−0,7; 0,5) 0,787

LV e’, cm/s 9,7 ± 2,2 9,0 ± 2,2 −0,7 (−1,5; 0,1) 0,070*

LV E/e’ ratio 7,4 ± 2,0 7,5 ± 1,7 0,1 (−0,5; 0,7) 0,763

Right chambers evaluation

RA area index, cm2/m2 8,1 ± 1,1 8,2 ± 2,4 0,0 (−0,8; 0,9) 0,908

RV size (proximal outflow tract), mm 31,2 ± 3,7 32,0 ± 3,2 0,8 (−0,5; 2,1) 0,241

RV longitudinal size, mm 70,7 ± 5,9 67,6 ± 7,4 −3,1 (−5,8; −0,5) 0,021

TAPSE, mm 24,5 ± 4,9 25,0 ± 4,1 0,4 (−1,2; 2,1) 0,604

RV free wall longitudinal strain, % 33,5 ± 5,0 37,2 ± 7,1 3,7 (0,9; 6,4) 0,009

*1-sided p = 0,034; CI, confidence interval; LA left atrium; LV, left ventricle; MAPSE, mitral annular plane systolic excursion; RA, right atrium; RV, right ventricle; TAPSE, tricuspid annular 
plane systolic excursion.
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of PCS. We  also have not found significant differences in cardiac 
structure and function both pre-discharge and after a one-month 
follow-up: patients with and without the PCS seemed to express 
similar changes that were in line with those reported before (41, 42).

The difficulties in predicting the development of post-COVID-19 
syndrome might be  related to the heterogenous underlying 
mechanisms, differences in vaccination status at the population level, 
and the constantly changing landscape of temporarily and locally 
prevailing SARS-CoV-2 variants. The literature search has allowed us 
to identify several finished studies proposing tools for predicting the 
outcomes of the acute phase of disease (43), effects of post COVID-19 
rehabilitation (44), development of post-acute cardiovascular 
complications (45), and dynamics of the radiological recovery (46). 
Additionally, we have identified a published protocol of the study 
directed at solving the problem of predicting the development of the 
long COVID syndrome (47). To our knowledge, the current study is 
the first to date presenting a classification model that allows to predict 
the development of self-reported post-COVID-19 syndrome based on 
the acute phase parameters in the cohort of hospitalized patients that 
were shown to be at higher risk of PCS.

Logistic regression analysis is a traditional first line tool to solve 
the binary classification tasks; at the same time, it is vulnerable to 

overfitting when using smaller datasets (n < 500) (48). Machine 
learning approach in our study has allowed to overcome this obstacle; 
minimization of the input variables number led the training subset to 
meet the usual sample size requirements for ML projects with a cases-
to-predictors ratio of 15.4:1 (49). Post-hoc analysis involving the input 
dataset effect size (Cohen’s d statistic = 0,684) and the model’s 
predictive accuracy of 89% additionally confirmed the appropriateness 
of the sample size (26).

4.1 Limitations of the study

The limitations of our study include possible center-related effects, 
potential selection bias related to inclusion of less severe cases as a 
result of inability of persistently O2-dependent patients to participate, 
negligible level of vaccination in the study population and different 
prevailing SARS-CoV-2 variants at the time of enrollment compared 
to today. Hence, the results of the study should be  cautiously 
generalized to the current post-COVID-19 care practice. Given the 
ever-changing landscape of the acute SARS-CoV-2 infection setting, 
any types of newly developed predictive tools would require an 
external validation on the current local cohorts of COVID-19 

FIGURE 1

SANN-based classification model to predict post-COVID-19 syndrome at 3  months post-discharge. (A) Receiver operator characteristic analysis. 
Area under curve  =  0,955. (B) 13–7-2 SANN architecture. (C) Lift chart for predicting PCS-positive cases. (D) Gains chart for predicting PCS-positive 
cases.
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convalescents as a part of their proper implementation. The proposed 
model should, therefore, be perceived both as a potential ready-to-use 
predictive tool and as a proof of concept for the development of 
similar models based on the more recent data from local populations.

5 Conclusion

Hospitalized patients with SARS-CoV-2 infection were 
characterized by a 75% prevalence of post-COVID-19 syndrome at 
3 months after discharge, with PCS subjects being older, more 
frequently female, having higher BMI, more intensive acute 
inflammatory response, and lower eGFR. Higher level of symptoms 
in the PCS group was not associated with worse physical functional 
recovery or significant changes on TTE compared to symptoms-free 
participants. Despite identification of a set of pre-discharge predictors, 
inclusion of parameters obtained at 1 month proved necessary to 
obtain a high accuracy ML-based classification model of PCS 
development; the final list of inputs included age, sex, in-hospital 
levels of CRP, eGFR and need for oxygen supplementation, and level 
of post-exertional symptoms at 1 month after discharge (fatigue and 
dyspnea in 6MWT and MRC dyspnea score).
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Introduction: Due to the inefficiency and high cost of the current healthcare 
supply chain mode, in order to adapt to the great changes in the global economy 
and public health, it is urgent to choose an effective mode for sustainable 
development of healthcare supply chain. The aim of this paper is to use artificial 
intelligence systems to make intelligent decisions for healthcare supply chain 
mode selection.

Methods: Firstly, according to the economic benefits, social benefits and 
environmental benefits of healthcare supply chain, this paper identifies different 
healthcare supply chain modes in combination with artificial intelligence 
technology. Secondly, this paper presents the intelligent choice optimization 
method of healthcare supply chain mode based on deep reinforcement learning 
algorithm. Finally, the effect of artificial intelligence in healthcare supply chain 
mode selection is verified by simulation experiment.

Results and Discussion: The experimental results show that healthcare supply 
chain mode selected by artificial intelligence is basically consistent with the 
target mode, while healthcare supply chain mode selected by the basic selection 
method, BP neural network method and big data method is different from the 
target mode, which indicates that AI has more advantages in the selection 
of medical supply chain mode. Therefore, we recommend the application of 
artificial intelligence to healthcare supply chain management. This study not only 
makes up for the ineffective problems of existing methods, but also makes up 
for the gaps in the application of AI technology in the field of healthcare supply 
chain. The scientific value of this paper is that the proposed framework and the 
artificial intelligence algorithm enrich the relevant theories of healthcare supply 
chain research and provide methodological guidance for intelligent decision-
making of healthcare supply chain. At the same time, for medical enterprises, 
this research provides a new practical guideline for the application of artificial 
intelligence in the sustainable development and modern management of 
healthcare supply chain.
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1 Introduction

In the post epidemic era, the industry environment and consumer 
demand have changed significantly, which has accelerated the 
digitalization of the healthcare supply chain (1, 2), the development of the 
modern healthcare supply chain has entered a new era, and the study of 
the healthcare supply chain has become a hot topic in both academia and 
industry. The healthcare supply chain plays a crucial role in health 
economics, as it directly impacts the cost, accessibility, and quality of 
healthcare services. Specifically, the healthcare supply chain occupies the 
core position in ensuring the availability and availability of pharmaceutical 
products and services (3). Studying the healthcare supply chain helps to 
ensure high-quality healthcare products and services (4) and minimize 
the risk of harm to patients. Second, studying the healthcare supply chain 
can help to improve its operational efficiency by minimizing waste, 
reducing costs, and optimizing resource utilization (5), this can promote 
the improvement of medical economic level of medical enterprises. Third, 
during emergencies or epidemics, the healthcare supply chain plays a key 
role in ensuring the availability of critical supplies (e.g., medicines, 
personal protective equipment, and medical devices) (6), and a resilient 
healthcare supply chain can respond quickly to emergencies and 
minimize losses due to risks. Finally, the healthcare supply chain involves 
information, logistics, and financial flows from suppliers to healthcare 
providers and ultimately to patients, which involves multiple stakeholders, 
including manufacturers, distributors, healthcare providers, and 
regulatory agencies (7). The research of the healthcare supply chain is 
beneficial for coordinating the interests of the supply chain actors and 
enhancing the competitiveness of the supply chain. Therefore, considering 
the importance of healthcare supply chain in ensuring timely supply of 
medical products and services, minimizing the risk of patient harm and 
minimizing waste, as well as the dominant position of healthcare supply 
chain mode in the supply chain operation process, this paper focuses on 
the intelligent selection of healthcare supply chain mode.

With the emergence of enterprise clusters, the competition mode 
among enterprises has begun to transition from single-enterprise 
competition to supply chain competition, and the competitiveness of 
supply chains increasingly depends on whether they can meet the 
requirements of sustainable development (8). The development and 
pattern evolution of the manufacturing industry have an important 
impact on the world economy (9), but at the same time, due to the 
production characteristics of the industry, it also becomes the biggest 
hidden danger to the ecological environment. The special supply chain 
such as healthcare supply chain involves a large number of chemical 
reactions in the process of research and development of pharmaceuticals, 
which will produce a large number of harmful pollutants such as waste 
water, waste gas, experimental waste liquid and other harmful pollutants 
that have a negative impact on the environment. The ingredients 
contained in these pollutants are also more complex, and if they are not 
disposed of in a compliant way, it will have a great negative impact on the 
environment. In addition, the business system of healthcare supply chain 
covers pharmaceutical research and development, distribution and other 
fields, and involves multiple links such as procurement, production, 
delivery, marketing and recycling in daily operation (10). Whether each 
link meets the “green standard” is closely related to human health. 
Therefore, some pharmaceutical companies have been implementing 
environmental protection actions through green practices such as 
recycling and medical waste treatment, and adopting new clean 
technologies such as low-pollution gas heating/cooling, electric vehicles 

and energy-saving policies to increase social benefits (11). Therefore, in 
order to meet the new industry needs, there is a need to study the optimal 
mode of healthcare supply chain and use modern decision-making 
technology tools.

At the same time, the application of AI appears in a number of 
different fields, including the supply chain (12). AI systems are able to 
make informed decisions and perform tasks automatically without 
human intervention. The implantation of AI systems in the supply 
chain is still an innovation, and AI is expected to optimize and 
upgrade various industries, including medical enterprises (13). As far 
as the healthcare supply chain is concerned, AI offers plenty of 
opportunities to improve operational efficiency and sustainability. 
Specifically, firstly, artificial intelligence algorithms help healthcare 
supply chain to forecast demand and manage inventory (14). Artificial 
intelligence can minimize waste, improve cost efficiency, and ensure 
timely supply of key materials. Secondly, artificial intelligence 
algorithms can optimize the logistics of healthcare supply chain, 
improve transportation efficiency, reduce fuel consumption, and 
minimize carbon emissions, thus promoting the sustainable 
development of healthcare supply chain. Finally, artificial intelligence 
has significant advantages in continuous improvement and learning. 
It can clearly and quickly identify the optimal operation mode of 
healthcare supply chain through the analysis of big data (15), which 
makes healthcare supply chain more flexible. To sum up, artificial 
intelligence plays a vital role in promoting the development of health 
economy, and the integration of artificial intelligence technology into 
all aspects of healthcare supply chain operation can bring significant 
benefits (16). This provides technical support for the healthcare supply 
chain to gain competitive advantages, improve operational efficiency, 
and become a more low-carbon and environmentally friendly medical 
system with sustainable development potential (17).

However, few scholars have conducted in-depth studies on the 
issue of healthcare supply chain mode selection. At the same time, 
given the great advantages of AI technology in optimizing healthcare 
supply chain, there are few researches on the role of AI technology in 
healthcare supply chain mode selection. Therefore, to fill this gap and 
given that deep reinforcement learning algorithms are particularly 
suitable for highly variable environments and applicable to the 
research scenarios of the article, we propose a deep reinforcement 
learning algorithm based on AI with high scalability to optimize 
healthcare supply chain mode selection. Since AI technology has a 
crucial role in the development of healthcare supply chains and is 
valuable for optimizing healthcare supply chain modes and improving 
competitiveness, this is the main motivation for this study. In addition, 
the competition of current business modes is becoming more and 
more intense, and enterprises need to find suitable modes to realize 
their sustainable development, which further illustrates the necessity 
of applying AI technology to the selection of healthcare supply chain 
modes. In summary, the article identifies the following three 
research objectives:

 (1) Determine the indicators for evaluating healthcare supply 
chain modes and clarify the relevant calculation methods to 
support the effective selection of the optimal healthcare supply 
chain mode;

 (2) Combined with the evaluation indexes, different healthcare 
supply chain modes are identified using artificial intelligence 
technology, and an intelligent selection optimization method 
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for healthcare supply chain modes is proposed based on deep 
reinforcement learning algorithm;

 (3) Constructing simulation experiments to verify the effectiveness 
of the application of artificial intelligence technology.

This study has three major contributions to the field of healthcare 
supply chain research. First, we discuss a neglected and understudied 
problem in previous studies: how to choose the optimal healthcare 
supply chain mode? Based on the characteristics of healthcare supply 
chain, this paper uses artificial intelligence technology to choose 
healthcare supply chain mode, and puts forward a new method of 
healthcare supply chain mode selection, which enhances the objectivity 
and effectiveness of the selection process. Secondly, based on the deep 
reinforcement learning algorithm, this paper puts forward a specific 
algorithm to optimize the mode selection of healthcare supply chain, 
enriching the relevant theories and methods of healthcare supply chain 
research, and ensuring the feasibility of the results. Finally, the 
simulation experiment verifies the effectiveness of artificial intelligence 
in the application of healthcare supply chain mode selection, which 
provides new practical guidance and valuable insights for artificial 
intelligence to improve the level of health economy, sustainable 
development of medical supply chain and modern management.

The paper is organized as follows. Section 2 will review the literature 
on research on healthcare supply chain and AI applications. Section 3 
describes the related research methodology and the process of intelligent 
selection of healthcare supply chain modes. Section 4 conducts simulation 
experiments for validation. Section 5 is a discussion and analysis of the 
results of the simulation experiments. Section 6 is the conclusion and 
further indicates the future research direction.

2 Literature review

2.1 Healthcare supply chain mode selection

Existing research on healthcare supply chain is very rich and many 
scholars have explored different aspects of healthcare supply chain in 
depth. For the logistics process of healthcare supply chain, Smith et al. 
argued that the logistics process of healthcare supply chain has become 
a key factor affecting the cost and quality of healthcare services, and 
they conducted two surveys of healthcare supply chain professional 
practitioners to understand the operational efficiency of the healthcare 
supply chain and the potential opportunities for improvement, and the 
article pointed out the benefits and difficulties of standardizing data in 
the healthcare supply chain, as well as how managers can provide 
support in achieving data standardization (18). Addressing the aspect 
of healthcare supply chain digitization and performance, it was noted 
that the global manufacturing industry is working hard to improve 
productivity by leveraging digital manufacturing technologies such as 
artificial intelligence and the Internet of Things (IoT), which are 
expected to improve the connectivity between supply chains, and this 
trend extends to the healthcare supply chain sector. Meanwhile, social 
capital, a potential resource for healthcare supply chains, can affect 
supply chain performance in the healthcare industry. Therefore, the 
article conducted an empirical study on the relationship between 
healthcare supply chain digitization, social capital and supply chain 
performance (19). For risk management in healthcare supply chain, 
some studies have made guidance for improving healthcare supply 

chain practices by revealing the relationship between supply chain 
integration, supply chain risk management, and supply chain 4.0 and 
healthcare supply chain performance, so that healthcare supply chain 
can better cope with risks and enhance performance (20).

It is not difficult to see that many scholars have made certain 
achievements in the study of healthcare supply chain, and most of the 
research content is closely related to the operation of healthcare supply 
chain, based on which, it is necessary to mention the healthcare supply 
chain mode, which dominates the various stages of the supply chain, and 
largely determines the structure of the healthcare supply chain and its 
operation mode. The choice of healthcare supply chain mode plays a 
fundamental role in the development of the supply chain, specifically, 
from the viewpoint of patient safety, an effective healthcare supply chain 
mode can help control the quality and safety of medicines (21), and filter 
the potential risks and loopholes that may affect the safety of patients to 
ensure the safety of patients. From the perspective of cost control, an 
appropriate healthcare supply chain mode is conducive to improving 
inventory management, streamlining processes, and optimizing logistics 
as a means to achieve cost savings. From the perspective of healthcare 
supply chain risk management, an efficient healthcare supply chain 
operation mode is conducive to making quick and effective decisions to 
reduce risks and ensure the continuity of healthcare supply chain 
operations. From the perspective of sustainable development, an excellent 
good healthcare supply chain mode is conducive to the reduction of 
carbon emissions, which improves economic benefits and ensures the 
growth of environmental and social benefits at the same time.

However, there is little literature studying the selection of 
healthcare supply chain modes. In terms of the existing researched 
healthcare supply chain modes, one study proposed the healthcare 
supply chain e-commerce mode (22), which is the combination of 
e-commerce and healthcare supply chain. This mode solves the 
drawbacks existing in the traditional healthcare supply chain, optimizes 
the structure of the healthcare supply chain, and improves the efficiency 
of the healthcare supply chain. There is also a study on the SPD mode 
of the healthcare supply chain (23), which refers to a medical supplies 
management mode integrating supply/processing/distribution links, 
and its core carrier is a medical consumables supply chain platform, 
aiming to help medical institutions realize refined operation and cost 
control. The SPD mode comprehensively takes into consideration the 
operation rules and characteristics of each management link of medical 
consumables in hospitals, as well as the interconnection between links. 
With the support of supply chain management theory and information 
technology, it optimizes and improves the traditional way of medical 
consumables management, and is a consumables management mode 
applicable to the current social and medical background.

In terms of the methodology of the healthcare supply chain mode 
selection, some scholars created a vaccine supply chain model in 
response to the global crisis and used a multi-objective mixed integer 
planning (MIP) model to develop the supply chain (24), and this 
study also integrated the TOPSIS (Order Preference Technique by 
Similarity to Ideal Solution) model into the optimization model to 
identify the best solution from a set of non-dominated solutions that 
prioritize environmental sustainability, although the algorithm used 
in this study can be used to design a sustainable vaccine supply chain 
mode, it has a narrow scope of application and the study can 
be expanded to utilize other hybrid meta-heuristic algorithms for the 
analysis of the experimental results for the purpose of comparing the 
findings. Other scholars have finally constructed and proposed a new 
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model of a sustainable healthcare supply chain that prioritizes patient 
safety by identifying key attributes of a sustainable healthcare supply 
chain and then applying the Fuzzy Delphi Method (FDM) to 
determine the appropriateness of these key attributes and categorize 
them in order to finally construct and propose a new mode of a 
sustainable healthcare supply chain that prioritizes patient safety, 
which improves the safety of healthcare professionals and patients in 
a sustainable manner (25). Furthermore, to deal with the risks faced 
in the operation of the supply chain. Rajak and other scholars used 
the hybrid BWM-QFD methodology to identify the stakeholders’ 
requirements and critical success factors (CSFs) for the sustainability 
initiative in SC during this pandemic situation (26). Because the 
choice of healthcare supply chain mode needs to focus on the impact 
on the sustainable development of medical supply chain. The 
framework proposed by the study and the 16 key success factors 
identified provide good solutions to supply chain sustainability 
problems. Thus, about the measurement of sustainability dimensions 
in healthcare supply chain mode selection, this study provides 
important methodological references and content guidance. Finally, 
an integrated DEA enhanced Russell measure (ERM) model was 
studied to select the best transportation system provider. This model 
is used for the performance evaluation of the transportation system 
to minimize capital cost, cost of energy consumption, cost of work 
safety and labor’s health, and CO2 emission (27). In terms of 
healthcare supply chain mode selection, the assessment of medical 
goods transportation, capital costs, energy consumption, exhaust 
emission and other indicators are particularly important. The value 
obtained by these indicators will directly affect the choice of 
healthcare supply chain mode. Therefore, this model provides strong 
method support for the selection of healthcare supply chain 
transportation system, which is important for the selection of 
effective healthcare supply chain mode.

2.2 Application of artificial intelligence in 
the healthcare supply chain

With the rapid development of a series of emerging technologies 
such as big data and cloud computing, artificial intelligence technology 
is also increasingly used in the medical field (28). As an advanced 
technology, artificial intelligence can use the high-speed processing 
and distributed computing ability of computers to simulate the 
information processing ability and learning ability of the human brain, 
so that computers can analyze and solve certain problems that cannot 
be  handled by medical technology (29), and the feasibility of the 
application of AI technology in the field of healthcare has been 
confirmed, and the future prospects are broad (30).

Currently, the application of artificial intelligence technology in 
the healthcare supply chain is mainly reflected in the following five 
aspects. First, the application of artificial intelligence technology in 
pharmaceutical research and development (31), the significant 
changes in the field of pharmaceutical research and development are 
closely related to the breakthrough progress in the field of artificial 
intelligence (32). In the face of the extremely large pharmaceutical 
industry data, AI can be used to process the data through appropriate 
algorithmic models, and then used in the process of pharmaceutical 
R&D, which can effectively accelerate the speed of pharmaceutical 
product development, reduce the cost of R&D, and improve the 

success rate of research and development. Second, AI can improve the 
sustainability of the healthcare supply chain (33). Obviously, AI 
technology has gradually become a strategic tool to improve 
competitiveness, and the application of AI in all aspects of the supply 
chain guarantees the normal operation of the business, and its fast and 
effective decision-making and execution ability prevents the 
disruption of the healthcare supply chain after the impact. Third, AI 
technology can be used in healthcare supply chain management (34). 
The healthcare supply chain is a very complex network, and the use of 
innovative tools for healthcare supply chain management can create 
economic surpluses and take into account the interests of the supply 
chain actors. Fourth, AI techniques can be  used for demand 
forecasting and patient health management (35). Artificial intelligence 
analyzes and compares the patient’s indicators with the standard data 
by using the data analysis system and transmits them to the server’s 
terminal, and finally gives reasonable suggestions. This technology can 
combine relevant data to assess personal health, establish personal 
health service files, and provide health control for key patients. Fifth, 
artificial intelligence technology can be used to assist in the diagnosis 
of medical imaging (36) and improve the efficiency of the healthcare 
supply chain. Traditional medical diagnosis is mainly obtained by 
relying on the doctor’s analysis of the image data, mostly by virtue of 
personal experience as well as subjective judgment, and therefore the 
phenomenon of misdiagnosis will occur. Medical imaging can 
be divided into two parts: imaging and image analysis, and the use of 
artificial intelligence technology can make imaging faster, effectively 
shorten the imaging time and improve the clarity of the image. In the 
image analysis part, artificial intelligence technology can quickly 
extract data from the image database and analyze it to help doctors 
carry out auxiliary diagnosis, avoiding diagnostic errors due to 
doctors’ subjective factors, which effectively improves the accuracy 
of diagnosis.

However, the application of AI in the healthcare supply chain field 
still has some challenges and limitations. First of all, the application 
scope of artificial intelligence in the field of healthcare supply chain is 
relatively narrow (37). Compared with other fields (such as retail 
industry and banking industry), the healthcare supply chain is subject 
to more strict legal constraints, and its data security and privacy 
protection are more important, which limits the application of 
artificial intelligence in the medical field to a certain extent. The 
research of artificial intelligence in helping the healthcare supply chain 
make intelligent decisions needs to be further explored. Second, the 
public health system is gradually transforming, its main focus is to 
realize the value chain through the use of digital technology (38), 
while past research has mainly discussed the scalability of artificial 
intelligence and some ethical issues, as well as how to realize the value 
chain in the medical field in the new business environment has not 
been clarified. More theoretical and empirical research is needed to 
address the challenges facing AI. Finally, the current research 
cognition of artificial intelligence is still limited and scattered, which 
may be caused by the disjoint of previous research. Some scholars only 
focus on the application of AI in disease monitoring and drug 
development (39, 40), and lack a comprehensive understanding of 
artificial intelligence systems, which limits the practical value of 
artificial intelligence. In fact, the application of artificial intelligence 
can benefit different subjects in the healthcare supply chain (41).

In short, with the development of the times, artificial intelligence 
technology has been serving more and more aspects of the healthcare 
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supply chain. The popularity of artificial intelligence technology has 
greatly improved the degree of intelligent development of the medical 
system. However, in view of the limitations and challenges existing in 
the application of artificial intelligence in the field of public health, the 
application of artificial intelligence in the choice of healthcare supply 
chain mode is still a blank. Further discussion is needed.

2.3 Research gaps

To sum up, it is not difficult to see that the existing research 
literature on healthcare supply chain and artificial intelligence is 
relatively rich and the research system is relatively mature. Most 
scholars focus on discussing the application of artificial intelligence in 
healthcare supply chain from the perspectives of sustainable 
development, supply chain management and logistics, so they ignore 
the research on healthcare supply chain mode. In particular, there are 
few researches on the application of artificial intelligence in the 
selection of healthcare supply chain modes. In addition, in view of the 
existing healthcare supply chain mode selection methods, the 
significant problem is the lack of systematicness and objectivity, and 
it is difficult to apply such methods in practical analysis.

Healthcare supply chain mode determines the structure and 
operation mode of the supply chain to a large extent. Only by 
choosing an effective mode can healthcare supply chain have an 
advantageous competitive position in the highly competitive 
market. And it is conducive to the long-term development of the 
supply chain. The selection of healthcare supply chain mode needs 
to be  interpreted from a deeper perspective, and the existing 
research methods and tools need to be improved and optimized. 
Therefore, this paper not only makes up for the gaps in the existing 
healthcare supply chain research content, but also makes up for the 
defects of research methods.

3 Research methodology

3.1 Deep reinforcement learning algorithm

Reinforcement Learning (RL), also known as evaluation learning, 
is an important branch of machine learning. Its feature is that there is 
no prior knowledge, it does not need to give the correct action, but 
only needs to give the return, and adjust the strategy to maximize the 
total cumulative return. To put it simply, reinforcement learning is that 
the actions generated by an Agent interact with the environment and 
generate sample sequences. Through continuous learning, the agent 
searches for actions with high returns and avoids actions with low 
returns. Obviously, reinforcement learning is a trial-and-error process 
that simulates the learning process of animals. It obtains reward and 
punishment information by constantly trying actions and iteratively 
updates its reward value, so as to find the optimal solution. Since 
reinforcement learning is the reward information obtained from 
environmental feedback in the learning process, reinforcement 
learning is applicable to unknown environments and has decision-
making ability (42). The paradigm of reinforcement learning is very 
similar to the process of human learning knowledge, so reinforcement 
learning is regarded as an important way to achieve general AI (43), 
but it is helpless to solve the perception problem.

Deep learning is one of the most popular branches of machine 
learning in recent years, which has made great achievements in image 
recognition and natural language processing. The simple explanation 
of deep learning is that when we know an input and mapping, we can 
get its output, but the reality is that the mapping is very complex, 
cannot be expressed in an expression or simply unknown state. At this 
time, deep learning constructs a deep neural network as the 
connection bridge between sample input and feature output. 
We constantly input samples for training, so that the neural network 
can fit and approximate a mapping corresponding to these samples as 
much as possible, and the finally trained network can be approximately 
equivalent to the mapping we  need. Although deep learning has 
strong perception ability, it lacks certain decision-making ability.

Therefore, in recent years, with the continuous improvement of 
deep learning theory, the combination of reinforcement learning and 
deep learning has received more and more attention and research, and 
the deep reinforcement learning algorithm has gradually become a 
research hotspot in the field of artificial intelligence (44). Introducing 
deep learning into the reinforcement learning framework and 
replacing the original Q-table with neural network can greatly 
improve the computing power of the reinforcement learning algorithm 
and deal with higher dimensional and more complex situations. In 
other words, the neural network provides the perception ability for 
reinforcement learning that it lacks. By combining the fitting 
approximation ability of deep learning with the strategy generation 
ability of reinforcement learning, the transformation from table form 
to network form is achieved, and deep reinforcement learning is 
formed. Choosing deep reinforcement learning algorithm for 
healthcare supply chain mode selection mainly takes into account the 
unique functions and characteristics of deep reinforcement learning. 
First of all, the healthcare supply chain mode selection involves a 
complex decision-making process, which requires the AI model to 
learn in a dynamic and uncertain environment. Among many AI 
algorithms, DRL is the most suitable for unknown environment and 
has strong decision-making ability. Second, in healthcare supply chain 
mode selection, decisions made at one stage may affect subsequent 
stages, DRL’s ability to learn from sequential interactions enables it to 
effectively address such impacts. Finally, healthcare supply chain 
mode selection needs to balance multiple objectives, such as economic 
cost, patient safety and environmental sustainability. DRL can learn 
more complex decision spaces through interaction with the 
environment and identify solutions that are consistent with the 
organization’s goals to achieve a balance between conflicting goals. In 
short, the key to choosing the deep reinforcement learning model over 
other artificial intelligence models for healthcare supply chain mode 
selection is that, compared with other artificial intelligence algorithms, 
DRL is more suitable for uncertain environments and can handle 
complex and continuous decision-making tasks. These characteristics 
make DRL very suitable for solving the multi-faceted challenges of 
healthcare supply chain management.

Current deep reinforcement learning algorithms mainly include 
two types, namely deep reinforcement learning algorithms based on 
value function approximation and deep reinforcement learning 
algorithms based on policy gradient. Among them, the most 
representative ones in the field of value function approximation 
algorithms are Deep Q network algorithm (DQN) (45) and dual Deep 
Q network algorithm (DDQN) (46). The most representative in the 
field of policy gradient algorithms is the depth deterministic policy 
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gradient algorithm (DDPG) (47). In deep reinforcement learning, 
we use neural networks to represent value functions and strategies and 
solve their modeling problems. We continuously input samples to 
continuously improve the values of weight W  and bias b  in the 
network, and use Error Back Propagation (BP) methods to 
continuously iterate and optimize our objective functions. The 
network can approximate the real value function and strategy as much 
as possible. The DRL framework is shown in Figure 1, and its learning 
process can be described as follows:

 (1) At each moment agent interacts with the environment to get a 
high-dimensional observation, and utilizes the DL method to 
perceive the observation to get a specific state 
feature representation.

 (2) Evaluate the value function of each action based on the 
expected return and map the current state to the corresponding 
action by some strategy.

 (3) The environment reacts to the action and obtains the next 
observation. By continuously cycling the above process, the 
optimal strategy to realize the goal can be obtained eventually.

3.2 Design of intelligent selection method 
of healthcare supply chain mode

In view of the current healthcare supply chain mode selection 
problem, there is no specific method to help healthcare institutions 
choose the optimal mode, and the current research ignores the 
potential of technology and innovation in optimizing the healthcare 
supply chain. Therefore, this study applied artificial intelligence 
technology to the intelligent choice of healthcare supply chain mode, 
designed a new intelligent choice method and adopted a more 
scientific calculation method to select the optimal healthcare supply 
chain mode to achieve sustainable development. In this study, the 
intelligent selection process of healthcare supply chain mode is set up 
as shown in Figure 2. This study mainly provides the basis for the 
selection of healthcare supply chain mode through indicators such as 
economic benefit, social benefit (48) and environmental benefit (49). 
By considering the economic, social, and environmental dimensions 
of each supply chain mode, healthcare companies can make informed 
decisions to optimize their supply chain strategies while promoting 

sustainability, ethical practices, and cost-effective operations. The 
selection process involves a lot of calculation parts, in order to ensure 
the scientific selection results, it is necessary to ensure the feasibility 
of the calculation algorithm.

3.2.1 Economic benefits of healthcare supply 
chain

The economic efficiency reflects the overall economic operation 
effect of the healthcare supply chain, which is the performance of the 
ability of capital circulation. The economic benefits of healthcare 
supply chain include financial value, internal operation and 
management level of the supply chain, and pharmaceutical R&D 
innovation capability.

For the financial value of the healthcare supply chain, this article 
selects the total asset turnover rate, the profit rate of pharmaceutical 
sales and the current ratio of the healthcare supply chain as the 
indicators for the assessment of the financial value, which fully reflects 
the financial operation status and profitability of the entire healthcare 
supply chain.

 (1) Total Asset Turnover Ratio. This index mainly measures the 
ratio between the net income from pharmaceutical sales and 
the asset investment scale of healthcare supply chain in a 
certain period of time, which to a certain extent can reflect the 
operational efficiency of total assets of healthcare supply chain. 
The larger the value of this index, the higher the level of sales 
of medicines in the healthcare supply chain, the greater the 
return on asset investment, and the stronger the operating 
ability of the total assets of the supply chain.

 

Total asset turnover

Net proceeds from the

sale of pharmaceu
=

tticals

Total healthcare

supply chain assets

×100%

 
(1)

 (2) Profitability of pharmaceutical sales. This indicator is the ratio 
of total profit to product sales revenue. It reflects the 
profitability of the product and indirectly reflects the size of the 
competitiveness of the enterprise’s products in the market.

 
Profitability of pharmaceutical sales

Sales profit
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(2)

 (3) Current ratio. The current ratio is the ratio of current assets to 
current liabilities of the healthcare supply chain for a certain 
period of time. The current ratio can reflect whether the 
healthcare supply chain has enough working capital for 
production to supply products to the demand side.

 
Current ratio

Current asset

Current liabilities
= ×100%

 
(3)

The healthcare supply chain involves many aspects such as 
procurement, production, logistics, sales, and reverse logistics. It is 
necessary to ensure the overall circulation of the healthcare supply 
chain as a whole in all links. Therefore, each link is crucial. Based on 
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FIGURE 1

DRL schematic framework.
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the characteristics of the healthcare supply chain and the acceptability 
of the indicator data, the article selects the two indicators of 
pharmaceutical inventory turnover rate and the healthcare supply 
chain management cost rates to evaluate the internal operation and 
management level of the healthcare supply chain.

 (1) Pharmaceutical inventory turnover rate. Inventory turnover 
rate is an important indicator for measuring the management 
capacity of healthcare supply chain inventory. The higher the 
value of this indicator, the faster the represented inventory 
transition to the capital.

Pharmaceutical inventory

turnover rate
 

Sales cost

Average i
=

nnventory balance
×100%

 
 

(4)

 (2) The healthcare supply chain management cost rate. 
Management cost rate can reflect the current cost of the current 
healthcare supply chain operation cost.

 
Management cost rate

Total operating cost

Total operating i
=

nncome
×100%

 
(5)

Pharmaceutical research and development and innovation 
capabilities are the key factors affecting the sustainable development 
of the healthcare supply chain. Only when healthcare supply chain 
continues to launch new products and services can the supply chain 
be maintained and effectively expand its market share. The healthcare 

supply chain pharmaceutical R&D and innovation capabilities are 
measured by two indicators of new technologies and research and 
development investment rates.

 (1) New technology adoption rate. The adoption rate of new 
technology refers to the ratio of the output value of the new 
technology product to the total output value of the enterprise. 
This indicator reflects the contribution of new technologies to 
the total value of corporate products.

New technology adoption rate

Gross new technology

product valu
=

ee

Gross product value
×100%

 
 

(6)

 (2) R&D investment rate. This index refers to the proportion of the 
cost of healthcare supply chain for research and development 
over a certain period of time in the total operating income of 
the supply chain, reflecting the importance of healthcare supply 
chain to innovation development.

 
R D investment rate
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3.2.2 Social benefits of healthcare supply chain
The supply of high-quality drugs is one of the main targets 

of healthcare supply chain operations, and the quality of drugs 
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FIGURE 2

Intelligent selection process for healthcare supply chain mode.
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must have strict implementation standards. The quality of 
drugs  can be  measured from the three indicators of 
pharmaceutical qualification rate, pharmaceutical return rate, 
and market share.

 (1) Pharmaceutical qualification rate. The qualified rate of drugs 
refers to the percentage of the number of qualified drugs in a 
certain period of time. For a certain period of time, the medical 
supply chain production drug A, a total of N batches. The 
output of the i i1≤ ≤( )N  is T , of which the number of qualified 
products is Qi,the qualification rate of the drug during this 
period is:

 

RQ
Q

T

N

NA

i

i

i

i

= ×=

=

∑

∑
1

1

100%

 

(8)

 (2) Pharmaceutical return rate. Product return rate refers to the 
percentage of the number of drugs in the total supply of drugs 
in a certain period of time. For a certain period of time, the 
healthcare supply chain issues a total of N batches for drug 
A. The supply volume of the i i1≤ ≤( )N  is Si. The number of 
returns is Ri. The return rate of the drug product during this 
period is:
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(9)

 (3) Market share. The market share of drugs is a key indicator of 
measurement of the competitiveness of the drug market. It can 
be expressed as the ratio of drugs in a regional medical supply 
chain to account for the proportion of similar drugs in the 
region. For the sales of drugs supplied by a certain period of 
healthcare supply chain is ′S , the total number of 
pharmaceutical sales in the region is S ,the market share of 
pharmaceutical is:

 
R S

S
MS = ×

′
100%

 
(10)

During the management of healthcare supply chain, enterprises 
need to regularly conduct education and training of employees to 
help employees improve their learning ability. This is not only the 
manifestation of the responsibility of enterprises in terms of 
employee management, but also the obligation of the enterprise. 
Therefore, the growth rate of the total number of employee training 
in this paper reflects the protection of employees’ rights and 
interests of pharmaceutical manufacturing enterprises. In a certain 
period of time, the total number of employee training changes 
fromNT  to the end of NT ', and the total growth rate of employee 
training is:

 
R NT NT

NT
T =

−
×

'

%100

 
(11)

The embodiment of shareholders’ equity is mainly due to the 
legitimate rights of shareholders. All business behaviors must be carried 
out on the premise that the capital security of shareholders can ensure the 
security of shareholders and whether it can be divorced and creating 
profits on time. The article uses two indicators of net assets per share and 
net assets to measure shareholders’ rights in the medical supply chain.

 (1) Net assets per share. This indicator measures the number of 
assets that shareholders can obtain in each shareholder issued 
by an enterprise.

 
Net assets per share

Total shareholder equity

Total shareholde
=

rrs
×100%

 
(12)

 (2) Net asset yield. This indicator refers to the percentage share of 
net profit obtained by medical supply chain sales during a 
period of time.

 
Net asset yield

Total profit of drug sales

Owners equity

= ×
'

100%%

 
(13)

In the process of medical supply chain management, it is also 
important to protect the rights and interests of creditors. For creditors, 
the most concerned question is whether the enterprise has the ability 
to pay debt. Therefore, the article selects the asset -liability ratio to 
measure the ability of the medical supply chain.

 (1) Asset-liability ratio. Asset-liability ratio refers to the ratio of the 
total liabilities of the healthcare supply chain in a certain period 
of time. This indicator is a comprehensive indicator of 
evaluating the level of healthcare supply chain liabilities, and 
an important criterion for measuring its degree of risk.

 
Asset - liability ratio = 

Total liability

Total asset
×100%

 
(14)

3.2.3 Environmental benefits of healthcare supply 
chains

The environmental benefits of healthcare supply chain is an 
important index to highlight whether the supply chain is “green,” 
measuring the environmental benefits of healthcare supply chain 
meets the requirements of the present era. This paper evaluates the 
environmental impact, resource consumption intensity and ISO 
certification rate of healthcare supply chain.

 (1) Environmental impact of healthcare supply chain. Total waste 
emissions from healthcare supply chain. This index refers to the 
sum of three types of waste emissions from a series of supply 
chain activities, such as production by pharmaceutical 
manufacturing enterprises.
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 (2) Resource consumption intensity. The type, quantity and 
scarcity of medical resources used in the operation of the 
pharmaceutical supply chain.

 (3) ISO certification rate. The enterprise through the 
implementation of a series of standards, the implementation of 
quality system certification, proof of its technical ability to meet 
customer requirements, provide the right products. The 
number of ISO certifications achieved in a medical supply 
chain is NISO , and the number of ISO certifications required 
in the industry is NNISO , the company’s ISO certification 
rate is:

 
RISO NISO

NNISO
= ×100%

 
(15)

3.3 Optimization algorithm based on deep 
reinforcement learning

Based on the above indicators and related computing formulas, 
with the help of the artificial intelligence system, the selection of the 
healthcare supply chain mode in this section is completed. This paper 
has selected three healthcare supply chain modes through artificial 
intelligence technology.

3.3.1 Healthcare supply chain cooperative mode
In this mode, medical institutions cooperate with pharmaceutical 

logistics enterprises or supply chain service providers, and 
pharmaceutical logistics enterprises participate in pharmaceutical 
inventory and management. Medical institutions have the choice of 
suppliers, centralized control of consumables, drugs acceptance, 
warehousing, distribution and other activities to ensure the quality of 
medical materials. Under the cooperative healthcare supply chain 
mode, the economic, social and environmental aspects have been 
greatly improved. In terms of economy, the cooperative mode of 
healthcare supply chain can achieve economies of scale, reduce 
procurement costs and achieve total cost savings through collective 
bargaining, centralized procurement and resource sharing. Secondly, 
the participants in healthcare supply chain can reduce personal 
financial risks by sharing the financial burden of procurement, 
inventory management and logistics. Socially, the collaborative mode 
of the healthcare supply chain promotes community engagement by 
supporting local suppliers and businesses, and promotes local 
economic development and spreads social well-being by prioritizing 
local procurement. Environmentally, the collaborative mode of the 
healthcare supply chain supports the development of a green 
environment by encouraging the use of environmentally friendly 
products, materials and logistics. Healthcare supply chains under the 
cooperative mode reduce carbon emissions by consolidating orders, 
optimizing logistics and sharing distribution networks, and minimize 
the environmental impact of their supply chain activities. Overall, 
healthcare supply chain cooperative mode can address economic, 
social and environmental issues through cost reduction, community 
engagement and sustainable practices. The main feature of this mode 
is to open up the capital flow, logistics and information flow, and 
greatly improve the management level of healthcare supply chain.

3.3.2 SPD mode of healthcare supply chain
SPD mode is also known as the third-party oriented mode. In the 

SPD mode, the third-party supply chain service provider uses 
modern information technology to manage the logistics, information 
flow and capital flow of the supply chain of medical institutions in a 
unified manner, aiming to build a value-adding, quality and 
efficiency improvement, and innovative service-oriented healthcare 
supply chain management system. Economically, effective SPD 
management can extend the service life of medical devices and 
equipment and reduce the frequency of replacement. This method 
minimizes the expenditure of fixed costs. Secondly, SPD supply chain 
service provider, as a logistics center, provides medical institutions 
with centralized procurement, warehousing and distribution services 
of medical consumables, helps medical institutions realize 
“one-to-one” procurement mode and zero inventory management of 
materials, realizes effective utilization of resources and reduces 
warehousing and logistics costs in the operation process. Socially, the 
SPD mode maintains high standards of sterilization handling and the 
rational use of safe medical devices, which are essential to ensure 
patient safety. Second, the SPD mode supports regular training and 
self-development of employees, ensuring the well-being of 
employees. Finally, management under the SPD mode protects the 
interests of creditors. In terms of the environment, the SPD mode 
reduces waste emissions through the efficient treatment of medical 
waste. Secondly, through effective sterilization treatment measures, 
the disposal of disposable items is optimized, contributing to 
environmental sustainability. The main feature of this mode is to 
organically integrate the logistics, information flow and capital flow 
of the supply chain of medical institutions and third-party supply 
chain service providers into one system, so as to reduce the storage 
cost of medical institutions and improve the efficiency of 
material distribution.

3.3.3 Healthcare supply chain e-commerce mode
It consists of healthcare supply chain + e-commerce platforms, 

and its development goal is to promote the transformation of 
traditional healthcare supply chain to smart medical supply chain. 
On the economic side, e-commerce platforms can achieve cost-
effectiveness through simplified procurement processes, 
competitive pricing, and reduced overhead costs. E-commerce 
platforms facilitate efficient procurement and price negotiations by 
directly connecting medical institutions with suppliers, contributing 
to overall cost savings. Second, the healthcare supply chain 
e-commerce mode improves supply chain transparency, enabling 
healthcare organizations to make informed purchasing decisions, 
and this transparency can lead to better cost management and 
budget allocation. In terms of society, the e-commerce mode 
improves the accessibility of medical supplies, especially for remote 
areas or areas with insufficient medical supplies. By providing a 
digital market for purchasing medical products, people can quickly 
obtain medical products, so as to realize the social responsibility of 
enterprises. In terms of the environment, the healthcare supply 
chain e-commerce mode can maintain environmental protection by 
reducing the demand for physical transportation and the associated 
carbon emissions. Second, e-commerce platforms influence 
consumer preferences and promote the development of green 
practices by offering environmentally friendly and reusable 
products. The main feature of this mode is to reduce the hierarchical 
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structure of the healthcare supply chain through Internet 
technology, enhance the information sharing and communication 
between various subjects in the medical supply chain, and integrate 
the Internet into the medical logistics to create an Internet + 
medicine distribution mode, and improve the operational efficiency 
of the healthcare supply chain.

This selection is optimized based on the Deep Deterministic 
Strategy Gradient Algorithm(DDPG) in the reinforcement learning 
algorithm (50, 51). DDPG algorithm combined with neural network 
for value function model approximation and deterministic strategy 
selection. This algorithm requires fewer samples and has high training 
efficiency. In addition, this algorithm is a reinforcement learning 
method based on deep learning related theories and technical 
methods, and takes deterministic strategy gradient as its 
optimization goal.

DDPG algorithm has four networks:

 (1) Actor online network Q: Responsible for the iterative update of 
parameter θ , while selecting the current action a according to 
the current state s, interacting with the environment to get the 
state s'  and rewarding r.

 (2) Actor target network ′Q : Select the best action a'  from the next 
state s' , ′θ  is the parameter.

 (3) Critic online network ∝: Responsible for the iterative update of 
parameter ω. Calculate the current value function at the same 
time, and the expression of the target Q value is as follows:

 y r Q s ai i= + ( )′ ′ ′γ ω'
, ,  (16)

λ represents the discount function.
 (4) Critic target network ∝' : Calculate ′Q  in the target Q value, ′ω  

is the parameter.
The network parameters in DDPG are updated as shown in 

equation (17):

 

′ ′
′ ′
← + −( )
← + −( )







θ τθ τ θ
ω τω τ ω

1
1  

(17)

τ is the update coefficient, generally selected a small number, 
usually 0.01 or 0.001.

In the learning process, in order to reduce the regularity of 
learning, a noise N  is added to the selected action a, and the obtained 
action becomes:

 a s= ( ) +πθ N  (18)

Update the Critic network according to Critical loss:

 
L

N
yi Q si ai

N
= − ( )( )∑1 2

i

, ω
 

(19)

Update the Actor online network:

 
∇ ≅ ∇ ( )∇ ( )∑θµ µ ω θµ θsi ai si,a i si

i

1

N
Q

 
(20)

Artificial intelligence DDPG algorithm is used to select the 
medical supply chain model, and its process is mainly as follows:

 1 Build a simulation environment.
 2 Design a container BUFFER with storage data and 

random sampling.
 3 Build model, define DDPG algorithm, specify loss function and 

optimizer. The Agent will interact with its environment and 
learn from it. After the interaction, it will obtain a state’s 
provided by the environment. After receiving the state, the 
agent will use the actor network to calculate the action a that 
should be taken in the current state. Meanwhile, the agent will 
predict the Q value corresponding to action A in this state 
according to the critic network. When the action is fed back to 
the environment, the environment will give the corresponding 
reward r, the new state’s, and whether to trigger the termination 
condition done. After each interaction is completed, the DDPG 
algorithm will store it as an experience in the experience pool 
and extract a certain amount of experience from the experience 
pool as input data to train the neural network. Through the 
execution of multiple rounds of training, constantly adjust the 
parameters to achieve better results.

 4 Evaluate and test the trained model and observe the reward.
 5 Save the model to a specified location for subsequent reasoning 

or continued training.
 6 Test the performance of the model in the test set data.

Thus, the healthcare supply chain mode can be  determined 
according to the above algorithm. The overall framework flow chart 
of DDPG algorithm is shown in the Figure  3. At this point, the 
intelligent selection method of healthcare supply chain mode based 
on artificial intelligence technology has been designed and completed.

4 Simulation experiment

4.1 Simulation experiment plan

In this study, in order to make up for the shortcomings of the 
current healthcare supply chain mode selection method, the intelligent 
selection method of healthcare supply chain mode based on artificial 
intelligence technology is proposed. To verify the application effect of 
this method, constructing simulation experiment to verify the effect 
of artificial intelligence method. Experimental environment settings: 
in the DDPG algorithm, Relu functions are used as activation 
functions for the Actor primary network, and the activation function 
for the target network is the sigmoid function. The update rate for 
each network parameter is 0.01 and the learning rate for each network 
is set to 0.00001. The path formed by healthcare supply chain to 
achieve the maximum economic, social and environmental benefits 
under ideal conditions is set as the target mode. In this study, the 
setting of the target mode of the healthcare supply chain is shown in 
Figure 4.
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In order to verify the effect of AI selection method, after 
analyzing a large number of literature and cases (52–54), the paper 
selects big data selection method, basic selection method and 
neural network selection method to compare with AI selection 
method, and presents the experimental comparison results through 
different curves.

4.2 Experimental results

DDPG algorithm generates actions through Actor network, and 
the collected data (state-action) is trained on the algorithm model. 
The results of healthcare supply chain mode selection based on 
DDPG algorithm can be  obtained from the simulation data in 

Environment

BUFFER

s,    a,      r,      *s

Actor online 

network

Critic online 

network

a

Strategy gradient

Q(a)update

Actor target 

network

Critic target 

network

a
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update

Q( ia )

noise

µ (s)
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FIGURE 3

DDPG algorithm framework.

FIGURE 4

Optimal mode setting for healthcare supply chain.
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Figure 5. From the experimental results, we can intuitively see the 
path of the healthcare supply chain mode selected by DDPG 
algorithm in the three dimensions of economy, society and 
environment. Whether it is in economic benefit dimension, social 
benefit dimension or environmental dimension, it is on the rise, and 
the highest economic benefit is $44.27 billion, the highest social 
benefit is $1.8 billion, the highest environmental benefit is 
$21.3 million. In order to verify the effect of application of artificial 
intelligence algorithm in healthcare supply chain mode selection, the 
results of healthcare supply chain mode selected based on DDPG 

algorithm were compared and analyzed with the results of target 
mode, as shown in Figure 6. Through comparative analysis, it can 
be seen that the results of healthcare supply chain mode selection 
obtained by artificial intelligence algorithm are consistent with the 
results of target mode. There are many overlapping points and the 
highest points of economic, social and environmental benefits 
almost coincide. Therefore, it can be seen that the application effect 
of artificial intelligence in healthcare supply chain mode selection is 
good, and artificial intelligence can help healthcare supply chain 
choose the optimal target mode.

FIGURE 5

Healthcare supply chain mode selection results based on DDPG algorithm.

FIGURE 6

Comparison between target mode and AI-based mode.
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In order to conduct a more detailed analysis of the application 
effect of artificial intelligence, this study introduces three other 
commonly used methods for comparison. Under the same 
experimental environment, we conducted simulation experiments on 
healthcare supply chain mode selected by different methods, as shown 
in Figure 7. Different healthcare supply chain mode selection results 
can be clearly seen from the figure. First of all, in healthcare supply 
chain mode selection results obtained by the basic selection method, 
the highest economic benefit is $44.19 billion, the highest social 
benefit is $1.78 billion, and the highest environmental benefit is 
$21 million, which is far from the result of the target mode. It can 
be seen that the application of this method in healthcare supply chain 
mode selection still has certain defects. This method cannot accurately 
screen out the optimal mode of healthcare supply chain. Secondly, in 
the results of healthcare supply chain mode based on the neural 
network selection method, the highest economic benefit is 
$44.37 billion, the highest social benefit is $1.9 billion, and the highest 
environmental benefit is $21 million, which is still a certain gap with 
the target mode, although the highest point is slightly higher than the 
target mode and the middle part is relatively close to the target mode. 
However, on the whole, healthcare supply chain mode selected by this 
method is relatively ideal, and it is difficult to implement in 
combination with the reality and complex situation. Finally, according 
to the results of healthcare supply chain mode obtained by the big data 
selection method, the highest economic benefit is $44.192 billion, the 
highest social benefit is $1.76 billion, and the highest environmental 
benefit is $21 million, which is also inconsistent with the results of the 
target mode. Although there are overlapping parts, the whole path still 
deviates from the path of the target mode.

To sum up, healthcare supply chain mode selected by the above 
three methods has certain errors with the target mode, that is to say, 
the existing commonly used research methods cannot effectively 

select the optimal healthcare supply chain mode, and it needs to 
be improved. In addition, after comparing the results in this part, it 
can be found that healthcare supply chain mode selected by artificial 
intelligence algorithm is the closest to the target mode with the 
smallest error. Therefore, the simulation experiment in this part can 
verify that artificial intelligence is more effective in healthcare supply 
chain mode selection, compared with other methods. Artificial 
intelligence has more advantages in the choice of healthcare supply 
chain mode, which can ensure the quality of healthcare supply chain 
mode selection.

5 Discussion

According to the results of this study, as shown in Figure 5, the 
path presented by healthcare supply chain mode based on DDPG 
algorithm is basically consistent with the path presented by the target 
mode, and the error between the two is very small, which indicates the 
effectiveness of the application of artificial intelligence technology. In 
the choice of healthcare supply chain mode, artificial intelligence 
technology can help healthcare supply chain make intelligent decisions 
and choose the best operation mode. However, the application of 
artificial intelligence technology in the selection of healthcare supply 
chain mode is blank, which limits the practical application of artificial 
intelligence in the medical field. In fact, there have been some 
achievements in the application of artificial intelligence technology in 
the healthcare field, including the use of artificial intelligence 
technology for disease diagnosis and surgery (55, 56), and the use of 
artificial intelligence technology in these fields has been proven to 
be effective, and its accuracy even exceeds that of human medical 
experts. The development of artificial intelligence has undoubtedly 
brought revolutionary innovation to the medical industry, and the 

FIGURE 7

Comparison of target mode and multiple method selection results.
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application of artificial intelligence algorithms in healthcare supply 
chain has also helped the medical industry to create a more intelligent 
and secure system, which is conducive to the improvement of the 
overall resilience level of healthcare supply chain, and is more 
conducive to the sustainable development of healthcare supply chain.

Therefore, this paper fills the gap in the application of artificial 
intelligence in the field of healthcare supply chain, and innovatively 
incorporates artificial intelligence technology into the choice of 
healthcare supply chain mode, which is not only conducive to the 
practical value of artificial intelligence technology, but also conducive 
to the improvement of the modern management level of healthcare 
supply chain. Specifically, firstly, healthcare supply chain model 
selection driven by artificial intelligence can better predict demand 
and manage inventory. AI algorithms can analyze historical patient 
data, disease trends, and other relevant factors to forecast the demand 
for medical supplies, pharmaceuticals, and equipment. Accurate 
demand forecasting can help healthcare organizations optimize 
inventory levels, reduce stockouts, and minimize excess inventory, 
leading to cost savings and improved operational efficiency. Secondly, 
the inclusion of artificial intelligence system in mode selection can 
provide decision support for managers. Artificial intelligence 
algorithm can analyze complex data sets and determine the most 
effective supply chain mode according to numerous indicators, help 
managers optimize the operation process of healthcare supply chain 
and improve the supply chain structure, so as to improve the efficiency 
of healthcare supply chain. Finally, the process of using AI for mode 
selection often involves supply chain risk management and resource 
allocation. Artificial intelligence can be  used to identify risks in 
healthcare supply chain to ensure the continuity of supply chain 
operations and prevent supply chain interruptions. Artificial 
intelligence can also optimize resource allocation in healthcare supply 
chain and ensure the real-time supply of medical resources.

In addition, in order to further illustrate the advantages of 
artificial intelligence in healthcare supply chain mode selection and 
verify that artificial intelligence is superior to conventional methods, 
we selected three other commonly used methods for comparison. The 
first is the basic selection method, that is, to evaluate the key indicators 
of healthcare supply chain, and then select the corresponding mode 
according to the key indicator data of healthcare supply chain. This is 
the most common and commonly used selection method, but with the 
advent of the era of big data and the development of emerging 
technologies, this method has been gradually replaced by other 
methods. The second, neural network selection approach, is a 
computational model inspired by the structure and function of the 
human brain. It consists of interconnected nodes, or “neurons” that 
work together to process and analyze complex data. In a neural 
network, information is processed through layers of interconnected 
nodes, each of which applies a mathematical function to the input data 
and passes the results to the next layer. Neural network methods are 
popular for their ability to process large and complex data sets, learn 
from experience, and generalize patterns from input data to make 
predictions or decisions. They are used in a wide range of fields, 
including finance, healthcare, robotics, and many others (57). The 
third is the Big Data selection approach, which uses appropriate big 
data analysis methods and tools to effectively analyze large and 
complex data sets. This involves considering various factors such as 
the specific objectives of the analysis, the type and source of the data, 

scalability requirements, data processing tools, data storage and 
retrieval methods, and data security and privacy considerations. A big 
data selection approach is essential for organizations to gain valuable 
insights from the vast amount of available data and make informed 
decisions (58). As shown in Figure 6, we have drawn five paths, among 
which the path of the target mode is the reference object of this 
experiment. It can be intuitively seen from the figure that the path of 
healthcare supply chain mode selected by the basic selection method, 
BP neural network method and big data method is different from the 
path of the target mode to some extent. Healthcare supply chain mode 
obtained by the basic selection method has a slightly larger gap with 
the target model, while healthcare supply chain mode selected by the 
neural network method and big data method is close to the target 
mode, but there is still a certain gap compared with healthcare supply 
chain mode selected by artificial intelligence. Only the healthcare 
supply chain mode selected by artificial intelligence is more in line 
with the target mode. It can be  judged that the accuracy rate of 
artificial intelligence application in healthcare supply chain mode 
selection is higher than that of existing common research methods. 
The use of artificial intelligence greatly improves the effectiveness of 
selection results, and artificial intelligence is the most effective and 
advantageous method.

6 Conclusion

The combination of artificial intelligence and healthcare field has 
become a hot spot at present, and the potential of artificial 
intelligence in the healthcare supply chain is the focus of existing 
research. However, few studies have explained the choice of 
healthcare supply chain mode, and the existing research methods are 
not systematic and effective. In order to make up for this 
shortcoming, the paper applies artificial intelligence to the choice of 
healthcare supply chain mode and realizes the intelligent choice of 
healthcare supply chain mode. Aiming at the intelligent choice of 
healthcare supply chain mode, firstly, this paper determines the 
indicators of evaluating healthcare supply chain mode, and defines 
the relevant calculation methods to provide support for effectively 
choosing the optimal healthcare supply chain mode. Secondly, 
combined with evaluation indicators, artificial intelligence 
technology is used to identify different healthcare supply chain 
modes, and the intelligent selection optimization method of 
healthcare supply chain modes is proposed based on deep 
reinforcement learning algorithm. Finally, the simulation experiment 
is constructed to carry out quality verification of the effect of artificial 
intelligence technology application, and the effectiveness of artificial 
intelligence application is demonstrated by comparing with different 
methods. The research results show that the path presented by the 
healthcare supply chain mode based on DDPG algorithm is basically 
consistent with the path presented by the target mode, which 
indicates the effectiveness of the application of artificial intelligence 
technology, and the path generated by the healthcare supply chain 
mode selected by the basic selection method, BP neural network 
method and big data method is different from the path of the target 
mode. This study not only makes a theoretical contribution, but also 
has practical significance. Further, we also point out the limitations 
of the study and the direction of future research.
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6.1 Implications

In the current highly uncertain market environment, in order to 
promote the sustainable development of healthcare supply chain, this 
paper starts from the key point of healthcare supply chain mode 
selection, studies the intelligent choice of healthcare supply chain 
mode, applies artificial intelligence to the field of healthcare supply 
chain innovationally, and demonstrates the potential of artificial 
intelligence in the application of healthcare supply chain mode 
selection. The theoretical contribution of this study is to propose a 
more scalable and intelligent deep reinforcement learning algorithm 
to optimize the mode selection process of healthcare supply chain. By 
demonstrating the applicability of artificial intelligence in unknown 
environment and complex decision making, this algorithm 
demonstrates the rationality of artificial intelligence algorithm for 
intelligent decision making of supply chain mode. It makes up for the 
lack of objectivity of existing research methods, limited data analysis 
and inapplicability to dynamic environment, and enriches the existing 
research method system of healthcare supply chain. The healthcare 
supply chain can utilize the decision-making framework of deep 
reinforcement learning algorithm to optimize the choice of healthcare 
supply chain mode, which deepens the theoretical application of 
artificial intelligence in the healthcare supply chain and provides 
valuable insights for the integrated development of artificial 
intelligence and health economy. In addition, the practical significance 
of this study lies in the optimization of healthcare supply chain 
management, help medical enterprises to reduce costs while ensuring 
the quality and safety of drugs, and enable healthcare supply chain 
enterprises to better understand the shortcomings in the operation of 
the supply chain, so as to better improve the resilience of enterprises 
in the highly uncertain and highly risky market environment, and 
quickly respond to changes in consumer demand. In the end, gain 
competitive advantage in the market.

6.2 Limitations and future prospects

There are some limitations and deficiencies in this study. First, this 
study is limited by conditions, and the data collected in the simulation 
experiment is relatively limited, and the area involved is relatively 
narrow. Future studies can expand the scope of investigation and 
collect more samples. Second, the paper compares the artificial 
intelligence method with the basic selection method, BP neural 
network method and big data method. Although it has certain 
credibility, the existing other selection methods have not been fully 
considered. Therefore, in future research, the application of other 
models and methods can be considered to further improve the content 
of this part.

In summary, this paper combines artificial intelligence with 
healthcare supply chain, studies the intelligent selection process of 
healthcare supply chain mode, and proposes an intelligent selection 

optimization method of healthcare supply chain mode based on deep 
reinforcement learning algorithm. Finally, the simulation experiment 
verifies the effect of artificial intelligence technology in the application 
of healthcare supply chain mode selection, proving that the application 
of artificial intelligence in healthcare supply chain can also be extended 
to a wider range of research, providing innovative technical and 
method support for the future development of the health field.
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Introduction: There is a vast literature on the performance of di�erent short-term

forecasting models for country specific COVID-19 cases, but much less research

with respect to city level cases. This paper employs daily case counts for 25

Metropolitan Statistical Areas (MSAs) in the U.S. to evaluate the e�cacy of a variety

of statistical forecasting models with respect to 7 and 28-day ahead predictions.

Methods: This study employed Gradient Boosted Regression Trees (GBRT), Linear

Mixed E�ects (LME), Susceptible, Infectious, or Recovered (SIR), and Seasonal

Autoregressive Integrated Moving Average (SARIMA) models to generate daily

forecasts of COVID-19 cases from November 2020 to March 2021.

Results: Consistent with other research that have employed Machine Learning

(ML) based methods, we find that Median Absolute Percentage Error (MAPE)

values for both 7-day ahead and 28-day ahead predictions from GBRTs are lower

than corresponding values from SIR, Linear Mixed E�ects (LME), and Seasonal

Autoregressive IntegratedMoving Average (SARIMA) specifications for themajority

of MSAs during November-December 2020 and January 2021. GBRT and SARIMA

models do not o�er high-quality predictions for February 2021. However, SARIMA

generated MAPE values for 28-day ahead predictions are slightly lower than

corresponding GBRT estimates for March 2021.

Discussion: The results of this research demonstrate that basic ML models can

lead to relatively accurate forecasts at the local level, which is important for

resource allocation decisions and epidemiological surveillance by policymakers.

KEYWORDS

daily COVID-19 cases, epidemiological surveillance, Metropolitan Statistical Areas,

Gradient Boosted Regression Trees, Seasonal Autoregressive Integrated Moving Average

(SARIMA), Susceptible, Infectious, or Recovered (SIR), Linear Mixed E�ects

1 Introduction

On May 5, 2023, the World Health Organization (WHO) officially ended the global

COVID-19 emergency, referring to increased population immunity, fewer deaths, and

reduced pressure on hospitals. The COVID-19 pandemic, which was first declared an

international crisis by WHO on January 30, 2020, resulted in severe lockdowns, closure of

international borders, devastating economic costs upheaval and the deaths of at least seven

million people across the world.1 Hundreds of published and working research papers have

1 Please see https://www.cbc.ca/news/health/canada-who-pandemic-no-longer-emergency (last

accessed June 1st 2023) for further details.

Frontiers in PublicHealth 01 frontiersin.org174

https://www.frontiersin.org/journals/public-health
https://www.frontiersin.org/journals/public-health#editorial-board
https://www.frontiersin.org/journals/public-health#editorial-board
https://www.frontiersin.org/journals/public-health#editorial-board
https://www.frontiersin.org/journals/public-health#editorial-board
https://doi.org/10.3389/fpubh.2023.1259410
http://crossmark.crossref.org/dialog/?doi=10.3389/fpubh.2023.1259410&domain=pdf&date_stamp=2023-12-11
mailto:asen@uwaterloo.ca
https://doi.org/10.3389/fpubh.2023.1259410
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/articles/10.3389/fpubh.2023.1259410/full
https://www.cbc.ca/news/health/canada-who-pandemic-no-longer-emergency
https://www.frontiersin.org/journals/public-health
https://www.frontiersin.org


Sen et al. 10.3389/fpubh.2023.1259410

attempted to evaluate the efficacy of traditional statistical models

and Machine Learning (ML)/Artificial Intelligence (AI) methods

in forecasting COVID-19 cases. Accurate short-term forecasts

can inform government decision-making in terms of resource

allocation to health practitioners and hospitals, as well as in

deciding on the magnitude and severity of lockdowns and timing

of re-openings.

The focus on ML and AI methods might be explained by

the poor performance of Susceptible-Infected-Removed (SIR)

models—traditionally used by epidemiologists to predict the

spread of infectious diseases—in forecasting daily COVID-19

counts (1–3). However, many sophisticated statistical methods

developed for COVID-19 modeling and forecasting, such as the

models from the Institute of Health Metrics and Evaluations,

the University of Texas at Austin, and the Los Alamos National

Laboratory, have also yielded unsatisfactory results (4). Hence,

there is value in identifying alternative models that are relatively

easy to implement and interpret, and that are capable of

producing accurate predictions. This study evaluates the efficacy of

Gradient Boosted Regression Tree (GBRT), Susceptible, Infectious,

or Recovered (SIR), Seasonal Autoregressive Integrated Moving

Average (SARIMA), and Linear Mixed Effects (LME) models in

forecasting daily trends in COVID-19 cases across 25 cities in the

U.S. (Albuquerque, Atlanta, Baltimore, Boston, Charlotte, Chicago,

Cleveland, Dallas, Denver, Detroit, Houston, Indianapolis, Los

Angeles, Louisville, Memphis, Miami, New York, Oklahoma,

Phoenix, Pittsburgh, Portland, Sacramento, San Francisco, Seattle,

Tampa). We forecast daily COVID-19 case rates one-week and

four-weeks ahead over different testing periods. The models chosen

are reasonably basic, but this choice is intentional and motivated

by the desire to explore the efficacy of simpler models that

are relatively easily interpretable and computationally efficient,

while also crossing disciplinary boundaries to benchmark the

performance of traditionalmethods employed by researchers across

different fields.

The choice of these forecastingmodels and periods is consistent

with other studies. For example, Chumachenko et al. (5) used

Random Forest, K-Nearest Neighbors, and Gradient Boosting

methods to forecast COVID-19 cases for Germany, Japan, South

Korea, and Ukraine with respect to 3, 7, 10, 14, 21, and 30 days. The

objective of the study is similar to ours, in terms of assisting public

health agencies to identify models that could generate predictions

to address various pandemic containment challenges. Krivtsov et al.

(6) is a relatively recent example of research based onmore complex

Neural Network (NN) methods using data for the same countries.

Mohammadi and Chumachenko (7) employ ARIMA methods to

forecast cases for Ukraine. Other examples of ARIMA based studies

at the country level include Dansana et al. (8), Singh et al. (9), and

Sahai et al. (10). Devaraj et al. (11) use ARIMA and other deep

learning methods. Fang et al. (12) compare the performances for

XGBoost and ARIMA specifications using U.S. time-series data and

Liu et al. (13) employ ARIMA models to study US national data as

well.

Our focus on short-term predictions is guided by the

importance of such forecasts for the allocation of local health

resources, such as the supply of personal protective equipment

(PPE), adequate testing infrastructure, and the availability of

hospital care teams. Further, our use of data across several U.S.

Metropolitan Statistical Areas (MSAs) or cities is a contribution to

the literature as most studies rely on either cross-country, national,

state/province, or county level data. While employing aggregated

data has benefits, identifying models that are capable of relatively

accurate forecasts at the local level can result in more targeted

decisions by policymakers. In this respect, we are unaware of any

study that has attempted to forecast COVID-19 case counts using a

panel of MSAs in the United States. Our study is also a contribution

to the literature given that a large fraction of studies, which have

attempted to forecast the spread of COVID-19 in the U.S., have not

provided any benchmarking of their forecasts against the truth, or

stated their limitations (14). Constructing forecasting models at a

local level is challenging, given the need to account for unobserved

jurisdiction level heterogeneity, and corresponding volatility in

daily COVID-19 cases which we observe for several U.S. cities.

Such volatility often disappears when data are aggregated across

jurisdictions, resulting in a smoother time-series of observations in

training datasets, and hence, more accurate predictions. However,

such predictions may not be very useful for policymakers interested

in epidemic trends within a specific jurisdiction.

A primary objective of our study is to evaluate the performance

of traditional SIR models employed by epidemiologists, given

findings on the inaccuracy of COVID-19 case forecasts, relative

to other methods. A possible explanation behind the poor

performance of SIR models is because of the need for properly

accounting for relevant geographical characteristics such as the

number and distribution of outbreaks, and population size and

density (15). The results from SIR modeling are compared to

GBRT models intended to evaluate the efficacy of a common

ML model. Besides being used by other research, our choice of

GBRTs is also motivated by the ease in which models can be

implemented by policymakers with limited knowledge of Machine

Learning or Artificial Intelligence methods. SARIMA modeling

is commonly used for time-series forecasting by economists and

is especially useful when the modeled data has pronounced

trend and seasonality. LME models are popular with researchers

working at the intersection of statistics and health. They enable

the researcher to flexibly control for the potentially confounding

effects of unit-specific (in this paper, city-specific) heterogeneity

through the accommodation of random effects, which themselves

accommodate the correlation of within-city repeated measures

over time. LME specifications also allow information to be

borrowed across geographies, which might result in more accurate

predictions, especially for cities that experience considerable

within-city variation during the training phase and whose case

rates may be spatially correlated with other cities. We do not

explore the performance of Neural Network or Long Short-Term

Memory (LSTM) models as we restrict our analysis of methods

that are relatively straightforward to implement. Finally, given

results from other studies [for example, (16–20)], which suggest

benefits from the use of ML/statistical models in tandem with

social mobility/internet data, we downloaded Apple mobility data

for each MSA to evaluate their potential in generating more

accurate forecasts.

Citing all papers that have employed such methods in

forecasting daily COVID-19 case trends is beyond the scope of
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this study. Focusing on studies that have employed either county

or state/province level data, Altieri et al. (21) and Liu et al. (22)

construct one- and two-week-ahead forecasts (of case or death

counts) using either different types of linear and exponential

predictors or Bayesian methods. Chu and Qureshi (1), Chen

et al. (2), Stevens et al. (23), and Sen et al. (24) find different

autoregressive time series and ML models to be capable of

comparable or superior short-term out-of-sample forecasts of daily

cases relative to SIR models. In terms of cities, Wathore et al. (25)

rely on deep learning models such as LSTM to forecast cases for 8

cities in India, U.S., and Sweden. Their study contains a summary

of other LSTM based papers. Devaraj et al. (11) also contains a

detailed discussion of deep learning-based papers. Zhang et al. (26)

develop a hybrid predictive model of COVID-19 cases based on

autoregressive and LSTM models, which they test for 8 counties in

California and some countries.

The limited amount of research exploiting variation across

cities over time is probably because of the lack of publicly available

data. For U.S. cities, we surmount this difficulty by employing

county level data collected by theNewYork Times and constructing

corresponding MSA level daily case counts. As a result, we are able

to clearly see patterns and differences in COVID-19 cases across

some major U.S. metropolitan areas during the first and second

waves of the pandemic. Another contribution of our study is that we

produce forecasts during time periods that coincide with the peak

of the second wave of infections, specifically during November 15

- December 12, 2020, along with subsequent time periods, which

saw significant declines in cases counts for many MSAs. This is

in contrast to many early published studies that are focused on

forecasts of the first wave and Summer of 2020.

Our choice of this time period is also motivated by the

considerable volatility in daily case counts observed across cities

during November–December 2020, making the forecasting exercise

more challenging. We also conduct forecasting exercises for

January–March 2021 as well, to evaluate model efficacy during

periods of significant declines in daily case counts. The need to

ensure that training data for forecasting models capture dynamic

changes in the spread of the virus has been noted by other

studies (11, 25, 27). Employing data from these time periods is

further justified given the rise in population vaccination rates from

March 2021 onwards, and the widespread use of home testing kits

from late 2021 onwards, which impacts the reliability of official

statistics, given the possibility of under-reporting of positive tests

to health authorities.

For most MSAs, GBRT and SARIMAmodels produce forecasts

for November 15–December 12, 2020, with lower Median Absolute

Percentage Errors (MAPEs) than corresponding one-week ahead

predictions produced by LME and SIR models and are consistent

with other studies that find SIR models to produce inaccurate

forecasts of the incidence and spread of COVID-19. Apple mobility

data do not make a significant difference for the forecast accuracy

of SARIMA models. With respect to 7-day ahead forecasts, GBRTs

produce MAPEs lower than SARIMA models for most MSAs

for the November-December 2020, January, and February 2021

testing periods. On the other hand, SARIMA MAPEs are lower

for the March 2021 testing period. Likewise, the 28-day ahead

forecasts produced by SARIMA models generate lower MAPE

values in March 2021. However, for the other months considered,

28-day ahead GBRT forecasts tend to be associated with lower

MAPE values.

2 Methods and materials

2.1 Data

Daily COVID-19 case data at the county level were downloaded

from the Github repository maintained by the New York Times2

We note that the COVID-19 data maintained by the New York

Times and John Hopkins University3 have been widely employed

by researchers. Using Federal Information Processing System

(FIPS) codes, county-level data were mapped to Metropolitan

Statistical Areas (MSAs), which include city cores and adjoining

suburbs, to provide daily case counts at the MSA level. We

herein use the terms city and MSA interchangeably. Our choice

of MSAs was based on investigating COVID-19 trends in the

largest cities across the U.S, while ensuring representation across

different regions.

Figure 1 shows significant variation in COVID-19 daily cases

across MSAs and over time. Some MSAs such as Miami, Phoenix,

Oklahoma City, Atlanta, Dallas, Charlotte, Tampa, Houston, San

Francisco, and Sacramento had much higher daily case counts

per 100,000 of population during July and August of 2020,

relative to the first wave in March and April of the same

year. In contrast, New York, Boston, and Chicago had much

higher case counts per 100,000 of population or per capita daily

cases during the first wave. Most cities experienced a decline in

COVID-19 cases during September, which was succeeded by a

rapid increase during November and December that coincided

with intensive campaigning associated with the U.S. Presidential

Election. Increases in daily case counts during this time period were

succeeded by declines that began sometime during December 2020

or January 2021 for almost all MSAs, and that continued through

March 2021.

Five other points should be noted. First, some cities such as

Atlanta, Boston, Cleveland, and Houston, have peaks in daily case

counts that are clearly anomalous with previous and successive

trends. This can be traced to errors in data collection and reporting.

The most common explanation we were able to find is that

spikes are attributable to the reporting of a significant backlog of

cases that, for some reason, were not reported correctly earlier.4

Second, most cities seem to experience considerable volatility in

daily COVID-19 case counts during November and December

2020. Third, days with zero cases reported are likely due to batch

reporting in previous days or non-working days and were changed

to 0.5 to prevent our performance metrics from having nonsensical

results when dividing by zero, as well as to allow us to model the

natural logarithm of the counts (specifically, the log of standardized

2 https://github.com/nytimes/covid-19-data

3 https://coronavirus.jhu.edu/map.html

4 See, for example, https://www.click2houston.com/news/local/2020/09/

23/explained-why-nearly-15000-new-coronavirus-cases-were-reported-

in-the-houston-area-in-one-day/ and https://www.wsbtv.com/news/

local/georgia-records-highest-daily-increase-coronavirus-cases-since-

bef7IAY2EPRURABPICVYA3PO7AEJ4/.
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case counts per 100,000) for the LME and SARIMAmodels. Fourth,

unlike other MSAs, Detroit experienced a significant rise in daily

case counts during March 2021. Daily COVID-19 cases also rose

modestly duringMarch 2021 in Pittsburgh and Boston. Fifth, across

all MSAs, case rates are clearly non-stationary with pronounced

trend and seasonality. Effective modeling and forecasting should

account for this correlation structure. Table 1 contains means and

standard deviations of standardized daily case counts per 100,000

for eachMSA for our training period of March 22, 2020–November

14, 2020.

2.2 Methods

We begin by introducing notation that will be used for all the

different methods introduced in this section. Let t = 0, 1, 2, . . . , T

represent time, which here we take to be measured in days. Thus,

for a given analysis of an MSA’s daily case counts, we will observe

a maximum of T + 1 time points. Each city is represented by the

index i = 1, 2, . . . , N, where N = 25 in this paper’s analyses. The

response variable, denoted by Yi,t , is documented COVID-19 case

counts per 100,000 people, standardized by the city population size.

In particular,

Yi,t = (# new cases in city i on day t/Population size of city i)

× 100, 000

represents the per capita daily case count (per 100,000 people) in

city i at time point t. Note that this standardization is necessary

to ensure that case rates are comparable across cities of different

sizes. For models where lagged case values are included as predictor

variables, the earliest first day used for the response will be

constrained by the number of lagged terms; for example, if we

include predictors Yt−1 and Yt−2, then the first response in the

model will be at t = 2. In our models specified in the following

subsections, the first date to be used for Yt is March 22, 2020, since

FIGURE 1

Standardized daily case counts per 100,000 people in 25U.S. cities (March 22, 2020–March 31, 2021).
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TABLE 1 Sample statistics.

Sample mean (s.d.) of daily COVID-19 standardized cases per 100K (March 22–Nov 14, 2020)

Albuquerque Atlanta Baltimore Boston Charlotte

9.65 14.36 10.98 11.69 13.50

(12.53) (14.69) (5.47) (11.02) (8.41)

Chicago Cleveland Dallas Denver Detroit

18.84 8.59 14.59 13.03 11.74

(19.39) (9.81) (11.77) (16.58) (12.71)

Houston Indianapolis Los Angeles Louisville Memphis

14.30 13.52 12.81 15.17 19.54

(15.95) (12.82) (7.97) (15.02) (13.49)

Miami New York Oklahoma Phoenix Pittsburgh

23.81 8.45 15.42 16.06 6.49

(23.42) (10.05) (15.54) (17.72) (6.47)

Portland Sacramento San Francisco Seattle Tampa

5.52 7.16 7.06 6.23 12.87

(5.06) (7.18) (4.85) (4.54) (12.18)

this is the date that we start to see (at least some) non-zero case

counts in all 25 cities.

As discussed in Section 1, some studies have used social

media or cellular data to model population mobility and forecast

the incidence and spread of COVID-19. Therefore, we use

three separate social mobility indices released by Apple, that

measure walking, driving, and transit use, respectively, for certain

geographies. While most studies have relied on Google mobility

data, Google does not offer publicly available data at the MSA

level. The Apple data are collected from Apple Maps app

usage through individual iPhones. The indices show changes

in relative volume of directions requests per country/region,

sub-region, or city compared to a baseline volume on January

13th, 2020. While we do not claim these indices necessarily

capture population-wide mobility trends, using these data at

least allows us to evaluate the effects of social mobility on

daily COVID-19 cases counts, and assess the usefulness of this

information in constructing daily predictions of COVID-19 cases

in MSAs. Moreover, the walking mobility indicator is highly

correlated with temperature and therefore serves as a useful

proxy for weather, which is known to be an important factor in

transmission (28).

In terms of quantifying the forecasting performance of different

models, we consider the Median Absolute Error (MAE) and

Median Absolute Percentage Error (MAPE) of predicted daily

case counts for each Metropolitan Statistical Area. The MAE

is the median of the absolute value of the difference between

actual and predicted daily case counts over the chosen testing

period, while the MAPE is the median of the absolute value

of the corresponding percentage difference. While MAEs are

reported, our comparisons are primarily based on the MAPE

as it is a standardized metric interpreted equivalently across

all cities. Hence, for a city i, if the actual observed daily case

count is Yt and the predicted value from a chosen model is

Ŷt , the MAE is the median absolute value of their difference or
∣

∣

∣
Yt − Ŷt

∣

∣

∣
, calculated from daily values over the testing period.

The MAPE is therefore the median of
∣

∣

∣

Yt−Ŷt
Yt

∣

∣

∣
×100 over the

testing sample. For further sensitivity analysis, we also report the

proportion of daily forecasts with an absolute percentage forecast

error <20%.

2.2.1 Linear Mixed E�ects (LME) models
To assess the statistical importance of Apple mobility

indicators, we ran LME regressions using Yi,t (i.e., standardized

case count per 100,000 for city i at time j) as the dependent

variable and based on data pooled across cities and over days

for the training period. As a sensitivity analysis, we also ran

the LME regressions for the time period March 22 - August 31,

2020, before the beginning of the steady rise in case counts for

most cities. The LME models considered contain the seven-day

lag of the walking index, one and two day lags of the dependent

variable along with a weekend indicator variable.5 Estimation

results are reported in Table 2. First, while these specific results

are not reported, we note that lagged dependent variables of a

higher order than 3 days were statistically insignificant in these

models. Second, one and two-day lags in the dependent variable

are statistically significant at the 1% level. Third, the seven-day

5 Only the Walking Index was employed in these specifications because of

a high correlation with the Driving Index (r= 0.85) and the fact that the Transit

Index was consistently insignificant in preliminary regressions that contained

all three mobility indicators. More complicated forms of autocorrelation are

handled di�erently in the various models, but generally through the inclusion

of lagged case rates as predictor variables.
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TABLE 2 Baseline linear mixed e�ect model summaries (standard errors in parentheses).

Mar 22–Aug
31, 2020

Mar 22–Nov
14, 2020

Mar 22–Aug 31,
2020 with Apple

Mobility

Mar 22–Nov 14,
2020 with Apple

Mobility

Estimation results

Log casest–1 0.49 (0.018) 0.444 (0.012) 0.489 (0.019) 0.435 (0.013)

Log casest–2 0.38 (0.015) 0.407 (0.011) 0.371 (0.015) 0.401 (0.012)

Seven day lag Apple Walking Mobility index 0.001 (0.0003) 0.002 (0.0002)

Weekend dummy Yes Yes Yes Yes

AIC 7,137.503 13,607.74 7,136.557 13,582.3

Log-likelihood −3,560.75 −6,795.87 −3,559.28 −6,782.16

lagged Apple mobility Walking Index is also statistically significant

at the 1% level. These results offer some support to the inclusion

of a mobility index in the models used to forecast daily case

counts. On the other hand, we note that the inclusion of the

Apple mobility index does not significantly improve the fit of the

LME models as measured through the AIC and Log-Likelihood,

and so its inclusion may not drastically improve a model’s

forecasting capability.

In terms of the specific LME model:

log(Yi,t) = β0 + b0,i + β1 log(Yi,t−1)+ β2 log(Yi,t−2)+ β3WEt

+ εi,t , (1)

where:

• β0 is the population-level intercept;

• b0,i is a city-specific random intercept, with b0,i ∼ N(02, σb0 );

• β1 is the fixed-effect parameter connected with one-day lagged

(log) count for city i;

• β2 is the fixed-effect parameter connected with two-day lagged

(log) count for city i;

• β3 is the fixed-effect parameter connected with the weekend

indicator, common to all cities. Specifically, if day t falls on a

weekend, thenWEt = 1, otherwiseWEt = 0;

• εi,t is the model error term, with εi = (εi,1, . . ., εi,T)
t ∼ NT (0,

σ 2
IT), and εi independent of b 0,i.

Note we have initially assumed that the model error terms are

conditionally independent, with the random intercept being the

only term to induce correlation between the repeated measures

of daily counts within the same city. We also see that all cities

have a common T repeated measures observed. We found that a

modified version of (1) provides a better fit to the standardized

city-level daily COVID-19 case count data. Specifically, allowing

for heterogeneity in both time-varying predictors, i.e., attaching

city-specific random effects to each, and properly handling existing

heteroskedasticity among the model error terms was also required,

leading to:

log(Yi,t) = β0 + b0,i + (β1 + b1,i) log(Yi,t−1)

+ (β2 + b2,i) log(Yi,t−2)+ β3WEt + εi,t , (2)

where the changes relative to

(1) are:

• b1,i is a city-specific random effect connected to the first-order

lagged (log) counts, with b1,i ∼ N(02, σb1);

• b2,i is a city-specific random effect connected to the second-

order lagged (log) counts, with b2,i ∼ N(02, σb2); we allow

for all three random effects to be correlated, though each are

independent of εi;

• εi ∼ NT (0, Σ), with Σ diagonal, but weighted in such a

way to remove the original heteroskedasticity in the model

error terms.

From (2), we can forecast one time point ahead (e.g., one

day ahead), then use that forecast as the first-order lagged term

to forecast one additional day ahead (where the prior first-order

lagged term is now the second-order lagged term), and so on, until

we have forecasted forward the desired number of days. Note that

linear mixed effect models have units borrow strength from other

units for a given unit’s trajectory prediction. Though not all cities

are aligned in time in terms of model dynamics, not nearly as much

borrowing of strength from other city’s predictions will affect a

given city’s predictions, due to the extensive collection of repeated

measures per city paired with the relatively reasonable within-city

variation. Based on the results in Table 2, the Apple Walking Index

is employed as a predictor for some specifications. Estimation of

LME models and forecasts were conducted using the lme4 package

from the R programming language.

2.2.2 Susceptible-Infected-Removed (SIR) model
SIR models are the dominant methodology to model the

spread of epidemics; see, for example, Tolles and Luong (29)

for further details. The SIR model uses differential equations to

describe the dynamic status of an individual switching between

three compartments in a population at time t: susceptible

(St), infected (It), and removed (Rt) (including recovered and

deceased individuals) and is a standard approach employed by

epidemiologists to forecast disease spread.Nt is the total population

at time t and is identified byNt = St +It +Rt, where β is the average

number of contacts per infectious person per time unit, γ is the

transition rate from It toRt, andRt includes recovered and deceased
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individuals. The SIR model is then given by the following ordinary

differential equations:

∂St

∂t
= −

βItSt

N
(3)

∂It

∂t
=

βItSt

N
− γ It (4)

∂Rt

∂t
= γ It (5)

where β is the average number of contacts per infectious person per

time unit and γ is the transition rate from It to Rt . While the SIR

model is based on the modeling of St , It , and Rt , our focus here is

the daily infection numbers and aims to conduct predictions such

that the prediction errors are minimized. With the daily number of

confirmed cases on day t considered as the difference of St and St−1,

we calculate the predicted number of daily confirmed cases on day

t, denoted Ŷt(β , γ ), as follows:

Ŷt (β , γ ) = St−1 − St = It − It−1 + Rt − Rt−1 (6)

for t = 1, . . . ,T, where T represents the end of the study period.

We implicitly assume that N, β , and γ are constant over time.

Then, the parameters β and γ can be obtained by minimizing

the squared prediction error

PE (β , γ ) =
∑T

t=1
{Y t − Ŷt(β , γ )}

2
(7)

for β and γ . Yt is the total number of daily cases in a province at

time t and is not in per capita terms. We convert the forecasts into

per capita terms. Our forecasting procedures model predictions of

total daily cases as these are the numbers that are reported and are

of interest to policymakers in tracking the incidence and spread of

COVID-19. This is consistent with the approach employed by Chen

et al. (2). Estimation of the SIRmodels and construction of forecasts

were done using the R programming language. Specifically, we

utilized the EpiDynamics and bbmle packages to estimate the

parameters of the SIR model.

2.2.3 Box-Jenkins time series modeling
In this paper we also employ the Box-Jenkins class of time series

models referred to herein as SARIMA (Seasonal Autoregressive

Integrated Moving Average) models and we use the notation

log(Yi,t) ∼ SARIMA(p, d, q)(P, D, Q)[m], where, again, Yi,t is the

standardized case count per 100,000 in city i on day t. Thus, for

each city i= 1, 2, . . ., N, we separately fit a model of the form

φ(B)Φ(Bm)D(1−B)dlog(Yi,t) = θ(B)Θ(Bm)Dεi,t , (8)

where B is the backshift operator6 and m is the period of the

seasonal component, which here we take to be 7 given the daily

data. We also assume that εi,t
i i d
∼ N(0, σ 2) and we define φ(z), θ(z),

Φ(z), and Θ(z) respectively to be the following pth order, qth order,

P th order, and

6 B is a notational operator that shifts subscripts t back by 1: BYt = Yt−1.

And when raised to the k
th power, it shifts subscripts t back by k: Bk

Yt = Yt−k.

Qth order polynomials:

φ(z) = 1−φ1z − φ2z
2
−...− φpz

p

θ(z) = 1+ θ1z + θ2z
2
+ ...+ θpz

q

Φ(z) = 1−Φ1z−Φ2z
2
−...− Φpz

P

Θ(z) = 1+ Θ1z + Θ2z
2
+ ...+ Θpz

Q

Simple algebra shows that the response for city i on day t,

log(Yi,t), is therefore a weighted sum of historical log case counts.

Note that different values of the non-seasonal (p, d, q) and seasonal

(P, D, Q) orders give rise to different configurations of the model,

accounting for different forms of correlation structure in the

observed time series. We choose the values of p, d, q, P, D, Q that

minimize the corrected Akaike information criterion to ensure the

model fits the observed data well. The models themselves are fit

using maximum likelihood estimation. As with the LME model,

the 7-day lag of the Apple Walking Index is also employed as

an exogenous variable in some specifications. These time-series

models were estimated employing the forecast package in the R

programming language.

2.2.4 Gradient Boosted Regression Trees (GBRTs)
Gradient Boosted Regression Trees are a commonly used

ML algorithm based on decision trees to produce forecasts of

particular outcomes. The algorithm sequentially tests the predictive

power of different trees to reduce forecast errors, until no

further improvements can be made. These predictions are then

combined through a weighted average of regressions to produce

a final prediction. Although there are other more sophisticated

ML methods that can be employed to generate predictions, our

choice of GBRTs was motivated by their relative simplicity and

interpretability, as well as their ease of implementation through

software such as R and Python. This makes them an attractive

choice for policymakers with limited resources and fairly limited

experience with machine learning.

We assume again our sample contains T + 1 observations for

each MSA i. In particular, we assume that we observe the response

variable Yi,t (standardized case count per 100,000 for city i at time j)

and a vector of predictors given by Xi,t for i = 1,2,. . . , N and t = 0,

1, 2, . . . ., T. The model that forecasts Yi,t based on Xi,t is a weighted

additive model of the form

Yi,t =
∑K

k=1
αkfk(Xi,t)+ εi,t , (9)

where fk(·) for k = 1,2, . . . , K are regression trees, αk are weights,

and εi,t is an error term. The algorithm estimates both the weights

αk for k = 1,2, . . . , K and fk(·) by sequentially minimizing a

penalized differentiable convex loss function of Yt−
∑K

k=1 αkfk(Xk)

with respect to both αk and fk(·) over K boosting iterations for k =

1,2, . . . , K. These estimates can then be used to produce forecasts

of Yi,t . For the Xi,t variables, we employ: the weekend dummy

variable; city-specific fixed effects; one- to seven-day lags of the

dependent variable; and seven- to ten-day lags of all the Apple

mobility variables. GBRTs enable the use of all Apple mobility

variables and more lagged dependent variables without concern of

collinearity issues, as weak predictor variables are given less weight

in constructing forecasts. The XGBoost package in Python was used
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FIGURE 2

Forecast performance as a function of MSA for 7-day (A, B) and 28-day (C, D) forecasting strategies for November 15-December 12, 2020. (B, D)

Quantify forecast performance by MAPE (smaller values are better); (A, C) do so using the proportion of daily predictions with a forecast error lower

than 20% (larger values are better).

to estimate the GBRT models and construct predictions. Code for

all of the above models and algorithms are available upon request.

3 Results

We begin with predictions that are 1 week or 7-day ahead

forecasts for each of the 25 MSAs for November 15–December

12, 2020 based on all the models. Given the poor performance

of SIR and LME models, we then evaluate the sensitivity of

our findings by constructing forecasts from SARIMA and GBRT

models for different time periods in January, February, and March

of 2021. Figure 2 visualizes MAPE values and the proportion of

daily predictions with a forecast error lower than 20% for daily

standardized COVID-19 cases (per 100,000 of population) based

on LME, SIR, SARIMA, SARIMA models with the Apple Walking

Index (referred to as SARIMAA), and GBRTs for each MSA. Note

the values displayed in these plots are also tabulated in Table 3. In

Figure 2, Panels A and C report the proportion of daily predictions

with a forecast error lower than 20% with respect to 7-day and 28-

day forecast performances, respectively. Panels B and D contain

corresponding visualizations for MAPE values based on 7-day and

28-day forecast errors. For Panels B and D we seek to identify the

methodology that has the lowest averageMAPE values across cities.

On the other hand, for Panels A and C we are interested in the

methodology which has the highest average of the proportion of

daily predictions with a forecast error lower than 20%, across cities.

3.1 LME and SIR 7-day ahead

With respect to 7-day ahead predictions, LME models produce

lower MAPEs for 9 MSAs, relative to SIR models. However,

the LME MAPEs are also quite high, with Baltimore having the

lowest one at 28.63%. SIR models also do not offer consistently

accurate forecasts across cities. With the exception of Denver,

Louisville, and Portland, SIR MAPE values are always above 25%

for such models. Further, SIR models perform poorly on the

basis of the proportion of daily forecasts falling within 20% of
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TABLE 3 7-day forecasting performance from LME, SIR, and SARIMA models November 15-December 12, 2020.

LME SIR SARIMA SARIMAA GBRT

City MAE MAPE Prop<20% FE MAE MAPE Prop<20% FE MAE MAPE Prop<20% FE MAE MAPE Prop<20% FE MAE MAPE Prop<20%FE

Albuquerque 43.97 47.93 0.14 25.91 29.31 0.25 28.12 37.97 0.25 32.79 37.21 0.29 18.4 21.69 0.46

Atlanta 13.89 45.27 0.21 12.72 41.31 0.14 6.59 22.2 0.43 8.99 25.63 0.32 9.79 21.66 0.43

Baltimore 9.3 28.63 0.14 18.71 45.09 0.11 7.08 21.09 0.5 7.1 21.18 0.46 6.18 18.12 0.57

Boston 19.01 44.44 0.14 33.23 89.18 0 12.02 29.27 0.39 9.93 25.78 0.43 6.21 15.72 0.64

Charlotte 14.67 33.43 0.18 19.29 43.59 0 9.51 22.8 0.43 8.85 18.38 0.57 5.66 12.61 0.64

Chicago 22.26 28.47 0.32 20.03 26.61 0.36 13.99 22.01 0.43 14.17 22.47 0.43 11.81 14.45 0.61

Cleveland 41.95 63.77 0 22.28 33.65 0.29 33.32 44.39 0.18 33.38 45.73 0.14 19.85 27.21 0.39

Dallas 27.69 52.43 0.11 20.67 44.03 0.14 17.89 32.81 0.36 17.65 32.84 0.39 17.6 30.49 0.36

Denver 26.57 37.55 0.25 15.43 22.19 0.43 17.13 22.81 0.46 18.29 25.31 0.32 10.76 13.81 0.68

Detroit 43.82 74.78 0 28.71 42.99 0.18 20.33 31.05 0.36 13.64 26.16 0.39 25.04 39.86 0.18

Houston 11.51 46.72 0.18 14.1 49.37 0.18 11.08 36.37 0.25 11.15 37.35 0.21 9.1 33.18 0.36

Indianapolis 38.5 45.82 0.07 25.18 25.84 0.36 15.7 17.32 0.57 14.03 16.85 0.64 6.89 8.77 0.71

Los Angeles 19.88 44.47 0.14 31.99 67.81 0 14.56 33.86 0.29 14.81 32.15 0.32 10.76 22.53 0.39

Louisville 28.24 40.63 0.32 12.21 17.63 0.61 10.03 15.03 0.64 9.77 15.42 0.82 8.95 11.99 0.64

Memphis 15.07 35.55 0.21 18.69 37.78 0.18 14.02 29.11 0.32 14.15 29.03 0.32 15.64 28.53 0.36

Miami 23.62 45.33 0.18 32.43 59.62 0 15.35 28.69 0.39 17.83 33.77 0.29 11.6 22.33 0.43

New York 6.53 30.08 0.18 25.95 99.97 0 4.28 17.56 0.68 3.42 13.41 0.82 3.27 14.04 0.75

Oklahoma 31.79 44.99 0.14 26.61 37.92 0.14 25.81 33.28 0.29 26.26 37.77 0.21 16.72 25.09 0.32

Phoenix 34.4 58.45 0.11 42.71 82.78 0 17.74 32.23 0.29 16.28 27.28 0.36 18.23 32.29 0.32

Pittsburgh 28.53 57.17 0.14 21.81 44.38 0.25 9.83 19.45 0.54 9.86 17.32 0.54 10.4 21.2 0.43

Portland 14.38 43.91 0.11 6.2 20.05 0.5 5.46 19.77 0.5 6.15 21.26 0.46 4.9 15.83 0.57

Sacramento 27.5 73.97 0.11 20.56 60.25 0.04 9.14 23.27 0.43 9.27 23.72 0.46 12.75 27.41 0.32

San Francisco 7.13 36.19 0.21 9.87 51.06 0.11 5.8 28.45 0.32 5.13 28.16 0.32 6.88 5.97 30.58

Seattle 15.39 50.07 0.14 9.89 34.83 0.25 8.44 29.59 0.32 7.4 25.92 0.39 6.22 20.1 0.5

Tampa 12.3 36.56 0.32 15.69 53.29 0 9.59 31.74 0.36 11.48 44.97 0.32 5.63 19.52 0.57

F
ro
n
tie

rs
in

P
u
b
lic

H
e
a
lth

fro
n
tie

rsin
.o
rg

182

https://doi.org/10.3389/fpubh.2023.1259410
https://www.frontiersin.org/journals/public-health
https://www.frontiersin.org


Sen et al. 10.3389/fpubh.2023.1259410

TABLE 4 28-day forecasting performance from GBRT and SARIMA models with and without Apple Mobility November 15- December 12, 2020.

GBRT SARIMAA SARIMA

City MAE MAPE Prop<20% FE MAE MAPE Prop<20% FE MAE MAPE Prop<20%FE

Albuquerque 17.01 18.41 0.57 31.17 32.77 0.29 34.61 38.91 0.29

Atlanta 11.9 39.49 0.29 6.59 21.61 0.46 6.46 20.07 0.5

Baltimore 7.48 18.86 0.54 4.34 12.79 0.64 4.33 12.79 0.68

Boston 9.39 22.77 0.39 8.04 16.56 0.57 7.19 15.56 0.57

Charlotte 11.22 27.48 0.32 5.07 12.84 0.57 5.62 14.86 0.61

Chicago 30.41 42.21 0.21 88.57 134.28 0.07 88.29 135.05 0.07

Cleveland 29.51 41.2 0.32 32.69 38.41 0.29 32.45 38.17 0.25

Dallas 19.71 30.59 0.39 11.22 20.43 0.5 11.22 20.4 0.5

Denver 13.83 17.08 0.54 72.34 93.8 0.07 57.8 71.89 0.18

Detroit 19.8 30.41 0.36 25.42 47.38 0.29 36.66 52.67 0.18

Houston 8.8 30.78 0.29 11.4 39.78 0.18 11.82 44.9 0.11

Indianapolis 11.99 14.09 0.68 10.63 11.38 0.61 12.84 14.99 0.57

Los Angeles 18.97 42.17 0.07 26.59 54.23 0.04 26.15 54.11 0.04

Louisville 10.59 16.21 0.57 10.79 16.29 0.61 10.75 15.68 0.61

Memphis 20.26 35.76 0.25 14.9 29.93 0.39 13.73 26.5 0.43

Miami 11 21.13 0.46 17.01 34.17 0.04 18.27 34.01 0.07

New York 3.43 14.21 0.61 5.66 25.32 0.39 1.79 7.73 0.82

Oklahoma 22.32 28.81 0.39 33.3 45.14 0.11 34.27 45.5 0.18

Phoenix 26.42 51.49 0.04 20.12 45.83 0.11 22.38 46.04 0.08

Pittsburgh 21.08 39.06 0.11 10.9 20.19 0.46 14.11 27.3 0.29

Portland 5.42 16.52 0.61 4.46 13.7 0.68 4.86 16.61 0.54

Sacramento 19 51.31 0.25 6.23 19.18 0.54 4.33 19.37 0.5

San Francisco 7.8 40.96 0.18 8.58 43.84 0.29 8.65 44.77 0.25

Seattle 6.73 21.82 0.46 10.99 32.15 0.32 10.62 31.88 0.32

Tampa 5.23 21.65 0.46 5.88 20.36 0.46 7.52 26.29 0.29

the actual value, as there are 7 cities for which the value of

this measure is zero. It is also important to note the extremely

high MAPE values of approximately 90% and 100% for Boston

and New York, respectively, as these two cities experienced

extremely high per capita daily case counts during the first wave

of infections. Further, the MAPE results indicate that even the

use of a long training period is not sufficient to enable the SIR

models to acknowledge the subsequent downward trend in daily

infections and readjust to generate more accurate forecasts for the

testing period.

3.2 SARIMA 7-day ahead

Relative to SIR and LME forecasts, SARIMA models produce

forecasts with MAPEs that are lower for the majority of cities.

SARIMA forecasts yield MAPEs smaller than 20% for four cities

and smaller than 25% for six more cities. Another observation

is that SARIMA modeling generates predictions that are within

tighter bounds for almost each city. Specifically, there is only one

MSA (Cleveland) with aMAPE>40%with SARIMAmodeling. On

the other hand, the number of MSAs with MAPEs >40% based

on LME and SIR models are 17 and 15, respectively. Another

measure that supports the notion that SARIMA models produce

superior forecasts to SIR and LME methods, is the fact that no

MSA has a proportion of absolute forecast errors lower than 20%

equal to zero, based on SARIMA predictions. Further, for 11 MSAs

the proportion of such observations, generated from SARIMA

models, is>0.4. Based on these findings, we conclude that SARIMA

is a superior forecasting strategy for the vast majority of MSAs.

Employing the Apple Walking Index does not make much of a

difference in SARIMA forecasts. As we can see in Figure 2, with

the exception of a few MSAs, SARIMA MAPEs with and without

the Apple Walking Index are comparable. For seventeen cities the

difference betweenMAPEs is<3 percentage points. The proportion

of daily forecasts falling within 20% of the actual values are also

quite comparable between SARIMA forecasts with and without

Apple mobility data.
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FIGURE 3

Forecast performance as a function of MSA for January, February, and March 2021. Forecast performance is quantified by MAPE for two di�erent

model types and two di�erent forecasting strategies.
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FIGURE 4

Model residuals associated with the SARIMA model fit to March 2020-December 2020 data.

3.3 GBRT 7-day ahead

For most MSAs, GBRTs produce more accurate forecasts of

the methods considered. Specifically, GBRTs generate predictions

with lowerMAPEs for 17MSAs, relative to corresponding forecasts

from SARIMAmodels with and without the Apple Mobility Index.

Eleven MSAs have GBRT forecasts with MAPEs lower than 20%,

with Baltimore, Boston, Charlotte, Chicago, Denver, Indianapolis,

Miami, and New York having the lowest values. These results

suggest that GBRTs are capable of producing relatively accurate

7-day ahead forecasts even during time periods of steep increases

and some volatility in daily case counts. The GBRT results are

driven by the lagged dependent variables, and not the Apple

mobility variables. Specifically, the feature importance scores of

the one- to five-day lagged dependent variables range from 0.01

to 0.29. Among the Apple mobility indicators, only the 8-day

lagged Driving Index has a feature score above zero, but which is

still low at 0.01. These results are consistent with the satisfactory

performance of SARIMA specifications without the AppleWalking

Index for some MSAs, as the predictors in these models are lagged

dependent variables.

3.4 SARIMA, SARIMAA, and GBRT 28-day
ahead

Based on the noticeably poorer performance of the LME and

SIR models, the 28-day ahead forecasts (Figures 2C, D) are based

on SARIMA, SARIMAA, and GBRT models only. The predictions

are constructed from a single sequence of 28-day ahead forecasts

(without model updating) for each of the 25 MSAs for November

15–December 12, 2020. Note the values displayed in these plots

are also tabulated in Table 4. Here, we note that SARIMA models

produce lower MAPEs for a majority of MSAs, as there are 14

MSAs for which SARIMA MAPEs are lower than corresponding

GBRT values. However, when the SARIMA MAPEs are larger

than the GBRT MAPEs, they are often much larger, and when

SARIMAMAPEs are smaller than GBRTMAPEs, they tend only to

be marginally smaller. Consequently, across all MSAs the average

SARIMA MAPE is higher than the corresponding GBRT value,

despite individual SARIMA MAPEs being smaller for a larger

number of cities. As such, GBRTs appear to be the best choice for

forecasting both 7-day ahead and 28-day ahead daily standardized

COVID-19 case counts for November 15–December 12, 2020.
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TABLE 5 MAPE values—7-day- and 28-day forecasts from SARIMA models January—March 2021.

January 1–28 2021 February 1–28 2021 March 1–28 2021

City 7-day 28-day 7-day 28-day 7-day 28-day

Albuquerque 25.78 28.84 24 97.09 37.89 34.88

Atlanta 23.5 29.37 21.82 105.21 23.73 49.47

Baltimore 16.49 24.58 33.04 111.57 17.67 26.88

Boston 23.32 46.21 28.2 88.76 18.85 22.33

Charlotte 31.8 35.54 44.53 100.47 39.12 39.82

Chicago 20.68 22.69 9.91 35.04 17.8 18.46

Cleveland 27.41 21.98 47.47 108.83 23.59 22.42

Dallas 29.13 27.76 57.02 178.42 22.12 26.81

Denver 42.92 42.75 29.45 27.35 59.24 54.72

Detroit 38.63 63.27 31.11 42.85 24.69 56

Houston 24.01 32.47 54.79 196.61 23.84 34.01

Indianapolis 25.9 37.15 25.49 79.09 17.07 17.75

Los Angeles 24.75 53.61 45.55 210.15 17.94 43.55

Louisville 22.38 29.89 30.8 41.36 20.7 34.48

Memphis 36.55 42.52 58.42 97.32 42.85 35.16

Miami 31.29 23.99 30.34 73.81 16.62 32.52

New York 16.44 16.18 20.92 68.7 5.87 10.22

Phoenix 36.39 32.84 32.62 121.21 45.25 42.64

Pittsburgh 32.89 66.6 18.56 37.4 19.95 19.22

Portland 41.2 54.7 33.94 66.91 33.52 25.63

Sacramento 26.99 50.22 42.02 76.86 24.97 27.27

San Francisco 14.49 21.44 25.74 92.98 24.58 69.25

Tampa 39.33 32.47 28.56 92.65 16.36 25.48

3.5 SARIMA and GBRT 7-day and 28-day
ahead for January, February, and March
2021

A relevant question is whether these findings are robust to the

use of other time periods. Figure 3 visualizes the MAPEs associated

with 7-day and 28-day ahead SARIMA and GBRT forecasts for

the following testing periods: January 1–28 2021; February 1–28

2021; and March 1–28 2021. For the sake of brevity, we only

report MAPEs. The proportion of daily forecasts falling within

20% of the actual values for these time periods are available upon

request. As discussed, daily case counts dropped significantly for

most MSAs during these months, making the evaluation of the

predictive abilities an interesting contrast to our previous exercise

of constructing forecasts during a period of rising daily COVID-

19 cases during November-December 2020. We do not construct

forecasts for Oklahoma City and Seattle, given the presence of

a significant number of zeros in daily case values that seem

anomalous to case counts in other days.

The results visualized in Figure 3 (and tabulated in Tables 5, 6)

demonstrate that for almost all MSAs, with respect to 7-day ahead

forecasts, GBRTs offer superior predictions relative to SARIMA

models for the month of January. GBRT MAPEs are lower than

20% for 9 MSAs, with another 8 MSAs having MAPEs ranging

from 20 to 25%. Therefore, for a number of MSAs, GBRTs were

able to recognize the change in the trend in daily case counts,

from increases to a steady decline. Like the November–December

2020 results, GBRTs are also able to produce more accurate 28-

day predictions relative to SARIMA models. GBRT MAPEs are

lower than 20% for 6 MSAs, with another 7 MSAs having MAPEs

between 20% and 25%. In terms of specific MSAs, Albuquerque,

Atlanta, Baltimore, Boston, Cleveland, Louisville, Miami, New

York, San Francisco, and Tampa all have GBRT-generated 7-day

ahead MAPEs lower than 20% for January 2021, with most of

the MSAs (with the addition of Chicago) also possessing low

GBRT MAPEs for 28-day ahead forecasts. Including Denver and

Indianapolis, these are the same MSAs with low GBRT MAPEs

during November - December 2020.

Some of the same trends are visible for February forecasts with

GBRT 7-day ahead MAPEs lower than corresponding SARIMA

values for 15 MSAs. Further, 9 MSAs have GBRT MAPEs lower

than 20% and 4 MSAs possess GBRT MAPEs for from 20 to 25%.

On the other hand, both GBRTs and SARIMA models produce

low-quality forecasts with high 28-day ahead MAPEs for the same

February time period; 17 or more cities possessing MAPE values

>50%, and both methods result in MAPEs of over 100% for
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TABLE 6 MAPE values—7-day- and 28-day forecasts from GBRT models January—March 2021.

January 1–28 2021 February 1–28 2021 March 1–28 2021

City 7-day 28-day 7-day 28-day 7-day 28-day

Albuquerque 19.34 23.89 35.19 83.11 14.94 28.43

Atlanta 18.84 24.18 15.52 52.28 22.12 32.84

Baltimore 23.07 21.2 16.49 91.01 15.54 28.31

Boston 12.4 15.76 15.1 73.26 15.01 14.14

Charlotte 14.41 18.21 25.56 48.66 31.05 47.94

Chicago 23.47 17.08 16.49 73.65 15.04 20.08

Cleveland 13.07 19.62 23.55 105.68 21.81 36.84

Dallas 20.8 21.2 31.01 63.77 29.89 80.1

Denver 36.26 44.47 24.97 26.39 60.43 56.56

Detroit 23.86 32.95 25.91 78.08 22.45 67.72

Houston 25.81 21.41 39.58 113.14 33.14 36.39

Indianapolis 21.59 27.82 23.56 96.7 19.48 17.45

Los Angeles 21.12 28.82 19.2 142.85 21.11 81.42

Louisville 17.9 22.39 22.82 108.54 24.27 77.49

Memphis 34.52 39.05 36.97 138.54 48.39 117.08

Miami 11.18 13.1 15.84 26.81 15.43 17.1

New York 14.14 14.26 14.96 32.69 8.03 11.24

Phoenix 24.08 35.68 37.75 148.52 36.63 137.68

Pittsburgh 26.5 48.61 14.07 30.69 20.29 18.92

Portland 29.73 53.59 30.08 197.17 33.57 46.15

Sacramento 23.97 31.12 30.93 30.71 25.67 38.8

San Francisco 14.27 23.95 12.39 112.16 27.09 110.62

Tampa 18.5 20.65 28.56 70.38 12.01 23.09

8 MSAs. These results suggest that both GBRT and SARIMA

models were unable to accurately predict the downward trend

in daily case rates that occurred in February for most MSAs.

While we cannot confirm this, a possible reason for the decline

in daily case rates might be the increased availability and uptake

in vaccinations during and preceding February 2021. To the

best of our knowledge, data on city-level vaccination rates are

unavailable and, therefore, cannot be included as predictors to test

this hypothesis.

In contrast to the February 2021 results, both GBRT and

SARIMA March 2021 MAPEs become much lower for 7-day

ahead forecasts and are comparable to previous months. GBRT

and SARIMA performance are comparable in the sense that the

number of MSAs are roughly split between the two methods

in terms of which approach has the lowest MAPE. With both

methods, 10MSAs have 7-day aheadMAPEs lower than 20%, while

another 8 MSAs possess MAPEs between 20 and 25%. On the

other hand, SARIMA seems to be a superior method for generating

28-day ahead predictions in March 2021. Specifically, SARIMA

forecasts yield MAPEs that are either comparable or much

lower than corresponding MAPE values from GBRT models for

most MSAs.

To summarize, the GBRT and SARIMA models are the most

reliable in terms of producing 7-day ahead daily predictions with

the lowest MAPE values for November-December 2020. With

respect to 28-day ahead forecasts for the same time-period, while

SARIMA and GBRT MAPES are comparable for several MSAs,

there are MSAs where SARIMA MAPEs are much higher. Using

Apple Mobility data does not considerably improve forecasts from

SARIMA models. GBRT models similarly outperform SARIMA

models for 7-day and 28-day ahead predictions for January, but

neither model produces high quality predictions for February

2021, with MAPE values from GBRT models, on average, being

slightly lower. For March 2021, 7-day ahead forecasts from

GBRT and SARIMA models are comparable, with 28-day ahead

SARIMAMAPE values being somewhat lower than corresponding

GBRT estimates.

4 Discussion

Findings from previous studies suggest that the standard SIR

model used by epidemiologists for disease predictions resulted

in inaccurate forecasts for multiple jurisdictions. Further, we are
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FIGURE 5

Autocorrelation function (ACF) plots of model residuals associated with the SARIMA model fit to March 2020-December 2020 data.

unaware of any other study that has attempted to construct

daily forecasts of a panel of U.S. cities. While there is an

abundance of research based on country-level data, research

attempting to predict daily COVID-19 cases across cities is scarce

(11). This is unfortunate, as cities or MSAs have often been

the center of significant occurrences and spread of COVID-

19 infections. Besides difficulties associated with obtaining city

level data, forecasting daily cases is extremely challenging given

the considerable heterogeneity in daily case trends across cities.

Perhaps even more important are factors such as differences in

testing rates, lack of uniformity in data collection protocols, and

inaccurate processing of data, that make comparisons of cases

across jurisdictions difficult (30).

This study explores the efficacy of SIR, LME, SARIMA, and

GBRT models in producing one and four-week ahead predictions.

The choice of these models is premised on different advantages.

GBRTs are an example of supervised ML methods that have proved

to be effective in different cases (12, 24) and can be developed with

less knowledge thanmore sophisticatedmachine learningmethods,

such as deep learning. LME models accommodate city-level

heterogeneity, enabling the researcher to borrow information

across geographies, and hence do not rely exclusively on time-series

variation within geographies. SIR models are the conventional

workhorses in epidemiology, but do not have the flexibility to

accommodate time-specific changes in external factors, such as

population mobility, that can plausibly impact spread of infections.

SARIMA models are relatively simple to implement and as noted

earlier, are useful when the modeled data have pronounced trend

and seasonality. These models have been employed by other studies

(11, 12).

We evaluate model performance primarily through MAPEs

and find that the prediction accuracy associated with LME and

SIR forecasts tends to be inferior relative to that of SARIMA

and GBRT forecasts. Compared to SARIMA, GBRTs generate 7-

day ahead and 28-day forecasts with lower MAPEs for a vast

majority of MSAs for most months. While SARIMA produces

lower MAPEs for 28-day ahead predictions for March 2021, the

good performance of GBRTs more broadly make it a suitable

choice for modeling and forecasting daily COVID-19 case counts

during time periods of both increase and decrease in infections.

From a policy perspective, these results are important as they

imply the availability of superior forecasting methods relative to

conventional epidemiological methods. The performance of GBRTs

should be noted, given that they are relatively straightforward to

use through available statistical packages. The performance of these

models is comparable to findings from other studies that use more

disaggregated data than at the country level. For example, using

provincial level data from Canada, Sen et al. (24) find MAPEs from

GBRTs ranging from 8 to 30% for 2 week ahead daily forecasts.

Zhang et al. (26) obtain Mean Absolute Percentage Errors ranging

from 4 to 8% for 8 counties in California, but not for time-periods

of 4 weeks or over.
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FIGURE 6

Normal QQ-plots of model residuals associated with the SARIMA model fit to March 2020-December 2020 data.

We note the following limitations. It is important to

acknowledge that several of the chosen models make strong and

potentially restrictive assumptions including, but not limited to,

errors that are independently and identically distributed normal

random variables. Such assumptions have been evaluated using a

battery of residual diagnostic tools. Although many models and

many specifications of these models were considered, we present

results only for those whose assumptions were reasonably satisfied.

To demonstrate this, we include Figures 4–6 which depict residuals,

autocorrelation function and normal quantile-quantile plots of the

residuals of the SARIMA model fit to the March 2020-December

2020. As is evident, we do not observe serious violations of

stationarity or normality.

5 Conclusion

Along with other papers that have emerged over the past 2

years, the results of this study suggest that GBRTs can also be used

for predicting the spread of highly infectious diseases on a daily

basis. These findings suggest that the relatively basic ML modeling

can lead to vital insights for government resource allocation

and decision-making, and result in superior disease surveillance

relative to conventional epidemiological methods. Future work

will investigate the benefits of employing more complex deep

learning and neural network-based methods, which have the

trade-off of being more complex and possibly more accurate but

also more difficult to interpret, especially for a wider audience of

policy practitioners.
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Revolutionizing ocular cancer 
management: a narrative review 
on exploring the potential role of 
ChatGPT
Saud S. Alotaibi 1, Amna Rehman 2 and Muhammad Hasnain 2*
1 Information Systems Department, Umm Al-Qura University, Makkah, Saudi Arabia, 2 Department of 
Computer Science, Lahore Leads University, Lahore, Pakistan

This paper pioneers the exploration of ocular cancer, and its management with 
the help of Artificial Intelligence (AI) technology. Existing literature presents 
a significant increase in new eye cancer cases in 2023, experiencing a higher 
incidence rate. Extensive research was conducted using online databases such 
as PubMed, ACM Digital Library, ScienceDirect, and Springer. To conduct this 
review, Preferred Reporting Items for Systematic Reviews and Meta-Analysis 
(PRISMA) guidelines are used. Of the collected 62  studies, only 20 documents 
met the inclusion criteria. The review study identifies seven ocular cancer types. 
Important challenges associated with ocular cancer are highlighted, including 
limited awareness about eye cancer, restricted healthcare access, financial 
barriers, and insufficient infrastructure support. Financial barriers is one of the 
widely examined ocular cancer challenges in the literature. The potential role 
and limitations of ChatGPT are discussed, emphasizing its usefulness in providing 
general information to physicians, noting its inability to deliver up-to-date 
information. The paper concludes by presenting the potential future applications 
of ChatGPT to advance research on ocular cancer globally.

KEYWORDS

eye cancer, ChatGPT, challenges, oncology, artificial intelligence

1 Introduction

Ocular cancer is not only an issue for the population in developing countries, as developed 
countries have also reported cases of eye cancer. According to the American Society of Clinical 
Oncology, more than 3,400 new cases of eye cancer are expected to be diagnosed in 2023 (1). 
However, in developing countries such as Pakistan, this number is significantly higher. Based 
on statistics provided by Al-Shifa Trust Eye Hospital, out of the 150,000 individuals diagnosed 
with cancer each year, 2,200 of them have ocular cancer, resulting in the unfortunate loss of 220 
lives annually (2023) (2). It is important to note that there are likely many unreported cases from 
remote or rural areas. Currently, there is scarce literature addressing ocular cancer, making us 
pioneers in exploring this issue. Recent work states that cancer is rising worldwide but cancer 
prevalence data is limited. Several factors contribute to the causes of ocular cancer (3). In order 
to accomplish this task, we  are seeking support from emerging applications of artificial 
intelligence (AI) and relevant literature on the occurrence of ocular cancer in developing 
countries. Cancer screening programs have been launched that led to the improvement in 
survival of patients. However, patient selection and risk stratification are real challenges for 
caretakers. Moreover, work force and recently prevailing COVID-19 pandemic situation have 
increased the concerns (4).
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The role of AI has been recognized in diagnosis and clinical 
management of certain cancer diseases (5). AI is excelled at 
performing well-organized tasks such as image recognition, brain 
tumor and skin cancer detection (6). AI is playing a clear role in giving 
support to doctors in their workplaces (7). Since last five years, AI has 
shown promising role in prospective and clinical trials (8). Open AI 
application, ChatGPT has shown better performance to examine the 
European Board of Ophthalmology test, education and knowledge 
assessment (9).

Emerging literature on ChatGPT and its applications in several 
fields have motivated us to present an overview of ocular cancer from 
the literature, shedding light on the challenges faced by common 
people worldwide. To the best of our knowledge, there currently exists 
a significant gap in the literature, as no comprehensive studies have yet 
focused on providing an overview of ocular cancer within the context 
of generative AI technology. Before this study, a previous review was 
conducted on the modern treatment of retinoblastoma and its 
treatment algorithms (10). However, the review focused on data up 
until 2020, and numerous research studies have been published since 
then. Another review on the topic of “ocular cancer” specifically 
addressed common ocular tumors, as well as their diagnosis and 
treatment technique (11). The most recent review article focuses on 
the role of deep learning models in cancer care. Deep learning 
significantly reduces costs in baseline imaging. Ethical issues related 
to the use of deep learning models were also studied in the review 
article (12). However, these review articles did not discuss the role of 
generative AI models and their applications in diagnosing ocular 
cancer. In the field of oncology and particular ocular cancer, the 
specific role and impact of ChatGPT application remains relatively 
unexplored. ChatGPT offers to address challenges related to ocular 
cancer by assisting in early detection using data analysis and offers 
tailored treatment recommendations.

To understand the versatility and widespread applicability of AI in 
healthcare, particularly in the context of ocular cancer, is an interesting 
topic to explore. The promising use of ChatGPT applications in 
ophthalmology for question-answering has been previously outlined, 
assessing the enhanced performance of large language models in 
healthcare (13). Additionally, a recent research highlights the 
application of ChatGPT in diagnosing intraocular tumors and 
ophthalmic pathologies (14). Moreover, the improved competency of 
generative AI applications in diagnosing diverse ocular conditions has 
further underscored its potential in the field of ophthalmology (15).

To conduct a narrative review on the role of ChatGPT application 
in ocular cancer is necessary and timely. Earlier mentioned studies 
highlight the rapid advancement of generative AI applications in 
healthcare, understanding the ChatGPT’s capabilities in diagnosing 
and treating the ocular cancer becomes crucial. Insights drawn from 
existing literature can complement the existing practices and 
contribute to the management of ocular cancer diagnosis and 
treatment. Therefore, the main aim of this study is to bridge the gap 
in the literature by evaluating the specific contributions of AI 
applications, like ChatGPT, in diagnosing and treating ocular cancer. 
This includes identifying challenges faced by patients and examining 
how ChatGPT can help overcome these obstacles. Additionally, our 
review seeks to consolidate emerging information on the potential 
benefits of integrating ChatGPT in oncology. Furthermore, this 
narrative review outlines significant implications for future research 
in this rapidly evolving field.

Overall this narrative review contributes to the literature 
as follows:

 • This paper presents an overview of the important types of ocular 
cancer based on literature and resources related to 
ChatGPT applications.

 • This paper highlights the potential role of ChatGPT applications 
in improving the health outcomes of individuals with the 
ocular conditions.

 • This paper identifies several challenges of ocular cancer and 
suggests ways to overcome them.

 • This paper presents some important research implications for 
future studies in the area of AI applications and their use in the 
context of ocular cancer.

Section 2 outlines the methodologies employed in this paper. In 
Section 3, we provide the profound results and engage in in-depth 
discussions concerning the crucial role and applications of ChatGPT 
in addressing ocular cancer. Lastly, Section 4 succinctly summarizes 
the cornerstone findings of this research, thereby underscoring 
its significance.

2 Methods

Methodological approach adopted in this study is based on the 
narrative review that presents a qualitative interpretation of 
publications aimed at discussing the literature on the issues that may 
increase the debate from scientific community (16).

2.1 Search strategy and selection criteria

To conduct this review, relevant references were identified 
through the comprehensive searches in PubMed, Springer, ACM 
Digital Library and ScienceDirect databases. The search terms utilized 
for literature retrieval encompassed “Ocular cancer” OR “Eye cancer,” 
in combination with “ChatGPT application” OR “Open AI application”.

Table 1 illustrates the strategic employment of search keywords 
across digital libraries.

Data extraction was performed by authors in three steps 
as follows:

 1 All articles covering the topic were selected for the final 
inclusion in the review.

 2 Authors read the articles and summarized the main features 
such as ocular cancer types, causes, treatment, future directions 
and references.

 3 Authors read the articles and removed the overlapping and 
redundancy among titles.

Authors (SA, AR, and MH) contributed to the data extraction 
from the full-length articles. The search scope of this study was limited 
to the AI application and ocular cancer. Other articles were manually 
searched and added to the review to provide additional knowledge on 
the topic. Overall, 20 articles were selected for the inclusion in this 
review (Figure  1). For this purpose, we  followed the PRISMA 
guidelines (17).
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2.2 Inclusion and exclusion criteria

Studies’ inclusion and exclusion criteria are given as  
follows:

Full-text research articles published in English language were 
considered in this narrative review. Specifically, articles published 

within the last 4 years (from 2020 to 2023) were eligible for 
inclusion. To ensure the integrity of the review, duplicate articles 
were excluded. Additionally, grey literature, and book chapters 
were omitted from this review study. Moreover, research articles 
that did not relate to ocular cancer and ChatGPT were 
also excluded.

TABLE 1 Search keywords used on digital libraries.

Search keyword Digital library URL

(((Ocular Cancer) AND (ChatGPT)) OR (Eye Cancer)) AND (ChatGPT) PubMed https://pubmed.ncbi.nlm.nih.gov/37266720/

(ocular AND cancer AND ChatGPT AND application) Springer https://link.springer.com/advanced-search

(Ocular cancer or eye cancer And ChatGPT application) ScienceDirect https://www.sciencedirect.com/search?qs=Ocular%20cancer%20

or%20eye%20cancer%20And%20ChatGPT%20application

FIGURE 1

PRISMA flowchart.
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TABLE 2 Summary of ocular cancer types.

Ocular cancer Causes Treatment Future directions References

Retinoblastoma RB1 gene mutations Chemotherapy, radiation, and 

surgery

Targeted therapies, gene therapies, 

and immunotherapies

Dimaras et al. (19) and 

Ancona-Lezama et al. (10)

Ocular melanoma Genetic mutations, UV 

exposure

Surgery, radiation, and 

immunotherapy

Personalized medicine, targeted 

therapies, and immunotherapies

van Poppelen et al. (20) and 

Ruan et al. (21)

Conjunctival melanoma UV exposure, genetic 

mutations

Surgery, radiation, and 

immunotherapy

Targeted therapies, and immune 

checkpoint inhibitors

Brouwer et al. (22)

Ocular Surface Squamous 

Neoplasia (OSSN)

HPV infection, UV exposure Surgery, topical chemotherapy, 

and cryotherapy

HPV vaccination, targeted therapies, 

and immunotherapies
Hӧllhumer et al. (23) and 

Kozma et al. (24)

Intraocular lymphoma Unknown (possibly viral 

infections)

Chemotherapy, and radiation Immunotherapies, targeted therapies, 

and understanding viral links

Ghesquieres et al. (25) and 

Hearne et al. (26)

Lacrimal gland tumors Unknown (genetic and 

environmental)

Surgery, and radiation Improved understanding of tumor 

biology, and targeted therapies

Emerick et al. (27)

Choroidal metastasis Breast and lung cancers Did not reveal ChatGPT may help enhance human 

experience in healthcare

Au (28)

2.3 Document screening and data 
extraction

Titles and abstracts of studies were checked for de-duplication. 
Researchers of this study independently reviewed each document 
against the eligibility criteria. Following the initial screening, full-text 
records were collected to confirm the eligibility. No disagreement was 
observed between reviewers.

3 Results and discussion

Based on the search strategy in four databases, 62 records were 
collected (Figure 1). After removal of duplicate records, 57 articles 
were further screened for eligibility. Of the remaining records, 30 were 
excluded using the exclusion criteria. Resulting 27 records were 
evaluated based on the full-length articles, after that 7 records were 
excluded. A total of 20 articles were selected in this narrative review. 
Subsequently results have been discussed in the following.

3.1 Important types of ocular cancer

To investigate the strength of ChatGPT in the identification of 
ocular cancer types, we  present the comparison of literature and 
ChatGPT-generated text on ocular cancer types. Prominent venues 
published articles on various types of ocular cancer. They reported 
Retinoblastoma and Ocular Surface Squamous Neoplasia (OSSN) in 
the study and found that the former type was more common than the 
latter one (18). In the following table, we outline ocular cancer types, 
their respective causes, treatments, future directions and 
relevant references.

The data presented in Table  2 varies due to differences in 
treatment oprions, location, stage and individual patient 
characterization. Seven types of ocular cancer have been identified 
from the ChatGPT responses. UV exposure is mainly pointed out as 
the main cause of different ocular cancer types. The table outlines 

future directions, offering potential areas where ongoing research 
projects could be efficiently implemented. Aside from the causes of 
ocular cancer, literature reports suggest that genetic mutation, 
ultraviolet radiation, age, environmental exposures, viral infections 
and hereditary conditions may also contribute to eye diseases (29, 
30). Notably, Ocular Adnexal Malignancies has been missed by the 
ChatGPT application (31). Regarding treatments as listed in Table 2, 
the shift towards personalized medicine, especially in conjunctival 
melanoma and ocular melanoma, reflects a growing trend in 
oncology, moving away from generalized treatments towards more 
individualized techniques. However, the treatment for Choroidal 
Metastasis has not been widely explored in the literature. This gap is 
exemplified by one of the studies by Au (28), as listed in Table 2, 
which is marked with a ‘Did not reveal’ status. This indicates a 
significant omission of a treatment strategy in the study. Furthermore, 
the potential role of ChatGPT in enhancing healthcare experiences, 
particularly for choroidal metastasis, signals an increasing 
recognition of AI’s role in healthcare. However, this appears as an 
isolated mention, indicating an early stage of AI integration in 
this field.

A detailed analysis of the data in the Table 2 reveals that while 
ChatGPT is a valuable resource, it is not without limitations as a 
source of information for health data, particularly in the context of 
ocular cancer types. Several important aspects of ocular cancer have 
been overlooked by the ChatGPT application. This discrepancy may 
stem from the data used to train ChatGPT, which remains current 
only until 2021. The recent advancements in ocular cancer research 
have not been incorporated into the training of the OpenAI 
application. Consequently, we are unable to access updated and highly 
accurate information regarding the causes and treatment of 
ocular cancer.

3.2 Ocular cancer challenges

This section presents some challenges associated with the 
ocular cancer.
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3.2.1 Limited awareness
In many developing countries, a critical lack of awareness about 

the signs and symptoms of eye cancer persists, often leading to delayed 
diagnosis and treatment. This issue is particularly true in rural areas 
where access to healthcare and health education is frequently limited. 
Targeted public health campaigns and educational initiatives are 
essential to increase awareness among the general population, 
healthcare professionals, and policymakers. Research has shown that 
individuals in resource-limited economies often have limited 
awareness and knowledge about the ocular cancer (32). Therefore, 
education is a key factor in elevating public awareness about eye 
cancer, especially in these vulnerable populations.

3.2.2 Limited access to health care services
The availability of specialized ophthalmic oncology services, 

including expert ophthalmologists and oncologists, can be markedly 
limited in certain regions of the world. This scarcity significantly 
hinders the ability of people with eye cancer to receive timely and 
appropriate care. A study conducted in the Middle East, West Asia, 
and North African regions investigated the treatment capabilities 
concerning retinoblastoma. This study further analyzed resources 
such as diagnostics, advanced treatment, focal therapy and 
chemotherapy (33). A significant disparity in the availability of 
resources among these countries was evident. Consistent with 
previous studies, recent research also showed that Retinoblastoma 
care facilities were notably limited in Ethopia, predominantly 
restricted to urban areas (34).

3.2.3 Financial barriers
The expense of diagnostic procedures, surgical procedures, radiation 

therapy, and post-operative care may be prohibitive for patients due to 
the high cost of eye cancer treatment. Cost is one of the leading factors 
that increases difficulties in receiving better treatment modalities (35). 
The literature overlooks this issue associated with the high cost of ocular 
cancer treatment. One study solely presents the use of convolutional 

neural networks for detection of ocular abnormalities (36). Similarly, 
another study examines the ocular melanoma in Polish population and 
does not present cost associated with this type of ocular cancer (37).

Government initiatives, insurance coverage, and support 
programmers are just a few examples of accessible and cheap 
healthcare choices that can assist ease the financial strain on impacted 
people and their families. There is a high cost on travelling and 
referrals for the treatment of eye cancer (38). Delays in care may cause 
the serious concerns and challenges in receiving the 
definitive treatment.

3.2.4 Infrastructure and resources
Effective management of eye cancer depends on the accessibility 

of cutting-edge medical infrastructure, including diagnostic facilities, 
treatment tools, and skilled healthcare personnel. Diagnosis, therapy, 
and overall patient outcomes can all be improved by enhancing the 
infrastructure and resources devoted to eye cancer care.

Several other challenges contribute to the rise of eye cancer in 
different settings. United Kingdome healthcare system was impacted 
by the COVID-19 pandemic. There was a considerable decrease in 
melanoma referral patterns in UK during the first wave of 
COVID-19 in 2020 (39). Since then recovery plan has been initiated 
by the ocular oncology services.

As seen in Figure 2, financial barriers have been widely studied as 
ocular cancer challenges in the literature. The second most examined 
ocular cancer challenge is limited access to healthcare services, 
followed by infrastructure and resource constraints, and limited 
awareness, each documented in a single publication.

3.3 Potential role of ChatGPT to overcome 
ocular cancer challenges

ChatGPT is designed to converse with users in natural language, 
responding to their inquiries and assertions in a manner that simulates 

FIGURE 2

Publication wise ocular cancer challenges.
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online discussion (40). Capable for addressing various topics, from 
general knowledge questions to more specialized inquiries spanning 
healthcare, travel, technology, and many other topics, the Chatbot can 
comprehend and react to a wide range of topics.

Here are some potential ways that GPT-based chatbots could 
be used to overcome ocular cancer challenges:

 • Education and awareness: patients can get information from 
chatbots about ocular cancer symptoms, risk factors, and 
treatment options. Cancer patients continuously require online 
sources to educate themselves. ChatGPT can provide them 
information about ocular cancer. This may aid in raising 
awareness and promoting early detection of ocular cancer, both 
of which are essential for effective treatment outcomes. Recent 
work evaluate the role of ChatGPT in providing recommendations 
about breast, lungs, and prostate cancers (41). However, this 
study overlooks the role of ChatGPT in giving information to 
patients on ocular cancer.

 • Support for patients and caregivers: ChatGPT might offer help 
and direction to patients and caregivers by responding to their 
frequent inquiries and sharing details about available resources 
and support services. ChatGPT helps patients cope with the 
emotional impact of cancer, while patient caregivers assist them 
in managing the distress caused by the disease. ChatGPT 
reassures patients and caregivers that they are not alone (28). It 
offers valuable social support to patients in their personal lives.

 • Telemedicine and remote consultations: ChatGPT might make 
it easier for patients and medical professionals to interact and 
communicate online during telemedicine and remote 
consultations. Patients who reside in distant or underdeveloped 
locations, where access to specialized healthcare services may 
be constrained, may find this to be of great use.

 • Research and development: ChatGPT could support ocular 
cancer research and development by enabling access to 
information and insights that could guide the creation of novel 
therapies and treatments.

In developing countries, dealing with the effects of ocular cancer 
requires a comprehensive approach. This entails disseminating 
knowledge about the condition, boosting patient and family support 
networks, expanding access to specialized care, and promoting early 
identification through routine eye exams. Additionally, putting 

regulations in place to reduce the cost of ocular cancer treatments will 
aid in more effective management and treatment for affected 
individuals. Beyond these ChatGPT applications, existing literature 
also emphasizes the potential applications of ChatGPT in ocular 
cancer. Table 3 presents a summary of the literature on ocular cancer 
along with its ChatGPT applications.

The current literature on cancer and related topics regarding 
ChatGPT applications is rapidly emerging. Numerous published 
works have highlighted the role of ChatGPT applications in healthcare, 
with a particular focus on cancer (46, 47). However, only a limited 
number of articles have been published on the potential role of 
ChatGPT applications in enhancing the health conditions of ocular 
patients. These studies primarily concentrated on generating operative 
notes during surgical procedures (42, 43). This demonstrates a clear 
trend towards leveraging the ChatGPT application to enhance 
efficiency, as highlighted by its use in answering specialized questions 
and documenting operative notes. While ChatGPT is emerging as a 
useful tool in oncology, its effectiveness is tempered by concerns over 
accuracy and comprehension. For instance, ChatGPT achieves only 
50% accuracy in some cases (44), and shows limitations in 
understanding complex medical treatments. In addition, Data privacy 
has not been adequately addressed in the process of generating these 
operative notes (44, 45). The data utilized in surgical operations is 
highly sensitive and must be shared with the surgical staff in a cautious 
and meticulous manner.

ChatGPT application demonstrates its widespread use in many 
areas. GPT’s role in identifying the rare eye disease has been explored 
in a research study (48). ChatGPT works as a consultation assistant for 
patients and family physicians for referral suggestions. In addition, 
ChatGPT application helps junior ophthalmologist in diagnosing the 
rare eye diseases. All ChatGPT users need to be careful and cautious 
to acknowledge the adequate referrals and verifications in clinical 
settings. ChatGPT application is being applied in the world of 
intelligent diagnostics, Literature reveals that ChatGPT has shown 
potential in radiology and interpretation of the clinical images (49). It 
has remarkably improved the clinical workflow and responsible 
utilization of radiology services. Higher accuracy in clinical decision 
making has been seen using the ChatGPT application (50). Trusting 
the ChatGPT application is crucial for its adoption in healthcare, 
considering that ChatGPT wasn’t primarily developed for healthcare 
purposes. Overreliance on this technology might potentially result in 
disseminating false information and health risks (51). Therefore, our 

TABLE 3 Potential role of ChatGPT application.

Problem Methods Advantages Disadvantages Recommendation References

Operative notes 

documenting

ChatGPT 

application

Supports to write 

operative notes

Sufficient in fully comprehending 

the requirements

ChatGPT can be employed with 

human expertise.

Waisberg et al. (42)

Inherent complexity 

of operative notes

ChatGPT 

application

Plays promising role in 

healthcare

Certain privacy concerns are 

overlooked

Crucial consideration to 

overcoming the data privacy of 

patients

Lawson McLean (43)

Answering question 

related with 

ophthalmology

ChatGPT 

application

Provides 50% right 

answers to questions

Accuracy is not up to the required 

standard

Updated information can be used 

to train ChatGPT and receive 

more accurate results

Mihalache et al. (44)

Accuracy in answering 

the ocular symptoms

ChatGPT 

application

Shows better accuracy 

ChatGPT-3.5 (59.5%) 

and ChatGPT-4 (89.2%)

ChatGPT exhibits weaknesses in 

its medical acumen compared to 

human experts.

Continuous improvement in 

ChatGPT could minimize the 

inaccuracy in its performance

Pushpanathan et al. (45)
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efforts should focus on further enhancing the ChatGPT application to 
differentiate between queries that it can manage effectively and those 
that should be redirected to human experts.

Overall, these insights indicate a future in which AI could play a 
supporting and integral role in ocular cancer, necessitating 
continuous advancements.

3.4 Research implications

Currently, AI applications have demonstrated a significant role in 
ophthalmology, particularly in the areas of imaging and data 
measurement. Conventional methods to diagnose ophthalmic disease 
depend on the clinical assessment and image capturing devices for the 
different modalities (52). These diagnostic methods are time 
consuming and costly, and make ophthalmology one of the areas 
suited to the recent deep learning models. ChatGPT application is 
widely used in training curricula in medicine. Although ChatGPT 
application is still in the research stage, it has shown promising results, 
particularly in ocular cancer, where the potential role of AI is 
extensively explored in the literature (53). In this context, ChatGPT 
serves as a valuable tool to assist researchers and practitioners in 
successfully transitioning to AI-based approaches in the field of ocular 
cancer. By leveraging the capabilities of ChatGPT, professionals can 
benefit from its insights and assistance, ultimately leading to improved 
outcomes for patients. By sharing insights and potential data on the 
AI platform, physicians may promote greater communication among 
other doctors and patients (54). This way, physicians can make better 
decisions by accessing the patients’ data and opinions from 
colleague doctors.

Recent work explores the use of ChatGPT in the simulated 
“Ophthalmic Knowledge Assessment Program” OKAP examination. 
ChatGPT achieved an accuracy of 59.4% on the OpthoQuestions 
testing set compared to a 74% accuracy by human on the Basic and 
Clinical Science Course (BCSC) test set (13). Another research study 
reported that ChatGPT attained 46% accuracy in answering 
OpthoQuestions for the preparation of board examinations (44). 
Compared to human performance on the testing set, ChatGPT 
exhibited slightly lower performance (55). However, ChatGPT’s 
performance is noteworthy and could be further enhanced with the 
use of updated versions of ChatGPT. The latest versions of ChatGPT 
can be trained with the most recent oncology data, ensuring higher 
accuracy and relevance in healthcare. The recent version of ChatGPT 
(v. 3.0) demonstrated limitations in controlling a question’s difficulty 
as well as its cognitive level. This limitation should be considered for 
future versions of ChatGPT applications.

In a most recent study, it was revealed that ChatGPT’s 
performance in offering recommendations for cancer treatment 
deviated from NCC guidelines (56). This is a major concern that needs 
to be  addressed in the near future. Although, ChatGPT largely 
adhered to the NCC guidelines, instances of partial deviation should 
be addressed in upcoming versions of the ChatGPT application.

ChatGPT could be future of the AI technology due to its features. 
However, we  need to evaluate and monitor it while using for the 
communication of the eye cancer. Therefore, potential bias must 
be  eliminated to provide equal information to all populations. 
ChatGPT shows limitations to answer the queries on the updated 
information (57). ChatGPT is trained on the data collected prior to 

2021, and emerging information on eye cancer is not accurate and its 
accuracy may be increased due to its training on the data collected to 
date. While ChatGPT version 4.0 has addressed this deficiency to 
some extent, there is a continued need for consistent enhancements 
in future versions. A recent study reports that none of the existing 
studies explored the proposal of AI model to diagnose the 
Retinoblastoma (58). Common types of Retinoblastoma diagnosis 
were based on the clinical examination and special signs (59). One of 
the leading works used AI and Machine learning ML models to 
analyze the images and numerical data (60). At this stage, the 
interpretation of results is a very sensitive task in cancer research. 
Therefore, ChatGPT could be incorporated to make interpretation 
easier in studies involving the data regarding ocular cancer. 
Additionally, AI models may be used in the future to detect and refer 
ocular oncologies, specifically focusing on the lesions where treatment 
is required.

The emphasis on telemedicine applications extends to ocular 
cancer. Recent work highlights the considerations for implementing 
teleophthalmology in Brazil as a future research direction (61). 
Incorporating ChatGPT application with other technologies may give 
rise to favourable approaches for physicians and patients in oncology.

A large volume of unstructured information in the form of 
electronic health records (EHRs) is rather difficult to analyze using 
traditional techniques (62). ChatGPT has the potential to revolutionize 
oncology by analyzing vast amounts of information, uncovering 
trends and patterns that might elude human detection. This innovative 
tool could enable physicians in oncology to make more precise 
decisions regarding diagnosis, treatment, and cancer prevention, 
leading to highly personalized treatment plans tailored to individual 
patients’ needs. Moreover, the strategic integration of ChatGPT with 
EHRs could significantly reduce the workload of frontline healthcare 
workers in oncology, providing crucial support and alleviating 
workforce shortages, particularly during times of crisis (63). Due to 
increased concerns about data security and privacy among AI 
ChatGPT users, it could be integrated with blockchain technology to 
ensure data consistency and protect medical data, thereby providing 
traceable and secure usage in oncology medicine (64). Furthermore, 
for the advancement of medical research in oncology, ChatGPT could 
become a faster and more reliable source for searching medical 
information and tracking the progress in the research field.

Teleconsultants benefit from ChatGPT application as they can 
receive timely information regarding medical conditions, symptoms, 
treatment and medication (49). This may help teleconsultants 
understand patients’ concerns, needs and expectations. In 
telemedicine, routine tasks include scheduling appointments, 
sending reminders, and refilling prescriptions. ChatGPT helps 
explore the virtual patient-physician interaction. A virtual assistant 
based on ChatGPT may be  developed to assistant healthcare 
professionals in telemedicine to triage patients, and provide remote 
guidance for home care (65). However, we  have observed that 
participants in such studies may encounter several issues while using 
the AI application. For example, Caruccio et al. (49) reported that 
during traditional consultations, patients communicate with 
physicians who highly prioritize the privacy and confidentiality of 
their interactions. However, a physician using the ChatGPT 
application may inadvertently create ambiguity for patients, who 
have a legitimate right to know whether they are interacting with an 
AI application or a teleconsultant. Moreover, patients’ privacy and 
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security could potentially be compromised when physicians input 
sensitive information such as conditions, age, sex, and other factors 
into the AI system for suggestions. Consequently, significant ethical 
concerns regarding data privacy, security, accountability, and liability 
may impose limitations on the utilization of ChatGPT in 
telemedicine. During the COVID-19 pandemic, ocular oncology 
faced new challenges with a focus on preventing SARS-CoV-2 
exposure. Telemedicine stands out as a major option, setting new 
standards for ocular treatment during unprecedented times (66). 
However, a major challenge is to implement the safety measures for 
healthcare workers and patients to enhance ocular cancer diagnosis 
and treatment practices.

We noted “unknown” causes for several ocular cancers (25, 27), 
highlighting areas for future research. Additionally, the ‘Did not 
reveal’ status under the treatment for choroidal metastasis (28), 
suggests a lack of consensus or insufficient information regarding 
treatments, identifying a critical area for further research 
and development.

4 Conclusion

This paper presents an overview of literature detailing the 
challenges associated with the ocular cancer and explores ways to 
overcome them using information obtained from the ChatGPT 
application. This narrative review identified several significant 
types of ocular cancer, exploring their causes, treatments, and 
future directions. The strengths and limitations of the ChatGPT 
application were thoroughly examined in this paper. Furthermore, 
this review highlighted the challenges associated with ocular 
cancer. Public health education, telemedicine and remote support 
through ChatGPT are recommended approaches. Additionally, 
further research and development in ChatGPT can aid in the 
prevention of complex eye diseases, such as malignant tumors 
inside the human eye. Early detection and standardized ocular 
cancer treatment significantly reduce the risk of developing 
this disease.

ChatGPT has promising role in managing ocular cancer, offering 
advantages such as early detection, patient education, treatment plans 

and research support. However, the successful implementation of 
ChatGPT in ocular cancer care requires careful addressing of 
challenges such as data availability, cultural and linguistic sensitivity, 
regulation and infrastructure support. Addressing these challenges is 
necessary in future endeavors.
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Introduction: This study aimed to address privacy concerns associated with video

conferencing tools used in home-based exercise training. To that end, a method

that could anonymize participants’ appearances and exercise environments during

at-home fitness sessions was proposed.

Methods: This method combines virtual reality for 3-D human-model rendering

using key-points tracking with a virtual try-on system enhanced by UV mapping

and instance segmentation. To validate the proposed method, we conducted

a user study by recruiting participants to assess e�ectiveness of virtual reality

and virtual try-on in terms of privacy protection, self-confidence, and coaching

satisfaction.

Results: Experimental results demonstrated the e�ectiveness and improved user

experience of using virtual reality or virtual try-on in remote fitness, particularly

in enhancing privacy protection and self-confidence with statistical significance.

However, no significant di�erences were noted in coaching satisfaction.

Discussion: These findings confirmed the e�cacy of our proposed approach. We

believe that the proposed approach can significantly contribute to the future of

remote fitness training, o�ering a more secure and engaging environment for

users, thereby potentially increasing adherence to fitness regimens and overall

physical wellbeing.

KEYWORDS

smart applications, fitness apps, virtual reality exercise, virtual try-on, physical health,

physical activity

1 Introduction

Exercise can improve physical appearance. It is also widely recognized as an essential

factor for enhancing and maintaining health in the long term. However, the proportion

of individuals engaging in insufficient physical activity remains high worldwide, rendering

them more susceptible to non-communicable diseases (1, 2). Furthermore, people in most

countries faced restrictions of physical activity during the COVID-19 pandemic, resulting

in significant reduction of overall physical activity levels (3–5). Although these restrictions

have started to ease, physical activity levels of people have not recovered fully (6, 7).

In light of these concerns, home-based exercise programs have gained attention as

potential alternatives as they can improve accessibility and save time. Home-based exercise

is a useful solution for busy individuals who struggle to balance work and physical activity.

For instance, home-based exercise has already been proven to be effective for various

groups, such as female caregivers with limited time for exercise (8), frail individuals (9),
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and geriatric patients with cognitive impairments (10). In response

to this demand, various online platforms have emerged and shared

exercise videos that can be followed at home, benefiting many

users. There is evidence that patients who undergo training using

recorded exercise videos following COVID-19 hospitalization show

encouraging cardiovascular, respiratory, and functional outcomes

(11). In addition, home-based exercises can provide clinical

benefits to individuals with severe SARS-CoV-2 infection (12).

However, participants in these home-based exercise programs

show a tendency to experience difficulty when first attempting

such exercises.

Video conferencing technology has gained attention in home-

based exercise training as it can provide real-time feedback

coaching and supervised exercise programs. Exercise training

using video conferencing can also provide motivation and offer

personalized exercise programs that overcome distance and time

constraints. Online exercise programs can provide guidance for

independent workouts and monitor continuous exercise, enabling

individuals to exercise conveniently from their own residences.

Moreover, exercise becomes possible anytime and anywhere with

internet connectivity, thus greatly mitigating limitations of time

and location.

Home-based exercise training programs often rely on screen

sharing for delivering exercise instructions. However, due to

privacy concerns, this method may not be considered ideal. This

is because exercise videos can contain personal information and

sharing videos from home-based training sessions could potentially

lead to unintended exposure of such details. In light of the growing

popularity of video conferencing tools, recent research has focused

on understanding vulnerabilities and risks associated with data

privacy in this context (13, 14). Furthermore, other recent studies

(15, 16) have highlighted privacy concerns among participants

in home-based fitness training, which can lead to reluctance in

video sharing.

Individuals participating in home-based exercise training often

need to expose their clothing and appearance to others, potentially

evoking Social Physique Anxiety (SPA). SPA is an emotional

response that arises from concerns about others scrutinizing or

judging their physical appearance (17). This anxiety is often

triggered when individuals feel their physique does not match

societal ideals of an “ideal body” (17). Elevated levels of SPA often

correlate with lower adherence to physical activity and decreased

participation rates in such programs (18). These individual

psychological factors, including privacy concerns, social pressure,

and self-consciousness, can make exercise participants hesitant

to share their videos, with many preferring not to share their

videos for these reasons (16). However, interventions aimed at

reducing SPA might significantly enhance motivation and promote

behaviors that encourage physical activity (17). Additionally, the

concept of self-presentational efficacy (SPE) expectancy, defined

as a subjective likelihood of successfully of conveying desired

impressions to others, has been identified as a key factor influencing

both exercise behavior and SPA (19). Elevating SPE expectancy

could potentially be an effective strategy to encourage engagement

in physical activity. It directly addresses SPA challenges in home-

based exercise programs and aligns with findings that link SPA and

SPE to physical activity participation (20).

In support of these findings, Lee et al. (21) have provided

compelling evidence on benefits of using avatars in video

conferencing. Their study demonstrated that avatars, rather

than actual appearances, could enhance participant confidence

and engagement. Their findings reveal that using avatars can

foster better interactions, alleviate anxiety about appearances and

behaviors, and promote increased concentration and willingness

to engage in virtual communication. Similarly, observable changes

in physical activity (PA) have been noted in virtual environments

based on the selection of avatars. For example, it has been found

that overweight children randomly allocated to avatars depicting

a typical body size demonstrate enhanced performance in a PA-

centric video game (22). This cohort also displayed heightened

exercise motivation and a more favorable disposition toward PA

compared to their counterparts assigned to obese avatars. Likewise,

women assigned to slender avatars during engagement in a tennis

exergame exhibited heightened PA compared to those assigned to

obese avatars (23). These findings are reproducible within men

cohorts, wherein an association exists between increased PA and

allocation to slim rather than overweight avatars (24). This aligns

with the notion that modifying virtual self-representation, such as

through avatars, could be an innovative approach to manage SPA

and improve exercise adherence. From this perspective, this paper

presents a method to explore potential solutions for promoting

exercise participation and addressing privacy concerns associated

with home-based exercise training.

This study primarily focused on privacy concerns associated

with video conference technology used in home-based exercise

training programs. Additionally, we aimed to improve privacy

protection while exploring approaches to reduce the burden

caused by exposing the exercise environment and process, with

the goal of enhancing exercise motivation. To achieve this,

we first identified vulnerabilities of current video conference

technologies used and proposed alternatives to address privacy

concerns. Furthermore, we identified factors contributing to

perceived burden in an exercise environment and process

to suggest mitigation strategies. By doing so, we seek to

find safe and effective methods to utilize video conference

technologies in home-based exercise training while simultaneously

ensuring privacy protection and promoting user engagement

during exercise.

This study used a novel approach that could leverage VR

technology (3D human-model rendering based on 3D key-points

tracking) and virtual try-on network (UV mapping-enhanced

instance-segmentation-based virtual try-on network: UVI-VTON)

to mitigate constraints associated with user privacy protection

effectively while alleviating the burden experienced by users in

the context of screen sharing for educational purposes. The

remainder of this manuscript is organized as follows. Section 2

presents a review of related research from perspectives of VR-

based conference and VR-based exercise. Section 3 introduces

applications of VR and UVI-VTON in home-based exercise

training. Section 4 presents an empirical study evaluating the

usability of the proposed approach. Sections 5 describes statistical

analysis results and discussion of the usability survey. Section 6

then summarizes key findings of this study and suggests some

future research directions.
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2 Related work

This study was inspired by existing research incorporating VR

technologies, which could be broadly categorized into two groups:

VR and VTON.

2.1 Virtual reality

Currently, VR technology is gaining attention as a means

of promoting and assisting physical activity. The use of VR

in exercise has potential to generate more favorable effects

on physiological, psychological, and rehabilitative outcomes of

individuals than conventional exercise methodologies (25). Prior

to the COVID-19 pandemic, these studies were already underway,

showcasing the efficacy of virtual reality interventions. For

instance, a comparative study between virtual reality game

exercises and ball exercises has highlighted superior benefits of

VR games in enhancing balance abilities of older adults (26).

Arlati et al. have introduced VR-based SocialBike, tailored to

improve clinical outcomes in older adults (27). Furthermore, a

study focusing on individuals with cardiovascular diseases has

demonstrated significant enhancements in body composition, lipid

profile, and eating patterns through cardiac rehabilitation within

a virtual reality environment in comparison with conventional

rehabilitation methods (28).

Since the onset of the COVID-19 pandemic, there has been a

resurgence of interest in this research domain. Previous research

has indicated that virtual reality exercise and fitness apps can be

used as effective strategies for enhancing physical and mental

wellbeing during the pandemic period (29). Additionally, during

COVID-19 lockdowns, empirical studies have demonstrated

that the use of smart applications, including live streaming

exercise classes and virtual reality fitness programs, has a positive

impact by promoting physical activity (30). The necessity of

replacing outdoor exercise with a viable alternative has been

increasingly emphasized since the COVID-19 outbreak. VR

has stood out as a pivotal alternative to outdoor exercise,

demonstrating a substantial capacity to improve cognitive

function and mitigate motor disabilities (31). In particular, there

have been active discussions on the necessity and effectiveness

of alternative exercises in academic circles for individuals

facing difficulties with outdoor activities, such as older adults

(32), patients with post-COVID-19 condition (33), patients

recovering from COVID-related pneumonia (34), physically

inactive individuals during the COVID-19 lockdown (30),

and patients diagnosed with Parkinson’s disease (35). In

addition, both specialized and gaming VR can be effective

in treating upper-extremity impairments, with specialized

VR showing potential for improving balance in patients with

neurological conditions (36). In contrast to studies focusing

on individuals with specific physical limitations, the study by

Ng et al. (37) investigated the impact of VR- or augmented

reality (AR)-enhanced training on physical activity in healthy

individuals through a meta-analysis to. It demonstrated that

VR intervention had substantial effects on physical activity

levels, minor effects on performance, but no effects on

psychological outcomes.

2.2 Virtual try-on network

VTONs leverage advanced computer-vision and machine-

learning techniques to simulate the process of virtually trying on

clothing items. By overlaying virtual garments on a user’s body,

individuals can visualize how different clothing items would look

on them without actually wearing them. Recent advancements in

deep-learning-based VTONs have shown significant improvements

in clothing synthesis performances. For instance, context-driven

virtual try-on network (C-VTON) (38) employs discriminators

specific to different types of contextual information, allowing

enhanced clothing synthesis quality. The dual-branch collaborative

transformer (DBCT) (39) utilizes a transformer-based architecture

and cross-modal information to improve the virtual try-on process.

To address the alignment of target garments to corresponding body

parts, a novel global appearance flow estimation model has been

proposed, which warps clothing spatially (40). The Dress Code

dataset (41) containing images of diverse categories of clothes has

also been introduced. This dataset enables the generation of high-

resolution try-on images. These virtual try-on technologies have

been utilized for virtual fitting in online shopping. Several studies

have investigated their impacts. Research has shown that attitudes

of consumers toward virtual try-on can influence their online

purchasing behaviors (42). Furthermore, a review of literature has

shown a wide range of psychological (cognitive, emotional, and

social) and behavioral consequences associated with virtual try-on

in the context of shopping (43).

3 Methods

The aim of this study was to develop a methodology utilizing

deep-learning-based models to safeguard the privacy of individuals

engaging in home-based exercises and to encourage exercise

participation. Specifically, the methodology consisted of two key

features: (1) VR (3D human-model rendering based on 3D key-

points tracking); and (2) virtual try-on network (UVI-VTON). The

3D human model rendering was designed for real-time motion

tracking and avatar rendering based on images of individuals

engaged in movement. It was generated by predicting joint

positions of users using deep-learning algorithms and mapping

them to a prebuilt human model. The UVI-VTON was developed

to enhance video generation speed compared to the conventional

virtual try-on network, enabling real-time video generation while

improving video quality. It could generate an image of the user

wearing different clothing, allowing them to exercise without being

self-conscious about their appearance.

To evaluate the effectiveness and usability of this methodology,

we conducted experiments and a usability survey. Experiments

involved testing performances of deep-learning models used in

real-world scenarios. The usability survey involved evaluating

user experiences of the methodology, including user satisfaction

and feedback assessments on coaching effectiveness from the

perspectives of privacy protection and motivation. In this

section, we will describe each of these components in detail,

including methods used, results obtained, and implications for

future development.
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3.1 VR: 3D human-model rendering

The skinned multi person linear (SMPL) model widely used

in computer vision was employed as the 3D human model to

construct human shapes. The SMPL model comprised a 3D body

mesh that could transform shapes of the joints and muscles of

a person to resemble their actual appearance depending on body

shape and key points. The SMPL model could be rendered from

estimated parameters based on real-time image frames. Estimated

SMPL parameters could then be used with deep-learning-based

3D key-points estimation models. This instance 3D key points

estimation model has been discussed in various ways in the field of

computer vision. As shown in Figures 1A, B, HRNet was adopted

(44) to detect and track 3D key points of a person from a single

image frame.

The SMPL model represents the shape of a person without

clothing. Using the generated model as an avatar can potentially

make users feel uncomfortable and unpleasant. In this research,

to create a more comfortable and confident representation of

the user, the avatar representing the user tried on clothing.

Furthermore, various clothing designs were implemented with the

ability for color selection to reflect individuality of the user to

achieve effects discussed in a previous study (45). This demonstrate

that increased avatar personalization can lead to greater body

ownership, presence, and emotional responses. As shown in

Figures 1C, D, the SNUG model (46) was adopted to try on clothes

over vertices of the SMPL mesh. This model utilizes physical

loss to depict dynamic aspects of clothing by taking into account

movement speed of the human body, resulting in a more realistic

representation of garments. Three types of top and two types

of bottom apparel were applied to the SMPL model (47) using

this approach.

3.2 UVI-VTON: user image regenerated
with reference garments using generative
adversarial network

For training the UVI-VTON, we captured movements of

subjects performing yoga and weight training. These two exercise

types were used in our home-based training application. One

experimental group composed of 14 males and 7 females who

performed weight training. Another experimental group consisted

of 6 males and 14 females engaged in yoga, resulting in the

collection of exercise videos from a total of 41 participants. Each

participant executed 10 prescribed movements specified in Table 1

for a single exercise category, i.e., either yoga or weight training. For

each exercise movement, participants alternated between wearing

four sets of upper- and lower-body clothing and performed exercise

movements iteratively. This process resulted in a total of 40 sets of

exercises (1 exercise category × 10 movements × 4 clothing sets)

performed by each participant. As shown in Figure 2, these scenes

were captured using a setup of eight synchronized cameras (GoPro

Hero5) positioned to face the subject, with each video recorded

at 30 frames per second. The resulting dataset contained a total

of 20,606,496 image frames (8 cameras × 2,575,812 image frames

extracted from the exercise videos of 41 people) that captured

activities of the 41 participants across the 8 cameras. This dataset

was used to train the model.

UVI-VTON consisted of three main components: a

segmentation predictor, a try-on network for the top (TON-T),

and a try-on network for the bottom (TON-B). The segmentation

predictor generated a segmentation image from the raw image,

where areas for wearing top and bottom garments were indicated

explicitly. This segmentation image was utilized by the two try-on

networks to try on respective clothing items.

As shown in Figure 3A, the UV field was extracted from

the raw image (Iraw) using Densepose (48), enabling pixel-

level recognition of human body parts in the image and

estimation of their 3D positions and orientations, which were

then visualized as density maps. Subsequently, the segmentation

predictor applied segmentation maps to this UV field, generating

a segmentation image Iseg) that delineated a total of 12

distinct body parts: top, bottom, head, neck, left arm, right

arm, left hand, right hand, left leg, right leg, left foot, and

right foot.

As shown in Figure 3B, the top garment (Gtop) was processed

through the garment warping network (GWN), resulting in a

warped top-garment image (I
top
garment) that was fed to TON-T.

Additionally, the raw image (Iraw) was segmented to produce

the semantic segmentation image (Iseg), generating parts for

preservation (I
top
preserv) and skin parts for regeneration (I

top

skin
) in the

process of trying on the top. Both these images were used as inputs

to TON-T. Applied inputs were then synthesized through TON-T,

resulting in the predicted top-replaced image (I
top

pred
). This process

could simulate a person trying on the top garment to produce I
top

pred

wherein the person appeared to be wearing the replaced top.

To try on Gtop, semantic segmentation was utilized and divided

into three masks: a mask forGtop (M
top
garment), a mask for upper-body

skin (M
top

skin
) consisting of both arms and neck, and a preservation

mask (M
top
preserv) consisting of the bottom, head, both hands, both

legs, and both feet. The GWN was used to warp Gtop to match

the shape of M
top
garment , resulting in I

top
garment . I

raw was divided into

preserved parts (I
top
preserv) determined by M

top
preserv and regenerated

skin parts (I
top

skin
) of the upper body defined byM

top

skin
. Consequently,

I
top
preserv, I

top

skin
, and I

top
garment were combined as inputs to TON-T to

predict I
top

pred
.

TON-B had the same pipeline as TON-T, with the only

difference being the reference garments (top or bottom) that users

tried on. Similarly, the bottom garment (Gbottom) was processed

through the GWN, resulting in a warped bottom-garment image

(Ibottomgarment) that was then fed to TON-B. Additionally, I
top

pred
was

segmented by Iseg to generate parts for preservation (Ibottompreserv ) and

skin parts for regeneration (Ibottom
skin

) in the process of trying on

the bottom. Both these images were then used as inputs to TON-

B. These inputs were then synthesized through TON-B, resulting

in the predicted top-and-bottom-replaced image (I
top, bottom

pred
). This

process simulated a person trying on the top and bottom garments,

resulting in I
top, bottom

pred
wherein the person appeared to be wearing

the replaced top and bottom apparel.

To try on Gbottom, semantic segmentation was utilized and

divided into three masks: a mask for Gbottom (Mbottom
garment), a mask

for lower-body skin (Mbottom
skin

) consisting of both legs, and a
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FIGURE 1

Procedure for 3D human modeling with cloth. Given the raw frame (A), the detected 3D key points (B) are mapped to a 3D human model (C)

constructed using SMPL model (47). Subsequently, the SNUG model (46) is used to apply clothing to the corresponding 3D human model to render a

3D human model with cloth (D).

TABLE 1 Order of exercises in home-based exercise training.

Week Training poses

Weight training Week 1 Squat—Lunge—Push-up—Bird Dog—Plank

Week 2 Bridge—Shoulder Press—Side Lateral Raise—Side Plank—Mountain Climber

Week 3 Push-up—Plank—Shoulder Press—Squat—Side Plank

Week 4 Side Lateral Raise—Lunge—Bridge—Bird Dog—Mountain Climber

Yoga Week 5 Seated Forward Bend Pose—Half Moon Pose—Triangle Pose—Warrior 2—Cat Cow Pose

Week 6 Half Moon Pose—Pelvic Opening—Warrior 1—Warrior 2—Triangle Pose—Chair Pose—Side

Plank—Cobra Pose

Week 7 Half Moon Pose—Triangle Pose—Chair Pose—Warrior 2—Cobra Pose

Week 8 Seated Forward Bend Pose—Cat Cow Pose—Pelvic Opening—Warrior 1—Side Plank

FIGURE 2

Experimental setup with eight installed cameras that are situated at distinct angles and oriented toward the subject.
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FIGURE 3

(A) Segmentation predictor: It aims to generate a semantic segmentation image (Iseg) in real time from a raw image (Iraw) by applying the

segmentation map to the UV field predicted by Densepose (48). (B) Overview of the proposed network: The semantic segmentation image (Iseg) is

used to try Gtop on Iraw , where the garment warping network (GWN) warps Gtop to I
top
garment and inputs it to TON-T. Then, Iraw is divided into the parts

for preservation (I
top
preserv ) and skin parts for regeneration (I

top

skin), which are used as inputs to TON-T to generate I
top

pred. Similarly, Iseg is employed to try

Gbottom on I
top

pred, where the GWN warps Gbottom to Ibottomgarment and inputs it to TON-T. Subsequently, I
top

pred is divided into the parts for preservation (Ibottompreserv )

and skin parts for regeneration (Ibottomskin ), which are used as inputs to TON-B to generate I
top, bottom

pred .

preservation mask (Mbottom
preserv) consisting of the top, head, both arms,

both hands, and both feet. The GWN was then used to warp

Gbottom to match the shape ofMbottom
garment , resulting in I

top, bottom
garment . This

I
top

pred
was then divided into preserved parts (Ibottompreserv ) determined

by Mbottom
preserv and regenerated skin parts (Ibottom

skin
) of the lower body

defined byMbottom
skin

. Consequently, Ibottompreserv , I
bottom
skin

, and Ibottomgarment were

combined as inputs to TON-B to predict Ibottom
pred

.

To train the proposed network, an objective loss function

was constructed by combining four loss components: L2 loss,

VGG19-based perceptual loss, second-order smooth constraint

loss (49), and adversarial loss computed using the pix2pixHD

discriminator (49).

4 Experiments

To assess the effectiveness of UVI-VTON and VR, participants

were recruited to perform and evaluate home-based exercise

training programs using the developed application. Test exercises

consisted of weight training and yoga guided by a coach such that

participants had the opportunity to try out proposedmethodologies

instructed by the coach. After completing the exercise session,

participants responded to a usability survey.

4.1 Participants

Experiments to test UVI-VTON and VR comprised a total

of 35 participants, including 5 males and 30 females. These

participants aged from 18 to 48 years, with a mean age

of 30 (±8) years. Participants were chosen based on self-

selection through recruitment advertisements. All participants

were enrolled after this study obtained Institutional Review Board

(IRB) approval (Sungkyunkwan University IRB approval number:

SKKU 2021-12-014).

4.2 Procedures

Participants were assigned to five different teams, each having

distinct time schedules. Participants joined teams based on their

preferred time slots for the experiment. Simultaneously, efforts

were made to minimize disparities in team sizes, aiming to achieve

a balanced distribution of members among teams. Each team had

six to eight members. Experiments were conducted once a week

for 8 weeks. During each session, participants engaged in a total

of eight exercise sessions, alternating between four sessions each of

weight training and yoga, each lasting 30min. Two coaches, one

specializing in yoga and the other in weight training, participated
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in the experiment. To enhance experiences of participants in home-

based exercise training, types and order of exercises were varied

over a 4-week period as depicted in Table 1.

The coach, situated in a prepared studio, shared their own

video feed with participants through a camera, while participants

shared their video feeds using their mobile devices from the

comfort of their homes. The coach provided instructions for

prescribed exercises in a sequential manner. Upon demonstrating

each exercise, participants repeated movements accordingly.

Simultaneously, participants adjusted their exercise postures in

accordance with instructions from the coach, allowing for

personalized training modifications. To assess the impact of

utilizing UVI-VTON and VR in home-based exercise training

compared to not using any methodology, participants engaged

in training sessions employing UVI-VTON and VR as well

as sessions where no specific methodology was employed. As

shown in Figures 4, 5, when utilizing methodologies, participants

activated either UVI-VTON or VR upon request from the coach,

thereby sharing their real-time modified visual representations on

the screen.

4.3 Usability survey

Participants were asked to respond to a survey based on

their own experiences with home-based exercise training after

an 8-week period of participation. As depicted in Table 2, the

usability survey was categorized under three evaluation factors:

privacy protection scale (PPS), self-confidence and motivation

scale (SMS), and coaching satisfaction scale (CSS). The PPS

questionnaire comprehensively assessed participants’ perceived

burden of camera recording and the extent to which their privacy

was protected. This survey comprised three items rated on a scale

of 1 (strongly disagree) to 5 (strongly agree) by participants. The

SMS questionnaire measures self-confidence andmotivation effects

derived from home-based exercise training. This questionnaire

consisted of two items rated on a scale of 1 (strongly disagree) to

5 (strongly agree) by participants. The CSS questionnaire measures

participants’ perceptions of whether their exercise performances

were accurately conveyed to the instructor and whether they

received appropriate feedback based on their experiences in home-

based exercise training. This questionnaire comprised two items

rated on a scale of 1 (strongly disagree) to 5 (strongly agree) by

participants. The raw data of usability survey is depicted in Table 3.

Usability survey data were analyzed using one-way analysis of

variance (ANOVA). Significant interactions and main effects were

investigated through Bonferroni-corrected pairwise comparisons.

A significance level of p < 0.05 was considered to be statistically

significant. Precise values of p are reported unless p < 0.001.

Descriptive statistics for all data are displayed as mean ± standard

deviation (SD) with 95% confidence intervals (CIs).

5 Results

Results of the ANOVA conducted for PPS, SMS, and CSS of

home-based exercise training with VR or UVI-VTON indicated

no significant effects, suggesting that both methodologies elicited

similar emotional responses. However, when home-based exercise

training with VR or UVI-VTON were compared to home-based

exercise training without VR or UVI-VTON, significant differences

in PPS, SMS, and CSS were observed.

When conducting home-based exercise training, significant

differences were observed for question 1 of PPS among the use of

UVI-VTON, VR, and no intervention [F(2, 68) = 15.880; p< 0.001].

Post-hoc analysis revealed no significant difference (p = 0.095)

between the use of UVI-VTON and VR for question 1. However,

the use of UVI-VTON showed a significantly higher rating of 0.514

(p = 0.003) than the use of nothing for question 1. The use of VR

also exhibited a significantly higher rating of 0.686 (p< 0.001) than

the use of nothing for question 1.

When conducting home-based exercise training, significant

differences were observed in question 2 of PPS among the use of

UVI-VTON, VR, and nothing [F(2, 68) = 20.035; p < 0.001]. Post-

hoc analysis revealed no significant difference (p = 0.069) between

the use of UVI-VTON and VR for question 2. However, the use

of UVI-VTON showed a significantly higher rating of 0.600 (p <

0.001) than the use of noting for question 2. The use of VR also

exhibited a significantly higher rating of 0.743 (p < 0.001) than the

use of nothing for question 2.

When conducting home-based exercise training, significant

differences were observed in question 3 of PPS among the use of

UVI-VTON, VR, and nothing [F(2, 68) = 16.302; p < 0.001]. Post-

hoc analysis revealed no significant difference (p = 1.000) between

the use of UVI-VTON and VR for question 3. However, the use

of UVI-VTON showed a significantly higher rating of 0.971 (p <

0.001) than the use of nothing for question 3. The use of VR also

exhibited a significantly higher rating of 1.000 (p < 0.001) than the

use of nothing for question 3.

When conducting home-based exercise training, significant

differences were observed in question 4 of SMS among the use of

UVI-VTON, VR, and nothing [F(2, 68) = 7.299; p = 0.006]. Post-

hoc analysis revealed no significant difference (p = 1.000) between

the use of UVI-VTON and VR for question 4. However, the use

of UVI-VTON showed a significantly higher rating of 0.686 (p =

0.0133) than the use of nothing for question 4. The use of VR also

exhibited a significantly higher rating of 0.629 (p= 0.042) than the

use of nothing for question 4.

When conducting home-based exercise training, significant

differences were observed in question 5 of SMS among the use of

UVI-VTON, VR, and nothing [F(2, 68) = 8.279; p = 0.003). Post-

hoc analysis revealed no significant difference (p = 0.506) between

the use of UVI-VTON and VR for question 5. However, the use

of UVI-VTON showed a significantly higher rating of 0.743 (p =

0.004) than the use of nothing for question 5. The use of VR also

exhibited a significantly higher rating of 0.600 (p < 0.039) than

the use of nothing for question 5. When conducting home-based

exercise training, there were no significant differences in question 6

of CSS among groups using UVI-VTON, VR, and no intervention

[F(2, 68) = 2.121; p= 0.136].

The present study aimed to investigate emotional responses

of participants regarding home-based exercise training with or

without the use of UVI-VTON or VR. This study is a pioneering

effort to develop and apply VTON and VR in home-based exercise

training. Understanding impacts of these new methodologies on
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FIGURE 4

Home-based exercise training with VR (3D human-model rendering based on 3D key-points tracking).

participants can help us develop and provide more effective

exercise programs.

In this study, three measurement criteria were used to evaluate

emotional responses of participants, namely PPS, SMS, and CSS.

PPS was used to assess perceptions regarding privacy protection.

SMS was used to measure confidence and motivation levels of users

and CSS was used to evaluate user satisfaction with exercise posture

and feedback.

As seen in Figure 6, significant differences in PPS were observed

when comparing the use of UVI-VTON vs. non-use, indicating

that UVI-VTON had a positive impact on privacy protection.

Similarly, significant differences in PPS were observed between

the use of VR vs. non-use, suggesting that VR could also have

a positive impact on privacy protection. These research findings

demonstrate that the implementation of UVI-VTON or VR can

help alleviate concerns regarding user privacy while enhancing

trust in exercise programs. Moreover, results indicate the potential

of UVI-VTON or VR to improve user exercise experiences and

contribution to personal data protection, thus creating a safer

and more comfortable exercise environment. Analysis results also

revealed no significant differences in PPS between the use of UVI-

VTON and VR. This suggests that both methodologies could

elicit similar emotional responses in relation to measured criteria

for PPS. While UVI-VTON covers all parts except the face, VR

obscures all information captured by the camera. One might expect

that the PPS would be significantly higher in VR than UVI-VTON

owing to its ability to conceal more than just the face. However,

when comparing the use of UVI-VTON vs. the use of VR, the

absence of a significant difference in questions 4 and 5, as depicted

in Figure 7, implies that concerns regarding personal data exposure

primarily stem from the exposure of one’s body and background

while wearing clothing, excluding the face.

From Figure 7, when comparing the use of UVI-VTON vs.

non-use, significant differences were observed for SMS comprising

questions 4 and 5. This indicates that UVI-VTON has a positive

impact on confidence enhancement and motivation. Similarly,

significant differences were observed for SMS when comparing

the use of VR vs. non-use. This suggests that VR also has

a positive impact on confidence enhancement and motivation.

These research findings highlight that engaging in exercise while

utilizing UVI-VTON or VR technology provides a means to

conceal personal appearance, enabling users to perform their

exercises with enhanced self-assurance. This aligns with the goal of

improving the exercise environment in the proposed home-based

exercise training program, which aims to encourage and motivate

users to participate in physical activities. Furthermore, analysis

results revealed no significant differences in SMS between the use

of UVI-VTON and VR. This suggests that both methodologies

can elicit similar emotional responses when measured against

the criteria for SMS. Similar to findings from the analysis of

PPS responses, these results indicate that methodologies capable

of obscuring users’ bodies except their face and background
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FIGURE 5

Home-based exercise training with UVI-VTON (UV mapping-enhanced instance-segmentation-based virtual try-on network).

TABLE 2 Survey questions administered upon completion of home-based exercise training.

Question

Privacy Protection Scale (PPS) 1. Is the user privacy protected effectively during home-based exercise training?

2. Is the user privacy adequately ensured during home-based exercise training?

3. Is there no burden associated with camera recording for home training purposes?

Self-confidence and Motivation Scale (SMS) 4. Did you feel confident during the exercise?

5. Did you feel motivated to exercise?

Coaching Satisfaction Scale (CSS) 6. Are you satisfied with the quality of the instructions from the coach for your exercise posture and

feedback?

have potential to enhance self-confidence and promote exercise

participation. Additionally, Figure 7 shows that there are no

significant differences among the three cases for CSS comprising

question 6. This indicates that there is no qualitative difference

in guidance by an exercise coach when compared with delivery

of postprocessed exercise videos in home-based exercise training

using UVI-VTON and VR against the delivery of raw exercise

videos without using these methodologies. This finding suggests

the potential of UVI-VTON and VR to replace existing camera-

based home-based exercise training programs. These results further

demonstrate the potential of UVI-VTON and VR to provide

positive experiences for individuals participating in home-based

exercise training. UVI-VTON and VR can enhance self-confidence,

increase motivation, and strengthen privacy protection, which

can in turn improve the quality of exercise experiences and help

participants maintain healthy lifestyles by fostering a willingness to

continue exercising.

Findings of this study show that applying new methodologies

to home-based exercise training can improve emotional responses

of participants. Specifically, UVI-VTON and VR have positive

impacts on privacy protection, confidence enhancement, and

exercise motivation. These findings can help promote exercise

training participation in the home environment. Advancements

made in the home-based exercise training environment through

this research are expected to facilitate greater accessibility for

a wider population. Furthermore, this study serves as a crucial

indicator for developing methodologies aimed for at enhancing

home-based exercise training environment.

6 Conclusions

This research aims to help individuals who rely on home-

based exercise, encompassing patients, older adults, and
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TABLE 3 Raw data of usability survey (mean ± SD).

PPS SMS CSS

Question 1 Question 2 Question 3 Question 4 Question 5 Question 6

Use of nothing 4.14± 0.97 4.11± 0.96 3.63± 1.40 3.86± 1.22 3.89± 1.32 4.71± 0.53

Use of UVI-VTON 4.66± 0.64 4.71± 0.57 4.60± 0.74 4.54± 0.78 4.63± 0.73 4.63± 0.84

Use of VR 4.83± 0.45 4.86± 0.43 4.63± 0.73 4.49± 0.85 4.49± 0.82 4.51± 0.85

FIGURE 6

Privacy Protection Scale (PPS) consisting of three questions

(Question 1, Question 2, Question 3) for all participants. PPS serves

as a tool to assess participants’ privacy protection levels based on

the presence or absence of UVI-VTON and VR. Vertical error bars

represent standard deviation for response for each question. *p <

0.05, ***p < 0.001.

individuals in need of courage and motivation to engage in

physical activities post COVID-19. This study seeks to enhance

home-based exercise training experience with the objective

of facilitating participant engagement while alleviating their

concerns regarding privacy and emotional burden associated

with home-based training. To achieve this, we proposed the

use of VR and UVI-VTON. Participants were recruited to

engage in home-based exercise training using the proposed

approach. A usability survey was administered upon training

completion to assess the effectiveness and user experiences.

Results demonstrated the potential of the proposed method to

improve home-based exercise training and enhance the overall

exercise participation experience in terms of privacy protection,

enhanced self-confidence, motivation, and real-time coaching

instructions. These findings suggest that VR or UVI-VTON can be

effectively employed to enhance user experiences in home-based

exercise training.

FIGURE 7

Self-confidence and Motivation Scale (SMS) comprising questions 4

and 5 is employed to assess participants’ self-confidence and

motivation levels with consideration of the presence or absence of

UVI-VTON and VR. Additionally, the Coaching Satisfaction Scale

(CSS), comprising a single question (Question 6), is used to gauge

participants’ coaching satisfaction level, taking into account the

presence or absence of UVI-VTON and VR. Vertical error bar

represents standard deviation for response for each question. *p <

0.05; **p < 0.005.

7 Limitations

This study has a limitation. Since this study was conducted

with a demand group for home training, which was dominated

by women, it resulted in an unbalanced sample, which might

limit the generalizability of results. Therefore, future studies over

an extended period with a larger and more diverse participant

base while considering factors such as gender, age, and physical

attributes need to be conducted to enhance the reliability and

potential applicability of this study’s results.
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Agent-based social simulations 
for health crises response: 
utilising the everyday digital 
health perspective
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There is increasing recognition of the role that artificial intelligence (AI) 
systems can play in managing health crises. One such approach, which allows 
for analysing the potential consequences of different policy interventions is 
agent-based social simulations (ABSS). Here, the actions and interactions of 
autonomous agents are modelled to generate virtual societies that can serve 
as a “testbed” for investigating and comparing different interventions and 
scenarios. This piece focuses on two key challenges of ABSS in collaborative 
policy interventions during the COVID-19 pandemic. These were defining 
valuable scenarios to simulate and the availability of appropriate data. This paper 
posits that drawing on the research on the “everyday” digital health perspective 
in designing ABSS before or during health crises, can overcome aspects of these 
challenges. The focus on digital health interventions reflects a rapid shift in the 
adoption of such technologies during and after the COVID-19 pandemic, and 
the new challenges this poses for policy makers. It is argued that by accounting 
for the everyday digital health in modelling, ABSS would be a more powerful 
tool in future health crisis management.

KEYWORDS

agent-based social simulations, health policy, crisis, COVID-19, everyday digital 
health, artificial intelligence

1 Introduction

During the COVID-19 pandemic, there was a momentous increase in interest in how 
artificial intelligence (AI) systems could be used to manage the crisis (1, 2). Policy makers 
faced a huge challenge of having to try to analyse the potential consequences of different policy 
interventions, doing do with very limited time, recourses and tools to assess the impact or 
potential outcomes. Compounding these challenges, was the issue that, while pandemics are 
not new, the COVID-19 pandemic posed unique challenges for policy makers (3). As such, 
there was a limit to the usefulness of drawing on past lessons on pandemic management. At 
the same time the pandemic saw a surge in the adoption of digital health technology to 
overcome the pressure on health services and lack of mobility many people faced, with this 
adoption having varying levels of success (4–6). The use of digital health such as websites, 
social media, telemedicine, patient self-care devices, health apps, wearable tracking devices, 
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persuasive computing and diagnostics, to name but a few, 
fundamentally altered health and healthcare for many people, doing 
so in ways that we still do not understand.1

Within this context, agent-based social simulations (ABSS) 
proved to be very well suited to informing policy decision making (7, 
8). ABSS aim to model and simulate the actions and interactions of 
intelligent agents2, creating virtual populations or social systems 
composed of autonomous (artificial) individuals (11). These virtual 
societies can serve as a “testbed” for investigating and comparing 
different policy interventions and scenarios prior to their 
implementation. While ABSS cannot predict the future, it is a 
powerful tool to help inform policy makers of potential outcomes or 
consequences of interventions. ABSS enables decision makers to 
“play” with policy, and variations of policies, and investigate their 
impact under different circumstances and scenarios (12). Doing so in 
a virtual population allows for the conducting of experiments in a 
time and cost-efficient manner, removes the risk of harming real-
world individuals and can facilitate greater levels of preparedness and 
response to health crises.

However, while ABSS is not a new technology its application in 
the policy making space is still in its early days, with its implementation 
during COVID-19 not being without a certain amount of friction. 
This piece focuses on two prominent points of friction that were 
identified, these being defining valuable scenarios to simulate and a 
lack of appropriate data (13). This paper explores how we can reduce 
these frictions if an “everyday” digital health perspective is adopted in 
the development of ABSS for health crisis management. It is claimed 
that by recognising the adoption and normalisation of digital health 
technologies (and crucially how and why this is experienced differently 
by various groups) can strengthen ABSS, positioning it as a powerful 
tool in manging health crises.

2 ABSS and COVID-19

“Simulation is the imitation of the operation of a real-world process 
or system over time” (14).

Computer simulations provide a virtual environment for 
conducting experiments with a target system and can be  used to 
analyse the behaviour or dynamics of that system under different 
circumstances (15). Similar to real-world experiments, this allows us 
to conduct what-if analyses and to explore different scenarios to 
investigate how changes to the system’s configuration or exogenous 
factors might affect the system’s overall behaviour. A major advantage 
of using a virtual environment is that the experiments do not risk 

1 We use digital health as a broad and inclusive category where ICT and digital 

technology are involved in a range of health(care) arenas.

2 Intelligent agents can be  defined as autonomous entities that are 

characterised by individual attributes and that autonomously make decisions 

and perform actions based on their environment, individual situations, and 

attributes (9). In the context of ABSS, the goal of the agents is to imitate realistic 

human behaviour in order to create an artificial population that can be used 

for investigating complex phenomena within social systems (10).

jeopardising the system under investigation. Simulation experiments 
allow for more time and cost-efficient analyses and enable the 
generation and investigation of situations or conditions that might 
rarely occur, e.g., crisis or disaster situations. This type of experiment 
is also referred to as in silico experiment and is increasingly used in, for 
instance, biology, social sciences, and engineering (16, 17).

There exists a variety of applications where computer simulations 
are used in healthcare (18, 19). Particularly during the COVID-19 
pandemic, a great number of simulation models were been developed 
to investigate infection dynamics and the effects of non-pharmaceutical 
interventions (12, 13, 20). Traditionally, epidemiological models make 
use of differential equations and transition probabilities to describe 
the dynamics of an entire population of individuals, neglecting 
individual infection statuses and infection chains. For simulating the 
consequences of specific non-pharmaceutical interventions or other 
policy measures, however, individual behaviour needs to be taken into 
account as the success of these intervention greatly depends on how 
and to what extent each individual adapts to and comply with 
instructions and restrictions.

A simulation paradigm that is particularly well suited to simulate 
individual behaviour is ABSS. ABSS make use of an artificial 
population of autonomous individuals, so called Agents, each of which 
is characterised by a set of attributes, e.g., age, gender, and health 
status. Based on these personal attributes, its environment, and its 
individual needs and goals, each agent individually plans its actions 
by imitating human-like behaviour using AI (10). The goal of ABSS is 
to imitate the relevant aspects of the real-world population, i.e., 
composition and behaviour, as closely as possible to allow for drawing 
sound conclusions regarding the target system.

Traditional simulation approaches in healthcare and epidemiology 
aim to directly model the dynamics of the phenomenon of interest. In 
ABSS, however, the system’s behaviour and the corresponding macro-
scale phenomena emerge from micro-scale agent behaviour. This 
allows not only for analysing what potential consequences a given 
scenario or intervention might result in but also provides a better 
understanding why certain effects can be  observed. Gilbert and 
Troitzsch (21, p. 1) argue that individual-based simulations imply a 
“new way of thinking about social and economic processes,” due to the 
emergence of complex behaviour from simple actions and interactions. 
ABSS can be applied to review theories, to verify assumptions, and to 
generate data and can therefore, according to the authors, 
be considered a new method of theory development.

In the early phase of the COVID-19 pandemic, policy makers 
were supposed to make critical decisions facing rapid developments 
and incomplete data. Identifying appropriate policy interventions 
under such a high degree of uncertainty is challenging and sound 
decisions require considering different sources of information and 
evidence. To address these challenges and to assess uncertainty, 
ABSS of the COVID-19 pandemic were developed and applied (22). 
By modelling an artificial population and presumed transmission 
processes, the possible effects of different interventions (e.g., 
lockdowns, social distancing, or facemasks) under different possible 
scenarios (e.g., in different countries or at different stages of the 
pandemic) could be simulated to inform policy makers of their 
potential outcomes. The use of ABSS to inform policy making has 
gained popularity, and other recent application areas include 
disaster management (23), healthcare (24), agriculture (25) and 
transportation (26).
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The ASSOCC model (27) is one example of an ABSS that was 
developed in the early phase of the COVID-19 pandemic for 
analysing the effects of different non-pharmaceutical interventions 
and to inform policy making. The agents’ behaviour is based on 
individual needs, which are inspired by Maslow’s hierarchy of 
needs, and the satisfaction of these needs through specific actions 
promotes different values, according to Schwarz theory of basic 
human values (28). In the ASSOCC model, the satisfaction of needs 
is implemented using a water tank approach, where each need is 
represented by a water tank depleting over time and the agent will 
try to keep their tanks filled up by pursuing appropriate actions. The 
model further consists of a representation of different locations 
(e.g., homes, hospitals, schools, and workplaces), an economic 
model, a transport model, and time progress is modelled by 
dividing the day into four phases (i.e., morning, afternoon, evening, 
and night). The architecture of the ASSOCC simulation model is 
shown in Figure 1.

One of the interventions that can be simulated using the ASSOCC 
model are tracking and tracing apps (30). The implementation of these 
apps was been discussed by different countries at an early stage of the 
pandemic (31). By tracking contacts with other persons using mobile 
phones, infected individuals can, once they are diagnosed with 
COVID-19, inform those they have met during the last days such that 
they can isolate themselves. The simulation results indicated that 
higher numbers of app users can indeed decrease the peak of 
infections, however, the effects are marginal even in moderate app 
usage scenarios, which is due to contacts with other persons shifting 
from public to private places (see Figure 2).

3 The “everyday” digital health 
perspective

This everyday perspective on technology3 highlights that 
technology does not exist independently of humans. It warns against 
seeing humans as without agency and society as merely a site upon 
which technology is dropped from above (33). The everyday pushes 
back against the tendency to reduce people to data points (itself very 
problematic), or ignoring individuals’ agency, approaches which are 
prone to inaccuracy (ibid). In adopting an everyday perspective on 
digital health, we are reminded to focus on “weaker” actors who may 
not normally be considered as being important players in transforming 
global contexts through their local actions (34). This everyday 
approach calls for the recognition that a broad range of actors are 
considered as interacting with digital health, not just the technology 
developers, but the patients (consumers,) carers, practitioners etc. 
(ibid). The everyday perspective centralises and embraces the reality 
that digital health exists within complex, fluid, and co-constitutive 
everyday spaces where people and technology interact.

3 The everyday perspective has its foundations in sociology but has had far 

reaching applications across a range of disciplines. By focusing on the everyday, 

scholars “not only give importance to the ordinary, and take the ordinary 

seriously as a category of analysis, but they also evidence how everyday life, 

social relations, experiences and practices are always more than simply or 

straightforwardly mundane, ordinary and routine” [(32): 811].

FIGURE 1

Architecture of the ASSOCC simulation model (29).
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Foregrounding the everyday digital health perspective in policy 
development is crucial if we are to be able to best develop policy for 
the implementation of digital health applications and improve 
health outcomes. However, in crises contexts, with severe 
limitations on time and resources, doing so is a challenge. The 
richness of the everyday perspective of digital health, with its focus 
on the highly individual, fluid, deeply complex and context 
dependent co-constitutive relations means there is a vast but 
disjointed body of research. The need to connect this data is 
essential: fragmented data was one of the main limitations with 
policy making during COVID-19 (35). ABSS with its focus on 
individual agent autonomy is well suited to using the fragmented 
micro (everyday) level to inform the macro level. It is argued here 
that doing so would not only elevate the existing research on the 
everyday, but would address two significant challenges of using 
ABSS in future health crises.

4 ABSS and the everyday digital health 
perspective

Even though a great number of ABSS models were developed 
during the COVID-19 pandemic, policy actors still seemed hesitant 
to use them to inform their decision-making processes (36). There 
was also a mismatch between the developed models and the 
information decision makers actually needed for facilitating and 
supporting their work (13). Developing appropriate and useful 
models is a joint effort and requires a close collaboration between 
modellers, policy actors, and other stakeholders. Based on a survey 
of collaborations between ABSS modellers and policy makers, 
Belfrage et  al. (36) identify five challenges that commonly occur 
including disagreement regarding what scenarios to model, 
unrealistic expectations in terms of the contribution of simulations, 

lack of stakeholder engagement, lack of technical understanding, and 
general scepticism regarding the generated results. We focus on two 
key challenges faced when implementing ABSS during the COVID-19 
pandemic, defining valuable scenarios to simulate and the lack of 
appropriate data, and how the everyday digital health perspective 
can, in part, address these.

4.1 Defining valuable scenarios

In ABSS, a scenario is a specific configuration of the model that 
can be used to investigate a particular situation or phenomenon. It 
consists of the input data that is used to initialise the model, the 
parameter values to adapt the model to the specific circumstances, 
the synthetic population, and different assumptions regarding the 
underlying mechanisms. For instance, when analysing a COVID-19 
intervention, such as lockdowns, a scenario must be developed that 
specifies the length and extent of the lockdown but also the 
composition of the population and the time horizon of the 
simulation. In many ABSS of the COVID-19 crisis, lockdowns 
were modelled as the entire population not leaving their homes, 
resulting in a rapid decline in infections. In most countries, 
however, lockdowns were associated with certain exceptions and 
easings, e.g., they were only applicable after certain hours, grocery 
shopping was permitted, and essential workers could go to their 
jobs. This resulted in a discrepancy between the scenarios that 
would be valuable for policy makers and what was implemented by 
the modelers. This discrepancy could be attributed to a lack of 
collaboration during model development. Modellers have limited 
domain expertise and, thus, rely on policy actors and stakeholders 
to actively engage in participatory modelling, where they 
contribute with their expertise to define valuable scenarios and 
models (37).

FIGURE 2

Number of infected agents for different levels of app usage in the simulation (30).
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These discrepancies are further complicated when there is a 
reliance on emerging digital health technology as a policy response to 
a health crisis. Here it is crucial not only to bridge the gap between the 
policy makers and the modellers, but to actively include domain 
experts in the everyday perspective of digital health technology for a 
range of technologies and groups within society. In so doing, the 
knowledge of the everyday experiences of past and current digital 
health technologies can support the scenario definition. By 
foregrounding the everyday in developing digital health interventions, 
the scenario development is enriched by the incorporation of the 
fluidity of the use, misuse, rejection or adaption of digital health 
technologies in the everyday. Centralising the everyday, and 
collaborating with a broad range of domain experts not only grounds 
scenarios in “real life,” but also serves to challenge the narrowing of 
scenarios of digital health in society by elite actors [see (38, 39)].

4.2 More appropriate data for model 
development

To be able to draw sound conclusions about the target system 
based on simulation results, it is necessary that the model correctly 
and realistically reflects the relevant parts of the target system. In 
simulations, verification and validation are applied to ensure the 
appropriateness and correctness of the model for a certain purpose 
(40). While verification ensures the correctness of the model’s 
implementation, validation assesses the applicability of the model and 
ensures it is an accurate representation of the target system. Both for 
the development but also for the validation of a simulation model, 
suitable data on the system and phenomenon that shall be studied is 
required, a lack of data might result in unrealistic models and 
results (41).

In ABSS, this need for appropriate data mainly concerns 
population data from the original population that is required for the 
generation of a synthetic population. This includes data on socio-
demographic attributes of the population (e.g., age, gender, and 
household composition) but also data on the needs, desires, and goals 
of these individuals, which is required for appropriate modelling 
human decision making under different circumstances. Two common 
issues that modellers face include that data on specific attributes might 
be difficult to acquire and, if existing and accessible, this data often 
needs to be expanded and harmonized (42).

This demand of ABBS modellers can be seen as sitting between 
the social determinants of health and the everyday in digital health 
interventions in health crises. As Lupton (43) notes, numerous factors, 
such as income, education, location, age, disability, etc. impact the 
social structuring of digital health use. While these social determinants 
of health are vital to consider when developing and implementing 
public health crisis policy, everyday perspective of digital health can 
provide a wealth of data upon which to build models. Everyday digital 
health is largely a qualitative field, but there are examples of surveys 
and mixed methods approaches upon which to draw. This is facilitated 
by the self-collection and monitoring of data by “digitally engaged 
patients” [(44), p.256]. In addition, Stanley (45) describes data on the 
everyday as almost “naturally occurring” if we are to broaden our gaze 
to include already existing data sources. Given the time and resource 
restraints present during health crises, the ability to draw on already 

existing data is a significant advantage. One key aspect of this, which 
is related to the above opportunity, would be engagement with domain 
experts to help navigate this breadth of data, thus, mitigating the 
challenges which Chapuis and Taillandier (42) describe.

5 Summary

The rapid adoption of digital health technologies during and 
after the COVID-19 pandemic posed new challenges for policy 
makers. This paper argues that by accounting for the everyday digital 
health in modelling, ABSS can better support policy makers, and 
be a more powerful tool in future health crisis management. This 
claim in grounded in how the everyday digital health perspective can 
address two challenges of using ABSS identified during the 
COVID-19 pandemic, defining valuable scenarios and lack of 
appropriate data.
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Identification, analysis and 
prediction of valid and false 
information related to vaccines 
from Romanian tweets
Andrei Valeanu , Dragos Paul Mihai *, Corina Andrei , 
Ciprian Puscasu , Alexandra Mihaela Ionica , 
Miruna Ioana Hinoveanu , Valentina Patricia Predoi , 
Ema Bulancea , Cornel Chirita , Simona Negres  and 
Cristian Daniel Marineci 

Faculty of Pharmacy, “Carol Davila” University of Medicine and Pharmacy, Bucharest, Romania

Introduction: The online misinformation might undermine the vaccination efforts. 
Therefore, given the fact that no study specifically analyzed online vaccine related 
content written in Romanian, the main objective of the study was to detect and 
evaluate tweets related to vaccines and written in Romanian language.

Methods: 1,400 Romanian vaccine related tweets were manually classified 
in true, neutral and fake information and analyzed based on wordcloud 
representations, a correlation analysis between the three classes and specific 
tweet characteristics and the validation of several predictive machine learning 
algorithms.

Results and discussion: The tweets annotated as misinformation showed specific 
word patterns and were liked and reshared more often as compared to the true and 
neutral ones. The validation of the machine learning algorithms yielded enhanced 
results in terms of Area Under the Receiver Operating Characteristic Curve Score 
(0.744–0.843) when evaluating the Support Vector Classifier. The predictive 
model estimates in a well calibrated manner the probability that a specific Twitter 
post is true, neutral or fake. The current study offers important insights regarding 
vaccine related online content written in an Eastern European language. Future 
studies must aim at building an online platform for rapid identification of vaccine 
misinformation and raising awareness for the general population.

KEYWORDS

vaccines, public health, misinformation, wordcloud, machine learning, support 
vectors

1 Introduction

Vaccines are among the most important medications worldwide. It is estimated that they 
have saved millions of lives and that they will continue to do so (1). Vaccines had a crucial role 
in the eradication of smallpox in 1980 and in bringing poliomyelitis very close to eradication 
(2, 3). In addition, a report found that as of November 2021, the Covid-19 vaccines saved 
nearly half a million lives in less than a year in the over 60 years old group across the WHO 
European Region (4).

However, despite their essential therapeutic effect and good safety profile, various 
disinformation articles, news and social media posts have emerged in the last decades, leading 
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to the anti-vaccine movement. Even though the facts behind such 
information were proven to be  false, the vaccine fake news 
phenomenon has led in many countries to a reduction of the 
vaccination rates, both in the adult and the pediatric population (5). 
Low vaccination rates pose the risk of diseases that currently have a 
low impact in the population to return with a higher impact, with an 
additional burden on the healthcare system (1).

Numerous fake news related to the Covid-19 vaccines have also 
emerged and spread during the pandemic (5, 6). The online 
disinformation, in combination with other social and economic 
factors (such as media usage, educational background, health literacy, 
public trust in the government and health system) have been 
hypothesized to influence a person’s decision of getting the Covid-19 
vaccine (7–9).

Social media platforms (such as Facebook and Twitter) are among 
the most important tools for spreading information about vaccines, 
whether it is valid information or fake news (5). Therefore, the analysis 
of the content distributed through such platforms might be of utmost 
importance in order to inform the general population and the health 
policy makers.

With regards to Twitter content, several studies have evaluated 
vaccine related posts (whether Covid or non-Covid), with regards to 
identifying and predicting disinformation, analyzing vaccine 
hesitancy, performing sentiment classification or other relevant 
analyses (10–19). The majority of the studies were based on tweets 
written in English. Other analyzed languages were Dutch, Moroccan 
and Turkish, while one study involved a multi-language approach for 
detection and classification of tweets related to Covid-19 (12, 14, 15, 
18). However, to our knowledge, no such study specifically analyzed 
vaccine related content based on Romanian tweets.

Therefore, the objective of the present study was to analyze 
vaccine related content, with the main goal of developing specific 
machine learning models for predicting disinformation from tweets 
written in Romanian.

2 Materials and methods

2.1 Data collection

The vaccine related tweets were automatically extracted by using 
snscrape package developed in Python programming language (20, 
21). The Twitter API was queried by using all the Romanian forms of 
the noun “vaccine,” the verb “to vaccinate,” as well as other ironical 
related terms (such as “vax,” “vaxin” or “vaxxin”) (20). All tweets (both 
original posts and replies, both Covid and non-Covid vaccine 
information) from 4 relevant 4-week periods during the Covid-19 
pandemic were initially collected (First period: March 16, 2020 – April 
12, 2020; second period: December 27, 2020 – January 23, 2021; third 
period: May 3, 2021 – May 30, 2021; fourth period: October 18, 2021 
– November 14, 2021). Each period was considered suggestive for the 
aim of extracting relevant batches of tweets. March 16, 2020 was the 
date in which the Emergency State was declared in Romania due to 
the Covid-19 pandemic; December 27, 2020 was the first day of the 
Covid-19 vaccination campaign in Romania; May 2021 was the month 
in which the highest average number of Covid-19 vaccine doses were 
administered and October–November 2021 was the period with the 
highest number of deaths due to Covid-19 in Romania (22).

After the initial collection, for each of the 4 periods, the tweets 
from the 7-day period with the highest number of tweets were 
considered and represented the internal dataset (1,300 tweets). The 
final collection stage also included selecting the tweets with at least 
one retweet. The two filters were applied in order to obtain a relevant 
batch of posts related to vaccines, feasible for manual annotation (20, 
21). In addition, a random batch of 100 tweets from April 2021 were 
collected, which represented the external validation dataset.

In order to obtain relevant information for the data analysis phase, 
the following parameters were extracted for each tweet: date and time, 
tweet ID, tweet content, number of likes, number of retweets, number 
of replies. All the information was anonymously collected through 
snscrape package, which is based on the Twitter API (20).

2.2 Manual annotation

In order to analyze the collected Twitter posts in a relevant 
manner, all the tweets had to be manually annotated. The tweets were 
classified in true, neutral or fake based on their text content. The true 
classification (class 0) meant valid scientific information related to 
vaccines (whether it was about Covid-19 vaccines or other vaccine 
types) or true general information regarding the Romanian 
vaccination campaign. The neutral classification (class 1) regarded 
irrelevant, ironical or other vaccine related comments, without 
manipulative or misleading intent. The fake classification (class 2) 
referred to false or misleading information related to vaccines (both 
Covid-19 and other types) or the Romanian vaccination campaign. 
The scientific validity of the posts, when appropriate, was assessed in 
relation to the official sources of health information (such as the 
European Center for Disease Prevention and Control, the Summaries 
of Product Characteristics of the vaccines approved in Romania or 
trusted health fact check websites) (23–27). It should also be noted 
that the majority of the tweets were related to Covid vaccines. 
However, the Twitter posts related to other types of vaccines were not 
eliminated, in order to increase the variability and complexity of the 
obtained dataset.

A total number of 9 annotators participated in the task. The 
external validation dataset was assessed by all 9 annotators and the 
final classification of each tweet was obtained by a majority vote. 
The internal dataset was annotated in a similar manner; however, 
due to the larger number of posts, the internal data was split into 3 
parts of similar number of tweets and each part was annotated by 3 
different annotators and the final classification was established by a 
majority vote. Hence, all 9 annotators took part both in the external 
validation data and in the internal data annotation. In addition, it 
should be mentioned that when a majority vote could not be applied 
(due to an equal distribution of votes among the three classes), the 
tweet was annotated as neutral, in order to ensure an unbiased data 
analysis. No tweet was eliminated when a majority vote could not 
be  applied, in order to enhance the variability of the processed 
vaccine data. The agreement between annotators was established on 
the internal and external data by using Krippendorff ’s alpha 
coefficient. The computation of the metric was considered relevant 
since it provides an ordinal option when assessing the agreement 
(28). Therefore, the differences between true and neutral 
annotations are not penalized as hard as the differences between 
true and fake annotations.
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2.3 Text preprocessing

The text content had to be preprocessed to accurately analyze the 
annotated tweets. The text preprocessing and machine learning 
development and validation were performed by using Python 
Programming Language, version 3.9.2 (21).

In order to curate the text and obtain a simplified version, all 
special characters and stop words were removed from the tweets and 
all letters were converted to lowercase. The standard stop word list for 
Romanian provided by spacy was used. In addition, with the aim of 
providing a bias reduction for the development of the machine 
learning algorithm, all hyperlinks and words starting with the “@” 
symbol (with which the content of tweet replies begins) were also 
eliminated. However, it should be noted that no lemmatization was 
performed on the selected tweets, since, taking into consideration 
practical reasons, it was considered that different word forms might 
provide different meaning and intent to specific phrases; moreover, as 
an example, as opposed to English language, the Romanian language 
has a higher number of forms for the noun “vaccine” and the verb “to 
vaccinate” (29, 30).

2.4 Preliminary analysis

In order to characterize and extract relevant characteristics from the 
obtained dataset, a preliminary analysis was performed, based on two 
important methods. The first one implied extracting the most frequent 
single words and word combinations based on a wordcloud technique, 
in order to offer a simplified and relevant visualization of the dataset The 
words were obtained for each of the 3 classes (true, neutral and fake) 
from the 1,300 vaccine tweets. The second method was applied in order 
to evaluate the relationships between the manual classification of the 
Twitter posts and other characteristics. Hence the Spearman’s correlation 
coefficient, along with the p value for statistical significance were 
computed between the manual classification (true – class 0, neutral – 
class 1, fake – class 2) and each of the following characteristics of the 
1,300 tweets: number of replies, number of retweets, number of likes and 
the length of the post, quantified by the number of words (31).

2.5 Training and validation of machine 
learning algorithms

The machine learning algorithm was developed by using Python’s 
scikit-learn package (four classical machine learning models: Support 
Vector Machines Classifier (SVM), Multilayer Perceptron (MLP, a 
type of neural networks), Random Forest Classifier (RFC) and an 
ensemble model (scikit-learn Voting Classifier), developed by 
averaging the probabilities which were predicted by the SVM and the 
MLP), as well as Tensorflow (for two specific deep learning models: 
recurrent convolutional neural networks (RCNN) – Tensorflow 
implementation and BERT – based on a model which was pretrained 
on a Romanian 15 GB uncased text corpus, downloaded from 
Huggingface (dumitrescustefan/bert-base-romanian-uncased-v1 
model) and then executed through Tensorflow) (32–34). With 
regards to the classical machine learning models since scikit-learn 
does not accept string data as input, the text content had to 
be converted to numerical data, by using the TfidfVectorizer function. 

No words were eliminated from the text corpus when performing the 
string-to-float conversion (34). On the other hand, the deep learning 
models which were implemented required specific word tokenizers. 
The RCNN model was built after using the specific Tensorflow 
tokenizer, while the BERT model implemented the specific Romanian 
based AutoTokenizer downloaded from the huggingface website (32, 
33). All six machine learning algorithms were trained with a constant 
random seed (35), in order to ensure the reproducibility of the results.

The six machine learning algorithms were validated and compared 
on the obtained data. They were tested based on their ability of 
estimating the probability that a specific tweet is true, neutral or fake, 
as well as of correctly classifying a tweet as being true, neutral or fake. 
The Area Under the Receiver Operating Characteristic Curve Score 
(ROC AUC Score, both a One-Versus-One (OVO) strategy and a 
One-Versus-Rest (OVR) strategy) was used for testing the probability 
prediction ability of the algorithms and was the most important 
overall measure for evaluating the machine learning models: the 
higher the ROC AUC Score is, the better are the probabilities 
calibrated. In addition, the accuracy, precision, recall, F1 Score and 
Matthews Correlation Coefficient were used to test the classification 
ability of the developed models. The Matthews Correlation Coefficient 
was considered the most important global classification measure, 
since it provides a relevant bias reduction approach and takes into 
consideration class imbalance (34, 36, 37).

Both an internal and an external validation were performed for 
the machine learning algorithms. The internal validation was 
performed on the 1,300 tweets (internal dataset) and aimed at 
evaluating the internal consistency of the model combined with the 
ability of perform on unseen data. Hence, the dataset was split into 4 
parts based on the 4 pandemic periods for which the posts were 
collected (internal period validation). The predictive algorithms were 
validated 4 times: each time, the training set included the tweets from 
3 of the periods; the model was trained on the 3 periods and was 
evaluated based on the unseen data from the 4th period. Therefore, 
the model was trained and validated until all the 4 periods represented 
in turn the test set. In addition, a repeated 5-fold cross-validation 
(with 10 iterations) was also performed (32–34). However, the internal 
period validation strategy was considered much more relevant than 
the cross-validation, since all tweets from a specific period were either 
in the training set or the test set and the risk that the model was 
evaluated on similar tweets was significantly reduced.

The external validation of the algorithms implied training the 
models on the internal data and evaluating their performance on the 
external dataset represented by the 100 tweets from April 2021 
(32–34).

Figure  1 briefly presents the three main strategies within the 
validation process of the machine learning algorithms.

The final model (SVM) for future identification of specific vaccine 
tweets was chosen based on the best results obtained in terms of OVO 
and OVR ROC AUC Scores and was built by taking into consideration 
the internal dataset (1,300 tweets). The model was implemented based 
on a probabilistic approach (useful for reliable probability estimation), 
a radial basis function (RBF) kernel, a penalty parameter of the error 
term (C value) set to 1, while reducing bias caused by class imbalance 
and breaking ties according to the confidence values of the RBF. In 
addition, a detailed analysis was undertaken based on the probability 
predictions of the final model on 3 tweets from the external data (one 
true post, one neutral post and one fake post) (34, 38).
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3 Results

3.1 Data collection

A total number of 1,344 tweets were obtained, of which 44 were 
eliminated due to content in other languages. An additional 100 tweets 
were randomly selected from another period (April 2021, from the 
7-day period with the highest number of tweets, independent on the 
number of retweets) and represented the dataset for external 
validation. Table 1 presents the final 7-day periods from which the 
posts were collected, as well as the number of tweets and the 
distribution of each of the three classes (true, neutral, and fake) for 
each weekly time interval.

3.2 Manual annotation

The manual annotation yielded an average inter-agreement 
Krippendorff ’s alpha of 0.64 for the internal dataset (0.69 for Team 1, 
0.58 for Team 2 and 0.64 for Team 3) and of 0.7 for the external 
dataset. After applying the majority vote rule, from the 1,300 tweets 
(in-ternal dataset), a total number of 488 (37.5%) were classified as 
true, 373 (28.7%) as neutral and 439 (33.8%) as fake. From the 100 
tweets representing the external dataset, 53 (53%) were classified as 
true, 24 (24%) as neutral and 23 (23%) as fake.

In terms of overall inter-annotator agreement, from the 1,300 
tweets, 686 (52.8%) reached perfect agreement between the 3 

annotators. Of the 100 tweets from the external dataset, 15 (15%) 
reached perfect agreement between all 9 annotators.

3.3 Preliminary analysis

Table 2 presents the most relevant words and word combinations 
for the true, neutral and fake tweets within the internal dataset. The 
most relevant 7 words and word combinations (as considered by the 
annotators) of the most frequent 30 are presented. The words were 
translated from Romanian to English and the original Romanian 
version is also presented in parenthesis, when appropriate. Table 3 
summarizes the results obtained by computing the Spearman’s 
correlation coefficient. The p values are not given, since all pairs 
yielded statistically significant results (p < 0.05). Wordcloud 
representations of the most relevant words written in Romanian and 
graphical illustration of correlation analysis are shown in Figure 2.

3.4 Validation of machine learning 
algorithms

The average performance metrics obtained after validating the 6 
predictive algorithms (SVM, MLP, RF, the ensemble model – 
SVM + MLP, RCNN and BERT) are shown in Table 4, along with the 
standard deviations obtained during multiple runs. All 3 validation 
types are presented – repeated cross-validation, internal period 

FIGURE 1

The validation process of the machine learning algorithms.
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validation and external validation. The standard deviations are only 
shown for the cross-validation, since the internal period validation 
and external validation yielded null standard deviations values for 
all algorithms.

The distribution of predicted probabilities generated with all 6 
predictive models for the external dataset is illustrated in Figure 3.

3.5 Implementation example of the SVM 
algorithm

The final algorithm chosen for implementation was the Support 
Vector Classifier, due to its enhanced predictions quantified through 
the ROC AUC Score (Table  4). Table  5 presents the probabilities 
returned by the algorithm for 3 tweets from the external dataset (one 
true tweet, one neutral tweet and one fake tweet). In order to comply 
with the General Data Protection Regulation, the exemplified tweets 
were translated and partially reformulated. In addition, in order to 
allow a better understanding and exemplification of tweet structure 
and machine learning predictive abilities, the probabilities for nine 
extra tweets are presented in Supplementary Table S1 (three true 
tweets, three neutral tweets and three fake tweets).

The validation of the machine learning predictive algorithms 
yielded modest results in terms of classification evaluation (Table 4). 
The Matthews Correlation Coefficient, considered the most important 
metric used to assess the discriminative power of the implemented 
models, yielded values ranging from 0.4 to 0.535 for the cross-
validation technique, from 0.308 to 0.416 for the internal period 
validation, as well as from 0.231 to 0.53 for the external validation of 
the developed algorithms. Overall, by averaging the 2 types of internal 
validation, BERT resulted in the highest Matthews Correlation 
Coefficient, of 0.535 for the cross-validation and 0.416 for the internal 
period validation, with a 5.5% increase for cross-validation, as well as 
a 6.2% increase for internal period validation as compared to SVM 
(which yielded a 0.48 Matthews Correlation Coefficient for the cross-
validation and a 0.416 value for the internal period validation). 
However, it should be noted that on the external validation, the SVM 
algorithm outperformed BERT in terms of raw classification ability, 
with a 0.53 Matthews Correlation Coefficient, while BERT yielded a 
value of 0.49 for this validation metric. Since the Matthews Correlation 
Coefficient is a particular case of the Pearson product–moment 
correlation coefficient, its values have the same interpretation and 
hence it can be stated that in most cases, the validation of the BERT 

and SVM algorithms (the best models with regards to the internal and 
external validation respectively) yielded moderate to moderately high 
positive correlations between the true and predicted labels (36).

Nevertheless, the most important evaluation of the machine 
learning models was represented by the probability prediction 
evaluation, which tested the ability of the algorithms of estimating well 
calibrated probabilities, as quantified though the ROC AUC Score 
(using both an OVO and an OVR approach). As for the Matthews 
Correlation Coefficient, the ROC AUC Score yielded the lowest results 
for the internal period validation (OVO ROC AUC Score ranged from 
0.702 to 0.787; OVR ROC AUC Score ranged from 0.71 to 0.797), 
followed by the external validation (OVO ROC AUC Score ranged 
from 0.718 to 0.818; OVR ROC AUC Score ranged from 0.727 to 
0.843), while the cross-validation resulted in the highest ROC AUC 
values (OVO ROC AUC Score ranged from 0.77 to 0.849; OVR ROC 
AUC Score ranged from 0.779 to 0.858). Similar to the results obtained 
in terms of Matthews Correlation Coefficient, the highest ROC AUC 
Scores were obtained in case of BERT for both internal validation 
strategies (for cross-validation: OVO ROC AUC = 0.849, OVR ROC 
AUC = 0.858; for internal period validation: OVO ROC AUC = 0.787, 
OVR ROC AUC = 0.797), followed by the SVM algorithm. On the 
other hand, similar to the raw classification validation, SVM resulted 
in improved results for the ROC AUC Scores when taking into 
consideration the external validation (OVO ROC AUC = 0.818, OVR 
ROC AUC = 0.843, as opposed to a 0.806 value in case of OVO ROC 
AUC and a 0.829 OVR ROC AUC for the BERT model). The enhanced 
results which were obtained for internal validation in case of BERT 
might be explained that the current study implemented a pre-trained 
BERT model based on a large Romanian text corpus of 
15 GB. Nevertheless, BERT validation yielded less accurate results 
than the SVM when taking the external tweets dataset into 
consideration, which might have been caused by a moderate amount 
of overfitting on the internal data (1,300 tweets), as well as by the low 
level of complexity of the processed tweets. In addition, the RCNN 
model implemented through the Tensorflow library provided poor 
results both in terms of raw classification and probability estimation 
(0.702–0.710 ROC AUC Scores for internal period validation and 
0.718–0.727 for external validation), which were in most cases the 
lowest of all 6 implemented machine learning models. These results 
were obtained despite the high complexity of RCNN and its ability to 
memorize both temporal and spatial relationships from texts. One 
reason for the poor results might be related to the relatively short posts 
which are usually distributed through the Twitter platform and to the 

TABLE 1 The time periods corresponding to the collected vaccine related tweets.

Period Number of tweets Number of true 
tweets (%)

Number of neutral 
tweets (%)

Number of fake 
tweets (%)

Internal data

March 20, 2020 – March 26, 2020 48 26 (54.2%) 14 (29.2%) 8 (16.6%)

January 15, 2021 – January 21, 2021 491 212 (43.2%) 152 (31%) 127 (25.8%)

May 4, 2021 – May 10, 2021 322 125 (38.8%) 67 (20.8%) 130 (40.4%)

October 19, 2021 – October 25, 2021 439 125 (28.5%) 140 (31.9%) 174 (39.6%)

Total: 1300 tweets 488 (37.5%) 373 (28.7%) 439 (33.8%)

External validation data

April 10, 2021 – April 16, 2021 100 53 (53%) 24 (24%) 23 (23%)

222

https://doi.org/10.3389/fpubh.2024.1330801
https://www.frontiersin.org/journals/public-health
https://www.frontiersin.org


Valeanu et al. 10.3389/fpubh.2024.1330801

Frontiers in Public Health 06 frontiersin.org

fact that the RCNN, in contrast to the implemented BERT model, 
lacked a specific Romanian based text corpus and did not include any 
pretrained algorithm. Moreover, we  argue that a complex model 
architecture (with both recurrent and convolutional layers), without 
any predefined recommendations, is difficult to model so that it 
reaches optimal results on a text corpus which contains posts in a 
narrowly spoken language, such as Romanian (32, 33).

In terms of analysis of predicted probabilities (for the external 
dataset) quantified through the boxplot representations (Figure 3), 
both SVM (Figure  3A) and BERT (Figure  3F) offered good 
discrimination when comparing the estimated probabilities with the 
true (annotated) class. However, the main difference in the 
performance of the two models can be  seen in the probability 
estimation for the tweets labelled as neutral. More specifically, the 
SVM offered a more accurate discrimination when predicting the 
probabilities that the neutral tweets from the external dataset are true, 
neutral or fake, the probability of being neutral being higher on 
average than the probability that the tweet was true or fake, which was 
also reflected in the lower ROC AUC Scores for BERT, when compared 
to SVM. By contrast, the BERT model returned on average a higher 

probability that the neutral tweets are fake, as compared to neutral. 
However, the BERT model discriminated more accurately between the 
true tweets, as well as the fake tweets and the rest (neutral/fake and 
true/neutral, respectively), while the SVM offered a more close, but 
still valid discrimination.

4 Discussion

A detailed analysis of a batch of relevant vaccine tweets from 
several periods within the Covid-19 pandemic was undertaken.

The preliminary analysis implied the manual annotation of a total 
number of 1,400 tweets, as well as a preliminary analysis for 
establishing specific word patterns within the posts and the 
correlations between the manual annotation and other tweet 
characteristics. The supervised analysis consisted of building and 
validating several machine learning prediction models based on their 
ability of estimating the probabilities that a specific Twitter post 
related to vaccines is true, neutral or fake.

The manual annotation of the collected Twitter posts yielded good 
results in terms of inter-agreement evaluation based on Krippendorff ’s 
alpha (39). The inter-agreement was better for the external dataset 
(100 tweets, Krippendorff = 0.7) than for the internal one (1,300 
tweets, average Krippendorff = 0.64), partly due to the fact that the 
tweets from the external dataset were annotated by all 9 annotators. 
Moreover, the Krippendorff obtained for each of the 3 subsets within 
the internal data showed a certain degree of variability, with its values 
ranging from 0.58 to 0.69. Indeed, as with other social media posts, 
the ones from Twitter, even when relating to health issues, are written 
in a free, subjective manner, since they are mostly written by individual 
persons which are granted the freedom of expression (40). Therefore, 
there is a high probability that the annotators ran into several 
ambiguous tweets and hence the interpretation of such content could 
have been made different depending on the content and the 
annotator’s subjective interpretation.

In addition, the subjective and diverse ways in which the vaccines 
posts were written are emphasized in Table 2, where the most relevant 
word patterns within the 3 classes (true, neutral and fake) are given, 
as well as in Figures 2A–C. Interestingly, the true posts contained most 
often different forms of the noun “vaccine” and the verb “to vaccinate,” 
which could be  explained by the fact that the true posts, when 
compared to the neutral and fake ones, contained the most references 
to news articles and to official data related to the Romanian 
vaccination campaign, such as the number of persons which were 
partially and fully vaccinated within a specific time period, the 
number of administered vaccine doses or the updated vaccine supply. 
In contrast, the tweets which were labelled as fake (false or 

TABLE 2 Most relevant words and word combinations identified through 
a wordcloud model for each of the 3 classes.

Class Most relevant words/word combinations

True Covid-19

“News” AND “Romania”

Against Covid (împotriva Covid)

Vaccinated persons (personae vaccinate)

Vaccine dose (doze de vaccin)

Vaccination campaign (campania de vaccinare)

Vaccination centers (center de vaccinare)

Neutral Vaccinated (vaccinat)

Against Covid (împotriva Covid)

Covid-19

“News” AND “Romania”

Vaccination campaign (campania de vaccinare)

Klaus Iohannis

Vaccination certificate (certificat de vaccinare)

Fake Vaccinated (vaccinat)

Against Covid (împotriva Covid)

To give birth (adus pe lume) (aggressive connotation)

“Persons” AND “died” (“persoane” ȘI “murit”)

Adverse reactions (reacții adverse)

Experimental vaccine (vaccin experimental)

Mandatory vaccination (vaccinarea obligatorie)

TABLE 3 Correlation analysis results (Spearman’s correlation coefficient).

Parameter Class Number of 
replies

Number of 
retweets

Number of likes Number of 
words

Class 1.000 0.198 0.190 0.282 0.222

Number of replies 0.198 1.000 0.453 0.654 0.117

Number of retweets 0.190 0.453 1.000 0.601 0.099

Number of likes 0.282 0.654 0.601 1.000 0.150

Number of words 0.222 0.117 0.099 0.150 1.000
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manipulative information) also contained many references to the 
various forms of “vaccine” and “to vaccinate,” but quite often they were 
referenced in a subjective and manipulative manner. As an example, 
the word combination “experimental vaccine” was identified as one of 
the most relevant patterns of the fake tweets, suggesting that the Covid 
vaccines were not tested enough before being administered in the 
general population, information which is false, according to various 
health authorities and fact check websites. Another frequent word 
pattern identified in the fake tweets was the word “to die” in various 
forms, combined with the noun “person,” suggesting a high degree of 
mortality for the Covid vaccines. It is true that one of the main reasons 
of propagating such misinformation would be to make the population 
believe that the vaccines are dangerous for health and cause many 
severe adverse reactions (23, 24). In addition, words with aggressive 
connotation and with negative political references were more frequent 
within the tweets labelled as fake, as compared to the true and neutral 
ones. Indeed, it was already emphasized that the spread of vaccine 
misinformation is partly correlated with hate speech and aggressive 
language (41). Moreover, the fact that a significant part of pandemic 
and vaccine misinformation was politically driven (6) warrants better 
communication campaigns and public health strategies which must 
address vaccine hesitancy and national and global action plans during 
health crises (42). This need maybe even more pronounced in 

countries such as Romania, where the level of Covid vaccination was 
significantly lower than the level reached in Western European 
countries (22).

In terms of correlation analysis results, the majority of obtained 
Spearman’s coefficients showed moderate, but statistically significant 
correlations (Table  3; Figure  2D). The manual classification 
(considered as class 0 – true, class 1 – neutral, class 2 – fake) was 
positively correlated with all of the three tweet characteristics: number 
of replies (r = 0.198), number of retweets (r = 0.190) and number of 
likes (r = 0.282). These results, even though suggesting a modest 
positive correlation, imply that the fake vaccine tweets have a higher 
impact on social media, tending to be retweeted and liked more often 
than the true and neutral ones (this might in turn prioritize vaccine 
false information even more because of the Twitter algorithm) (35). 
The results are similar to the ones reflected in other studies by 
analyzing the online spread of misinformation (43–45). For example, 
the work conducted by Vosoughi et al. found among 126,000 stories 
related to various topics that the ones labelled as false misinformation 
had a more pronounced spread on Twitter as compared to the valid 
ones (44). Even though the effect was more pronounced for 
information about politics, the study raises important awareness, 
especially considering the fact that several studies show that the online 
spread of health misinformation may be, at least partially, politically 

FIGURE 2

Wordcloud representation (the most relevant 30 words written in Romanian) for the tweets labelled as true (A), neutral (B) and fake (C); Correlation 
analysis results (D).
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TABLE 4 Validation results for the machine learning algorithms (mean  ±  SD*).

Metric SVM MLP RF Ensemble 
(SVM  +  MLP)

RCNN BERT

Cross-validation

Accuracy 0.657 ± 0.006 0.603 ± 0.007 0.595 ± 0.004 0.614 ± 0.008 0.623 ± 0.013 0.689 ± 0.008

Precision 0.641 ± 0.007 0.587 ± 0.008 0.600 ± (0.004) 0.598 ± 0.008 0.609 ± 0.015 0.693 ± 0.01

Recall 0.634 ± 0.007 0.588 ± 0.008 0.593 ± 0.004 0.599 ± 0.008 0.602 ± 0.014 0.667 ± 0.006

F1 Score 0.632 ± 0.007 0.585 ± 0.008 0.583 ± 0.004 0.596 ± 0.009 0.599 ± 0.014 0.658 ± 0.013

MCC 0.480 ± 0.01 0.400 ± 0.011 0.401 ± 0.006 0.416 ± 0.012 0.425 ± 0.02 0.535 ± 0.003

ROC AUC (OVO) 0.813 ± 0.004 0.782 ± 0.004 0.779 0.003 0.797 ± 0.005 0.770 ± 0.006 0.849 ± 0.005

ROC AUC (OVR) 0.825 ± 0.004 0.788 ± 0.004 0.783 0.003 0.803 ± 0.005 0.779 ± 0.006 0.858 ± 0.005

Internal period validation*

Accuracy 0.567 0.546 0.551 0.576 0.537 0.601

Precision 0.572 0.539 0.554 0.562 0.525 0.632

Recall 0.552 0.536 0.526 0.557 0.519 0.573

F1 Score 0.532 0.520 0.515 0.542 0.512 0.539

MCC 0.352 0.317 0.308 0.354 0.291 0.416

ROC AUC (OVO) 0.744 0.738 0.727 0.745 0.702 0.787

ROC AUC (OVR) 0.756 0.743 0.732 0.754 0.710 0.797

External validation*

Accuracy 0.680 0.648 0.490 0.688 0.480 0.670

Precision 0.661 0.581 0.480 0.636 0.529 0.622

Recall 0.691 0.595 0.465 0.649 0.499 0.630

F1 Score 0.655 0.583 0.456 0.638 0.470 0.606

MCC 0.530 0.435 0.231 0.504 0.271 0.490

ROC AUC (OVO) 0.818 0.772 0.736 0.800 0.718 0.806

ROC AUC (OVR) 0.843 0.796 0.756 0.826 0.727 0.829

MCC, Matthews Correlation Coefficient; SD, standard deviation; * for internal period validation and external validation, a standard deviation of zero was obtained for all algorithms.

FIGURE 3

Boxplot representation of the predicted probabilities for the machine learning algorithms obtained on the external dataset: SVM algorithm (A), MLP 
algorithm (B), RF algorithm (C), Ensemble algorithm (SVM  +  MLP) (D), RCNN algorithm (E), and BERT algorithm (F).
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driven (45). In addition, a recent longitudinal study conducted by 
Pierri et al., which analyzed the Covid vaccine misinformation on 
Twitter throughout 2021, found that the most popular misinformation 
sources were retweeted more often than the official health information 
sources, such as The World Health Organization or the Center for 
Disease Control and Prevention (46). These observations, combined 
with the fact that online anti-vaccine groups and accounts are more 
strongly connected and more likely to influence those with neutral 
views, make enforcing policies on limiting the spread of vaccine 
misinformation of an utmost importance (5, 6).

Based on the OVO and OVR ROC AUC Score values which were 
computed for the external validation of the machine learning models 
(Table 4; Figure 3), the SVM algorithm was chosen for building the 
final predictive model (34). In addition, all ROC AUC Scores which 
were obtained when validating the SVM algorithm were above 0.74, 
which proved the well calibrated probabilities returned by the model. 
Hence, from a practical point of view, the final SVM model could 
be used for future identification of the most relevant vaccine related 
Twitter posts, by sorting the automatically collected large tweet lists 
based on the predicted probabilities that the specific posts represent 
true, neutral or fake content. The obtained information, after manually 
analyzed, if presented through a web platform, could further aid in 
raising awareness regarding valid information, fake news content, as 
well as irrelevant information related to vaccines and shared through 
Twitter platform (20, 34). With regards to the machine learning 
validation results obtained in other studies, a relevant comparison 
with the ones from the current studies would be difficult, since the 
majority of the studies which used vaccine related Twitter content 
reported the F1 Score as the most important classification evaluation 
metric (12–17, 37, 47, 48). The F1 Score was computed in the current 
study as well and can be regarded as an acceptable balanced measure 
between precision and recall. However, as highlighted by Chicco and 
Jurman, F1 Score can provide overoptimistic results when evaluating 
the performance of a predictive model (37). That is the main reason 
for which the focus in the current study, when evaluating the 
classification performance of the 6 algorithms, was put on the 
Matthews Correlation Coefficient (36, 37). Moreover, the reported F1 
Scores showed a high degree of variability, some studies reported F1 
Scores of under 0.6, while others reported enhanced values, of 0.7–0.8 
and others obtained almost perfect values, of over 0.95, while the 
implemented machine learning algorithms included both classical 
(such as Random Forest and SVM) and newer model types (such as 
deep learning and BERT) applied on various languages, such as 
English, French, Dutch or Moroccan (12–17, 47, 48). As a comparison, 
the maximum F1 Score which was obtained in the current study SVM 
ranged from 0.542 (internal period validation – SVM + MLP 
Ensemble) to 0.658 (cross-validation – BERT) and 0.655 (external 

validation – SVM). The obtained F1 Score is therefore smaller than 
that reported by most of the studies; however, as was already 
mentioned, the most important validation metric in our study, the 
ROC AUC Score, yielded maximum values of over 0.8, which 
translates into well calibrated probabilities (34).

Another relevant example is a study which implemented an 
algorithm based on recurrent convolutional neural networks, with 
BERT as a word embedding model (49). Even though it did not use 
the F1 Score as evaluation metric, it achieved superior accuracy, of 
0.989, when tested on a real-world dataset, which contains real and 
fake news propagated during the US General Presidential Election 
from 2016, with over 20,000 instances, both Twitter and Facebook 
being widely used for disinformation purpose (49, 50). Other research 
which aimed at detecting social media non-vaccine related 
disinformation implemented a hybrid deep learning model (based on 
recurrent neural networks) and achieved a F1 Score of 0.894, lower 
than in the study which specifically used BERT (49, 51). As a 
comparison, in our study, we obtained an accuracy of 0.601–0.689 
when evaluating the BERT model; however, our dataset was much 
smaller and was specifically related to vaccine information distributed 
through Twitter.

In terms of studies which performed unsupervised analysis on 
specific disinformation propagated through Twitter, the research 
performed by Kobayashi et al. is worth mentioning. It included 100 
million vaccine related Japanese tweets, on which a topic, as well as a 
time series analysis were performed (52). In addition, with respect to 
other studies which specifically evaluated social media disinformation, 
a study, conducted by De Clerck analyzed the general spread of 
disinformation through Twitter platform by taking into consideration 
numerous countries included in the Twitter information operations 
report. It proposed maximum entropy networks for identifying and 
quantifying specific patterns in the interactions between numerous 
Twitter users which might have had an important impact on spread of 
disinformation (whether or not health related). The analysis had the 
advantage of applying various algorithms and including a large 
number of tweets from different countries (e.g., Armenia, China, 
Russia, Serbia, Turkey) (53). While our study did not implement any 
form of unsupervised analysis, we  argue that the wordcloud 
representation and correlation analysis which were undertaken give 
context to the implemented and publicly available machine 
learning model.

Regarding the practical implementation of the SVM model 
(Table 5), the given examples provide relevant insights regarding the 
Romanian tweets structure, as well as the predictive algorithm use 
case. The first tweet (Tweet A) refers to a valid scientific information 
– indeed, especially considering the fact that the post was written in 
April 2021, when the highly contagious Omicron variant and its 

TABLE 5 Detailed example of implementation of SVM algorithm on 3 tweets from the external dataset.

Reformulated tweet content Predicted 
probability 

(true)

Predicted 
probability 

(neutral)

Predicted 
probability 

(fake)

Predicted class Annotated 
class

Tweet A: At 10 days after the second Covid vaccine 

shot, the risk of getting infected is very low.

72.56% 6.79% 20.66% Class 0 (true) Class 0 (true)

Tweet B: I got the vaccine, mind your own business. 9.94% 43.38% 46.68% Class 2 (fake) – 

erroneous prediction

Class 1 (neutral)

Tweet C: Mass vaccination would be catastrophic for 

humankind.

11.60% 23.02% 65.37% Class 2 (fake) Class 2 (fake)
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subvariants were not circulating, two doses of either the RNA or the 
viral vector vaccine (the ones which were available within the 
Romanian Vaccination Campaign) significantly reduced the risk of 
symptomatic Covid-19 (24, 25). The predictive model accurately 
estimated a 72.56% probability that the content is true, with only 
20.66% chance of being misinformation and 6.79% of being neutral. 
The second tweet (Tweet B) was manually labelled as neutral, being 
an irrelevant statement regarding someone who got the Covid vaccine. 
However, the SVM algorithm erroneously classified the tweet as being 
fake, possibly due to the fact that it was written in a slightly aggressive 
manner. Nonetheless, when analyzing the predicted probabilities, the 
model returned a 43.38% risk that the content is neutral and a 46.68% 
risk that the tweet refers to false information, with only 3.3% higher 
than the probability of containing neutral information. The third tweet 
given as a practical example (Tweet C) was manually labelled as false 
information (fake). The algorithm returned the same classification, 
with a 65.37% probability that the content is fake, a 23.02% probability 
that it is neutral and a 11.60% chance of being true. The content of the 
tweet is a classical conspiracy theory, which tries to suggest that mass 
vaccination is not only unnecessary, but detrimental. The information 
is obviously false: the essential role of vaccines in leading to herd 
immunity and controlling infectious diseases is well established (24).

The current study has a few important advantages. First of all, to 
our knowledge, this is the first study analyzing vaccine fake news 
written in Romanian from social media posts. While Romanian is a 
narrowly spoken language, limited to Romania and Republic of 
Moldova, we argue that by providing the detailed Python code which 
includes the specified analyses and the developed predictive machine 
learning algorithm, as well as the processed (annotated, vectorized 
and anonymized) internal and external data, our work could be used 
by other researchers in future studies, with easy translation to other 
languages (21, 54).

Secondly, as a difference from other similar studies, which used 
two classes (such as general information and misinformation) during 
the data labelling process, the current work used for manual 
annotation three classes (true, neutral and fake) (12, 13, 15–17). It can 
be argued that this approach enhances the complexity of machine 
learning models and provides context to the social media analysis. In 
addition, besides the raw classification, the machine learning models 
which were developed provide probability estimates, a relevant feature 
which may aid in future selection of relevant vaccine tweets based on 
approaches which imply sorting the predicted probabilities, such as 
the ones presented in Table  5 and Supplementary Table S1. The 
predictive algorithms were validated in a consistent manner, both for 
classification and probability estimation. Relevant validation strategies 
were implemented: the internal period validation ensured the internal 
consistency of the models with regards to performing on tweets from 
different pandemic periods, while the external validation ensured the 
evaluation of the algorithms on unseen data (Table  4; Figure  3) 
(32–34).

Nevertheless, the current work has a series of limitations. First of 
all, the number of collected and annotated tweets (1,300 – internal 
dataset, 100 – external dataset) can be regarded as very low when 
compared to other studies (therefore, the variability and complexity 
of the developed SVM algorithm could have been negatively 
impacted) (12–17, 38). For example, Kunneman et al. conducted a 
study for measuring the stance towards vaccination (non-Covid 
vaccines: the messages were extracted prior to the pandemic period), 
based on a total number of 8,259 annotated tweets written in Dutch; 

however, the study only achieved a Krippendorff ’s alpha between 0.27 
and 0.35, significantly lower than that from the current study (14). 
However, Hayawi et al. undertook a vaccine misinformation analysis 
based on 15,073 annotated English tweets; the annotation process had 
the advantage of being further validated by health experts and also 
lead to very good machine learning validation metrics (0.97 precision, 
0.98 recall, 0.98 F1 Score) (17). Other studies focused on Covid-19 
vaccine hesitancy; while they initially automatically collected large 
numbers of vaccine related tweets (for example, written in English, 
Turkish or French), the manual analysis of the content implied, as in 
our study, a small number of tweets (approximately 1,000–2000) (18, 
19, 47, 48). Therefore, it should be  noted that while our study 
comprised indeed in a small dataset chosen for annotation, the fact 
that the tweets were chosen and annotated following a standardized 
methodology (selecting 4 relevant pandemic periods and eliminating 
the tweets with no retweets, as well as the fact that each Twitter post 
was classified by at least 3 annotators) could ensure reproducibility, 
especially considering the fact that the Python code for data 
preprocessing, wordcloud representation, correlation analysis and the 
development and validation of the machine learning predictive 
models, as well as the Tfidf vectorized dataset and the final SVM 
algorithm are publicly available at https://github.com/valeanuandrei/
vaccine-tweets-ro-research (54).

Secondly, even though the results of the probability validation 
were satisfactory, the evaluation of the classification ability of the 
machine learning algorithms, especially for the internal period 
validation (a maximum Matthews Correlation Coefficient of under 
0.42 and a maximum F1 Score of under 0.55), yielded modest 
results (36).

Therefore, the implemented natural language processing and data 
mining techniques, combined with the 12 practical examples of tweet 
classification and probability prediction, provide relevant insights 
regarding vaccine general information and misinformation spread 
through Twitter platform and written in Romanian. Future studies 
must aim at collecting a large number of tweets and classifying them 
based on a semi-supervised approach, in order to enhance the 
variability, complexity and predictive ability of the machine learning 
algorithm. After these steps are undertaken, an online platform might 
be  developed, based on identifying new vaccine related Twitter 
content, to aid in raising awareness regarding the vaccine 
misinformation shared through social media and consequently reduce 
vaccine hesitancy (55, 56).

5 Conclusion

A study aiming at analyzing and automatically classifying relevant 
vaccine related posts from Twitter content was undertaken. A total 
number of 1,400 tweets from relevant pandemic periods were collected 
and manually classified as true information, neutral in-formation or 
fake information related to vaccines. Both an unsupervised analysis 
(consisting of a wordcloud evaluation and a correlation analysis) and a 
supervised analysis (based on building several predictive machine 
learning algorithms – SVM, MLP, RF, an ensemble voting classifier: 
SVM + MLP, as well as complex deep learning models: RCNN and 
BERT) were implemented. The correlation analysis yielded moderate, 
but significant positive correlations between the tweets labelled as 
misinformation and the tweet engagement metrics, quantified through 
the number of replies, retweets and likes. The ma-chine learning 
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algorithms were mainly validated based on their ability of estimating 
the probability that a specific tweet is true, neutral or fake. The optimal 
results were obtained for the Support Vector Classifier, with a ROC 
AUC Score ranging from 0.744 to 0.843 and BERT, with a ROC AUC 
Score ranging from 0.787 to 0.858. Future studies must aim in 
en-larging the vaccine tweets database and optimizing the machine 
learning predictive abilities, in order to automatically identify and 
classify new vaccine related valid, neutral and false information 
distributed through Twitter platform.
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United States

Introduction: HIV self-testing (HIVST) is highly sensitive and specific, addresses

known barriers to HIV testing (such as stigma), and is recommended by theWorld

Health Organization as a testing option for the delivery of HIV pre-exposure

prophylaxis (PrEP). Nevertheless, HIVST remains underutilized as a diagnostic

tool in community-based, di�erentiated HIV service delivery models, possibly

due to concerns about result misinterpretation, which could lead to inadvertent

onward transmission of HIV, delays in antiretroviral therapy (ART) initiation,

and incorrect initiation on PrEP. Ensuring that HIVST results are accurately

interpreted for correct clinical decisions will be critical to maximizing HIVST’s

potential. Early evidence from a few small pilot studies suggests that artificial

intelligence (AI) computer vision and machine learning could potentially assist

with this task. As part of a broader study that task-shifted HIV testing to a

new setting and cadre of healthcare provider (pharmaceutical technologists at

private pharmacies) in Kenya, we sought to understand how well AI technology

performed at interpreting HIVST results.

Methods: At 20 private pharmacies in Kisumu, Kenya, we o�ered free blood-

based HIVST to clients≥18 years purchasing products indicative of sexual activity

(e.g., condoms). Trained pharmacy providers assisted clients with HIVST (as

needed), photographed the completed HIVST, and uploaded the photo to aweb-

based platform. In real time, each self-test was interpreted independently by

the (1) client and (2) pharmacy provider, with the HIVST images subsequently

interpreted by (3) an AI algorithm (trained on lab-captured images of HIVST

results) and (4) an expert panel of three HIVST readers. Using the expert panel’s

determination as the ground truth, we calculated the sensitivity, specificity,

positive predictive value (PPV), and negative predictive value (NPV) for HIVST

result interpretation for the AI algorithm as well as for pharmacy clients and

providers, for comparison.

Results: From March to June 2022, we screened 1,691 pharmacy clients

and enrolled 1,500 in the study. All clients completed HIVST. Among 854

clients whose HIVST images were of su�cient quality to be interpretable

by the AI algorithm, 63% (540/854) were female, median age was 26 years

Frontiers in PublicHealth 01 frontiersin.org230

https://www.frontiersin.org/journals/public-health
https://www.frontiersin.org/journals/public-health#editorial-board
https://www.frontiersin.org/journals/public-health#editorial-board
https://www.frontiersin.org/journals/public-health#editorial-board
https://www.frontiersin.org/journals/public-health#editorial-board
https://doi.org/10.3389/fpubh.2024.1334881
http://crossmark.crossref.org/dialog/?doi=10.3389/fpubh.2024.1334881&domain=pdf&date_stamp=2024-02-07
mailto:sroche@fredhutch.org
https://doi.org/10.3389/fpubh.2024.1334881
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/articles/10.3389/fpubh.2024.1334881/full
https://www.frontiersin.org/journals/public-health
https://www.frontiersin.org


Roche et al. 10.3389/fpubh.2024.1334881

(interquartile range: 22–31), and 39% (335/855) reported casual sexual partners.

The expert panel identified 94.9% (808/854) of HIVST images as HIV-negative,

5.1% (44/854) as HIV-positive, and 0.2% (2/854) as indeterminant. The AI

algorithm demonstrated perfect sensitivity (100%), perfect NPV (100%), and

98.8% specificity, and 81.5% PPV (81.5%) due to seven false-positive results.

By comparison, pharmacy clients and providers demonstrated lower sensitivity

(93.2% and 97.7% respectively) and NPV (99.6% and 99.9% respectively) but

perfect specificity (100%) and perfect PPV (100%).

Conclusions: AI computer vision technology shows promise as a tool for

providing additional quality assurance of HIV testing, particularly for catching

Type II error (false-negative test interpretations) committed by human end-users.

We discuss possible use cases for this technology to support di�erentiated HIV

service delivery and identify areas for future research that is needed to assess the

potential impacts—both positive and negative—of deploying this technology in

real-world HIV service delivery settings.

KEYWORDS

artificial intelligence, HIV self-testing, HIV prevention, mHealth, sub-Saharan Africa,

di�erentiated service delivery, Kenya, pharmacy

Introduction

Despite significant progress toward global HIV targets, the

world is not currently on track to achieve the Sustainable

Development Goal of ending AIDS as a public health threat by

2030 (1). As of 2023, only five countries have achieved the UNAIDS

2025 targets for testing, treatment, and viral suppression—known

as “95–95–95”—which stand globally at 86% of people living

with HIV (PLHIV) knowing their status; 89% of PLHIV on

antiretroviral therapy (ART); and 93% of those on ART virally

suppressed (2). Similarly, with 1.3 million new HIV infections in

2022 (2) and only 4.3 million people ever-initiated on daily oral

HIV pre-exposure prophylaxis (PrEP) (3), significant work will be

needed to achieve the UNAIDS 2025 prevention targets to reduce

new infections to 370,000 and make PrEP available to 10 million

people (4).

Closing these gaps will likely require intensified differentiated

service delivery (DSD) strategies to mitigate barriers to accessing

and delivering HIV services at clinics, such as HIV-associated

stigma, distance, understaffing, and long wait times (5–9). DSD is

a person-centered approach recommended by the WHO for both

HIV treatment and prevention interventions that aims to simplify

delivery; reduce burden on clients, providers, and healthcare

systems; and make HIV services more accessible and acceptable

to the individuals in need (5). In practice, DSD models often

move service delivery outside of traditional health facilities, task-

shift delivery to new cadres of providers, and/or incorporate

new innovations and technologies, such as electronic adherence

monitors, SMS reminders, and decision support tools (10, 11).

HIV self-testing is one innovation that has been underutilized

in HIV DSD (12, 13). Despite HIV self-tests (HIVSTs) having high

sensitivity (93.6%−100%) and specificity (99.1%−100%) (14–17);

increasing recent and frequent HIV testing in diverse populations

(18); being largely acceptable to clients (19); and featuring in the

national policies of 98 countries (20), implementation has lagged

considerably, with only 52 countries routinely implementing HIV

self-testing (20). Additionally, the WHO only recently (in July

2023) endorsed HIV self-testing as an additional testing strategy

that should be offered at health facilities and one that should

be used for PrEP initiation, continuation, and re-starts (21). To

date, HIV self-testing has primarily been used as a screening

tool, rather than a diagnostic tool, in part, due to concerns that

the quality of test administration and interpretation would be

lower than standard-of-care rapid diagnostic testing performed by

trainedHIV testing services (HTS) providers. Of particular concern

are false-negatives that could lead to delays in ART initiation

and/or incorrect initiation on PrEP, the latter of which carries an

increased risk of developing HIV drug resistance (22). Scale-up

of DSD models that fully leverage HIVST’s accuracy, privacy, and

convenience will likely be contingent on assuaging concerns about

testing quality.

Computer vision, a field of artificial intelligence (AI) that gleans

meaningful information from visual data (e.g., digital images),

could potentially assist with ensuring HIV self-testing quality.

The peer-reviewed literature includes dozens of examples of AI

algorithms that, in research studies, have performed as well as

trained healthcare providers at diagnosing conditions based on

medical imaging data (e.g., X-rays, CT scans) (23); and in real-

world healthcare delivery settings, some proprietary AI algorithms

are already being used to assist clinicians with diagnosis (24). A

handful of studies have found AI computer vision technology to

also perform well at interpreting rapid antigen/antibody diagnostic

tests (RDTs) in the form of lateral flow devices. Such tests indicate

positivity by producing one or more test lines. Using machine

learning, an AI algorithm can be trained on a set of images of

completed tests (all of the same brand) to recognize line patterns

for positive and negative results; thereafter, when fed an image of

a completed test of that same brand, the AI algorithm can make
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a determination about (i.e., interpret) the test result. Published

examples of this use case largely focus on rapid tests for COVID-19

(25–30), with a handful of examples from malaria (31), influenza

(32), Cryptococcosis fungal infection (33), and HIV (34). The HIV

example comes from Turbé et al. (34), who trained an AI algorithm

using 11,374 images of two brands of HIV RDTs: ABONHIV 1/2/O

Tri-Line HIV RDT [ABON Biopharm (Hangzhou) Co., Ltd.,] and

Advanced Quality One Step Anti-HIV (1&2) Tri-line Test (InTec

PRODUCTS, INC.). The training set images had been collected as

part of routine household surveillance in KwaZulu-Natal, South

Africa, with the RDTs conducted and photographed by trained

fieldworkers. To assess the algorithm’s performance, 40 RDTs of

the same brands were activated using human blood samples. Each

completed test was interpreted independently by 5 healthcare

providers (2 nurses and 3 community health workers) using

traditional visual interpretation. After interpreting the test, each

healthcare worker photographed it using a Samsung tablet running

an mHealth application. The images were then independently

interpreted by the AI algorithm and by a panel of expert HIV

test readers. The final dataset included 190 images. Using the

expert panel’s interpretation as the “ground truth,” the AI algorithm

was found to have 97.8% sensitivity (due to 2 false-negatives)

and 100% specificity (i.e., 0 false-positives) and outperformed the

healthcare worker group, which had 95.6% sensitivity (due to 4

false-negatives) and 89.0% specificity (due to 11 false-positives).

The authors acknowledge several limitations of their evaluation

(e.g., small sample size) but note the potential of AI computer vision

technology to reduce the risk of false-positive and false-negative

HIV RDT results.

To date, no study has investigated how well an AI algorithm

might perform at interpreting images of HIVSTs conducted in real-

world (non-laboratory) settings by clients. Compared to images of

HIV RDTs performed by trained healthcare providers or activated

by trained lab technicians using human blood samples, images

of HIVSTs conducted by real-world clients on themselves might

vary in ways that could affect AI algorithm performance. For

example, inexperienced self-testers might apply smaller amounts

of the blood sample to the test strip, making test lines harder to

detect (35). We, therefore, sought to evaluate the performance of

an AI algorithm at interpreting images of HIVSTs collected during

routine service delivery at private, community-based pharmacies in

Kenya. Secondarily, we sought to understand how the AI algorithm

performed compared to trained pharmacy providers and clients—

two groups of individuals who are legally allowed to conduct

HIV self-testing in Kenya—to inform discussions of whether and

how the Kenya Ministry of Health (MOH) might incorporate this

technology into models of differentiated HIV service delivery.

Materials and methods

This study is part of a larger, observational study (hereafter,

“HIVST Performance Study”) measuring the performance

of blood-based HIVSTs, compared to standard-of-care RDTs

delivered by certified HTS providers, at private community-based

pharmacies—a venue to which the Kenya MOH is interested in

expanding HIV services as part of its HIV DSD strategy (36).

The methods of this larger study have been described elsewhere

(37). Below, we summarize the methods that are pertinent to this

present study on AI algorithm performance.

Study design and setting

This study uses cross-sectional data from the HIVST

Performance Study, which was observational in design and

conducted at 20 private pharmacies in Kisumu County in western

Kenya from March to June 2022. Kisumu has a population-level

HIV prevalence of ∼18%—one of the highest in the country (38).

Pharmacies were eligible to serve as study sites if they were privately

owned (i.e., not supported with government funding), operating

legally (i.e., currently registered with Kenya’s drug regulatory

authority), had a back room where HIV testing and counseling

could occur in private, and had on staff at least one full-time

licensed pharmacist and/or pharmaceutical technologist—two

cadres of pharmacy professionals that the Kenya MOH has

expressed interest in leveraging for HIV service delivery (36)—who

was willing to participate in research activities. We partnered with

the Kisumu County Ministry of Health to identify and purposively

select licensed pharmacies to serve as study sites (39).

Participants

Eligible pharmacy providers were ≥18 years old, worked

at one of the study pharmacies, and were willing to complete

the required training to deliver the intervention. All pharmacy

providers attended a one-day in-person training on offering and

assisting (if desired by clients) free HIV self-testing to clients

purchasing products or services related to sexual and reproductive

health (SRH), such as condoms and emergency contraception;

conducting and interpreting Mylan blood-based HIVSTs (Mylan

Pharmaceuticals Private Limited, India, manufactured in South

Africa by Atomo); and providing counseling.

Eligible pharmacy clients were ≥18 years old and self-reported

being HIV-negative or not knowing their HIV status, not currently

taking PrEP or ART, and engaging (in the past 6 months) in at

least one behavior associated with risk of HIV acquisition (e.g.,

condomless sex) included in Kenya’s eight-item Rapid Assessment

Screening Tool (40) or having a potential exposure to HIV

within the past 72 h. To recruit pharmacy clients, participating

pharmacy providers asked those purchasing the above-described

SRH products if they would be interested in participating in a

research study that was offering free HIVST services to eligible

individuals. This being an observational study intended to evaluate

outcomes of interest in their natural context, pharmacy client

participants self-selected into the study (i.e., the study did not use

probability sampling to recruit study participants).

Training of HIVST expert readers

Twenty HIVST expert readers were contracted by Audere

from IndiVillage (Bangalore, India), a B-Corp-certified company

that is compliant with US Health Insurance Portability and
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Accountability Act (HIPAA), the International Organization for

Standardization (ISO), System and Organization Controls (SOC),

and the General Data Protection Regulation (GDPR). IndiVillage

offers dataset creation, annotation, and labeling services for natural

language processing and computer vision (41). In addition to

the training and experience obtained as an expert test reader

for IndiVillage, all of the test readers contracted by Audere for

this evaluation completed a two-week training during which they

received in-depth instruction specifically on Mylan HIVST result

interpretation. To pass this training, attendees were presented with

50 images ofMylanHIVST results and needed to correctly interpret

at least 48 (96%) of them. All 20 attendees passed the training; their

role is described in the next section.

Study procedures

Figure 1 illustrates the flow of key study procedures in nine

steps. As described above, prospective study participants were

initially engaged by pharmacy providers (Step 1). In a private back

room of the pharmacy, these individuals were assessed for eligibility

by a trained research assistant (RA); eligible and interested clients

were administered informed consent and provided with pre-test

counseling by the RA, who was also a certified HTS provider

(Step 2). Pharmacy providers gave clients the option to conduct

the HIVST on their own or with their assistance on any aspect

of administration except for result interpretation (Step 3). Clients

who opted to conduct the HIVST on their own were instructed to

follow the directions included in the test kit package and let the

pharmacy provider know if they had questions. All HIVSTs were

third-generation Mylan blood-based HIVST kits supplied to the

pharmacy by the research team.

After the HIVST was completed, the RA photographed it

using a Samsung Galaxy A6 tablet, with the image automatically

uploaded to the study’s secure electronic data collection platform,

CommCare (Dimagi, USA) (Step 4). The result was interpreted

independently by the pharmacy client (Step 5), then separately

by the pharmacy provider (Step 6). These interpretations—

which could be “negative,” “positive” or “indeterminant”—were

entered into CommCare by the RA. As part of the larger HIVST

Performance Study, the client then received standard-of-care HIV

rapid diagnostic testing with the RA/HTS provider and, based

on the RA/HTS provider’s reading of the HIV RDT result, the

client received post-testing counseling, was encouraged to consider

initiating HIV prevention or treatment services, and was issued a

referral slip to a nearby public clinic offering these services for free

(Step 7). The RA surveyed each pharmacy provider and client to

capture their demographic information.

Within 1 week, each HIVST image was interpreted by a subset

of three of the 20 trained HIVST readers (hereafter, “expert panel”)

who interpreted each image independently and without access to

any additional client data (Step 8). The study treated the expert

panel’s majority consensus (i.e., the interpretation that two or

more of the three HIVST readers gave) as the “ground truth”

against which to judge the performance of the AI algorithm (and,

secondarily, the performance of the pharmacy client and pharmacy

provider). Lastly, each HIVST image was interpreted by an AI

algorithm (described in the next section), which also was not

provided with any additional client data (Step 9).

Development of the AI algorithm

A non-profit organization specializing in digital health, Audere

(Seattle, USA), developed a platform called HealthPulse AI

that leverages AI algorithms for rapid test identification and

interpretation. For this study, Audere developed an AI algorithm

specifically for interpreting Mylan HIVSTs. Multiple computer

vision and machine learning (ML) models comprise the AI

algorithm, including (1) an object detector that locates the HIVST

and its sub-parts within the image and identifies the HIVST type;

(2) a second object detector that examines the HIVST result

window (found by the prior object detector) and locates the test

and control line regions; (3) a classifier that examines each line

region of the result window (found by the second object detector)

and outputs line presence probability; and (4) an Image Quality

Assurance pipeline that flags adverse image conditions, like blur,

low lighting, and overexposure (42). Google’s MediaPipe (GMP)

framework is used to route images through this sequence of models

and return results (43). Customized versions of YOLOX Nano—

themselves pretrained on the COCO dataset—are used for both

object detectors. A smaller, customized version of MixNet is used

as a classifier for the final stage.

To determine how many images the AI algorithm should

be trained on to minimize the risk of bias (i.e., the risk of

creating an algorithm that only performs well on certain types of

images), a comprehensive combinatorics approach was used, taking

into consideration possible sources of variation in images when

collected in real-world settings, such as environmental conditions

(e.g., different lighting, test positioning, image backgrounds);

camera quality (affecting, e.g., focal length, image resolution);

the test result itself; and test activation (i.e., darkness of lines).

Ultimately, it was determined that a reference set of 11,074 images-

−6,074 images on which to fit and train the ML models (‘the

training set”) and 5,000 images on which to subsequently evaluate

the model (“the hold-out set”)—would suffice. The size of this

reference set is similar to that used in other studies (34).

The 6,074 images in the training set—which was 82% (n

= 4,965) negative tests and 18% (n = 1,109) positive tests—

included 6,048 images of Mylan HIVSTs that had been activated

by trained laboratory technicians using human blood samples

and 26 images of Mylan HIVSTs featuring faint positive lines

that had been conducted by clients on themselves in real-world

pharmacy settings. By design, both the training and hold-out sets

included images captured under various environmental conditions

(as described above) and using the following iOS and Android

smartphone devices commonly used in low- and middle-income

country settings (44) that vary in camera quality: iPhone 12,

SamsungA2Core, Samsung x20, Alcatel U3, Mobicel Geo Trendy

Lite, Hurricane Link, Tecno Pop2mini, Hisense U605, and Ulefone

Note 8P. Each image in the reference set was labeled as “positive,”

“negative,” or “indeterminant” by 3 human HIVST expert readers,

as described above, with the majority consensus used as the

“ground truth” result.
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FIGURE 1

Flow diagram of study procedures.

After the model was developed, its performance was evaluated

using the hold-out set. Based on the intended use case (clinical

decision-making support), the a priori accuracy goal for the AI

algorithm was a weighted F1 score of at least 95. During the first

round of evaluation, the AI algorithm’s weighted F1 score was

98.2. Based on this output and performance gaps identified in field

deployments, the AI algorithm was further tuned to reduce false-

positives and to improve its performance at interpreting images

of tests with staining in the result window. The updated model

was run against the hold-out set and found to have a weighted

F1 score of 98.9. Because the ML models had been trained on

2 mega-pixel images, 2-megapixels—an amount that exceeds the

default resolution of most smart devices—was the recommended

minimum resolution for optimal performance of the AI algorithm.

Data analysis

We assessed the performance of the AI algorithm at

interpreting the images collected in the HIVST Performance Study

on four aspects. First, to understand how well the AI algorithm

correctly identified true positives, we calculated sensitivity: the

percent of HIVST images classified as “positive” by the expert panel

that were interpreted as “positive” by the AI algorithm. Second,

to understand how well the AI algorithm correctly identified true

negatives, we calculated specificity: the percent of HIVST images

classified as “negative” by the expert panel that were interpreted

as “negative” by the AI algorithm. Third, to understand how

likely it was that the image was truly a negative result if the AI

algorithm interpreted it as such, we calculated negative predictive

value (NPV): the percent of HIVST images interpreted as “negative”

by the AI algorithm that were classified as “negative” by the expert

panel. Lastly, to understand how likely it was that the image was

truly of a positive result if the AI algorithm interpreted it as

such, we calculated positive predictive value (PPV): the percent

of HIVST images interpreted as “positive” by the AI algorithm

that were classified as “positive” by the expert panel. To assess

uncertainty around each of these estimates, we calculated binomial

95% confidence intervals (CI).

To achieve our secondary objective of understanding how well

the AI algorithm performed compared to pharmacy providers

and clients, we calculated the above-described performance
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TABLE 1 Characteristics of the pharmacy clients and providers.

Pharmacy client
characteristic

N = 854

Female 540 (63%)

Age, median (IQR) 27 (22, 31)

Average monthly income (±SD),

Kenyan Shillings (USD)

15,274± 25,109

(131.4± 215.9)

Income source

Trade/sales 303 (36%)

Laborer/semi-skilled 221 (26%)

Professional 118 (14%)

Student 108 (13%)

No income 17 (2%)

Other 87 (10%)

Relationship status

Has one primary partner 466 (55%)

Has casual sex partners only 150 (18%)

Has one primary partner and casual

partners

185 (22%)

Had more than one new sexual partner

in the last 3 months

278 (33%)

Sexual partner is living with HIV 13 (2%)

Sexual partner has other partner(s) 103 (12%)

Pharmacy provider
characteristic

N = 40

Female 16 (40%)

Age, median (IQR) 31 (27, 37)

Own the pharmacy 17 (42%)

Years in profession, median (IQR) 6 (4, 10)

Days worked at the pharmacy per week,

median (IQR)

6 (6, 7)

Have not provided HIV tests prior to

study implementation

5 (12%)

Counsel clients before and/or during

HIV testinga
32 (91%)

Minutes typically spent counseling a

client for an HIV test, median (IQR)

20 (15, 43)

IQR, interquartile range; SD, standard deviation; USD, United States dollar. aDenominator

out of 35 providers who answered this question.

metrics for pharmacy providers and clients. For each pair-

wise comparison of interest—the AI algorithm vs. pharmacy

providers, and the AI algorithm vs. pharmacy clients—we

calculated two performance indices: (1) a sensitivity index, and

(2) a specificity index. The former is the ratio of the sensitivity

achieved by the AI algorithm to that achieved by the human

group of interest; the latter is calculated in the same way

except using the values for specificity achieved by the groups

of interest. For both performance indices, a value >1 would

indicate that the AI algorithm outperformed the human group

in question (34). For all analyses, we used Stata v17.0 (StataCorp

LLC, USA).

Ethics

The KenyaMedical Research Institute’s Scientific Ethics Review

Unit and the Institutional Review Board of the Fred Hutchinson

Cancer Center reviewed and approved all study procedures.

All pharmacy clients and providers completed written informed

consent, which was available in English, Dholuo, and Kiswahili,

and were compensated 500 Kenyan Shillings (∼$5 US dollars

[USD]) for their time completing study activities (e.g., research

surveys). The owners of participating pharmacies received 15,000

KES (∼$129 USD) per month for use of their space and utilities.

Both the expert panel and AI algorithm received only the

HIVST image file and were blinded to (i.e., were not provided

with) additional contextual information (e.g., client demographics;

pharmacy location). To reduce the risk of harm related to

HIVST misinterpretation by the AI algorithm, the algorithm’s

interpretation was not shared back with the client, pharmacy

provider, or RA or used for clinical decision-making, with all

post-test counseling and referrals to clinic-based HIV prevention

or treatment services based on the standard-of-care HIV rapid

diagnostic testing conducted by the certified HTS provider.

Results

Participants

From March to June 2022, we screened 1,691 pharmacy clients

and enrolled 1,500, all of whom completed HIVST. Of 1500 HIVST

images uploaded to CommCare, 854 (57%) were of sufficient

quality to be interpreted by the AI algorithm (The remaining

images had been collected early in the study, prior to adjusting

an image resolution setting in CommCare, which compressed

the images prior to saving them and reduced their resolution

to below the 2-megapixel minimum required resolution to be

interpretable by the AI algorithm). Among the pharmacy clients

with interpretable HIVST images, 63% (540/854) were female, the

median age was 26 years (IQR 22–31), and 39% (335/854) reported

having casual sex partners in the past 6 months (Table 1). The

majority (75%, 640/854) of clients opted to complete HIVST with

some form of assistance from the pharmacy provider. Among 40

pharmacy providers who delivered HIVST and completed a survey,

40% (16/40) were female, the median age was 31 years (IQR 27–

31), and 43% (17/40) owned the pharmacy they worked in. The

median duration of practice among pharmacy providers was 6 years

(IQR 4–10).

Breakdown of HIVST interpretations

Figure 2A shows the proportion of HIVSTs interpreted as

negative, positive, and indeterminant by the expert panel, the

AI algorithm, pharmacy providers, and pharmacy clients. The

expert panel—the “ground truth” for this analysis—classified 95%

(808/854) of the images as negative, 5% (44/854) as positive, and

0.2% (2/854) as indeterminant. Overall, this breakdown was similar

for the AI algorithm, pharmacy clients, and pharmacy providers.

The four performance measures we assessed for each group are

listed in Table 2 and described in detail below.
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FIGURE 2

(A) Breakdown of HIVST interpretations by expert panel (ground truth), the AI algorithm, pharmacy providers, and pharmacy clients. (B) Confusion

matrices showing the number of correct, false-positive, false-negative, and false-indeterminant interpretations given by the AI algorithm, pharmacy

providers, and pharmacy clients.

Specificity and PPV

Correctly identifying HIV-negative individuals as HIV-

negative—and minimizing false-positives—saves clients the

unnecessary stress and burden of receiving a (false) positive test

result and undergoing confirmatory HIV testing. In Figure 2B,

the pink- shaded cells of each confusion matrix show the number

of false-positive interpretations that each group gave. Focusing

on each matrix’s top row—which represents the images of

HIV-negative tests—we see that the AI algorithm misclassified

10 negative tests-−7 as positive and 3 as indeterminant—and

correctly classified 798 of the 808 negative tests as negative,

giving it a specificity of 98.8% (95% CI: 98.0%, 99.5%). Because

of the 7 false-positive interpretations, the AI algorithm’s PPV was

81.5% (95% CI: 71.1%, 91.8%), meaning that if the AI algorithm

interpreted a test as positive, there was an∼82% likelihood that the

test was truly positive (and, by extension, an ∼18% likelihood that

the AI algorithm’s positive interpretation was incorrect).

By comparison, pharmacy providers and clients correctly

classified all 808 negative tests as negative (100% specificity).

Neither of these human groups had any false-positives (100% PPV),

meaning that if a pharmacy provider or client interpreted a test as

positive, there was a 100% likelihood that the test was truly positive.

For both pairwise comparisons of interest—AI algorithm vs.

pharmacy provider and AI algorithm vs. pharmacy client—the

specificity indices are slightly <1 (Figure 3, orange bar), thus

indicating that, compared to both human groups, the AI algorithm

was slightly less effective at reading negative tests.

Sensitivity and NPV

Correctly identifying individuals living with HIV as HIV-

positive—and minimizing false-negatives—is arguably even more

important, as clients living with HIV who mistakenly believe

themselves to be HIV-negative may inadvertently transmit HIV
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onward to others, experience delayed ART initiation, and/or be

inappropriately initiated on PrEP (which has potential implications

for developing HIV drug resistance). In Figure 2B, the yellow-

shaded cells of each confusion matrix show the number of

false-negative interpretations that each group gave. Focusing on

each matrix’s middle row—which represents the images of HIV-

positive tests—we see that the AI algorithm correctly classified

all 44 positive tests as positive (100% sensitivity). Because the AI

algorithm did not misclassify any positive or indeterminant tests

as negative (i.e., no false-negatives), its NPV was 100%, meaning

that if the algorithm interpreted a test as negative, there was a 100%

likelihood that the test was truly negative.

By comparison, pharmacy providers and clients missed a few

positive results, correctly classifying 43 and 41, respectively, of the

44 positive tests as positive; thus, providers and clients had slightly

lower sensitivity: 97.3% (95% CI: 96.7%, 98.7%) and 93.2% (95%

CI: 91.5%, 94.9%), respectively. Because providers misclassified

1 positive test as negative (i.e., 1 false-negative) and clients

misclassified 3 positive tests as negative (i.e., 3 false-negatives),

their NPVs were 99.9% (95% CI: 99.6%, 100%) and 99.9% (95% CI

99.2%, 100%), respectively. In other words, if a pharmacy provider

or client interpreted a test as negative, there was a 99.9% likelihood

that the test was truly negative. Both sensitivity indices are slightly

>1 (Figure 3, blue bar), thus indicating that the AI algorithm was

slightly more effective at reading positive results than both the

pharmacy provider and the pharmacy client groups.

Discussion

In this study, an AI algorithm trained to interpret images

of HIVST results demonstrated perfect sensitivity and negative

predictive value (each 100%), 99% specificity, and 86% positive

predictive value. Our findings are notable for two main reasons.

First, our evaluation found that the AI algorithm did not miss

a single HIV infection and, importantly, outperformed humans

at correctly identifying positive tests as positive. This finding

is significant because false-negatives—i.e., missed diagnoses of

TABLE 2 Performance of an AI algorithm, pharmacy clients, and pharmacy providers at interpreting HIVST results, compared to an expert panel (n = 854

HIVST result images).

Metrica AI algorithm interpretation,
% (95% CI)

Pharmacy client interpretation,
% (95% CI)

Pharmacy provider interpretation,
% (95% CI)

Sensitivity 100% 93.2% (91.5%, 94.9%) 97.7% (96.7%, 98.7%)

Specificity 98.8% (98.0%, 99.5%) 100% 100%

PPV 81.5% (71.1%, 91.8%) 100% 100%

NPV 100% 99.6% (99.2%, 100%) 99.9% (99.6%, 100%)

AI, artificial intelligence; HIVST, HIV self-testing; CI, confidence interval; PPV, positive predictive value; NPV, negative predictive value. aThe reference group for all metrics was the expert

panel consensus. Sensitivity and PPV are out of a denominator of 44 HIVST images classified as “positive” by the expert panel. Specificity and NPV are out of a denominator of 808 HIVST

images classified as “negative” by the expert panel.

FIGURE 3

Performance indices comparing the sensitivity and specificity of the AI algorithm to the pharmacy provider and pharmacy client groups. An index >1

indicates that the AI algorithm performed better than the indicated human group.
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HIV infection—are detrimental to the affected individuals and

undermine efforts to control the HIV epidemic. Clients who

receive false-negative results may unknowingly transmit their HIV

infection onward to sex partners, and potentially lose precious time

in initiating HIV treatment critical to slowing the progression of

the HIV virus (45). Such clients may also be incorrectly initiated on

antiretroviral-based HIV prevention drugs (e.g., PrEP)—a scenario

that could lead to drug resistance (22) and make the client’s HIV

infection more difficult and more expensive to treat (46).

Many high HIV burden countries are striving to reach the

UNAIDS target of 95% of PLHIV knowing their status (4); however,

as countries approach this target, the more difficult and more

labor-intensive it becomes to find the remaining, often hard-to-

reach individuals (47). Because countries spend millions of dollars

each year on HIV case-finding (48), misinterpretation of any such

cases is an expensive failure (49, 50). Human error in interpreting

positive HIV test results—particularly ones with weak positive

lines—is a known and well-documented issue, and many of the

proposed interventions to mitigate this issue (e.g., more specialized

training for healthcare providers, use of a second test reader)

require additional human resources (13, 51). In our study, the AI

algorithm detected 4 HIV infections missed by pharmacy providers

and pharmacy clients, possibly due to the AI’s superior ability to

detect faint lines compared to the unassisted human eye. While

4 additional cases of HIV infection detected may appear modest,

HIV testing occurs at large scale globally, with over 100 million

HIV tests conducted annually worldwide (52). Given this, our study

findings give reason for cautious optimism that such AI computer

vision technology could potentially help countries improve their

HIV case-finding without requiring them to invest significant

additional human resources, with the caveat that the exact value

such technology provides will necessarily depend on numerous

factors, including how commonly used the AI algorithm’s specific

brand of HIV test is; the existing rate of interpretation error among

HIV test users; and the extent to which the test images being fed to

the AI algorithm differ from the set on which it was trained (i.e., AI

bias, discussed in more detail below).

Our second notable finding is that when the AI algorithm

erred, it erred in the more conservative direction, producing some

false-positive—but zero false-negative—interpretations. For any

diagnostic test, perfect accuracy is virtually impossible to achieve

due to factors such as variation in specimen quality; as such,

there is a necessary trade-off between sensitivity and specificity

(53). Recognizing this, global- and country-level clinical protocols

for diagnosing HIV infection (12, 54) first utilize more sensitive

HIV tests as first-line assays to weed out most HIV-negative

individuals, followed by more specific HIV tests as second- and

third-line assays to eliminate false-positives among those who

tested positive (55). In our study, the AI algorithm gave seven false-

positive interpretations, most likely due to image quality issues

(e.g., blurriness), and was outperformed on this metric by the

pharmacy client and provider groups, both of which gave zero false-

positive interpretations. False-positive interpretations are, indeed,

unfavorable, and can lead to adverse consequences for clients, such

as anxiety and psychological distress (56); but from a public health

perspective, these harms are considered less alarming than those

of false-negatives, in part, because of the aforementioned three-test

clinical protocols in place that nearly always catch false-positives

on second- or third-line assays (57). In short, in the absence of

a tool that can interpret HIV tests with perfect sensitivity and

perfect specificity, the next-best scenario is, arguably, a tool with

perfect sensitivity, deployed with contingency plans for handling

its imperfect specificity (e.g., clear warnings to end-users that

positive interpretations could be incorrect and should be confirmed

via additional testing). For this reason, our study findings give

reason for cautious optimism about AI computer vision technology

and its potential to support HIV test interpretation. Below we

discuss future areas of research; key ethical, financial, and legal

considerations for this technology; and study limitations.

Future areas of research

Whether any HIV program chooses to incorporate AI

computer vision technology into its service delivery and, if

so, how will depend on a number of context-specific factors,

such as how well the algorithm in question performs; how

HIV service delivery is structured, staffed, and funded; internet

connectivity; local laws regulating the use of AI; and the

technology’s acceptability to and usability by target end-users. With

this caveat in mind, there are a number of potential use cases for

AI computer vision technology within HIV service delivery that

are worthy of further consideration—and additional research—

by HIV stakeholders working in collaboration with AI experts

and technology ethicists. These research areas—summarized in

Table 3 as Examples A through F and discussed in further

detail in the Supplementary material—touch upon potential uses

of AI computer vision technology to support the following

aspects of HIV service delivery: quality assurance and supported

implementation; commodity accountability; and provider training

and evaluation. The use cases focus specifically on models of

differentiated HIV service delivery (DSD), which—as previously

explained—oftenmove service delivery outside of traditional health

facilities, task-shift delivery to new cadres of providers, and/or

incorporate new technologies or innovations (5).

Ethical, financial, and legal considerations

How to ethically implement AI computer vision technology

and sustainably finance its development and long-term use at scale

while still ensuring that it complies with local laws, are three fast-

evolving areas that will determine whether, how, and the pace at

which this technology is incorporated into HIV service delivery.

Regulations and guidelines around the use of AI for health are

still largely nascent (58, 59). Similar to other health services, AI-

supported delivery of HIV services will require guardrails not

only to ensure that the technology complies with patient privacy

and data security laws, but also to handle situations in which

the AI returns inaccurate information, especially if inaccuracies

are more prevalent for certain groups of individuals due to bias

in the data on which the AI was trained. The growing literature

on bias in AI machine learning for medicine highlights the

importance of and need for bias mitigation strategies and for

any deployment of AI to be accompanied by routine evaluations
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TABLE 3 Future areas of research related to AI computer vision in HIV di�erentiated service delivery (DSD).

Potential uses of AI Relevance for HIV di�erentiated service
delivery (DSD)

Area 1: Quality assurance and supported implementation

Help verify test results Example A: After conducting an HIV test (or self-test),

providers (or clients) upload a photo of the result to a digital

platform. On the back end, an AI algorithm also interprets

the result and notifies parties responsible for overseeing

quality of care of any discrepancies, creating an opportunity

to change course of action, if needed.

Having a reliable way to verify that HIV tests are correctly

interpreted might convince policymakers to allow delivery

models that task-shift HIV testing to new cadres of

healthcare providers, lay providers, or clients themselves as

part of broader DSD efforts to make more efficient use of

existing health resources, lower client wait times, reduce visit

burden, and/or expand HIV services to new delivery venues.

Guide and reassure end-users Example B:Healthcare providers are given the option to

compare their interpretation of the HIV test result to that of

the AI algorithm.

Because many DSD models engage individuals not

previously involved in HIV service delivery, their success

hinges on developing end-user knowledge, skills, and

self-efficacy to engage in services as intended (e.g., to

correctly and confidently conduct HIV tests). AI algorithms

could support providers by offering a “second opinion” on

result interpretation, giving providers the opportunity to

double-check their interpretation of the test prior to making

a final determination about the result.

Assess fidelity Example C: An AI algorithm is trained to detect possible

indications of HIV self-test (HIVST)

misadministration—such as the blood sample being placed

incorrectly (e.g., in the results window) and test end-users

not waiting the recommended duration of time prior to

interpreting the result—and flag such cases for further

review.

Mechanisms for assuring the quality of HIVST

administration and interpretation may make policymakers

more willing to support HIV service delivery models that use

HIVST in lieu of, or as an additional testing option to, HIV

rapid diagnostic testing (RDT). This would benefit clients

who prefer HIVST and create potential opportunities to

move HIV service delivery, or select parts of it, outside of

traditional healthcare settings (See telehealth PrEP model in

next row).

Provide quality control Example D: An AI algorithm checks the quality of an HIV

test result photo uploaded to a digital platform. If a photo

does not meet a prespecified quality standard, the user is

prompted in real-time to re-take it (while the results are still

valid).

Telehealth PrEP delivery models involve remote clinicians

using digital data for clinical decision-making. Ensuring that

user-submitted digital data is of sufficient quality to be

usable could potentially help avoid incorrect clinical

decisions and reduce inefficiencies (e.g., time delays) related

to data re-collection.

Area 2: Provider training and evaluation

Evaluate providers Example E: After an individual completes HTS training, an

AI algorithm is run on images from the first 100 HIV tests

they conduct, with any discrepancies with the algorithm’s

interpretation flagged for review.

Compared to using human auditors, assessing HTS provider

performance remotely and in an unannounced fashion may

be more reliable, cost-saving, have better privacy for clients,

and enable regulators to quickly identify providers in need of

further training and support.

Area 3: Commodity accountability

Mitigate fraud Example F: A country’s ministry of health or a donor agency

agrees to support HIV service delivery in a private-sector

setting by providing commodities (e.g., HIV test kits, PrEP

drugs). For accountability purposes, providers are required

to write unique client identifiers on used commodities and

upload photos of them. An AI algorithm is trained to detect

potential signs of fraud, such as upload of duplicate photos

and erasure of the unique client identifiers (to re-use test

kits).

To date, few countries with high HIV burden have partnered

with the private sector to deliver HIV services at scale, in

part, because the necessary legislation and systems for

cross-sector service delivery (e.g., health information system,

supply chain) are not yet in place. Used as a fraud mitigation

strategy, AI computer vision could potentially provide an

extra measure of accountability that might address

policymaker and donor hesitation to support private

sector-based HIV DSD models.

AI, artificial intelligence; DSD, differentiated service delivery; HIVST, HIV self-testing; RDT, HIV rapid diagnostic testing; HTS, HIV testing services; PrEP, pre-exposure prophylaxis; RDT,

rapid diagnostic testing; HTS, HIV testing services.

of its performance and impact on patients and providers (60–

63). Thinking through the potential ethical issues (59) (e.g.,

inequitable access to AI technologies exacerbating existing health

disparities) and liability risks (e.g., the risk of client self-harm

after receiving a false-positive result from an AI algorithm)—

and deciding on risk mitigation measures (e.g., limiting client

exposure to AI; deciding the content of user agreements for

HIVST apps)—will influence this technology’s incorporation into

HIV service delivery, which will undoubtedly vary by setting and

use case.

Similarly, financing AI computer vision algorithms is bound

to take many forms. There are three primary costs to consider:

(1) the development of the algorithm (a one-time cost); (2) the

integration of the algorithm into a digital platform, such as an

app or electronic medical record system (also a one-time cost);

and (3) the operating costs of running and maintaining the

algorithm (an ongoing cost). The development of the algorithm

assessed in this study was funded by a private philanthropic

organization as a global public good. As such, the governments

of low- and middle-income countries can obtain the algorithm
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from the parent company free of charge. These governments, in

turn, are responsible for covering the one-time cost (typically

∼$10,000 USD) of integrating the algorithm into their digital

health platform of choice. Lastly, governments and/or donors

need to budget for the ongoing operating costs, the amount of

which would depend on the scale at which the algorithm is used.

For example, early data from pilot studies suggests that, when

deployed at scale, the cost of running the algorithm could be

kept as low as a few cents per test image assessed. Moreover,

if an algorithm is deployed in multiple settings (e.g., multiple

countries), then the cost for routine algorithm maintenance

could be shared, with updates pushed to all end-users. Specific

approaches to cost-sharing the development and maintenance of

AI computer technology among governments, donors, third-party

payers (e.g., private health insurers), and clients is an area for

further investigation.

Study limitations

This study has limitations. First, because this study was

conducted within a larger study on HIVST performance, pharmacy

providers received comprehensive training on conducting and

interpreting HIVST and pharmacy clients were given the option to

receive provider assistance conducting HIVST. These factors may

have increased the performance of pharmacy clients and providers,

thus underestimating the degree to which an AI algorithm might

outperform these human groups at HIVST interpretation. Second,

due to the previously described error on behalf of the research

team early on during data collection whereby an image resolution

setting was not adjusted in the electronic data collection platform,

the first 646 HIVST images collected during the study did not

meet the 2-megapixel minimum required resolution prespecified

by the algorithm developer; as such, 646 of the 1,500 total images

collected (43%) were excluded from this evaluation. Although our

remaining sample size (n = 854) was still robust, this may have

given the provider group a slight advantage if their performance

interpreting the tests whose images were discarded (collected early

on in implementation when providers may have still been honing

their test interpretation skills) was lower than it was for the

tests included in our final analysis. Third, like all observational

studies that do not employ probabilistic sampling, our pharmacy

provider and client groups—and their respective performances at

interpreting HIVSTs—may not be representative of all pharmacy

providers and clients; as such, our findings about the performance

of those two human groups are not generalizable to other pharmacy

providers and clients in Kisumu County or, more broadly, Kenya

and similar settings. Lastly, because our study assessed only one

AI algorithm trained on a single brand of HIVST kits and only

on images of at least 2-megapixel resolution, our findings are

not necessarily generalizable to other AI algorithms, types of

HIVSTs, or to images below 2-megapixel resolution. However,

because the Mylan HIVSTs used in this study have the same

general format of many other common biologic tests (e.g., positive

results are indicated by two lines), our study findings may be a

reasonable indicator of how this technology might perform on

other similar tests.

Conclusions

AI computer vision technology shows promise as a quality

assurance tool for HIV testing. Such technology may be especially

useful for enabling HIV services to be delivered outside of

traditional healthcare settings, by new cadres of providers, and/or at

different cadences to better meet client needs and preferences and

to use existing health resources more efficiently. Future research

could measure the effect size of making AI algorithm result

interpretations available to end-users in real-time compared to a

control group unassisted by AI (e.g., effect on rate of false-negatives,

on provider confidence); assess the feasibility, acceptability, and

unintended consequences of using this technology (e.g., ethical

issues related to AI interpretation errors, patient privacy, and

healthcare worker job security)—among different end-user groups

(e.g., community health workers) and in different settings; and

conduct cost-effectiveness studies (e.g., quantify the cost per

additional case of HIV identified). Future research should also

explore AI biases, with an eye toward minimizing biases that

may compromise care quality, fairness, and equity. Stakeholders

of HIV service delivery should carefully consider leveraging AI

computer vision technology as part of broader efforts to make

services more client-centered and expedite progress toward HIV

epidemic control.

Data availability statement

The raw data supporting the conclusions of this article will be

made available by the authors, without undue reservation.

Ethics statement

The studies involving humans were approved by the IRB of

Fred Hutchinson Cancer Center and the Scientific Ethics Review

Unit of the Kenya Medical Research Institute. The studies were

conducted in accordance with the local legislation and institutional

requirements. The participants provided their written informed

consent to participate in this study.

Author contributions

SR: Formal analysis, Writing—original draft, Writing—review

& editing. OE: Formal analysis, Writing—review & editing,

Writing—original draft. RM: Software, Project administration,

Writing—review & editing. BK: Supervision, Investigation, Project

administration, Writing—review & editing. VO: Investigation,

Project administration, Supervision, Writing—review & editing.

SZ: Data curation, Formal analysis, Writing—review & editing.

PO: Resources, Supervision, Project administration, Writing—

review & editing. DH: Software, Writing—review & editing. SS:

Software, Writing—review & editing. SM: Conceptualization,

Software, Project administration, Writing—review & editing.

DW: Resources, Supervision, Project administration, Writing—

review & editing. DR: Software, Conceptualization, Funding

Frontiers in PublicHealth 11 frontiersin.org240

https://doi.org/10.3389/fpubh.2024.1334881
https://www.frontiersin.org/journals/public-health
https://www.frontiersin.org


Roche et al. 10.3389/fpubh.2024.1334881

acquisition, Writing—review & editing. EB: Methodology,

Supervision, Conceptualization, Funding acquisition, Writing—

review & editing. KO: Conceptualization, Funding acquisition,

Investigation, Methodology, Supervision, Writing—review

& editing.

Funding

The author(s) declare financial support was received for

the research, authorship, and/or publication of this article.

This research was supported by the Bill & Melinda Gates

Foundation (INV-033052, INV-007492; INV-038498). KO also

received funding from the National Institute of Mental Health

(R00 MH121166).

Acknowledgments

We express our gratitude to the pharmacy clients and providers

who participated in this study and took the time and effort to

contribute to the research. We also acknowledge the research

assistants who collected the data for the study.

Conflict of interest

The authors declare that the research was conducted in the

absence of any commercial or financial relationships that could be

construed as a potential conflict of interest.

Publisher’s note

All claims expressed in this article are solely those of the

authors and do not necessarily represent those of their affiliated

organizations, or those of the publisher, the editors and the

reviewers. Any product that may be evaluated in this article, or

claim that may be made by its manufacturer, is not guaranteed or

endorsed by the publisher.

Supplementary material

The Supplementary Material for this article can be found

online at: https://www.frontiersin.org/articles/10.3389/fpubh.2024.

1334881/full#supplementary-material

References

1. Godfrey-Faussett P, Frescura L, Abdool Karim Q, Clayton M,
Ghys PD. HIV prevention for the next decade: Appropriate, person-
centred, prioritised, effective, combination prevention. PLoS Med. (2022)
19:e1004102. doi: 10.1371/journal.pmed.1004102

2. UNAIDS. Global HIV and AIDS Statistics Fact Sheet. (2023). Available online at:
https://www.unaids.org/en/resources/fact-sheet (accessed October 5, 2023).

3. AVAC. The Global PrEP Tracker. (2023). Available online at: https://data.
prepwatch.org/ (accessed October 25, 2023).

4. UNAIDS. Ending Inequalities and Getting on Tract to End AIDS by 2030.
(2022). Available online at: https://www.unaids.org/sites/default/files/media_asset/
2021-political-declaration_summary-10-targets_en.pdf (accessed October 5, 2023).

5. IAS. Differentiated Service Delivery. (2023). Available online at: https://www.
differentiatedservicedelivery.org/ (accessed October 5, 2023).

6. Baeten JM, Heffron R, Kidoguchi L, Mugo NR, Katabira E, Bukusi EA, et al.
Integrated delivery of antiretroviral treatment and pre-exposure prophylaxis to HIV-
1–serodiscordant couples: a prospective implementation study in Kenya and Uganda.
PLoS Med. (2016) 13:e1002099. doi: 10.1371/journal.pmed.1002099

7. Mack N, Odhiambo J,Wong CM, Agot K. Barriers and facilitators to pre-exposure
prophylaxis (PrEP) eligibility screening and ongoing HIV testing among target
populations in Bondo and Rarieda, Kenya: results of a consultation with community
stakeholders. BMC Health Serv Res. (2014) 14:231. doi: 10.1186/1472-6963-14-231

8. Roche SD, Wairimu N, Mogere P, Kamolloh K, Odoyo J, Kwena ZA, et al.
Acceptability and feasibility of pharmacy-based delivery of pre-exposure prophylaxis
in Kenya: a qualitative study of client and provider perspectives. AIDS Behav. (2021)
25:3871–82. doi: 10.1007/s10461-021-03229-5

9. Ortblad KF, Mogere P, Roche S, Kamolloh K, Odoyo J, Irungu E, et al.
Design of a care pathway for pharmacy-based PrEP delivery in Kenya: results
from a collaborative stakeholder consultation. BMC Health Serv Res. (2020)
20:1034. doi: 10.1186/s12913-020-05898-9

10. Celum C, Seidman D, Travill D, Dehlendorf C, Gumede S, Zewdie K, et al. A
decision support tool has similar high PrEP uptake and increases early PrEP persistence
in adolescent girls and young women in South Africa: results from a randomized
controlled trial. J Int AIDS Soc. (2023) 26:e26154. doi: 10.1002/jia2.26154

11. Haberer JE, Musinguzi N, Tsai AC, Boum Y, Bwana BM, Muzoora
C, et al. Real-time electronic adherence monitoring plus follow-up
improves adherence compared with standard electronic adherence
monitoring. AIDS. (2017) 31:169–71. doi: 10.1097/QAD.0000000000
001310

12. WHO. Consolidated Guidelines on HIV Prevention, Testing, Treatment, Service
Delivery and Monitoring: Recommendations for a Public Health Approach. (2022).

Available online at: https://www.who.int/publications/i/item/9789240031593 (accessed
August 25, 2023).

13. Johnson CC, Kennedy C, Fonner V, Siegfried N, Figueroa C, Dalal S,
et al. Examining the effects of HIV self-testing compared to standard HIV
testing services: a systematic review and meta-analysis. J Int AIDS Soc. (2017)
20:21594. doi: 10.7448/IAS.20.1.21594

14. Choko AT, MacPherson P, Webb EL, Willey BA, Feasy H, Sambakunsi R, et al.
Uptake, accuracy, safety, and linkage into care over two years of promoting annual
self-testing for HIV in Blantyre, Malawi: a community-based prospective study. PLoS
Med. (2015) 12:e1001873. doi: 10.1371/journal.pmed.1001873

15. Choko AT, Desmond N, Webb EL, Chavula K, Napierala-Mavedzenge S, Gaydos
CA, et al. The uptake and accuracy of oral kits for HIV self-testing in high HIV
prevalence setting: a cross-sectional feasibility study in Blantyre, Malawi. PLoS Med.
(2011) 8:e1001102. doi: 10.1371/journal.pmed.1001102

16. Martínez Pérez G, Steele SJ, Govender I, Arellano G, Mkwamba A, Hadebe M,
et al. Supervised oral HIV self-testing is accurate in rural Kwa Zulu-Natal, South Africa.
Trop Med Int Health. (2016) 21:759–67. doi: 10.1111/tmi.12703

17. Asiimwe S, Oloya J, Song X, Whalen CC. Accuracy of un-supervised
versus provider-supervised self-administered HIV testing in Uganda: a randomized
implementation trial.AIDS Behav. (2014) 18:2477–84. doi: 10.1007/s10461-014-0765-4

18. Kelvin EA, Akasreku B. The Evidence for HIV self-testing to increase HIV testing
rates and the implementation challenges that remain. Curr HIV/AIDS Rep. (2020)
17:281–9. doi: 10.1007/s11904-020-00504-3

19. Dovel K, Shaba F, Offorjebe OA, Balakasi K, Nyirenda M, Phiri K, et al.
Effect of facility-based HIV self-testing on uptake of testing among outpatients
in Malawi: a cluster-randomised trial. The Lancet Global Health. (2020) 8:e276–
e87. doi: 10.1016/S2214-109X(19)30534-0

20. WHO. New US $1 Price for HIV Self-Tests. (2022). Available online at: https://
www.who.int/news/item/27-07-2022-new-1-dollar-price-for-hiv-self-tests (accessed
February 3, 2023).

21. WHO. Differentiated and Simplified Pre-Exposure Prophylaxis for HIV
Prevention: Update to WHO Implementation Guidance. (2022). Available online
at: https://iris.who.int/bitstream/handle/10665/360861/9789240053694-eng.pdf?
sequence=1 (accessed August 2, 2023).

22. Gibas KM, van den Berg P, Powell VE, Krakower DS. Drug resistance during HIV
pre-exposure prophylaxis. Drugs. (2019) 79:609–19. doi: 10.1007/s40265-019-01108-x

23. Liu X, Faes L, Kale AU, Wagner SK, Fu DJ, Bruynseels A, et al. A comparison of
deep learning performance against health-care professionals in detecting diseases from
medical imaging: a systematic review and meta-analysis. Lancet Digit Health. (2019)
1:e271–e97. doi: 10.1016/S2589-7500(19)30123-2

Frontiers in PublicHealth 12 frontiersin.org241

https://doi.org/10.3389/fpubh.2024.1334881
https://www.frontiersin.org/articles/10.3389/fpubh.2024.1334881/full#supplementary-material
https://doi.org/10.1371/journal.pmed.1004102
https://www.unaids.org/en/resources/fact-sheet
https://data.prepwatch.org/
https://data.prepwatch.org/
https://www.unaids.org/sites/default/files/media_asset/2021-political-declaration_summary-10-targets_en.pdf
https://www.unaids.org/sites/default/files/media_asset/2021-political-declaration_summary-10-targets_en.pdf
https://www.differentiatedservicedelivery.org/
https://www.differentiatedservicedelivery.org/
https://doi.org/10.1371/journal.pmed.1002099
https://doi.org/10.1186/1472-6963-14-231
https://doi.org/10.1007/s10461-021-03229-5
https://doi.org/10.1186/s12913-020-05898-9
https://doi.org/10.1002/jia2.26154
https://doi.org/10.1097/QAD.0000000000001310
https://www.who.int/publications/i/item/9789240031593
https://doi.org/10.7448/IAS.20.1.21594
https://doi.org/10.1371/journal.pmed.1001873
https://doi.org/10.1371/journal.pmed.1001102
https://doi.org/10.1111/tmi.12703
https://doi.org/10.1007/s10461-014-0765-4
https://doi.org/10.1007/s11904-020-00504-3
https://doi.org/10.1016/S2214-109X(19)30534-0
https://www.who.int/news/item/27-07-2022-new-1-dollar-price-for-hiv-self-tests
https://www.who.int/news/item/27-07-2022-new-1-dollar-price-for-hiv-self-tests
https://iris.who.int/bitstream/handle/10665/360861/9789240053694-eng.pdf?sequence=1
https://iris.who.int/bitstream/handle/10665/360861/9789240053694-eng.pdf?sequence=1
https://doi.org/10.1007/s40265-019-01108-x
https://doi.org/10.1016/S2589-7500(19)30123-2
https://www.frontiersin.org/journals/public-health
https://www.frontiersin.org


Roche et al. 10.3389/fpubh.2024.1334881

24. Topol EJ. High-performance medicine: the convergence of human and artificial
intelligence. Nat Med. (2019) 25:44–56. doi: 10.1038/s41591-018-0300-7

25. LFDAI Consortium.Machine learning for determining lateral flow device results
for testing of SARS-CoV-2 infection in asymptomatic populations. Cell Rep Med.
(2022) 3:100784. doi: 10.1016/j.xcrm.2022.100784

26. Tong H, Cao C, You M, Han S, Liu Z, Xiao Y, et al. Artificial
intelligence-assisted colorimetric lateral flow immunoassay for sensitive and
quantitative detection of COVID-19 neutralizing antibody. Biosens Bioelectron. (2022)
213:114449. doi: 10.1016/j.bios.2022.114449

27. Wong NCK, Meshkinfamfard S, Turbe V, Whitaker M, Moshe M, Bardanzellu
A, et al. Machine learning to support visual auditing of home-based lateral flow
immunoassay self-test results for SARS-CoV-2 antibodies. Commun Med. (2022)
2:78. doi: 10.1038/s43856-022-00146-z

28. Bermejo-Pelaez D,Marcos-Mencia D, Alamo E, Perez-Panizo N,Mousa A, Dacal
E, et al. A smartphone-based platform assisted by artificial intelligence for reading
and reporting rapid diagnostic tests: evaluation study in SARS-CoV-2 lateral flow
immunoassays. JMIR Public Health Surveill. (2022) 8:e38533. doi: 10.2196/38533

29. Arumugam S, Ma J, Macar U, Han G, McAulay K, Ingram D, et al. Rapidly
adaptable automated interpretation of point-of-care COVID-19 diagnostics. Commun
Med. (2023) 3:91. doi: 10.1038/s43856-023-00312-x

30. Richardson S, KohnMA, Bollyky J, Parsonnet J. Validity of at-home rapid antigen
lateral flow assay and artificial intelligence read to detect SARS-CoV-2.DiagnMicrobiol
Infect Dis. (2022) 104:115763. doi: 10.1016/j.diagmicrobio.2022.115763

31. Guo X, Khalid MA, Domingos I, Michala AL, Adriko M, Rowel C. Smartphone-
based DNA diagnostics for malaria detection using deep learning for local
decision support and blockchain technology for security. Nat Electr. (2021) 4:1–
12 doi: 10.1038/s41928-021-00612-x

32. Lee S, Yoo YK, Wee KW, Kim C, Lee NE, Kim KH, et al. Machine-learning-
assisted lateral flow assay for COVID-19 and influenza detection. SSRN J. (2022)
26:4073623. doi: 10.2139/ssrn.4073623

33. Bermejo-Pelaez D, Medina N, Alamo E, Soto-Debran JC, Bonilla O, Luengo-
Oroz M, et al. Digital platform for automatic qualitative and quantitative reading
of a cryptococcal antigen point-of-care assay leveraging smartphones and artificial
intelligence. J Fungi. (2023) 9:217. doi: 10.3390/jof9020217

34. Turbé V, Herbst C, Mngomezulu T, Meshkinfamfard S, Dlamini N, Mhlongo
T, et al. Deep learning of HIV field-based rapid tests. Nat Med. (2021) 27:1165–
70. doi: 10.1038/s41591-021-01384-9

35. Omidfar K, Riahi F, Kashanian S. Lateral flow assay: a summary
of recent progress for improving assay performance. Biosensors. (2023)
13:837. doi: 10.3390/bios13090837

36. National AIDS & STI Control Programme (NASCOP). Framework for the
Implementation of Pre-exposure Prophylaxis of HIV in Kenya. Nairobi: National
AIDS & STI Control Programme (NASCOP). (2017). Available online at: https://
www.prepwatch.org/wp-content/uploads/2018/12/Kenya_PrEP_Implementation_
Framework.pdf (accessed October 10, 2023).

37. Ortblad KF, Kwach B, Zhang S, Asewe M, Ongwen PA, Malen RC, et al.
Measuring the performance of HIV self-testing at private pharmacies in Kenya: a
cross-sectional study. J Int AIDS Soc. (2023) 26:e26177. doi: 10.1002/jia2.26177

38. NASCOP. Preliminary Kenya Population-Based HIV Impact Assessment
(KENPHIA) 2018 Report. (2018). Available online at: https://phia.icap.columbia.edu/
wp-content/uploads/2020/04/KENPHIA-2018_Preliminary-Report_final-web.pdf
(Accessed August 30, 2023).

39. Audere. Audere (2023). Available online at: https://www.auderenow.org/
(accessed December 21, 2023).

40. Mugwanya KK, Pintye J, Kinuthia J, Abuna F, Lagat H, Begnel ER,
et al. Integrating preexposure prophylaxis delivery in routine family planning
clinics: a feasibility programmatic evaluation in Kenya. PLoS Med. (2019)
16:e1002885. doi: 10.1371/journal.pmed.1002885

41. Indivillage. Our Services. (2023). Available online at: https://indivillage.com/
(accessed December 22, 2023).

42. Gupta K RY, Ibrahim A, Mendonca R, Cooper S, Morris S, Hattery D.
Transforming Rapid Diagnostic Tests into Trusted Diagnostic Tools in LMIC using AI
(abstract). 2023 IEEE Conference on Artificial Intelligence 2023. 5-6 June 2023; Santa
Clara, California. Available online at: https://www.computer.org/csdl/proceedings-
article/cai/2023/398400a306/1PhCA3Pszew (accessed June 6, 2023).

43. Google. Google for Developers. HealthPulse AI Leverages MediaPipe to Increase
Health Equity. (2024). Available online at: https://developers.googleblog.com/2024/01/
healthpulse-ai-leverages-mediapipe-to-increase-health-equity.html (accessed January
16, 2024).

44. Audere. HealthPulse. (2022). Available online at: https://healthpulsenow.org/
about-us (accessed December 14, 2022).

45. Johnson C, Fonner V, Sands A, Tsui S, Ford N, Wong V, et al. A Report on the
Misdiagnosis of HIV Status. Consolidated Guidelines on HIV Testing Services: 5Cs:
Consent, Confidentiality, Counselling, Correct Results and Connection 2015. Geneva:
World Health Organization (2015).

46. Hayes R. Second-Line Treatment Nearly Nine Times More Expensive Than
First-Line in Upper-Middle Income Countries. (2022). Available online at: https://
www.aidsmap.com/news/aug-2022/second-line-treatment-nearly-nine-times-more-
expensive-first-line-upper-middle-income (accessed January 10, 2024).

47. USAID. Data and Advanced Analytics in HIV Service Delivery: Use Cases to Help
Reach 95-95-95. (2022). Available online at: https://www.usaid.gov/sites/default/files/
2022-05/Data_and_advanced_analytics_in_HIV_service_delivery_Final.pdf (accessed
December 21, 2023).

48. The Foundation for AIDS Research. PEPFAR Country/Regional Operational
Plans (COPs/ROPs) Database. (2023). Available online at: https://copsdata.amfar.org/
(accessed January 10, 2024).

49. Gill M, Powell M, VuQ, Krentz H. Economic impact on direct healthcare costs of
missing opportunities for diagnosing HIV within healthcare settings. HIVMed. (2021)
22:723–31. doi: 10.1111/hiv.13121

50. Popping S, Versteegh L, Nichols BE, van de Vijver DA, van Sighem A,
Reiss P, et al. Characteristics and short-and long-term direct medical costs
among adults with timely and delayed presentation for HIV care in the
Netherlands. PLoS ONE. (2023) 18:e0280877. doi: 10.1371/journal.pone.02
80877

51. Tonen-Wolyec S, Sarassoro A, Muwonga Masidi J, Twite Banza
E, Nsiku Dikumbwa G, Maseke Matondo DM, et al. Field evaluation of
capillary blood and oral-fluid HIV self-tests in the democratic republic of
the Congo. PloS ONE. (2020) 15:e0239607-e. doi: 10.1371/journal.pone.02
39607

52. Government of Canada.Canada and the Global Fund to Fight AIDS, Tuberculosis
and Malaria. (2023). Available online at: https://www.international.gc.ca/world-
monde/international_relations-relations_internationales/multilateral-multilateraux/
gfatm-fmstp.aspx?lang=eng (accessed January 5, 2024).

53. Centers for Disease Control. Diagnostic Sensitivity and Specificity for Clinical
Laboratory Testing. (2022). Available online at: https://www.cdc.gov/labtraining/docs/
job_aids/additional_resources/Sensitivity_and_Specificity_Final_5_23_2022_508.pdf
%20 (accessed May 23, 2022).

54. National AIDS & STI Control Program, Kenya Ministry of Health. Kenya HIV
Testing Services Operational Manual 2022 Edition. (2022). Available online at: https://
www.prepwatch.org/wp-content/uploads/2023/04/Kenya-HTS-Manual.pdf (accessed
December 21, 2023).

55. World Health Organization. Consolidated Guidelines on HIV Testing Services:
5Cs: Consent, Confidentiality, Counselling, Correct Results and Connection 2015.
Geneva: World Health Organization (2015).

56. Bhattacharya R, Barton S, Catalan J. When good news is bad news:
psychological impact of false positive diagnosis of HIV. AIDS Care. (2008) 20:560–
4. doi: 10.1080/09540120701867206

57. WHO. Information Note on Preventing HIVMisdiagnosis. Geneva: WHO (2023).

58. WHO. WHO Outlines Considerations for Regulation of Artificial Intelligence for
Health. Geneva: WHO (2023).

59. Chee FYMS. EU Lawmakers Vote for Tougher AI Rules as Draft Moves to
Final Stage. (2023). Available online at: https://www.reuters.com/technology/eu-
lawmakers-agree-changes-draft-artificial-intelligence-rules-2023-06-14/#:$\sim$:
text=BRUSSELS%2FSTOCKHOLM%2C%20June%2014%20,to%20disclose%20AI
%2Dgenerated%20content (accessed June 14, 2023).

60. Seyyed-Kalantari L, Zhang H, McDermott MBA, Chen IY, Ghassemi
M. Underdiagnosis bias of artificial intelligence algorithms applied to
chest radiographs in under-served patient populations. Nat Med. (2021)
27:2176–82. doi: 10.1038/s41591-021-01595-0

61. Mittermaier M, Raza MM, Kvedar JC. Bias in AI-based models for
medical applications: challenges and mitigation strategies. NPJ Digit Med. (2023)
6:113. doi: 10.1038/s41746-023-00858-z

62. Vokinger KN, Feuerriegel S, Kesselheim AS. Mitigating bias in machine
learning for medicine. Commun Med. (2021) 1:25. doi: 10.1038/s43856-021-0
0028-w

63. Sourlos N, Wang J, Nagaraj Y, van Ooijen P, Vliegenthart R. Possible bias in
supervised deep learning algorithms for CT lung nodule detection and classification.
Cancers. (2022) 14:867. doi: 10.3390/cancers14163867

Frontiers in PublicHealth 13 frontiersin.org242

https://doi.org/10.3389/fpubh.2024.1334881
https://doi.org/10.1038/s41591-018-0300-7
https://doi.org/10.1016/j.xcrm.2022.100784
https://doi.org/10.1016/j.bios.2022.114449
https://doi.org/10.1038/s43856-022-00146-z
https://doi.org/10.2196/38533
https://doi.org/10.1038/s43856-023-00312-x
https://doi.org/10.1016/j.diagmicrobio.2022.115763
https://doi.org/10.1038/s41928-021-00612-x
https://doi.org/10.2139/ssrn.4073623
https://doi.org/10.3390/jof9020217
https://doi.org/10.1038/s41591-021-01384-9
https://doi.org/10.3390/bios13090837
https://www.prepwatch.org/wp-content/uploads/2018/12/Kenya_PrEP_Implementation_Framework.pdf
https://www.prepwatch.org/wp-content/uploads/2018/12/Kenya_PrEP_Implementation_Framework.pdf
https://www.prepwatch.org/wp-content/uploads/2018/12/Kenya_PrEP_Implementation_Framework.pdf
https://doi.org/10.1002/jia2.26177
https://phia.icap.columbia.edu/wp-content/uploads/2020/04/KENPHIA-2018_Preliminary-Report_final-web.pdf
https://phia.icap.columbia.edu/wp-content/uploads/2020/04/KENPHIA-2018_Preliminary-Report_final-web.pdf
https://www.auderenow.org/
https://doi.org/10.1371/journal.pmed.1002885
https://indivillage.com/
https://www.computer.org/csdl/proceedings-article/cai/2023/398400a306/1PhCA3Pszew
https://www.computer.org/csdl/proceedings-article/cai/2023/398400a306/1PhCA3Pszew
https://developers.googleblog.com/2024/01/healthpulse-ai-leverages-mediapipe-to-increase-health-equity.html
https://developers.googleblog.com/2024/01/healthpulse-ai-leverages-mediapipe-to-increase-health-equity.html
https://healthpulsenow.org/about-us
https://healthpulsenow.org/about-us
https://www.aidsmap.com/news/aug-2022/second-line-treatment-nearly-nine-times-more-expensive-first-line-upper-middle-income
https://www.aidsmap.com/news/aug-2022/second-line-treatment-nearly-nine-times-more-expensive-first-line-upper-middle-income
https://www.aidsmap.com/news/aug-2022/second-line-treatment-nearly-nine-times-more-expensive-first-line-upper-middle-income
https://www.usaid.gov/sites/default/files/2022-05/Data_and_advanced_analytics_in_HIV_service_delivery_Final.pdf
https://www.usaid.gov/sites/default/files/2022-05/Data_and_advanced_analytics_in_HIV_service_delivery_Final.pdf
https://copsdata.amfar.org/
https://doi.org/10.1111/hiv.13121
https://doi.org/10.1371/journal.pone.0280877
https://doi.org/10.1371/journal.pone.0239607
https://www.international.gc.ca/world-monde/international_relations-relations_internationales/multilateral-multilateraux/gfatm-fmstp.aspx?lang=eng
https://www.international.gc.ca/world-monde/international_relations-relations_internationales/multilateral-multilateraux/gfatm-fmstp.aspx?lang=eng
https://www.international.gc.ca/world-monde/international_relations-relations_internationales/multilateral-multilateraux/gfatm-fmstp.aspx?lang=eng
https://www.cdc.gov/labtraining/docs/job_aids/additional_resources/Sensitivity_and_Specificity_Final_5_23_2022_508.pdf%20
https://www.cdc.gov/labtraining/docs/job_aids/additional_resources/Sensitivity_and_Specificity_Final_5_23_2022_508.pdf%20
https://www.cdc.gov/labtraining/docs/job_aids/additional_resources/Sensitivity_and_Specificity_Final_5_23_2022_508.pdf%20
https://www.prepwatch.org/wp-content/uploads/2023/04/Kenya-HTS-Manual.pdf
https://www.prepwatch.org/wp-content/uploads/2023/04/Kenya-HTS-Manual.pdf
https://doi.org/10.1080/09540120701867206
https://www.reuters.com/technology/eu-lawmakers-agree-changes-draft-artificial-intelligence-rules-2023-06-14/#:${sim }$:text=BRUSSELS%2FSTOCKHOLM%2C%20June%2014%20,to%20disclose%20AI%2Dgenerated%20content
https://www.reuters.com/technology/eu-lawmakers-agree-changes-draft-artificial-intelligence-rules-2023-06-14/#:${sim }$:text=BRUSSELS%2FSTOCKHOLM%2C%20June%2014%20,to%20disclose%20AI%2Dgenerated%20content
https://www.reuters.com/technology/eu-lawmakers-agree-changes-draft-artificial-intelligence-rules-2023-06-14/#:${sim }$:text=BRUSSELS%2FSTOCKHOLM%2C%20June%2014%20,to%20disclose%20AI%2Dgenerated%20content
https://www.reuters.com/technology/eu-lawmakers-agree-changes-draft-artificial-intelligence-rules-2023-06-14/#:${sim }$:text=BRUSSELS%2FSTOCKHOLM%2C%20June%2014%20,to%20disclose%20AI%2Dgenerated%20content
https://doi.org/10.1038/s41591-021-01595-0
https://doi.org/10.1038/s41746-023-00858-z
https://doi.org/10.1038/s43856-021-00028-w
https://doi.org/10.3390/cancers14163867
https://www.frontiersin.org/journals/public-health
https://www.frontiersin.org


TYPE Original Research

PUBLISHED 22 February 2024

DOI 10.3389/fpubh.2024.1337395

OPEN ACCESS

EDITED BY

Tetyana Chumachenko,

Kharkiv National Medical University, Ukraine

REVIEWED BY

Jay J. Park,

Stanford University, United States

Jernej Zavrsnik,

Health Center dr Adolf Drolc, Slovenia

*CORRESPONDENCE

Christopher Hartnick

Christopher_Hartnick@meei.harvard.edu

†These authors have contributed equally to

this work and share senior authorship

RECEIVED 13 November 2023

ACCEPTED 22 January 2024

PUBLISHED 22 February 2024

CITATION

Benboujja F, Hartnick E, Zablah E, Hersh C,

Callans K, Villamor P, Yager PH and Hartnick C

(2024) Overcoming language barriers in

pediatric care: a multilingual, AI-driven

curriculum for global healthcare education.

Front. Public Health 12:1337395.

doi: 10.3389/fpubh.2024.1337395

COPYRIGHT

© 2024 Benboujja, Hartnick, Zablah, Hersh,

Callans, Villamor, Yager and Hartnick. This is

an open-access article distributed under the

terms of the Creative Commons Attribution

License (CC BY). The use, distribution or

reproduction in other forums is permitted,

provided the original author(s) and the

copyright owner(s) are credited and that the

original publication in this journal is cited, in

accordance with accepted academic practice.

No use, distribution or reproduction is

permitted which does not comply with these

terms.

Overcoming language barriers in
pediatric care: a multilingual,
AI-driven curriculum for global
healthcare education

Fouzi Benboujja1, Elizabeth Hartnick2, Evelyn Zablah1,

Cheryl Hersh3, Kevin Callans1,4, Perla Villamor5,6,

Phoebe H. Yager7† and Christopher Hartnick1*†
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Background: Online medical education often faces challenges related to

communication and comprehension barriers, particularly when the instructional

language di�ers from the healthcare providers’ and caregivers’ native languages.

Our study addresses these challenges within pediatric healthcare by employing

generative language models to produce a linguistically tailored, multilingual

curriculum that covers the topics of team training, surgical procedures,

perioperative care, patient journeys, and educational resources for healthcare

providers and caregivers.

Methods: An interdisciplinary group formulated a video curriculum in English,

addressing the nuanced challenges of pediatric healthcare. Subsequently, it was

translated into Spanish, primarily emphasizing Latin American demographics,

utilizing OpenAI’s GPT-4. Videos were enriched with synthetic voice profiles of

native speakers to uphold the consistency of the narrative.

Results: We created a collection of 45 multilingual video modules, each ranging

from 3 to 8min in length and covering essential topics such as teamwork, how

to improve interpersonal communication, “How I Do It” surgical procedures,

as well as focused topics in anesthesia, intensive care unit care, ward nursing,

and transitions from hospital to home. Through AI-driven translation, this

comprehensive collection ensures global accessibility and o�ers healthcare

professionals and caregivers a linguistically inclusive resource for elevating

standards of pediatric care worldwide.

Conclusion: This development of multilingual educational content marks a

progressive step toward global standardization of pediatric care. By utilizing

advanced language models for translation, we ensure that the curriculum

is inclusive and accessible. This initiative aligns well with the World Health

Organization’s Digital Health Guidelines, advocating for digitally enabled

healthcare education.

KEYWORDS

pediatric, global health, generative language models, digital health, education, artificial

intelligence (AI), curriculum, healthcare
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1 Introduction

In pediatric healthcare, each stage of the patient journey—from

initial assessments to post-treatment convalescence to eventual

safe discharge home—poses its own set of unique challenges.

These complexities are universal, transcending geographical and

cultural boundaries (1). The COVID-19 pandemic has further

spotlighted the crucial impact of cultural and linguistic differences

on various aspects of healthcare (2). From determining patient

access (3) to affecting continuity of care (4), these elements have

been empirically shown to significantly influence health outcomes

(5–10), especially during critical health events such as global

pandemics (11–13).

Building on the understanding of the role of cultural and

linguistic elements, a particularly pressing challenge arises in

the domain of healthcare education (1, 14). Caregivers, parents,

and healthcare professionals often face communication and

comprehension barriers when the predominant language of

instruction is not their native language (15). This issue becomes

especially acute in pediatric care, where accuracy and in-depth

understanding are imperative.

Considering the well-documented gaps in communication

within healthcare settings (15, 16) and their subsequent

ramifications (4, 17), there is a clear and pressing need for

multimedia resources that are not just comprehensive but also

culturally and linguistically tailored. In addressing this need,

CareWays Collaborative was founded in 2022 with a mission

to partner with health teams around the globe to transform the

culture and delivery of surgical care so that all patients can achieve

the most favorable outcome. This group of healthcare professionals

based in Boston and affiliated with Massachusetts Eye and Ear

(MEE) and Massachusetts General Hospital (MGH), aims to create

and disseminate educational materials that bridge communication

gaps and distribute knowledge effectively across diverse healthcare

settings. This effort aligns with the World Health Organization’s

Digital Health Guidelines, which underscores the importance of

leveraging digital interventions for health worker training and

education (18). In this vein, CareWays Collaborative created

video-based educational content aided with artificial intelligence

(AI) to ensure both clarity and cultural relevance for various

healthcare provider and caregiver demographics.

AI is playing an increasing role in bridging gaps in healthcare

education (19, 20). With the emergence of diverse techniques,

from computer vision (21, 22) and data analytics (23) to Natural

Language Processing (NLP) (24, 25), AI offers promising solutions

to longstanding challenges related to language and cultural barriers.

Notably, innovative tools such as Nvidia’s Riva (26) and state-of-

the-art generative language models—including OpenAI’s ChatGPT

4 (27), Meta’s LLaMA 2 (28), and Microsoft’s PaLM 2 (29)—are

enabling real-time translation. This advancement not only makes

medical educationmore accessible but also emphasizes the essential

role of AI in enhancing these resources.

Drawing on a decade of empirical research, a curriculum

has been developed using artificial intelligence and voice cloning

technologies to address communication gaps in pediatric

healthcare. It offers insights into effective healthcare practices

and highlights strategies to mitigate potential adverse events. In

the form of an educational video series, the curriculum extends

beyond recorded lectures or textbook material by including live

demonstrations of important techniques and procedures used in

operating rooms and at patients’ bedsides. The videos focus on very

subspecialized critical care and surgical techniques geared toward

critical care nurses, physicians and respiratory therapists, pediatric

anesthesiologists and surgeons, and pediatric speech-language

pathologists—all crucial members of the specialized team caring

for pediatric patients with airway pathology and/or critical illness.

Each of these videos has been organized into sub-specialty-specific

chapters within the Canvas educational platform to serve as

a resource. For example, there are 19 instructional videos for

Pediatric Intensivists, including video instruction on “how to tape

and secure an endotracheal tube,” “how to dress, access and care for

a central venous catheter,” and “how to prevent ventilator-related

pneumonias.” These chapters were developed after qualitative

interviews with intensivists in low/middle-resource countries

(30). By dividing the content into these targeted volumes, we

believe that healthcare providers can access the in-depth material

they need, tailored to their specific specialty, to address any

knowledge gaps they wish to fill. The curriculum complements

what you can read in a book and offers greater accessibility than

a standard textbook—users can scan a QR code and watch a

video for immediate guidance before diagnosing and assessing

a patient, after an initial diagnosis when specific questions arise

due to a knowledge or educational gap, or before performing a

specific procedure.

This study undertakes an exploratory effort to leverage

Generative Language Models (GLMs) for translation and voice

synthesis to create a more inclusive and accessible educational

environment in pediatric healthcare. The integration of software

tools with AI functionalities forms a strategic blueprint for creating

medical content with various languages and cultural backgrounds.

While we initially targeted Spanish due to its global prevalence,

the same methodology can be applied to diverse languages.

This study primarily aims to provide an in-depth, sub-specialty-

specific educational curriculum for critical care nurses, physicians,

respiratory therapists, pediatric anesthesiologists, surgeons, and

pediatric speech-language pathologists. It is designed to bridge

educational gaps identified by their peers and to help improve the

quality and care they can provide to their patients.

2 Materials and methods

Guided by the results of a learning behavior assessment survey

administered to providers in a Central America-based public

children’s hospital within a low-resource setting (30), a narrated

online video format was selected to ensure learning continuity even

after the departure of a mission team. During two recent missions,

first to Guatemala and then to Colombia, a comprehensive

needs assessment was undertaken by an interdisciplinary team

of experienced nurses (15), respiratory therapists (4), speech-

language pathologists (2), anesthesiologists (10), intensivists (10),

general practitioners (2), and surgeons (8) to identify gaps and

process maps that could be addressed through video content (30).

Using these insights, concise narrated videos were crafted at Mass

General Brigham sites. These videos encapsulate key aspects of

pediatric care, such as surgical procedures, perioperative care,
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patient journeys, and educational resources with best-practice

guidelines for patients and caregivers. With durations ranging from

3 to 8min, these high-quality videos, embedded with QR codes,

were made freely available on learning platforms such as Canvas.

To improve accessibility, English narratives embedded in

the videos were transcribed utilizing the “Dictate” function

of Microsoft Word 365, prioritizing linguistic accuracy and

contextual fidelity. Subsequently, OpenAI’s Generative Pre-trained

Transformer (GPT-4) was employed to facilitate the translation

of content into Spanish. Native Spanish-speaking medical

professionals, who were selected from the missions and well-versed

in the challenges of low-resource settings, meticulously reviewed

the translated content to ensure that the tone and sentiment

aligned with the original material.

Building on the contextual translation, we focused on

transmitting an authentic and relatable auditory experience. We

collected voice samples from five candidates, each reciting the

“Rainbow Passage” for 2min. The Rainbow Passage is a standard

reading passage used in speech-language pathology and voice

assessment. It contains many sounds and intonations found in

the English language, which improves the quality of the AI-

driven synthetic voices. These recordings, captured via a mobile

phone in lossless quality, were processed using the ElevenLabs

Python library (elevenLabs_multilingual_v1). The model is derived

from an extensive dataset of audio recordings and audiobooks

designed to generate synthetic voices that closely emulate human

speech characteristics. Voice synthesis was calibrated with tunable

parameters emphasizing clarity (60%) and stability (30%). These

parameters can be adjusted to fine-tune the synthetic speech

output. Once synthesized, the audio was rendered as an mp3 file

with a 44.1 KHz sampling rate. This synthesized audio track was

integrated into the original video using Apple’s iMovie software

(v.10.3.8). To achieve optimal synchronization between visual and

auditory elements, the playback speed of the synthesized audio

was occasionally adjusted using the original English audio track as

a reference.

Figure 1 outlines the procedure for creating a 5-min

educational video, which typically requires about an hour to

produce. A significant part of this time is allocated to achieving

narrative consistency. Our rationale for selecting the software tools

used in this study was guided by their widespread accessibility,

simplicity, and advanced capabilities. Additionally, many offer

APIs that facilitate the adaptation of these tools to suit diverse

workflows.

3 Results

We have developed a series of videos aimed at enhancing

pediatric care, covering crucial areas from surgical interventions

to nursing protocols. To enhance accessibility, these videos

were translated into Spanish using state-of-the-art generative

models, focusing on the primary demographic of North

and Latin America, regions where our non-profit CareWays

Collaborative frequently operates. Figure 2 displays snapshots

from various curriculum chapters. For a detailed breakdown, refer

to Supplementary Figure S1.

Subsequent sections outline the objectives and content of

individual chapters.

Introduction: Provides an overview of the curriculum,

highlighting the motivations and emphasizing the patient’s

journey across various stages of their care, including initial

evaluation, surgery, intensive care, swallowing therapy, safe

discharge planning, the transition from hospital to home,

including caregiver responsibilities, and patient-caregiver

interactions. The introduction is showcased in the English

version (Supplementary Video S1) and in the machine-learning-

enabled Spanish version (Supplementary Video S2). Although

these examples are provided in English and Spanish, the

methodology allows the creation of similar content with any other

supported languages.

Ward nursing: Discusses transitional patient care from an

intensive care unit to a general ward, emphasizing parent-centric

care and individualized insights to improve patient outcomes.

The nursing introduction here is presented both in the English

version (Supplementary Video S3) and the machine-learning-

enabled Spanish version (Supplementary Video S4).

Surgery:Offers a curriculum for specific aspects of global health

surgery, covering various surgical techniques.

Intensive care unit: Presents a comprehensive guide for

intensive care training, detailing best practices for respiratory

management, intravenous procedures, and patient transition from

the operating room to the intensive care unit (ICU).

Speech therapy: Introduces the role of Speech-Language

Pathology in patient care, covering preoperative and postoperative

dysphagia screening.

Anesthesia: Focuses on the preparation and execution

of bronchoscopy cases, stressing equipment familiarity and

best practices.

Patient or caregiver: Provides a tailored educational approach

for caregivers and patients, covering the entire journey of surgery

and postoperative care, aiming to prepare them emotionally

and intellectually for the medical process and for parental care

responsibilities after discharge.

4 Discussion

Global healthcare presents universal challenges that go beyond

language and cultural boundaries. This study aims to address

these challenges by creating a comprehensive curriculum tailored

for a true global collaborative where education can be shared

across various languages. The curriculum is built on a decade

of research into effective healthcare practices. With a particular

focus on Latin America, it emphasizes the importance of a holistic,

patient-centered approach to global healthcare. It covers various

topics, from surgery and intensive care to guidance for parents and

caregivers. This broad scope ensures that the educational material

has the potential to significantly impact healthcare professionals

and caregivers by providing them with tailored information.

A key innovation of this study is the use of artificial intelligence,

specifically generative language models, to surmount existing

language and cultural barriers. While our initial focus is on Spanish

translations, integrating GLMs allows an easy transition to other

languages and cultures. We plan to extend our curriculum to
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FIGURE 1

English to Spanish video translations using generative language models.

FIGURE 2

Snapshots from curriculum chapters.

include French, Portuguese, and Arabic translations, aiming for

an even greater linguistic and cultural footprint. Additionally, our

animated content is designed to mirror global diversity, creating

a universal connection that is relatable for learners worldwide.

However, incorporating AI into the curriculum development

requires oversight due to the potential for inaccuracies and the

lack of validation mechanisms (ground truth). In this study,

we use native speakers to maintain linguistic precision and

cultural nuances.

To evaluate the potential of translations produced by these

GLMs, we randomly selected three surgical videos translated by

AI and had their original English versions reviewed by medical

translators. The translations from the medical professionals and

the AI were then assessed by a Spanish-speaking surgeon in
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Colombia. She reported that both sets of translated videos would

provide equal value in supporting her in treating her patients.

The Spanish translations completed by the medical professionals

were subsequently re-translated into English using ChatGPT and

evaluated by a surgeon in Boston. He determined that both the re-

translated videos and the original English source material, which

had undergone translation and back-translation, were equally

informative and offered the same level of support for treating

his patients.

There are several potential avenues for enhancing the

current workflow. Firstly, the utilization of GLMs for translation

can be refined by parallelizing the process and incorporating

efficient speech-to-text tools, such as open-source solutions like

SpeechBrain, DeepSpeech, or APIs like AWS Transcribe, known

for its expertise with medical content. Secondly, the text-to-

speech translation can be accelerated by leveraging solutions like

ElevenLabs or IBMWatson TTS API.

In conclusion, generative language models can potentially

transform global healthcare education, provided they are applied

with the necessary safeguards, including data privacy measures

and ethical use (31). Our initiative leverages machine learning to

create educational resources that are both globally relevant and

locally sensitive.

Data availability statement

The original contributions presented in the study are included

in the article/Supplementary material, further inquiries can be

directed to the corresponding author.

Author contributions

FB: Formal analysis, Methodology, Visualization, Writing—

original draft. EH: Formal analysis, Methodology, Visualization,

Writing—review & editing. EZ: Formal analysis, Project

administration, Validation, Visualization, Writing—review &

editing. CHe: Formal analysis, Resources, Visualization, Writing—

review & editing. KC: Methodology, Validation, Visualization,

Writing—review & editing. PV: Formal analysis, Methodology,

Visualization, Writing—review & editing. PY: Conceptualization,

Formal analysis, Methodology, Supervision, Visualization,

Writing—review & editing. CHa: Conceptualization, Formal

analysis, Methodology, Supervision, Validation, Visualization,

Writing—review & editing.

Funding

The author(s) declare that no financial support was

received for the research, authorship, and/or publication of

this article.

Conflict of interest

The authors declare that the research was conducted

in the absence of any commercial or financial relationships

that could be construed as a potential conflict

of interest.

Publisher’s note

All claims expressed in this article are solely those of the

authors and do not necessarily represent those of their affiliated

organizations, or those of the publisher, the editors and the

reviewers. Any product that may be evaluated in this article, or

claim that may be made by its manufacturer, is not guaranteed or

endorsed by the publisher.

Supplementary material

The Supplementary Material for this article can be found

online at: https://www.frontiersin.org/articles/10.3389/fpubh.2024.

1337395/full#supplementary-material

SUPPLEMENTARY FIGURE S1

Curriculum breakdown.

SUPPLEMENTARY VIDEO S1

Overall Introduction to the Video Curriculum.

SUPPLEMENTARY VIDEO S2

Introducción al video currículum.

SUPPLEMENTARY VIDEO S3

Introduction Nursing Care Home to Hospital to Home.

SUPPLEMENTARY VIDEO S4

Visión general de enfermería UCIP a la sala a casa.

References

1. Marmot M, Friel S, Bell R, Houweling TA, Taylor S, Commission on
Social Determinants of Health. Closing the gap in a generation: health equity
through action on the social determinants of health. Lancet. (2008) 372:1661–
69. doi: 10.1016/S0140-6736(08)61690-6

2. Blumenthal D, Fowler EJ, Abrams M, Collins SR. COVID-19—implications for
the health care system. N Engl J Med. (2020) 383:1483–8. doi: 10.1056/NEJMsb20
21088

3. Newacheck PW, Hughes DC, Stoddard JJ. Children’s access to primary
care: differences by race, income, and insurance status. Pediatrics. (1996)
97:26–32.

4. Stevens GD, Seid M, Mistry R, Halfon N. Disparities in primary care for
vulnerable children: the influence of multiple risk factors. Health Serv Res. (2006)
41:507–31. doi: 10.1111/j.1475-6773.2005.00498.x

5. Smedley BD, Stith AY, Nelson AR. Unequal Treatment: Confronting Racial
and Ethnic Disparities in Health Care. Washington, DC: National Academies Press
(2003). doi: 10.17226/12875

6. Chan KS, Keeler E, Schonlau M, Rosen M, Mangione-Smith R. How do ethnicity
and primary language spoken at home affect management practices and outcomes in
children and adolescents with asthma? Arch Pediatr Adolesc Med. (2005) 159:283–
9. doi: 10.1001/archpedi.159.3.283

Frontiers in PublicHealth 05 frontiersin.org247

https://doi.org/10.3389/fpubh.2024.1337395
https://www.frontiersin.org/articles/10.3389/fpubh.2024.1337395/full#supplementary-material
https://doi.org/10.1016/S0140-6736(08)61690-6
https://doi.org/10.1056/NEJMsb2021088
https://doi.org/10.1111/j.1475-6773.2005.00498.x
https://doi.org/10.17226/12875
https://doi.org/10.1001/archpedi.159.3.283
https://www.frontiersin.org/journals/public-health
https://www.frontiersin.org


Benboujja et al. 10.3389/fpubh.2024.1337395

7. Muñoz-Price LS, Nattinger AB, Rivera F, Hanson R, Gmehlin CG, Perez A, et al.
Racial disparities in incidence and outcomes among patients with COVID-19. JAMA
Netw Open. (2020) 3:e2021892. doi: 10.1001/jamanetworkopen.2020.21892

8. Al Shamsi H, Almutairi AG, Al Mashrafi S, Al Kalbani T. Implications of
language barriers for healthcare: a systematic review. Oman Med J. (2020) 35:1–
7. doi: 10.5001/omj.2020.40

9. Cohen S, Moran-Ellis J, Smaje C. Children as informal interpreters in
GP consultations: pragmatics and ideology. Sociol Health Illn. (1999) 21:163–
86. doi: 10.1111/1467-9566.00148

10. Jacobs EA, Shepard DS, Suaya JA, Stone E-L. Overcoming language barriers
in health care: costs and benefits of interpreter services. Am J Public Health. (2004)
94:866–9. doi: 10.2105/AJPH.94.5.866

11. Ryan JM. COVID-19. London: Routledge (2021). doi: 10.4324/9781003155911

12. Lemkow–Tovías G, Lemkow L, Cash-Gibson L, Teixidó-Compaño E, Benach J.
Impact of COVID-19 inequalities on children: an intersectional analysis. Sociol Health
Illn. (2022) 45:145–62. doi: 10.1111/1467-9566.13557

13. Mishra V, Seyedzenouzi G, Almohtadi A, Chowdhury T, Khashkhusha A, Axiaq
A, et al. Health inequalities during COVID-19 and their effects on morbidity and
mortality. J Healthc Leadersh. (2021) 13:19–26. doi: 10.2147/JHL.S270175

14. MacLachlan, M. Culture and Health: A Critical Perspective towards Global
Health, 2nd ed. Hoboken, NJ: John Wiley and Sons Ltd (2006).

15. Cohen AL, Christakis DA. Primary language of parent is associated
with disparities in pediatric preventive care. J Pediatr. (2006) 148:254–
8. doi: 10.1016/j.jpeds.2005.10.046

16. Becker Herbst R, Margolis KL, Millar AM, Muther EF, Talmi A. Lost in
translation: identifying behavioral health disparities in pediatric primary care. J Pediatr
Psychol. (2016) 41:481–91. doi: 10.1093/jpepsy/jsv079

17. Flores G, Tomany-Korman SC. The language spoken at home and disparities in
medical and dental health, access to care, and use of services in US children. Pediatrics.
(2008) 121:e1703–14. doi: 10.1542/peds.2007-2906

18. World Health Organization. WHO Guideline: Recommendations on
Digital Interventions for Health System Strengthening. Geneva World Health
Organization (2019).

19. Seneviratne M, Shah N, Chu L. Bridging the implementation
gap of machine learning in healthcare. BMJ Innov. (2019) 6:bmjinnov-
2019. doi: 10.1136/bmjinnov-2019-000359

20. Amisha F, Malik P, Pathania M, Rathaur V. Overview of artificial intelligence in
medicine. J Family Med Prim Care. (2019) 8:2328. doi: 10.4103/jfmpc.jfmpc_440_19

21. Esteva A, Chou K, Yeung S, Naik N, Madani A, Mottaghi A, et al.
Deep learning-enabled medical computer vision. NPJ Digit Med. (2021)
4:5. doi: 10.1038/s41746-020-00376-2

22. Khan S, Naseer M, Hayat M, Zamir SW, Khan FS, Shah M. Transformers in
vision: a survey. arXiv. (2021). doi: 10.1145/3505244

23. Lauritsen SM, Kristensen M, Olsen MV, Larsen MS, Lauritsen KM,
Jørgensen MJ, et al. Explainable artificial intelligence model to predict
acute critical illness from electronic health records Nat Commun. (2020)
11:3852. doi: 10.1038/s41467-020-17431-x

24. Murff HJ, FitzHenry F, Matheny ME, Gentry N, Kotter KL, Crimin
K, et al. Automated identification of postoperative complications within an
electronic medical record using natural language processing. JAMA. (2011) 306:848–
55. doi: 10.1001/jama.2011.1204

25. Yim W, Yetisgen M, Harris WP, Kwan SW. Natural language processing in
oncology: a review. JAMA Oncol. (2016) 2:797–804. doi: 10.1001/jamaoncol.2016.0213

26. Li J, Lavrukhin V, Ginsburg B, Leary R, Kuchaiev O, Cohen JM, Nguyen H, et
al. Jasper: an end-to-end convolutional neural acoustic model. arXiv [Preprint]. arXiv:
abs/1904.03288 (2019).

27. Achiam J, Adler S, Agarwal S, Ahmad L, Akkaya I, Aleman FL, et al. GPT-4
technical report. arXiv [Preprint]. arXiv: abs/2303.08774 (2023).

28. Touvron H, Martin L, Stone K, Albert P, Almahairi A, Babaei Y, et al. Llama 2:
open foundation and fine-tuned chat models. arXiv [Preprint].arXiv: abs/2307.09288
(2023).

29. Anil R, Dai AM, Firat O, Johnson M, Lepikhin D, Passos A, et al. PaLM 2
technical report. arXiv [Preprint].arXiv: abs/2305.10403 (2023).

30. Jayawardena ADL, Ghersin ZJ, Mirambeaux M, Bonilla JA,
Quiñones E, Zablah E, et al. A sustainable and scalable multidisciplinary
airway teaching mission: the operation airway 10-year experience.
Otolaryngol Head Neck Surg. (2020) 163:971–8. doi: 10.1177/01945998209
35042

31. Doo FX, Cook TS, Siegel EL, Joshi A, Parekh V, Elahi A,
et al. Exploring the clinical translation of generative models like
ChatGPT: promise and pitfalls in radiology, from patients to population
health. J Am Coll Radiol. (2023) 20:877–85. doi: 10.1016/j.jacr.2023.
07.007

Frontiers in PublicHealth 06 frontiersin.org248

https://doi.org/10.3389/fpubh.2024.1337395
https://doi.org/10.1001/jamanetworkopen.2020.21892
https://doi.org/10.5001/omj.2020.40
https://doi.org/10.1111/1467-9566.00148
https://doi.org/10.2105/AJPH.94.5.866
https://doi.org/10.4324/9781003155911
https://doi.org/10.1111/1467-9566.13557
https://doi.org/10.2147/JHL.S270175
https://doi.org/10.1016/j.jpeds.2005.10.046
https://doi.org/10.1093/jpepsy/jsv079
https://doi.org/10.1542/peds.2007-2906
https://doi.org/10.1136/bmjinnov-2019-000359
https://doi.org/10.4103/jfmpc.jfmpc_440_19
https://doi.org/10.1038/s41746-020-00376-2
https://doi.org/10.1145/3505244
https://doi.org/10.1038/s41467-020-17431-x
https://doi.org/10.1001/jama.2011.1204
https://doi.org/10.1001/jamaoncol.2016.0213
https://doi.org/10.1177/0194599820935042
https://doi.org/10.1016/j.jacr.2023.07.007
https://www.frontiersin.org/journals/public-health
https://www.frontiersin.org


Intelligent visually lossless
compression of dental images
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Background: Tendencies to increase the mean size of dental images and the
number of images acquired daily makes necessary their compression for efficient
storage and transferring via communication lines in telemedicine and other
applications. To be a proper solution, lossy compression techniques have to
provide a visually lossless option (mode) where a desired quality (invisibility of
introduced distortions for preserving diagnostically valuable information) is
ensured quickly and reliably simultaneously with a rather large compression ratio.

Objective: Within such an approach, our goal is to give answers to several
practical questions such as what encoder to use, how to set its parameter
that controls compression, how to verify that we have reached our ultimate
goal, what are additional advantages and drawbacks of a given coder, and so on.

Methods:We analyze the performance characteristics of several encodersmainly
based on discrete cosine transform for a set of 512 × 512 pixel fragments of larger
size dental images produced by Morita and Dentsply Sirona imaging systems. To
control the visual quality of compressed images and the invisibility of introduced
distortions, we have used modern visual quality metrics and distortion invisibility
thresholds established for them in previous experiments. Besides, we have also
studied the so-called just noticeable distortions (JND) concept, namely, the
approach based on the first JND point when the difference between an image
subject to compression and its compressed version starts to appear.

Results: The rate-distortion dependences and coder setting parameters obtained
for the considered approaches are compared. The values of the parameters that
control compression (PCC) have been determined. The ranges of the provided
values of compression ratio have been estimated and compared. It is shown that
the provided CR values vary from about 20 to almost 70 for modern coders and
almost noise-free images that is significantly better than for JPEG. For images
with visible noise, the minimal and maximal values of produced CR are smaller
than for the almost noise-free images. We also present the results of the
verification of compressed image quality by specialists (professional dentists).

Conclusion: It is shown that it is possible and easy to carry out visually lossless
compression of dental images using the proposed approaches with providing
quite high compression ratios without loss of data diagnostic value.

KEYWORDS

just noticeable distortions, dental image, visually lossless compression, quality metrics,
intelligent image processing
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1 Introduction

Imaging systems have become a conventional tool for getting
valuable diagnostic information in medicine (Guy and Ffytche,
2005; Prince and Links, 2006; White and Pharoah, 2014; Suetens,
2017). They are used in ophthalmology, gastroenterology, dentistry,
and other areas (Baghaie et al., 2015; Jayachandran, 2017; Federle
et al., 2018). Due to the increase in spatial resolution, acquired
images are usually quite large and their size often exceeds 1 MB
(Anthony Seibert, 2020; Sridhar et al., 2022). This relates to medical
images of different types including dentistry (Mohammad-Rahimi
et al., 2023), which is of prime attention in this paper. The large size
of images causes problems in their storage (Slone et al., 2000;
Johnson et al., 2009; HBC, 2023) and/or transferring via
communication lines in telemedicine (Fornaini and Rocca, 2022).
This leads to the necessity to carry out efficient image compression
(Koff and Shulman, 2006; Sanchez Silva, 2010; Flint, 2012).

Archiving and compression of medical images have a long story.
Twenty years ago, many specialists insisted that only lossless
compression could be applied (Fidler and Likar, 2007; Suapang
et al., 2010; Liu et al., 2017). The problem of lossless compression is
that the attained compression ratio is usually small and this does not
satisfy specialists that exploit images in practice. After intensive
discussions, it was decided that lossy compression could be used but
only under the condition that compression is near-lossless or
visually lossless, i.e., does not introduce visible distortions and,
thus, does not result in losing diagnostically valuable information
(Kocsis et al., 2003;Wu et al., 2003; Fidler and Likar, 2007; Kim et al.,
2010; Ye et al., 2019).

This has led to studies intended on the design of appropriate
techniques (see Foos et al., 1999; Wu et al., 2003; Fidler and Likar,
2007; Kim et al., 2010; Georgiev et al., 2013; Al-Shebani et al., 2019;
Ye et al., 2019 and references therein). The influence of lossy
compression on image diagnostic properties has been investigated
(Eraso et al., 2002; Lehmann et al., 2006; Braunschweig et al., 2009).
The appropriateness of the idea of visually lossless compression has
been confirmed (Slone et al., 2000; Kocsis et al., 2003). However, a
question was how to provide this in practice. The problem is that the
visibility of distortions depends, at least, on three factors. The first
factor is a used coder and the peculiarities of distortions introduced
by it. As known, JPEG introduces blocking effects (artifacts) (Slone
et al., 2000; Afnan et al., 2023) and this is undesired [similar effects,
but to a lesser degree, can be observed for other coders based on
discrete cosine transform (DCT) (Ponomarenko et al., 2005);
because of this, image deblocking is often used after
decompression]. In turn, wavelet-based coders such as, e.g., JPEG
2000 (Christopoulos et al., 2000) and SPIHT (Kim and Pearlman,
1997) produce ringing artifacts (Punchihewa et al., 2005; Kim et al.,
2010; Zhang et al., 2012) and this is undesired as well. The second
factor is image complexity (Lukin et al., 2022) where, on the one
hand, a simple structure image can be compressed with a larger
compression ratio (CR) without visible distortions, and, on the other
hand, complex structure images are characterized by a better
property of distortion masking (Ponomarenko et al.). The third
factor are viewing conditions (Mikhailiuk et al., 2021).

Then, one possible approach is to determine the maximally
possible CR for a given class of images and a given coder when
distortions are invisible for any image. Such an approach needs

special experiments with observers (experts) carried out in advance
for a rather large set of images typical for a given application (Slone
et al., 2000; Kocsis et al., 2003; Wolski et al., 2018). In addition,
whilst it is easy to set and provide a desired CR for JPEG2000 or
SPIHT, it is not easy to do for JPEG and other DCT-based coders
since CR for them depends on image properties and varies in wide
limits for a given value of parameter that controls compression
(PCC) such as quality factor (QF) for JPEG or quantization step
(QS) for the coder AGU (Ponomarenko et al., 2005) (this will be
shown later). Another drawback of this approach is that there could
be images for which the chosen (recommended) CR produces lossy
compression at the edge of distortion invisibility whilst for other
images there could be a large “reserve,” i.e., a larger CR can be
attained without visual loss of image quality.

Then, another idea arises—we should compress images
adaptively considering their complexity and/or other properties
with control of visual quality (Wu et al., 2003; Lastri et al., 2005;
Ponomarenko et al., 2011; Võ et al., 2011; Ponomarenko et al., 2013).
In Võ et al. (2011), the authors exploit different peculiarities of
masking in heterogeneous image regions, edge/detail
neighborhoods, and textures to appropriately set coder
parameters. In Ponomarenko et al. (2013), the authors show that
noise intensity and image blurriness determine distortion visibility
threshold and, thus, JPEG QF has to be set adaptively. Noise type
and its spatial-spectral properties are taken into consideration in
(Lastri et al., 2005; Ponomarenko et al., 2011) to provide invisibility
of distortions. Correlation between image quality metrics and
distortion visibility threshold has been studied (Kim et al., 2010;
Wolski et al., 2018; Afnan et al., 2023). It has been shown that visual
quality metrics, both widely known and the ones designed recently
(Johnson et al., 2011; Wolski et al., 2018; Afnan et al., 2023) perform
better than conventional peak signal-to-noise ratio (PSNR). Note
that the papers (Lastri et al., 2005; Ponomarenko et al., 2011; Võ
et al., 2011; Ponomarenko et al., 2013) deal with other than dental
types of images. This shows that, on the one hand, the task of
providing visually lossless compression is quite general. On the other
hand, it is worth using experience gained in other areas in the design
of visually lossless techniques for dental image compression.

As it was already mentioned, in providing the desired visual
quality of compressed images, it has become popular to apply visual
quality metrics (Wang et al., 2003; Zemliachenko et al., 2016; Blau
and Michaeli, 2019; Mantiuk et al., 2023). Their benefits compared
to conventional metrics such as mean square error (MSE) and peak
signal-to-noise ratio were confirmed in numerous papers (see
Jayaraman et al., 2012; Ponomarenko et al., 2015a; Matsumoto,
2018 and references therein). Then, it is also assumed that the
distortion visibility threshold for a given visual quality metric is
already established (Ponomarenko et al., 2015a). Hence, the task in
compression of a given image by a chosen coder is to provide a
chosen metric value not worse than the corresponding threshold.
This task can be solved by several practical procedures. One way is to
apply iterative compression (Zemliachenko et al., 2016). This
approach provides accurate solutions, but it might require too
many iterations of compression and decompression leading to
inappropriate time expenses. There are also two ways to reach
the vicinity of the distortion visibility threshold approximately
(with less accuracy). One way is to apply a two-step approach
(Li, 2022; Li et al., 2022) based on the average rate-distortion
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curve obtained in advance, image compression/decompression at
the first step and PCC refining with the final compression at the
second step. Another way is to set a fixed PCC providing, on average,
a slightly better value of the used quality metric than for distortion
invisibility threshold. Both approaches will be further analyzed and
discussed in the remainder part of this paper. The latter one has been
intensively studied in our recent papers (Krivenko et al., 2020;
Krylova et al., 2021; Kryvenko et al., 2022) for three different
DCT-based coders, namely, ADCTC (advanced DCT coder)
(Ponomarenko et al., 2007), AGU-M (Zemliachenko et al., 2016),
and better portable graphics (BPG) (BPG Image format, 2022)
encoders, respectively. It has been shown that by setting a proper
PCC [QS for the ADCTC, scaling factor (SF) for the AGU-M coder,
and parameter Q for the BPG encoder] it is possible to provide the
metric PSNR-HVS-M (Ponomarenko et al.) in the range 40 . . .

46 dB with the mean value equal of about 42.5 dB where distortion
visibility threshold for the metric PSNR-HVS-M is about 41 dB for
noise-free images subject to lossy compression (Ponomarenko
et al., 2015a).

Here it is worth saying that different imaging systems produce
dental images of different quality that also depend on a chosen
imaging mode (Flynn et al., 1996; Huda and Abrahams, 2015;
Abramova et al., 2020). In particular, the system Morita
(Diagnostic and Imaging Equipment, 2020) produces spatially
correlated signal-dependent noise (Abramova et al., 2020) that is
visible, especially in homogeneous image regions. Lossy
compression of noisy images has several specific features (Al-
Shaykh and Mersereau, 1998; Zemliachenko et al., 2015;
Naumenko et al., 2022) including the so-called noise filtering
effect. In our case, we do not need to have the noise filtering
effect due to lossy compression appearing itself to full extent.
Instead, we prefer to have such a compression that does not
allow an observer to see changes (distortions) due to lossy
compression that can be provided under certain conditions
(Ponomarenko et al., 2020) discussed later.

Finally, there is an approach based on just noticeable distortions
(JND) (Liu et al., 2020; Bondžulić et al., 2021; Testolina et al., 2023),
namely, the first just noticeable difference point. The authors of
Bondžulić et al. (2021) state that there is a high correlation between
certain image features and the position of the first JND point (certain
QF value) for JPEG. Then, by calculating such features, it becomes
possible to properly set QF. However, this approach has not been yet
applied to more modern DCT-based coders.

The paper’s contributions consist in the following. First, we
carry out a comparison of the performance of the ADCT, AGU-M,
and BPG coders as well as JPEG for a set of 512 × 512 pixel fragments
produced by the Morita system with setting the fixed values of the
corresponding PCC. Second, we analyze what benefits can be
provided if the two-step approach to providing a desired visual
quality is applied. Third, we test the considered approaches for a set
of image fragments produced by the system Dentsply Sirona where
the noise intensity is less than in images produced by the
Morita system.

The paper is structured as follows. Section 2 describes the
possible modes of image analysis by specialists that determine
requirements for compressed image quality. Image/noise
properties are discussed as well. Section 3 analyzes the approach
to visually lossless image compression based on setting the fixed

PCC for different coders. The results for the two-step approach are
given in Section 3. This section also contains initial data for the
compression based on JND. Section 4 deals with lossy compression
of dental images that are almost noise-free. The results of statistical
verification are presented in Section 4. Finally, the conclusions
are given.

2 Methods

2.1 Methodology of dental image receiving,
analysis and basic mage/noise properties

To understand when lossy compression can be applied and how
it can influence image quality, let us briefly consider a typical
procedure of image acquisition, transferring, and analysis. As an
example, we consider such a procedure for one dental center in
Ukraine although, according to our knowledge, the procedures in
other countries are similar.

The procedure related to patients and X-ray receiving has been
performed at the University Dental Center, at the Department of
Pediatric Dentistry and Implantology of Kharkiv National Medical
University, Kharkiv, Ukraine, after obtaining informed consent
from all patients. All actions in the dental office have been
carried out using the protocols for providing dental care to the
population in Ukraine (www.moz.gov.ua). Orthodontic patients
undergo standard diagnostic procedure which is similar in most
countries (see, for example, American Association of Orthodontists’
instructions given at https://www2.aaoinfo.org/practice-
management/cpg/) and include panoramic and
cephalometric X-rays.

The present study has included only adult (>18 years) patients
referred from general dental practitioners to the University Dental
Center for diagnosis and treatment of orthodontic pathology. A
designated expert committee (composed of the four local dental
clinicians involved in the study) has checked the suitability of
patients for the study, and the inclusion and exclusion criteria in
a predefined clinical examination schedule that was agreed upon in
advance. The successful candidates were scheduled for 30-min
appointments at the University Dental Centre and fully assessed.

In total, 40 patients have been included in the investigation. The
inclusion criteria for the patients were the following: the age is more
than 18, the need for orthodontic treatment, the patients who had
not received it previously, and the patients without acute tooth pain
or acute health problems. The exclusion criteria were as follows: the
non-adult patients (under 18), the patients with acute or chronic
periodontal problems, the patients currently undergoing cancer
treatment, and pregnant women. Thus, the homogenous group of
population was presented that minimized a possible influence of
general factors on X-ray image quality andmade it possible to obtain
the statistically significant results. The personnel included a team of
4 designated registered dental doctors (orthodontists and general
practitioners), all calibrated and trained in advance.

The standard procedure starts with interviewing a patient. Then,
a clinical examination with standard equipment and indicating the
mode of X-ray examination (panoramic X-ray, lateral
cephalography produced by Morita and Dentsply Sirona systems)
is performed. The decision concerning X-ray type is undertaken by a
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dental specialist, both orthodontist and general practitioner. The
decision is undertaken on whether the X-ray is necessary for getting
a correct diagnosis and for adequate treatment planning. According
to the decision, a patient is sent to visit the diagnostic X-ray
laboratory, where he/she is subject to an X-ray examination
according to the indication list. The basic purpose of X-ray
diagnostics is to detect dental pathology, to diagnose orthodontic
pathology, and to indicate proper treatment.

After this, the results of X-ray examination are commonly sent
to a dentist by e-mail [information such as the patient’s name and
sex do not accompany the image(s) in order to protect his/her
privacy]. Just at this stage, a performer of X-ray might use lossy
compression of acquired images or attach uncompressed images
to e-mail.

In our study, we needed images suitable for diagnostics. Because
of this, the “entrance control” has been performed. Four previously
trained dentists have analyzed 65 images produced by the Morita
and Dentsply Sirona systems (40 panoramic X-ray and
25 cephalometric X-ray images). The Clinical Image Quality
Evaluation Chart was used for the evaluation of the quality of
original (uncompressed) images. At the stage of anonymous
image evaluation, 61 images have been recognized as “optimal
for obtaining diagnosis,” 3 have been considered “adequate for
diagnosis,” 1 has been treated as “poor but diagnosable,” and
there were no images classified as “unrecognizable.”

For all such images, the compression declared as visually lossless
should not result in decreasing their diagnostic quality.

Dental images are usually viewed and analyzed by specialists
without applying automatic means of image processing and
interpreting. Just because of this, the original (acquired) and
compressed image visual quality is of prime importance.
Meanwhile, the size of the original images, noise level, and
methodology of image representation and analysis can be
different. These factors determine the requirements to image
visually lossless compression that have to be recalled.

First of all, image size can be quite large and depends on the
imaging system mode. Figure 1 shows image acquired by the Morita
system, panoramic X-ray (Vera-viewepocs 3D R100 J) (Diagnostic
and Imaging Equipment, 2020). The size of the image presented in
Figure 1 is 2761 × 1504 pixels, it occupies a few Megabytes. The
images acquired by the Dentsply Sirona (Orthophos S) have a
slightly smaller size of 2048 × 1087 pixels.

Then, the acquired images can be exploited in a different
manner. First, they can be saved in a clinic depository and/or
passed to a doctor and/or to a patient. Saving in a depository is
desired since a patient or a doctor might need this image later or for
some other purposes. Passing to a patient can be done because the
patient might go to another clinic or another doctor. In both cases,
image lossy compression is possible and even sometimes needed (if a
great number of images are obtained in a laboratory or clinic).
However, it should be visually lossless compression and no visible
distortions should be seen (detectable) in any part of an image of a
large size. Note that lossy compression can be also desired if
communication lines have a limited bandwidth, a user or a clinic
pays for Internet traffic, etc.

Although acquired images or their fragments under interest can
be visualized on screens of very different devices, it is recommended
and common to use laptops and stationary computers (monitors)
with large sizes and appropriate quality screens. Note also that
doctors can look at and analyze images in different scales using the
maximal resolution scale for image fragments under interest.
Because of its large size, a dental image has to be scrolled for
analysis in maximal resolution scale to see the smallest details.

Since it is possible to expect that the monitor type has an impact
on image perception, good screens are mainly used for visualization
and analysis of an image in aggregate or its parts. In our study, the
evaluators used the following monitors: (a) a monitor of laptop
ASUS (15.6″, 1920 × 1080, Full HD, IPS), (b) an HPmonitor (with a
diagonal 27.1″, 1920 × 1080, Full HD, IPS), (c) a monitor of IPad
(diagonal 10.2″, 2160 × 1620, IPS). Since distortions due to lossy

FIGURE 1
Large size image produced by the Morita system.
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compression appear themselves more for the maximal resolution
scale, the doctors evaluated the images visually using the maximum
zooming of images for the aforementioned monitors. Then, we need
to provide visually lossless compression for the maximal resolution
scale for fragments of the size of a few hundred to a few hundred
pixels. Keeping this in mind, we have to carry out analysis
correspondingly, i.e., for image fragments. We have chosen their
size to be 512 × 512 pixels since it is convenient for DCT-based
coders. In addition, such size fragments can be easily and
conveniently placed nearby to each other for comparing the
original and compressed versions according to recommendations
in Testolina et al. (2021). Examples of such fragments taken from the
image in Figure 1 are presented in Figure 2.

As it is seen, image fragments can be of different complexity
where the fragment in Figure 2B contains more details, edges, and
textures compared to a rather simple image fragment in Figure 2A.
Besides, noise can be easily noticed in the latter image, especially in
homogeneous areas having medium intensity. This is not surprising
because of the following reasons. First, for the safety of patients,
X-ray images are low dose and this leads to the presence of quite
intensive noise (Lee et al., 2018). Second, noise is signal-dependent
(Lee et al., 2018; Abramova et al., 2020) and this explains why the
noise is better seen in homogeneous image regions having a larger
local mean. Third, the noise is spatially correlated (Abramova et al.,
2020) and this is one reason why noise is visible—spatially correlated
noise is more visible than white noise of the same intensity.
Meanwhile, noise characteristics also depend on the imaging
mode (Abramova et al., 2020). The most adequate model of the
noise occurred to be σ̂2 � σ̂2μ · I2ij + k̂ · Iij + σ̂2a where σ̂2μ and σ̂2a are
the estimates of multiplicative and additive noise variances,
respectively, k̂ is the estimate of the quasi-Poissonian component
parameter, and Iij denotes image true value in the ij-th pixel. Then,
for a given fragment, equivalent variance can be estimated as

σ̂2
eq � σ̂2a + σ̂2

μ∑N

i�1∑M

j�1I
2
ij/NM + k̂∑N

i�1∑M

j�1Iij/NM (1)

whereN andM in Eq. 1 define the fragment size. Then, for onemode
of the Morita system operation, σ̂2eq varies from about 10 to
60 depending on fragment mean intensity. For the second mode,
σ̂2eq varies from 30 to almost 200 (for the fragment in Figure 2B)
(Krivenko et al., 2020). In any case, the noise occurs to be visible.

Meanwhile, for images acquired by the Dentsply Sirona system,
the noise is hardly noticed.

2.2 Providing visually lossless compression
by setting the fixed PCC

2.2.1 Used metrics and considered coders
Recall that for a visually lossless approach we need some

adequate visual quality metric and the corresponding distortion
invisibility threshold. Metric adequateness for a given type of
distortion is usually determined by analysis of the Spearman rank
order correlation coefficient (SROCC) between metric values and
mean opinion score (MOS) for image databases that contain images
with the considered type of distortions. The image database TID
2013 (Ponomarenko et al., 2015b) is a good option that contains
images distorted by lossy compression. It has been established that,
for many metrics including PSNR, SROCC exceeds 0.9,
i.e., distortions due to lossy compression are quite adequately
characterized. Meanwhile, there are several metrics for which
SROCC is between 0.96 and 0.97 including PSNR-HVS-M
(Ponomarenko et al.), feature similarity (FSIM) index (Zhang
et al., 2011), mean deviation similarity index (MDSI) (Ziaei
Nafchi et al., 2016), Haar wavelet-based perceptual similarity
index (HaarPSI) (Reisenhofer et al., 2018), and some others

FIGURE 2
512 × 512 pixel fragments of different complexity taken from large size image in (A,B).
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(Wang et al., 2004). For some of them, the invisibility threshold has
been determined. For example, for PSNR-HVS-M, the threshold is
TPHVSM ≈ 40 dB (Ponomarenko et al., 2015a). In turn, for MDSI the
threshold is TMDSI ≈ 0.22 (Li et al., 2022). So, let us rely on the metric
PSNR-HVS-M expressed for 8-bit images as

PSNR −HVS −Mn � 10 log10
2552

MSE −HVS −Mn
( ), (2)

whereMSE-HVS-Mn in Eq. 2 is calculated in 8 × 8 blocks in the DCT
domain taking into consideration two peculiarities of the human
vision system (HVS)—the lower sensitivity of HVS to distortions in
high spatial frequencies than distortions in low spatial frequencies
and masking effect. Similarly to PSNR, PSNR-HVS-M is expressed
in dB and its larger values relate to better visual quality. For additive
white Gaussian noise and similar distortions, PSNR-HVS-M occurs
to be slightly larger than the corresponding PSNR due to the
masking effect. This property can indirectly describe the
properties of distortions introduced by image lossy compression
(Abramova et al., 2023).

In this paper, we consider four DCT-based coders. One of them
is JPEG controlled by quality factor (QF). Smaller QF values are
associated with larger CR and greater introduced distortions.

ADCTC (Ponomarenko et al., 2007) employs a partition scheme
to adapt to image content and uses rectangular shape blocks where
all sizes of block sides are powers of two to ensure the possibility of
using fast DCT algorithms. The coder is not fast since partition
scheme optimization needs some time, the decompression is faster
than compression.

The AGU-M coder uses 32 × 32 pixel blocks and an advanced
algorithm of bit-plane coding of quantized DCT coefficients. In
opposition to the standard AGU (https://ponomarenko.info/#dow),
AGU-M employs different quantization steps for different spatial
frequencies and uses scaling factor (SF, analog of QS) as PCC. The
larger SF results in larger CR and greater distortions introduced.

The better portable graphics (BPG) encoder is a part of the
HEVC video coder and it has several advantages. In particular, the
BPG encoder provides higher CR compared to JPEG and many
other methods for the same quality characterized by PSNR. Its
available versions can operate with data from 8 to 14 bits per
channel. Here, we present the results obtained for the grayscale

BPG version 0.9.8 offered at https://bellard.org/bpg/. The parameter
Q (that can be only integer and varies from 1 to 51) plays the role of
PCC. Its larger values correspond to a larger CR and greater
distortions.

Figure 3 allows comparing the coders’ performance for one
fragment of the dental image. Dependencies for all coders are given
as functions of CR to offer an opportunity to compare the results
(recall that the coders have different PCCs).

Analysis of data in Figure 3 shows the following tendencies.
AGU-M coder produces the best results in the area of interest
(CR=10–15, PSNR-HVS-M>40 dB). The ADCT and BPG encoders
perform closely to AGU-M. JPEG and JPRG2000 produce
significantly worse results. Thus, the plots in Figure 3 explain
one more time why we have paid attention to the analysis of the
ADCT, BPG, and AGU-M in our previous and current studies.
Similarly, according to PSNR, ADCTC is the best for small CR whilst
the BPG encoder is the best for large CR. AGU-M produces results
similar to the ADCT and BPG coders. JPEG and JPEG2000 perform
considerably worse, especially in the area of interest (CR=10–20,
PSNR>35 dB for the three best coders).

2.2.2 The use of fixed PCC for DCT-based coders
Different reasoning can be put into the basis of setting some

fixed PCC for DCT-based coders for the considered application. Let
us start our analysis for the standard JPEG. It is sometimes supposed
that setting QF = 75 practically guarantees that distortions are
invisible (Bondžulić et al., 2023). We have applied JPEG with
QF = 75 to 20 fragments of the size 512 × 512 pixels taken from
the image in Figure 1. It occurred that the minimal andmaximal CRs
are equal to 5.45 and 11.37, respectively. Minimal and maximal
PSNR-HVS-M values are 45.26 dB and 50.65 dB, respectively,
i.e., the difference is about 5 dB. Note that the largest PSNR-
HVS-M is observed just for the fragment having the smallest CR.
These data show that QF can be smaller since there is a reserve for
decreasing the PSNR-HVS-M values.

To see what QF can be set, we have calculated the mean PSNR-
HVS-M for 20 fragments of Morita images compressed by JPEG
with different QF. It follows that mean PSNR-HVS-M equals 40 dB
for QF about 49. However, in this case, there are fragments having
PSNR-HVS-M smaller and larger than 40 dB (approximate

FIGURE 3
Dependences PSNR-HVS-M(CR) for a fragment of dental image in Figure 1.
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threshold of distortion invisibility). Assuming that PSNR-HVS-M
can differ from its mean values by ±2.5 dB, we should set such QF
that provides mean PSNR-HVS-M equal to 42.5 dB. This takes place
for QF = 60.

Thus, we set QF = 60 and determined CR and PSNR-HVS-M
values. The CR values vary from 6.8 to 19.7, PSNR-HVS-M values
vary from 41.2 dB to 44.8 dB. This means that by setting QF = 60 the
requirement to have invisible distortions for JPEG is satisfied.

A similar analysis has been done for three other coders. For
ADCTC it was recommended to set QS = 12 (Krivenko et al., 2020).
In this case, for the same set of 20 image fragments, the mean PSNR-
HVS-M was the same as above (42.5 dB) where PSNR-HVS-M
varied in the limits from 40.5 dB to 45.6 dB (i.e., in slightly larger
interval than for JPEG, this is a drawback) and CR varied from 7.5 to
20.6 (i.e., CR values are larger than for JPEG, this is an advantage).

For the AGU-M coder, we recommended setting SF = 8.8 to have
the same mean PSNR-HVS-M (Krylova et al., 2021). Then, PSNR-
HVS-Mwas in the limits from 41.1 dB to 45.1 dB (this result is better
than for ADCTC) whilst CR varied from 9.4 to 35.0 (both minimal
and maximal values are larger than the corresponding values in the
previous cases).

Finally, for the BPG encoder, the results are the following
(Kryvenko et al., 2022). It was recommended to set Q = 28
(analysis of several dependencies for particular image fragments
presented in Figure 4 shows that this is a correct decision). This led
to PSNR-HVS-M within the limits from 41.8 dB to 45.9 whilst CR
varies from 8.6 to 16.2. This is slightly worse than for the
AGU-M coder.

Note that, since Q for the BPG encoder can be only an integer
and Q increasing by unity leads to PSNR-HVS-M reduction by
about 1.5 dB, it is difficult to compare the obtained results to the
corresponding results for other coders. Because of this, here we also
present the results for Q = 29. PSNR-HVS-M varies within the limits
from 40.3 dB to 44.4 dB, CR is from 9.5 to 18.2, i.e., CR has improved
by the expense of a lower visual quality and the performance is at
approximately the same level as for the ADCTC.

Above, we have considered approaches to lossy compression
based on the fixed setting of PCC for the DCT-based coders. Let us
denote them as JPEG-FS, ADCTC-FS, AGU-M-FS, and BPG-FS,
respectively. A common advantage is that no decompression is used

and, thus, the compression procedures are relatively fast (except the
ADCT coder for which partition scheme optimization takes
significant time). Meanwhile, one general conclusion that follows
from the presented results is that, for the fixed PCC, the PSNR-HVS-
M values vary in some limits and this opens a certain room for
further improvement.

In particular, in the paper (Kryvenko et al., 2022), it was
proposed to use the following procedure - apply compression
with Q = 28 at the first step and determine PSNR-HVS-M1 after
decompression. If PSNR-HVS-M1 is within the limits from 41.75 dB
to 43.25 dB, leave the compression result. If PSNR-HVS-M1 is
outside these limits, then calculate Q as Q = 28 + [(PSNR-HVS-
M1 – 42.5)/1.5] where [ ] denotes rounding to the nearest integer.
This provides a mean PSNR-HVS-M of about 42.5 dB and narrower
limits of its variation after the final step. Similar procedures called
two-step can be realized for other coders. They are considered in the
next section.

3 Results

3.1 Two-step providing of appropriate
visual quality

The basic idea of the two-step procedures (Li, 2022; Li et al.,
2022) is the following. For a rather small interval for PCC variation,
dependencies of PSNR-HVS-M on PCC are almost linear and they
are “almost parallel” to each other for particular images. This is seen
well in Figure 4 for the BPG coder if Q is in the interval under
interest (Q from 25 to 33). Then, knowing a metric value for a given
PCC and having some estimate of the derivative of the
corresponding rate-distortion curve, it becomes possible to find a
PCC that approximately corresponds to the desired value of the
considered metric Metrdes.

More in detail, suppose that, in advance (off-line), the average
rate-distortion curve Metrav (PCC) has been obtained. Then, it can
be used for two purposes: first—to determine PCC1, for which
Metrav (PCC) ≈ Metrdes, and, second, to determine M′ =
dMetrav/dPCC. The first step is to compress an image using
PCC1, to decompress it and to determine Metr1. This value can

FIGURE 4
Dependencies of PSNR-HVS-M on Q for the BPG encoder for eight image fragments.
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be smaller or larger than Metrdes and, knowing M′, it is possible to
calculate PCC2 as

PCC2 � PCC1 + Metrdes −Metr1( )/M′. (3)

Note that, in Eq. 3, Metrav is often used instead of Metr1 (Li
et al., 2020a). These two values are the same if PCC can fall into any
value. However, for the JPEG and BPG coders, PCC values can be
only integer and, thus, PCC1 can be only integer too. Then, the
expression (Suetens, 2017) is more general.

Then, assuming the Gaussian distribution of residual errors of
providing Metrdes after the second step, we can set
Metrdes ≈ Metrthr + 3σM where σM is the standard deviation of
residual errors for the two-step method. σM depends on the
following main factors—a metric used and its desired value and a
coder considered. For the metric PSNR-HVS-M, the corresponding
studies have been carried out for the ADCT (Li et al., 2020a) and
BPG (Li et al., 2020b) coders. For ADCTC for PSNR-HVS-Mdes

about 40 dB, σM ≈ 0.55 dB for highly textured images and smaller
for simpler structure ones. So, we can set PSNR-HVS-Mdes =
41.65 dB for the two-step procedure. For the BPG encoder,
σM ≈ 0.6 dB and, thus, it is reasonable to set PSNR-HVS-Mdes =
41.8 dB. Note that in both cases, PSNR-HVS-Mdes is smaller than
the average PSNR-HVS-M (42.5 dB) we provided for the PCC fixed
setting (see previous Section).

The advantages of the two-step approach are that it usually
provides minimal PSNR-HVS-M larger than for the case of the fixed
PCC setting and maximal PSNR-HVS-M smaller than for the fixed
PCC setting. In the first case, this results in smaller probability that
distortions are visible. In the second case, a larger CR is provided.

We have not carried out experiments for JPEG and AGU-M
coders intended to determine σM for them for different PCCs.
However, taking into account the limits of variation of PSNR-
HVS-M for the fixed PCC for average PSNR-HVS-M equal to
42.5 dB reported in the previous Section, it is possible to set
PSNR-HVS-Mdes = 41.65 dB for both JPEG and AGU-M. We
have also checked if this setting is correct by calculating the
residual errors in experiments with the set of dental
image fragments.

Let us start with the results for the AGU-M coder. For the two-
step procedure, SF at the second step is from 8.4 to 11.7, the minimal
PSNR-HVS-N has occurred to be equal to 41.4 dB whilst the
maximal is of about 41.8 dB. This means that the variations of
image visual quality according to the metric PSNR-HVS-M are very
small. CR values are from 11.1 to 38.3, i.e., minimal and maximal
CRs are better than for any other approach considered above.

For the BPG-encoder, the final values of Q are from 26 to 30, the
minimal and maximal PSNR-HVS-M are from 41.8 dB to 43.3 dB
(i.e., the interval is larger than for AGU-M), and CRs are in the limits
from 9.9 to 19.3. In other words, the results are more stable than for the
fixedQ according to PSNR-HVS-M and slightly better according to CR.

The compression parameters for the ADCT coder are the
following. QS at the second step varies in the limits from 11.0 to
16.3, PSNR-HVS-M is in the limits from 41.3 dB to 41.8 dB, and
minimal and maximal CRs are equal to 8.3 and 28.9. Totally, the
results are at the same level as for the BPG encoder and worse than
for the AGU-M coder.

Finally, for JPEG, QF is from 47 to 61, PSNR-HVS-M is in the
limits from 41.3 dB to 41.7 dB and CR varies from 7.9 to 20.4. This
is, in general, worse than for all coders considered above. According
to the case of fixed QF setting (see Section 3), there is a small benefit
in CR values.

Summarizing the results of the two-step procedure, we can
state that it provides more stable values of PSNR-HVS-M (they
are very close to the desired PSNR-HVS-M) and larger values of
minimal and maximal CR. The payment for these improvements
is an increase in computations since more time is spent on image
compression, decompression, and final compression at the
second step.

3.2 JPEG-compression based on JND

Let us first recall some results presented in the papers (Bondžulić
et al., 2021; Bondžulić et al., 2023; Testolina et al., 2023). In
Bondžulić et al. (2023), analysis of QF values for the first JND
point (JNDP1) has been carried out for two image databases
specially designed for this purpose, MCL-JCI and JND-Pano
(panoramic images). Although color image compression has been
studied, the obtained results seem valuable for our case. It has been
shown that PSNR for JNDP1 varies in very large limits—from
27.6 to 46.0 dB for the MCL-JCI database and from 20.9 to
44.7 dB for the JND-Pano database. QF varies from 25 to 70 and
from 38 to 75, respectively. This shows that the adequateness of
PSNR and distortion invisibility threshold for it [about 36 dB
according to Ponomarenko et al. (2015a)] is of doubt. In turn,
PSNR-HVS-M for JNDP1 varies from 36.2 to 48.1 dB for the MCL-
JCI database and from 39.9 to 49.2 dB for the JND-Pano database.
Thus, PSNR-HVS-M is more adequate in characterizing visual
quality (its limits of variation are considerably narrower than for
PSNR) although PSNR-HVS-M and its invisibility threshold are
not perfect.

In Ponomarenko et al. (2020) it has been also shown that, for
noisy images, the difference between the same image contaminated
by the noise of different intensities, becomes visible if intensities
differ by 10%–20%. Then, since we have equivalent variances from
10 to 200 (see Section 2.1), the MSE of distortions introduced by
lossy compression should be from 1 to 20. For images compressed
with MSE = 1, distortions are not seen, they start to be visible for
MSE ≈ 3 in the worst case. Thus, the PSNR of noisy images
compressed in a visually lossless manner can be from
approximately 35 dB–43 dB depending on the noise intensity.
These results are in good agreement with the results reported
above for both databases.

There are approaches to the prediction of QF for JNDP1 (Lin
et al., 2020; Stojanovic et al., 2022). The method (Stojanovic et al.,
2022) is based on exploiting a simple parameter called mean
gradient magnitude (MGM) able to characterize an image to be
compressed. It is shown that the RMSE of such a prediction (PSNR is
predicted for JNDP1 based on MGM) is about 1 dB. MGM can be
defined as:

MGM � 1
NM

∑
∀n,m

1
gmax

�����������������
g2
x n, m( ) + g2

y n, m( ),
√

(4)
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where gmax in Eq. 4 is the maximum magnitude value, gmax =
4.472 for grayscale images with a dynamic range from 0 to 1.

MGM values are in the limits from 0 to 0.17 although they
mainly concentrate in the limits from 0.01 to 0.07. For smaller MGM
that corresponds to simpler structure images without noise, PSNRs
for JNDP1 are larger.Whilst, forMGM ≈ 0.07, PSNRs for JNDP1 are
of about 32 dB, they are of about 42 dB for MGM ≈ 0.01. The
formula for PSNR prediction obtained in Bondžulić et al. (2021) is
the following:

PSNR � 2115.5MGM2 − 377MGM + 46.4,MGM≤ 0.0896
29.58,MGM> 0.0896

{ ,

(5)
where for MGM = 0.0896 the mapping function in Eq. 5 reaches its
minimum value equal to PSNRmin = 29.58 dB.

We have decided to calculate MGM for our 512 × 512 fragments
of Morita images. The MGM values are from 0.031 to 0.071. Then,
PSNR values for JNDP1 should be from 30 dB to 35.5 dB. For each
considered image fragment, a desired PSNR can be provided by the
two-step procedure. For 4 out of 20 test fragments, the difference
between the desired PSNR (recommended by Eq. 5) and PSNR
provided by the two-step procedure exceeded 1 dB—the maximal
difference was equal to 1.3 dB. Then, we have also calculated CR and
PSNR-HVS-M. CR has varied in the limits from 6.4 to 20.3,
i.e., approximately in the same limits as for approaches
considered above. However, problems have arisen with QF and
PSNR-HVS-M of compressed images. QF varied from 16 to 84.
PSNR corresponding to small QF was about 30 dB, which, according
to our experience, is too small. This is confirmed by image fragments
in Figure 5 where original (Figure 5A) image and the corresponding
compressed one (Figure 5B) are represented. Distortions (mainly,
blocking artifacts) are seen in compressed image. Thus, we do not
deal with the desired visually lossless compression.

Meanwhile, there are also fragments that have been compressed
with PSNR in the limits from 38 dB to 42 dB and PSNR-HVS-M
from 44.5 dB to 49.5 dB. For them, no distortions are visible and the
recommended QFs exceed 70. According to previous experience (see
Section 3), smaller QF values can be used while keeping the
introduced distortions invisible.

Thus, we can state that the approach based on JNDP1 prediction
does not perform satisfactorily and, at the moment, cannot be
recommended for practical use. To our opinion, there are several
reasons behind this imperfection. First, there are several factors that
lead to errors in settingQF. They are imperfect dependence of PSNR for
JNDP1 on MGM where some points differ from the fitted curve by a
few dB and the limited accuracy of the two-step approach that provides
the desired PSNR with errors exceeding 1 dB. Second, the fitted curve
(Prince and Links, 2006) has been obtained for color images without
noise and we have used it for grayscale noisy images. Recall here that
PSNR of about 30 dB corresponds toMSE of introduced losses of about
65 (for 8-bit images that we have in our experiments). This means that
MSE is comparable to noise intensity and, thus, it is not surprising that
the introduced losses are visible.

The obtained results do not mean that the approach based on
JNDP1 has no potential for the considered application. However, the
dependence of PSNR (or PSMR-HVS-M) on one parameter or
parameters describing image characteristics has to be additionally
studied and made more accurate.

3.3 Visually lossless compression of almost
noise-free images

As it has been mentioned above, some X-ray imagers produce
almost noise-free images. Example of such images having large sizes
is given in Figure 6. As one can see, noise is not visible.

FIGURE 5
Original (A) and compressed (B) versions of image fragments.
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We have briefly analyzed the rate-distortion characteristics
for fifteen 512 × 512 fragments of almost noise-free images. The
goal for this was to analyze do they differ a lot from the
dependencies earlier obtained for image fragments considered
above. Since for all approaches we need average rate-distortion
curves, let us obtain them and compare them to the previously
used ones. Figure 7 presents the average dependence of PSNR-
HVS-M on QF for JPEG. It is monotonous and almost linear in
the area of interest. The derivative dPSNR-HVS-M/dQF is
practically the same as for the Morita image fragments—about
0.22. This means that, if we would like to provide an average
PSNR-HVS-M equal to 42.5 dB for fixed QF, we can set QF = 55
(for the considered type of dental images).

Let us see, what are the provided compression characteristics
in this case. PSNR-HVS-M values are from 41.9 dB to 42.8 dB,
i.e., in rather narrow interval. CR values are from 14.2 to 24.6,
i.e., both minimal and maximal CRs are larger than the
corresponding ones for the Morita image fragments.

In turn, Figure 8 represents the dependence of PSNR-HVS-M on
SF for the AGU-M coder. Similarly to the dependences in Figure 4, it
is monotonous. The values of average PSNR-HVS-M are slightly

FIGURE 6
Example of large size dental images produced by the Imager Dentsly Sirona (https://www.dentsplysirona.com/en/discover/discover-by-brand/
orthophos-e.html).

FIGURE 7
Dependence of mean PSNR-HVS-M on QF for JPEG for
fragments for almost noise-free dental images.

FIGURE 8
Dependence of mean PSNR-HVS-M on SF for AGU-M for
fragments for almost noise-free dental images.

FIGURE 9
Dependence of mean PSNR-HVS-M on QS for ADCTC for
fragments for almost noise-free dental images.
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larger than for Morita image fragments. If one would like to set a
fixed SF for providing average PSNR-HVS-M about 42.5 dB, then
SF=9.93. Setting this SF leads to the following results: PSNR-HVS-M
varies in the limits from 41.9 dB to 42.9 dB, i.e., in a narrow range,
CR is in the limits from 22.8 to 52.5, i.e., the CR values are
considerably better than for Morita system image fragments. We
associate this with the practical absence of noise. The CR values are
also considerably better (larger) than for the JPEG data given above.

Figure 9 presents the average dependence of PSNR-HVS-M on
QS for the ADCT coder. According to this curve, one has to set QS =
11.98 to provide the average PSNR-HVS-M equal to 42.5 dB. For
this QS used as the fixed setting, the results are the following. PSNR-
HVS-M varies from 41.8 dB to 43.2 dB, i.e., in quite narrow
(appropriate) limits. CR is from 21.4 to 59.2, i.e., they are
comparable to the interval of CR variation for the AGU-M coder.

Finally, we have checked the results for the BPG encoder.
According to the average curve, Q was set equal to 27 to ensure
the average PSNR-HVS-M of about 42.5 dB. As the results,
PSNR-HVS-M values vary from 41.9 dB to 43.0 dB (in
appropriately narrow intervals) and CRs are from 22.4 to 71.6.
This means that, for more complex structure images, CR is
approximately the same as for AGU-M and ADCT coders
whilst, for simple structure images, there is a certain benefit in
CR provided by the BPG coder.

Let us summarize the results given above in this Section. First,
we have checked whether distortions are visible for some fragments
compressed by all four coders providing the average PSNR-HVS-
M = 42.5 dB and have not found such cases. Second, it has been
established that for the fixed values of PCC, the differences in PSNR-
HVS-M values for particular fragments do not differ a lot (the
variation interval widths are about 1 dB). Then, it is possible to
expect that the 2-step procedure is able to provide even narrower
variation intervals. Thus, for the 2-step procedure, we have decided
to set the desired PSNR-HVS-M equal to 42 dB and to check what
results can be obtained in this case for all four coders.

For JPEG, the obtained results are the following. The provided
PSNR-HVS-M varies from 41.6 dB to 42.1 dB, QF values are mostly
equal to 52 although there are a few images for which QF equals
either 51 or 53. The provided CR is from 17.1 to 25.5. The positive
feature is that the variation range for PSNR-HVS-M has decreased.
CR values have slightly increased whilst the mean PSNR-HVS-M
has decreased which can be expected. Taking into account that the
two-step procedure requires two compressions and one
decompression, we do not see an essential difference between
applying the fixed (properly set) QF or using the two-step
procedure for JPEG.

For the AGU-M coder, PSNR-HVS-M varies from 41.96 dB to
42.04 dB, i.e., very high accuracy is provided. SF is from 9.8 to 11.0,
i.e., SF adaptation to image properties takes place. Finally, CR values
are from 23.3 to 58.5, i.e., they are considerably better than for JPEG
and slightly better than for the case of setting fixed SF for the AGU-
M coder (see the corresponding data above).

The coder ADCT has produced similar results. PSNR-HVS-M is
in the limits from 41.97 dB to 42.08 dB, i.e., the desired PSNR-HVS-
M is provided with high accuracy. This is due to the adaptation of QS
to image content—QS varies from 11.8 to 13.5. CR values are from
22.7 to 63.2, i.e., the minimal CR is slightly less and the maximal CR
is greater than for the AGU-M coder.

Finally, the BPG coder produces PSNR-HVS-M in the limits from
41.9 dB to 42.9 dB. As one can see, the providedmean PSNR-HVS-M is
slightly larger than the desired one. This results from the fact that Q can
be only integer. TheQ values for almost all image fragments are equal to
27. CR values are from 22.5 to 58.7, i.e., practically the same as for the
AGU-M coder. No improvement compared to the fixed setting of Q is
offered. This is explained by two reasons. First, the BPG coder produces
quite close values of PSNR-HVS-M for fixed Q that differ from each
other by about 1–1.2 dB, at least, if the desired PSNR-HVS-M are in the
range of interest (40–44 dB). Changing of Q by 1 leads to PSNR-HVS-
M changing by about 1.5–1.7 dB, i.e., by more than the aforementioned
range width. Thismeans that the two-step procedure produces a limited
improvement of accuracy for the considered situation and it is not
worth employing it for the BPG coder.

Summarizing the obtained results, we can state that the use of
the two-step procedure for providing the desired PSNR-HVS-M
offers some benefits for the coders AGU-M and ADCT since the
desired PSNR-HVS-M can be provided with higher accuracy and
this leads to a certain increase in CR. Meanwhile, there are no
obvious reasons to apply the two-step procedure for JPEG and BPG
encoders since the accuracy of providing the desired PSNR-HVS-M
for them does not improve a lot because of setting PCCs as only
integer values.

We have also tested the approach based on MGM calculation,
PSNR prediction and its providing by the two-step method. MGM
values are smaller than for image fragments with visible noise
considered in Sections 3, 4, they are in the limits from 0.012 to
0.026. Then, the predicted PSNRs for JNDP1 are larger—from
38.1 dB to 42.0 dB. They have been provided by the two-step
procedure with errors not exceeding 1 dB. As a result, CRs are
from 23 to 37 (good results), but PSNR-HVS-M are within the limits
from 35.7 dB to 38.7 dB, i.e., below the distortion visibility threshold.
Then, we have checked the compressed image fragments. It has
occurred that for many of them the introduced distortions
are visible.

Figure 10 shows the fragment obtained after visually lossless
compression using the two-step procedure for the four considered
coders (further denoted as JPEG2st, AGU-M2st, ADCT2st, and
BPG2st, respectively). As one can see, it is difficult to find differences
between the compressed images (maybe, the image compressed by
ADCTC is slightly sharper). There is practically no difference
compared to the original image.

Comparing the results presented in this Section for almost
noise-free images to the results for noisy images in the previous
two Sections, the following two conclusions can be drawn. First,
average rate-distortion curves differ a little. Average values of PSNR-
HVS-M for the same PCC for almost noise-free images are slightly
larger for noise-free images (this difference does not lead to any
problem if the two-step procedure is applied). Second, on average,
larger final values of CR are obtained for noise-free images—this is
not surprising, see the results presented in Krivenko et al. (2018).

Above, in the design of visually lossless compression of dental
images and comparison of performance characteristics for different
coders, we have relied on the following. First, the results on the
distortion visibility threshold presented for images in the database
TID2013 (Ponomarenko et al., 2015a) have been taken into account.
Second, we have taken into account the results of verification
experiments earlier carried out for the ADCT, AGU-M, and BPG
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coders with the fixed PCCs described in our papers (Krivenko et al.,
2020; Krylova et al., 2021; Kryvenko et al., 2022). However, the
threshold of distortion invisibility according to the PSNR-HVS-M
metric is approximate and this has been confirmed by experiments
in Bondžulić et al. (2021). Thus, we need to be sure that the proposed
approaches to visually lossy compression do not lead to a reduction
of the diagnostic value of compressed images.

4 Discussion

We have carried out experiments with compressed image
fragments to understand the following: 1) how often a specialist
(dentist) sees the differences between original and compressed

image fragments; 2) do these differences have an impact on the
diagnostic value of compressed images; 3) do the results for the
considered coders differ between each other. Preparing this
experiment, we have taken into account the recommendations
for performing such experiments and previous experience. First,
an observer’s distance to the monitor has to be fixed and it should be
convenient for a particular observer. Second, it is usually enough to
have about 15 s to decide if there are differences in the viewed images
and if are there artifacts in the compressed image (that, in our case,
influence its diagnostic value). Third, the experiment should not be
too long since an observer becomes tired and starts to perform his/
her task improperly. Fourth, between pairs of images following each
other in comparison, there should be a small break (dark screen) “to
remove the previous pair from human memory.”

FIGURE 10
The fragment obtained after visually lossless compression using the two-step procedure for JPEG, CR = 14.7, PSNR-HVS-M = 41.97 dB (A), AGU-M,
CR = 23.5, PSNR-HVS-M = 42.00 dB (B), ADCT, CR = 23.2, PSNR-HVS-M = 42.00 dB (C) and BPG, CR = 26.3, PSNR-HVS-M = 41.37 dB (D) coders.
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Thus, each pair of image fragments was shown for comparison
for 5–20 s and an observer had to press either the button “Identical”
or the button “Different.” In the latter case, the observer had to press
either the button “Appropriate” or the button “Inappropriate”where
the latter means that the distortions introduced by lossy
compression have led to lost diagnostic information. Between the
subsequent pairs, 5-s break with the dark screen was offered. Each
observer has been given 50 pairs of image fragments to be compared.
As a result, the experiment did not last more than 25 min (in fact, no
one experiment lasted more than 22 min with an average duration of
16 min). The fragments have been randomly chosen from the
considered large-size images in advance, compressed, and saved
in the folder used in the experiments. This was done since the
compression and decompression time could be larger than the time
taken for comparison of each pair of image fragments. Note that
compression and decompression time depends on several factors
including the coder used (the largest compression/decompression
time is for the ADCT coder), computer characteristics, and software
realization of a given coder.

The original image fragment was always placed left with respect
to the corresponding compressed fragment. The buttons were put
below the visualized image fragments. Taking into account that each
of the four doctors carried out 50 comparisons, 200 comparisons
have been performed total (for each coder). Thus, the probability
that two image fragments are different (Pd) could be determined. No
considerable difference in the results for different monitors have
been observed. Similarly, no significant difference has been noticed
in the results for doctors participating in experiments. Comparisons
for different coders (and their variants) were done on different days.
The doctors were not told what coder is under study at the current
moment. Each doctor participated in experiments carried out on
different computers. Monitors have been viewed approximately
from the distance 1.6Dv where Dv is the monitor height.

The comparison results for images acquired by the Morita system
are presented in Table 1. In addition to Pd, we give the additional data
that allow comparing the considered approaches to compression: the
range of PSNR-HVS-M values and the range of CR values for the
analyzed image fragments. Keeping in mind that Pd is estimated with
RMSE about 0.02, the conclusions that can be drawn are the following:

1) The fixed setting of the PCC leads to approximately the same
Pd as the two-step approach for a given coder; the difference

for them is in narrower ranges of PSNR-HVS-M variation and
slightly larger minimal and maximal CR values for the two-
step approach;

2) The ADCTC with fixed QS setting and with the use of the two-
step procedure produces slightly smaller Pd, a more thorough
comparison has shown that object edges are preserved by this
coder better than by other considered coders;

3) Wider ranges of CR variation have been observed in
experiments compared to the cases analyzed in previous
Sections; this can be explained by wider variations of image
fragment content (200 fragments have been considered instead
of 15–20 analyzed in previous experiments);

4) Slightly larger CR values have been observed for the two-step
procedure; the largest values took place for the AGU-M coder
although the differences in CR values are not significant.

It is rather important to notice that in none of the cases, the
quality of compressed images for the methods listed in Table 1 was
treated as inappropriate. Meanwhile, we have also tested the
compression procedure for JPEG based on JNDP1. For this one,
Pd is equal to 0.27, i.e., the difference between original and
compressed image fragments has been found considerably more
often. Moreover, with probability of 0.08, the compressed images
were treated as inappropriate, mainly because of visible blocking
effects (artifacts).

Since the results for the fixed setting of PCC and two-step
procedure were close to each other, only the two-step procedure has
been used in experiments for almost noise-free images. The obtained
results are presented in Table 2. The desired PSNR-HVS-M was
equal to 42 dB for all considered coders.

As one can see, the values of Pd are approximately in the same range
as in Table 1 where the best result (the smallest Pd) is again provided by
the ADCT coder. Besides, the ADCT and AGU-M coders provide the
smallest variations of PSNR-HVS-M whilst JPEG and the BPG
encoders are characterized by wider variations (since PCC values for
them can be only integer). No cases when the quality of compressed
images has been considered inappropriate have been detected.

The CR values for three modern coders are significantly larger
than for JPEG and they are considerably larger than 10. The CR
values are also, in general, considerably larger than the CR values in
Table 1 and this can be explained by the fact that images acquired by
the Dentsply Sirona system contain less noise.

TABLE 1 The obtained experimental data for the Morita imager.

Compression approach and its parameters Pd Range of PSNR-HVS-M variation (dB) Range of CR variation

JPEG-FS (QF = 60) 0.165 40.8–45.3 6–22

ADCTC-FS (QS = 12) 0.085 40.3–46.1 7–27

AGU-M-FS (SF = 8.8) 0.140 40.7–45.7 8–39

BPG-FS (Q = 28) 0.150 41.1–46.4 8–23

JPEG2st (PSNR-HVS-Mdes = 41.65 dB) 0.175 41.1–42.0 7–22

ADCTC2st (PSNR-HVS-Mdes = 41.65 dB) 0.075 41.2–42.0 8–37

AGU-M2st (PSNR-HVS-Mdes = 41.65 dB) 0.155 41.3–41.9 10–39

BPG2st (PSNR-HVS-Mdes = 41.8 dB) 0.090 41.0–43.8 9–28

Advanced Optical Technologies frontiersin.org13

Kryvenko et al. 10.3389/aot.2024.1306142

261

https://www.frontiersin.org/journals/advanced-optical-technologies
https://www.frontiersin.org
https://doi.org/10.3389/aot.2024.1306142


Thus, we can recommend using PSNR-HVS-Mdes = 42 dB and
the two-step procedure for providing either visually lossless
compression or lossy compression for which introduced
distortions can be hardly noticed and do not affect the diagnostic
value of dental images acquired by modern systems.

5 Conclusion

The task of visually lossless compression of dental images acquired
by two modern systems is considered. The images usually have a large
size and, due to this, it is worth applying lossy compression for their
transferring via communication lines and storage. Three approaches to
visually lossless compression are considered, namely, the use of the fixed
PCC, the use of the two-step compression, and the approach based on
the first just noticeable distortion point. It is shown by experiments
carried out by four qualified dentists for three types of monitors with
200 image fragments used in comparisons that the latter approach is not
perfect at themoment and it produces the largest percentage of situations
when distortions in compressed image fragments are noticeable and able
to negatively affect the diagnostic value of dental images.

For the two former approaches, the compression characteristics
depend on whether the noise is visible or not. For images with visible
noise, the minimal and maximal values of produced CR are smaller
than for the almost noise-free images. Note that in the latter case, the
provided CR varies from about 20 to almost 70 for modern coders
that significantly outperform JPEG (in the sense of larger CR for
approximately the same visual quality and Pd). If one would like to
have smaller Pd than in our experiments, it is possible to increase
PSNR-HVS-Mdes for the two-step approach or to use larger fixed QF
for JPEG and smaller fixed values of SF, QS, and Q for AGU-M,
ADCT, and BPG coders, respectively. However, smaller minimal
and maximal CR values are then produced.

In the future, we plan to consider other modern coders and quality
metrics. Images produced by other dental systems can be studied as
well. Considering the obtained results, it will be interesting to perform
multi-centered research, increase the number of patients and collect
data from dental centers with different geographical locations.
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TABLE 2 The obtained experimental data for the Dentsply Sirona imager.

Compression approach and its parameters Pd Range of PSNR-HVS-M variation (dB) Range of CR variation

JPEG2st (PSNR-HVS-Mdes = 42 dB) 0.160 41.5–42.4 14–29

ADCTC2st (PSNR-HVS-Mdes = 42 dB) 0.080 41.9–42.1 21–67

AGU-M2st (PSNR-HVS-Mdes = 42 dB) 0.125 41.9–42.1 22–62

BPG2st (PSNR-HVS-Mdes = 42 dB) 0.145 41.3–42.8 21–64
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A cost-effective, machine 
learning-driven approach for 
screening arterial functional 
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population
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Changsha, China, 2 School of Science, Hunan University of Technology and Business, Changsha, 
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Introduction: An easily accessible and cost-free machine learning model based 
on prior probabilities of vascular aging enables an application to pinpoint high-
risk populations before physical checks and optimize healthcare investment.

Methods: A dataset containing questionnaire responses and physical 
measurement parameters from 77,134 adults was extracted from the electronic 
records of the Health Management Center at the Third Xiangya Hospital. The least 
absolute shrinkage and selection operator and recursive feature elimination-
Lightweight Gradient Elevator were employed to select features from a pool of 
potential covariates. The participants were randomly divided into training (70%) 
and test cohorts (30%). Four machine learning algorithms were applied to build 
the screening models for elevated arterial stiffness (EAS), and the performance 
of models was evaluated by calculating the area under the receiver operating 
characteristic curve (AUC), sensitivity, specificity, and accuracy.

Results: Fourteen easily accessible features were selected to construct the 
model, including “systolic blood pressure” (SBP), “age,” “waist circumference,” 
“history of hypertension,” “sex,” “exercise,” “awareness of normal blood pressure,” 
“eat fruit,” “work intensity,” “drink milk,” “eat bean products,” “smoking,” “alcohol 
consumption,” and “Irritableness.” The extreme gradient boosting (XGBoost) 
model outperformed the other three models, achieving AUC values of 0.8722 
and 0.8710 in the training and test sets, respectively. The most important five 
features are SBP, age, waist, history of hypertension, and sex.

Conclusion: The XGBoost model ideally assesses the prior probability of the 
current EAS in the general population. The integration of the model into primary 
care facilities has the potential to lower medical expenses and enhance the 
management of arterial aging.
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1 Introduction

Vascular aging, regardless of the presence of atherosclerosis, is 
characterized by intimal and medial thickening and a loss of arterial 
elasticity, leading to vascular stiffness (1, 2). Population-based studies 
indicated that vascular aging should no longer be only considered a 
part of normal aging but rather influenced by industrialized lifestyle 
(3) and increased with the level of urbanization (4). Aortic pulse wave 
velocity (PWV) is considered a physiological method for quantifying 
arterial functional aging (5, 6) and serves as a surrogate marker of 
arterial stiffness, which is strongly related to cardiovascular diseases 
(CVDs) morbidity (7, 8).

Approximately 35% of individuals aged less than 40 years present 
a PWV value that was above the 90th percentile of PWV expected for 
their age, according to the European Reference Values Collaboration 
(9), and widespread PWV screening remains lacking in practice (10). 
Vascular aging is strongly influenced by acquired risk factors, 
primarily related to lifestyle choices and cardio-metabolic indicators 
such as smoking (11, 12), high blood pressure (13, 14), and glucose 
levels (15). This implies that arterial aging, as measured by PWV, can 
be preemptively evaluated with the aid of a suitable algorithm. This 
might allow for the precise identification of high-risk individuals at 
minimal or even zero cost, optimizing the efficiency of screening 
initiatives and reducing the health investment required for the vast 
low-risk population. We hereby reintroduce the concept of pretest 
probability. For example, in clinical practice, before diagnosing 
coronary heart disease, it is necessary to assess the disease’s prior 
probability based on symptoms and other factors. This assessment 
informs the next steps in patient testing (16). Similar to this scope, 
our testing employs cross-sectional big data and machine learning 
methods to determine the pretest probability of current 
vascular aging.

Machine learning (ML) has been successfully employed in 
medicine to establish and develop accurate models (17). It outperforms 
conventional statistical methods by automatically training itself and 
improving its performance without the need for intricate 
programming. ML has the capacity to learn from diverse data modules 
and model complex relationships, resulting in more accurate 
predictions (18). A gradient boosting-based model for arterial stiffness 
assessment using clinical characteristics was constructed in a cohort 
of 1,672 patients with diabetes (19), demonstrating effective 
classification for elevated arterial stiffness (EAS) within this specific 
group. Based on our speculation that the prevalence of elevated PWV 
would be higher in individuals with diabetes, and considering the 
distinct parameters and contributing features of the model in this 
population, we realized that the model for the general population 
would likely differ substantially.

By leveraging a vast dataset gathered from a substantial cohort 
of physical examinees, encompassing Pulse Wave Velocity (PWV) 
metrics, along with detailed insights into lifestyle patterns and 
fundamental clinical attributes, we  employed machine learning 
(ML) techniques to craft a streamlined and economical screening 
model for arterial stiffness in the general populace. This approach 
enables more precise pinpointing of high-risk demographics. Such 
a strategy may significantly reduce the likelihood of overlooking 
potential diagnoses and curtail medical squandering, enhancing the 
overall efficiency and effectiveness of health screenings for 
arterial aging.

2 Methods

2.1 Study population and data source

The retrospective dataset was extracted from the electronic 
healthcare records of the health management center of the Third 
Xiangya Hospital. The records collected spanned from 2015 to 2021 
and constituted the original set. The dataset consisted of 77,191 
physical examinees who underwent a brachial-ankle pulse wave 
velocity (baPWV) test at the health management center. The exclusion 
criteria were as follows: (1) individuals who were unable to sign 
informed consent; (2) patients with a diagnosis of end-stage renal 
disease and aortopathy. Samples with massive missing data or 
excessive outliers whose irrationality was justified by the clinician 
were deleted, resulting in a final dataset of 77,134 individuals. All 
participants signed the informed consent form. The study was 
conducted in accordance with the Declaration of Helsinki and 
approved by the Ethics Committee of the Third Xiangya Hospital (No 
2020-S609).

2.2 Feature characteristics and definitions

The dataset included a total of 82 features, which encompassed 
various types of information. These features included physical 
examination measurements such as body mass index (BMI), waist 
circumference (WC), and systolic/diastolic blood pressure (SBP/
DBP). Laboratory indicators were also present in the dataset and 
included measurements such as fasting blood sugar (FBS), lipid 
profile, and renal function markers. Additionally, questionnaire 
information was collected, including previous diagnoses of diseases, 
lifestyle factors (diet preference, smoking, alcohol consumption, 
exercise habits, working and sedentary time, and sleep status), and 
health literacy regarding basic medical knowledge. For specific 
definitions within the dataset, alcohol consumption was defined as 
consuming more than 50 g of alcohol per week. The current smoking 
status was defined as smoking more than one cigarette per day. The 
baPWV measurements were obtained using a non-invasive 
measurement system called VP-2000 manufactured by Colin Co Ltd., 
Komaki, Japan. Trained medical staff performed the measurements 
in a room after the subjects had rested in a supine position for 10 min. 
Four pneumatic cuffs were attached to the bilateral arms and ankles 
to obtain pulse waves. The baPWV was automatically calculated 
using the formula (La-Lb)/Tba, where La represents the distance 
between the heart and ankle, Lb represents the distance between the 
heart and brachium, and Tba represents the time difference between 
the initial increase in the brachial waveform and that in the ankle 
waveform. Elevated arterial stiffness (EAS) was considered as 
baPWV≥1,400 cm/s (20).

2.3 Data processing and statistical analysis

Nineteen features in the original dataset are related to detailed 
questions about smoking, drinking, exercising, and work intensity, 
including types and frequency. To reduce the redundancy of the data, 
these data are not included in the analysis for now. If factors such as 
smoking and drinking prove important in later analyses, this part of 
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the data will be specifically analyzed. However, since factors such as 
smoking and drinking were not considered highly important in 
subsequent analyses, no further specific analysis was conducted on 
these questions. If a sample has more than 30% of its variables missing, 
then the sample is deleted. Therefore, a total of 57 samples were 
deleted. For the remaining missing data, single-value imputation was 
used to handle features. Ultimately, 63 features and 77,134 samples 
were retained. The entire dataset was randomly divided into a training 
set (70%, 53,993 samples) and a test set (30%, 23,141 samples). In the 
test set, there were 13,600 samples for the non-EAS category and 9,541 
samples for the EAS category.

Continuous measurement data conforming to the normal 
distribution were expressed as mean ± standard deviation, otherwise, 
the quartile was adopted, and the difference between categorical 
features was calculated using the chi-squared test. The difference of 
p < 0.05 on both sides was considered statistically significant.

2.4 Feature selection

In the field of machine learning, feature selection can eliminate 
irrelevant or redundant features, thereby reducing the number of 
features, improving model accuracy, and reducing runtime. Feature 
selection methods are mainly divided into three categories: filter, 
embedded, and wrapper methods.

Filter method: Features that did not show significant differences 
across categories meant they had no use for the prediction target and 
would be deleted.

Embedded: The features were input into the Lasso model for 
training after the filter method. The L1 regularization parameters were 
tuned using 10-fold cross-validation, and the coefficient would 
be shrunken to zero if their features were not important.

Wrapper: After filtering through Lasso regression, if there were 
still quite a number of features left, the wrapper method could be used 
for further selection. The working principle of recursive feature 
elimination (RFE) is to recursively remove features and build a model 
on the remaining features (in this case, the Lightweight Gradient 
Elevator (LGBM) is chosen), thereby determining which combinations 
of features contribute more significantly to the prediction results. 
Regarding the choice of the number of features, as we continuously 
increase the number of features, the AUC score of RFE-LGBM 
gradually increases and tends to stabilize. When the number of 
features reaches N, the AUC score reaches its maximum value. Adding 
more features will not enhance the model’s predictive capability, so 
ultimately, N features are determined for model building through 
RFE-LGBM.

Based on the common usage and the situation of data being 
selected at each step, we ultimately employed these three methods.

2.5 Parameter optimization and model 
evaluation

Four machine learning algorithms (logistic regression [LR], 
random forest [RF], extreme gradient boosting [XGBoost], and light 
gradient boosting machine [LightGBM]) were used to develop 
predictive models on the training data. Weights of different classes 
were assigned by setting parameters in the trained models to deal with 

data imbalance. The parameters of LR, RF, and LightGBM models 
were class_weight = “balanced,” and XGBoost’s was scale_pos_
weight = “ratio of majority and minority class.” As to the other 
parameters that required adjustment, grid searching was adopted in 
the LR model and the Bayesian Optimization Algorithm was applied 
to the RF, XGBoost, and LightGBM models. To assess the model’s 
optimization and improve its generalization ability, 10-fold cross-
validation was performed. The model’s performance was evaluated by 
calculating the accuracy, sensitivity, and specificity, and the 
distinguishing abilities of the risk assessment model were evaluated 
with the area under the receiver operator characteristic (AUC). The 
overview of the proposed ML algorithms is shown in Figure 1.

2.6 Feature importance ranking

Shapley additive explanations (SHAP) value was defined as the 
average marginal contribution of a feature value across all possible 
feature coalitions. It provides insights into the influence of each feature 
on individual samples, showcasing both positive and negative effects.

ML was implemented in Python (v 3.6) using the sklearn (v. 
0.24.1) and XGBoost (v. 1.3.3) packages. Bayesian optimization based 
on the TPE toolbox (bayes_opt v. 1.2.0) was used to tune 
hyperparameters for learning algorithms when the best combination 
of parameters yielded a low model performance. SHAP (V 0.41.0) was 
for explainable ML.

3 Results

3.1 Characteristics of the study population

A total of 77,134 subjects were included, with a mean age of 
48.6 ± 11.4 years, and 54.9 ± 10.6 years in subjects with EAS. The 
sample prevalence of EAS was 40.8%. Significant differences (p < 0.01) 
were observed in age, BMI, WC, SBP/DBP, indicators concerning 
renal function, FBS, total cholesterol (TC), triglyceride (TG), high−/
low-density lipoprotein cholesterol (HDL-c/LDL-c) (Table 1), sex, 
history of cardiovascular diseases, smoking, exercise, work intensity, 
sedentary time, sleeping quality and time, 16 items of dietary habits, 
9 items of negative emotions, and 12 items of health literacy (Table 2) 
between EAS and non-EAS.

3.2 Feature selection

Three health literacy items (active in the acquisition of medical 
knowledge and awareness of normal pulse rate/total cholesterol) with 
no statistical difference were removed from further analysis, and 60 
features were input for subsequent feature selection.

The Lasso regression ranked the features based on their parameter 
values, and the bottom 25 features (Figure 2A) were visually observed. 
Subsequently, 21 features with zero parameter values were deleted, 
including LDL-c, history of other cardiovascular diseases (excluding 
hypertension and diabetes), awareness of normal salt intake/FBS/TG 
values, sunlight exposure, lack of enthusiasm, impatience, difficulty 
concentrating, nervousness, upset, meals on time, gluttony, frequency 
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FIGURE 1

Machine learning flowchart of this study. LR, logistic regression; RF, random forest; XGBoost, extreme gradient boosting; LightGBM, Light gradient 
boosting machine; RFE-LGBM, recursive feature elimination-Lightweight Gradient Elevator; AUC, area under the receiver operating characteristic 
curve.

TABLE 1 Features of the participants that are continuous data in primary settings.

Feature All (n  =  77,134) Non-AS (n  =  45,688) EAS (n  =  31,446) p value

Age 48.6 ± 11.4 44.2 ± 9.7 54.9 ± 10.6 <0.001

Body mass index 24.6 ± 3.2 24.2 ± 3.2 25.1 ± 3.1 <0.001

Waist circumference 84.0 ± 9.804 82.3 ± 9.9 86.4 ± 9.1 <0.001

Systolic blood pressure 125.3 ± 16.8 118.0 ± 12.7 135.9 ± 16.3 <0.001

Diastolic blood pressure 77.2 ± 11.5 73.1 ± 9.8 83.1 ± 11.3 <0.001

Blood urea nitrogen 4.9 ± 1.3 4.8 ± 1.2 5.1 ± 1.4 <0.001

Serum creatinine 74.0 ± 18.8 72.8 ± 16.3 75.9 ± 21.9 <0.001

Serum uric acid 347.9 ± 89.6 339.9 ± 89.2 359.6 ± 88.9 <0.001

Fasting blood sugar 5.7 ± 1.5 5.4 ± 1.0 6.1 ± 1.9 <0.001

Total cholesterol 5.1 ± 1.0 5.0 ± 0.9 5.3 ± 1.1 <0.001

Triglyceride 2.0 ± 1.9 1.8 ± 1.7 2.3 ± 2.2 <0.001

High-density lipoprotein 

cholesterol

1.3 ± 0.3 1.3 ± 0.3 1.3 ± 0.3 <0.001

Low-density lipoprotein 

cholesterol

2.9 ± 0.9 2.9 ± 0.8 3.0 ± 0.9 <0.001

EAS, elevated arterial stiffness.
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of consumption of eggs, vegetables, fat, animal offal, coffee, sugary 
drinks, sedentary duration, and dinner party.

The 39 reserved features were considered too much, and 
we  adopted the LGBM model to train them further. With each 
addition, AUC scores for the test set were recorded. As depicted in 
Figure  2B, there was a discernible decrease in the score as 
we integrated 23 features one by one; continuous feature addition not 
only raised computational costs but also failed to enhance model 
performance. Consequently, we discarded the 16 non-contributory 
features. The remaining 23 significant features were sex, age, history 
of hypertension, SBP, DBP, BMI, WC, TC, TG, HDL-c, FBS, serum 
uric acid, serum creatinine, urea nitrogen, exercise, awareness of 
normal BP, the consumption frequency of items such as fruit, milk, 
bean products, alcohol, and smoking, work intensity, and 
irritableness. An important observation was the strong linear 
correlation between BMI and WC (r = 0.86) and between SBP and 
DBP (r = 0.78) (Supplementary Figure 1). For efficiency, we retained 
only WC and SBP, leading to a final 21 features for ML evaluation. It 
is noteworthy that we also developed a model that prioritizes features 

that are cost-effective and easily obtainable. Therefore, lab indicators 
were omitted, leaving us with 14 salient features.

3.3 Model performance and feature 
importance ranking

The performance of four classifiers—logistic regression (LR), 
random forest (RF), XGBoost, and LightGBM—across the training 
and test sets is detailed in Table 3 (for the 14-feature model) and 
Supplementary Table 1 (for the 21-feature model). Intriguingly, the 
incorporation of laboratory indicators in the 21-feature models 
resulted in only marginal improvements in performance compared to 
the 14-feature models. For instance, the AUC test scores showed 
negligible differences: LR (0.8746 vs. 0.8706), RF (0.8697 vs. 0.8695), 
XGBoost (0.8754 vs. 0.8710), and LGBM (0.8732 vs. 0.8702). This 
increment came at a significant cost to the testers, suggesting that 
classifiers with only 14 features are more suitable for broad public 
applications. In terms of overall performance, the XGBoost model 

TABLE 2 Features of the participants that are categorical data in primary settings.

Features Chi value p-value Features Chi value p-value

Sex 494.529 <0.001 Irritableness 408.974 <0.001

History of hypertension 6905.432 <0.001 Nervousness 523.143 <0.001

History of diabetes 1913.659 <0.001 Anxiousness 263.128 <0.001

History of other CVD 586.573 <0.001 Impatience 306.742 <0.001

Meals on time 828.782 <0.001 Lack of enthusiasm 562.609 <0.001

Eat midnight snack 2184.694 <0.001 Upset 374.698 <0.001

Gluttony 36.759 <0.001 Depression 513.749 <0.001

Dinner party 186.321 <0.001 Difficulty concentrating 378.7 <0.001

Drink milk 526.563 <0.001 Sleep quality 82.116 <0.001

Eating eggs 103.121 <0.001 Sleep duration 264.814 <0.001

Eat beans 13.101 0.001 Active acquisition of medical 

knowledge

0.2 0.655

Eat fruit 302.005 <0.001 Fasten seat belt 791.405 <0.001

Eat vegetables 415.069 <0.001 Observed stools 114.9 <0.001

Eat meat 100.03 <0.001 Self-measurement of BP/HR 4761.237 <0.001

Eat fatty meat 119.924 <0.001 Take first-aid medicine along 1136.878 <0.001

Eat animal offal 190.865 <0.001 Sunlight exposure 771.451 <0.001

Eat fish 178.008 <0.001 Awareness of normal BP 154.105 <0.001

Drink coffee 487.353 <0.001 Awareness of normal body temperature 13.242 <0.001

Sugary drinks 1276.974 <0.001 Awareness of normal pulse 0.01 0.919

Smoking 207.578 <0.001 Awareness of normal salt intake 79.905 <0.001

Drink alcohol 131.602 <0.001 Awareness of normal BMI 85.353 <0.001

Exercise 81.124 <0.001 Awareness of normal WC 25.583 <0.001

Work intensity 2985.317 <0.001 Awareness of normal FBS 156.494 <0.001

Sedentary duration 173.991 <0.001 Awareness of normal triglyceride 31.048 <0.001

Depressed 587.383 <0.001 Awareness of normal TC 1.525 0.217

BP, blood pressure; HR, heart rate; BMI, body mass index; WC, waist circumference; FBS, fasting blood sugar; TC, total cholesterol.
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modestly outshone the other classifiers in multiple metrics, including 
accuracy (0.7878), sensitivity (0.78), specificity (0.73), and AUC 
(0.8710) on the test set.

Feature importance was assessed in the XGBoost model, and the 
top 10 most influential features were identified as SBP, age, history of 
hypertension, FBS, TG, sex, smoking, fruit consumption, awareness 
of normal BP, and exercise, as shown in Figure 3. Figure 4 visually 
presents the SHAP values corresponding to the 14 most important 
features. The x-axis represents the SHAP values, while the y-axis lists 
the features; each dot symbolizes a sample. The color scale varies from 
low (blue) to high (red), indicating the feature values. A positive SHAP 
value indicates contributing to EAS formation, whereas a negative 

value suggests inhibition. The top 5 features in terms of importance 
were SBP, age, WC, history of hypertension, and sex.

4 Discussion

In this study, we established four ML models for arterial stiffness 
screening in a large-scale physical examination population using easily 
accessible measurements and questionnaire indicators. Among them, 
XGBoost demonstrated superior performance in validation. 
Interestingly, while including optional laboratory features led to a 

FIGURE 2

Feature selection successively using the Lasso algorithm and recursive feature elimination-lightweight gradient elevator (RFE-LGBM). (A) Coefficients 
profile of bottom 25 features resulting from the Lasso algorithm, where features with zero coefficients were removed. (B) Five-fold cross-validation 
criterion of RFE based on LGBM, 23 features were optimal and finally kept. AUC, area under the receiver operating characteristic curve.

TABLE 3 The results of classification algorithms based on 14 costless features.

Model Accuracy_train Accuracy_test Sensitivity Specificity AUC_train AUC_test

LR 0.7839 0.7877 0.78 0.72 0.8678 0.8706

RF 0.7852 0.7845 0.77 0.72 0.8678 0.8685

XGB 0.7870 0.7878 0.78 0.73 0.8722 0.8710

LGBM 0.7967 0.7865 0.77 0.73 0.8702 0.8702

LR, logistic regression; RF, random forest; XGBoost, extreme gradient boosting; LightGBM, Light gradient boosting machine; RFE-LGBM, recursive feature elimination-Lightweight Gradient 
Elevator; AUC, area under the receiver operating characteristic curve.
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minor enhancement in model performance, the gains may not justify 
the increased complexity and costs. This model holds promise for 
predicting early-stage vascular aging, particularly in regions with 
elevated epidemiological risks.

Traditional CVD risk factors played a noticeable role in affecting 
arterial stiffness (AS). A meta-analysis (21) highlighted age and blood 
pressure as the primary determinants of arterial stiffness. Additionally, 
history of hypertension and waist circumference were also influential 

FIGURE 3

Feature importance plot of the best-performing extreme gradient boosting model measured by F-score. SBP, systolic blood pressure; BP, blood 
pressure; HR, heart rate.

FIGURE 4

Feature weight sorting by Shapley additive explanations (SHAP) value. SBP, systolic blood pressure; BP, blood pressure; HR, heart rate.
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factors. Regarding the more costly and invasive laboratory indices, 
abnormalities in glucose metabolism (22), triglyceride (23), HDL-c, 
uric acid (24), and glomerular filtration rate (GFR) (25) as determined 
by serum creatinine have all been linked to varying degrees with 
arterial stiffness. Our model, which incorporated 21 features—
including both questionnaire items and select laboratory indices—
aligns well with findings from previous studies. However, one 
exception was total cholesterol (26, 27), where its potential anti-
stiffening effects remain a matter of debate. A notable model for 
assessing arterial stiffness is the SAGE scoring system. This model, 
derived from a cohort of 3,943 outpatients and using multiple logistic 
regression, incorporated variables such as SBP, age, glycemia, and 
GFR. Impressively, it achieved a 0.77 ROC in its validation cohort (28).

Most traditional models related to cardiovascular risk integrate 
both laboratory and clinical parameters (29–31). Securing these 
variables often entails financial expenditures, making the broad 
application of such models somewhat limited in the general 
population (32). In our earlier exploration, we  compared results 
derived from both self-assessment items and blood tests with those 
garnered exclusively from self-assessment features. Intriguingly, the 
differences were minimal, which we  attribute primarily to the 
overwhelming influence of factors such as blood pressure, age, and 
waist circumference. A notable strength of our study is its reliance on 
non-invasive, easily obtainable indicators that come at a minimal cost, 
which are sufficient to craft a scalable EAS model. However, using a 
vast number of these indicators poses challenges. These raw datasets 
tend to be  non-linear, intricate, and possibly inter-correlated or 
influenced by a plethora of confounding variables (33). This 
complexity could lead to significant deviations and diminished 
accuracy when building models. Given this backdrop, ML algorithms 
emerge as a preferable approach, offering a remedy to these pitfalls. 
We initially employed LASSO and RFE-LGBM to filter out superfluous 
features and avert overfitting caused by collinearity. Ultimately, 
leveraging four distinct ML algorithms to assess EAS proved more 
effective than relying on a single model. Notably, XGBoost marginally 
surpassed the other three in metrics such as accuracy, sensitivity, 
specificity, and AUC.

Contrary to conventional methodologies such as logistic 
regression, which operate under the presumption of variables being 
independent and purely linear (34), XGBoost adopts a non-parametric 
approach. It integrates a regularized loss function and marries 
gradient-boosting algorithms with decision trees, preserving inter-
feature correlations (35). We theorize that this unique characteristic 
underpins XGBoost’s standout performance.

Another study that focused on assessing the risk of EAS in 
diabetic patients reported ROC values of 0.928 and 0.821 using a 
gradient-boosting algorithm for a discovery dataset of 760 Chinese 
individuals and a validation dataset of 912 Japanese individuals, 
respectively (19). In comparison, our study’s significantly larger 
dataset ensured a more normal distribution and, consequently, more 
precise analyses. The ROC values in our study were 0.8826 and 0.8754 
for the training and test datasets, respectively. The closer alignment of 
these values suggests a superior model fit (36). Furthermore, by 
targeting the general population rather than specialized groups, our 
model may boast broader applicability.

Currently, PWV assessment is used for patients suspected or 
diagnosed with CVD and individuals undergoing self-funded health 
examinations in Chinese hospitals. However, it is challenging to 

implement PWV screening for the general population outside of 
hospital settings to enhance the management of CVD. Moreover, the 
subject’s general physical examination reveals the need for a more 
standardized approach in developing personalized medical 
examination programs, particularly concerning vessel checks. 
Currently, the formulation of these programs is largely influenced by 
the individual’s economic status, resulting in either missed diagnoses 
due to inadequate testing or unnecessary resource wastage through 
over-testing. For instance, the number of physical examinees in China 
surged from 444 to 549 million in 3 years, according to the China 
Health Statistics Yearbook, with the average cost per examination 
amounting to 755.8¥ (37). This typically includes visceral color 
ultrasound and selected blood tests such as lipid, glucose, hepatic and 
renal function, and complete blood count (38). However, this cost 
does not necessarily cover more specialized, expensive tests such as 
arterial stiffness assessments, CT scans, or gastrointestinal 
endoscopies. This suggests that early identification measures in 
primary care remain inadequate, even for those who undergo routine 
physicals, let alone those who have not visited a hospital. Therefore, 
incorporating a convenient and easily accessible assessment model 
into primary care could offer a cost-free initial screening for the 
general population. This would allow healthcare providers to tailor 
preventive strategies to those at higher risk. Machine learning models 
serve as a viable pathway for achieving this, particularly for 
asymptomatic individuals. At the current stage, the process of 
transforming a model derived from the research process into a 
practical clinical tool involves a productization process. This includes 
placing the model in the cloud or making it into a web-based version, 
accessible from anywhere. It also involves connecting certain data 
links, allowing data to be transferred from medical devices to the 
servers that host the model. We plan to make this model into an easily 
accessible web-based version.

4.1 Limitations

Our study is not free from limitations. First, given its cross-
sectional design, it is not possible to infer causal relationships from 
the data. However, previous studies had established definite causality 
that we could follow. Our initial intention for the research was to 
assess the current status of arterial aging, thus making the study 
design reasonable. Second, the standards for evaluating certain 
lifestyle factors, such as fruit and bean consumption or exercise habits, 
were not unified and objectively quantified. This could potentially 
decrease the prediction’s precision. Finally, since the study relies on 
data from physical examinations conducted in China, there may 
be restrictions on the applicability of the results to other ethnicities 
or cultures.

5 Conclusion

The primary aim of our research was to provide an effective model 
for evaluating the risk of early Arterial Stiffening (EAS) using only 
questionnaires and physical measurements. Overall, we found that the 
model’s diagnostic accuracy and assessment capabilities were 
satisfactory. Incorporating this risk assessment model into primary 
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healthcare settings could significantly improve the prevention and 
management of arterial aging across the broader populace.
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Background: The healthcare sector demands a higher degree of responsibility, 
trustworthiness, and accountability when implementing Artificial Intelligence 
(AI) systems. Machine learning operations (MLOps) for AI-based medical 
diagnostic systems are primarily focused on aspects such as data quality and 
confidentiality, bias reduction, model deployment, performance monitoring, 
and continuous improvement. However, so far, MLOps techniques do not take 
into account the need to provide resilience to disturbances such as adversarial 
attacks, including fault injections, and drift, including out-of-distribution. This 
article is concerned with the MLOps methodology that incorporates the steps 
necessary to increase the resilience of an AI-based medical diagnostic system 
against various kinds of disruptive influences.

Methods: Post-hoc resilience optimization, post-hoc predictive uncertainty 
calibration, uncertainty monitoring, and graceful degradation are incorporated 
as additional stages in MLOps. To optimize the resilience of the AI based medical 
diagnostic system, additional components in the form of adapters and meta-
adapters are utilized. These components are fine-tuned during meta-training 
based on the results of adaptation to synthetic disturbances. Furthermore, an 
additional model is introduced for post-hoc calibration of predictive uncertainty. 
This model is trained using both in-distribution and out-of-distribution data to 
refine predictive confidence during the inference mode.

Results: The structure of resilience-aware MLOps for medical diagnostic systems 
has been proposed. Experimentally confirmed increase of robustness and speed 
of adaptation for medical image recognition system during several intervals of 
the system’s life cycle due to the use of resilience optimization and uncertainty 
calibration stages. The experiments were performed on the DermaMNIST 
dataset, BloodMNIST and PathMNIST. ResNet-18 as a representative of 
convolutional networks and MedViT-T as a representative of visual transformers 
are considered. It is worth noting that transformers exhibited lower resilience 
than convolutional networks, although this observation may be  attributed to 
potential imperfections in the architecture of adapters and meta-adapters.

Сonclusion: The main novelty of the suggested resilience-aware MLOps 
methodology and structure lie in the separating possibilities and activities 
on creating a basic model for normal operating conditions and ensuring its 
resilience and trustworthiness. This is significant for the medical applications as 
the developer of the basic model should devote more time to comprehending 
medical field and the diagnostic task at hand, rather than specializing in system 
resilience. Resilience optimization increases robustness to disturbances and 
speed of adaptation. Calibrated confidences ensure the recognition of a 
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portion of unabsorbed disturbances to mitigate their impact, thereby enhancing 
trustworthiness.

KEYWORDS

MLOps, medical diagnosis, image recognition, robustness, resilience

1 Introduction

1.1 Motivation

The advent of Artificial Intelligence (AI) in healthcare has opened 
new horizons in medical diagnostics, offering more precise, efficient, 
and rapid techniques for detecting a wide range of diseases. However, 
the critical nature of healthcare imposes strict requirements on 
AI-based diagnostic systems, necessitating robust performance, high 
reliability, and stringent data security measures. Despite the attention 
to quality, security, and performance in traditional Machine Learning 
Operations (MLOps), an overlooked aspect remains—resilience 
to disturbances.

In healthcare applications, AI-based systems are exposed to 
numerous disturbances that can significantly impact their 
effectiveness. These disturbances may range from adversarial attacks 
designed to manipulate model outputs, to fault injections that can 
undermine system integrity, and to drift phenomena where the 
model’s performance degrades due to changing patterns in data 
distribution. Conventional MLOps methodologies focus extensively 
on data quality, model performance, and security but do not 
adequately address these resilience challenges. Given the potentially 
life-altering decisions that AI-based medical diagnostic systems are 
entrusted with, a lack of resilience can have severe consequences, 
including inaccurate diagnoses and, consequently, improper 
treatment plans.

Moreover, the unique characteristics of the healthcare domain 
such as patient-specific variabilities, heterogeneous data sources, and 
strict regulatory constraints introduce distinctive kinds of disturbances 
that are not commonly observed in other sectors. Therefore, a 
“one-size-fits-all” approach from other domains cannot be directly 
applied here.

The ability of a system to be resilient—to absorb, detect, and adapt 
to disturbances—is particularly crucial in high-stakes environments 
like healthcare. A resilient-aware MLOps framework for AI-based 
medical diagnostic systems would not only improve their robustness 
but would also enhance trust among clinicians, healthcare providers, 
and patients, thus accelerating the adoption rate of AI in healthcare.

In light of these challenges and opportunities, this study aims to 
enrich MLOps methodology by incorporating resilience as a 
fundamental component. By identifying characteristic disturbances in 
healthcare and developing methods to ensure resilience, this study 
endeavors to elevate the reliability and trustworthiness of AI-based 
medical diagnostic systems, making them better equipped to provide 
quality healthcare solutions in dynamic and unpredictable environments.

1.2 State-of-the-art

The evolution of AI in healthcare has led to various significant 
advancements, many of which are integrated into existing MLOps 

frameworks (1). A plethora of research exists, focusing on improving 
data quality, model training, evaluation, and deployment in the 
healthcare domain (2, 3).

Machine learning operations have gained momentum in 
healthcare due to their potential to streamline the development, 
deployment, and maintenance of machine learning models (4). 
Several studies have delved into the unique requirements and 
challenges that healthcare poses to the MLOps methodology, such as 
patient data confidentiality (5), bias reduction (6), and compliance 
with health regulations like HIPAA (7). However, most existing 
MLOps frameworks are designed to ensure efficient operation rather 
than resilience to the various disturbances that healthcare 
environments may present.

The concept of resilience in AI systems is not new and has been 
examined across various fields, including cybersecurity, manufacturing, 
and even autonomous vehicles. Techniques like adversarial training (8, 
9), robust optimization (10), and uncertainty quantification have been 
employed to improve resilience (11). The paper (12) proposes the 
concept of Secure Machine Learning Operations paradigm, but 
without proposals for combining different methods and aspects of 
protecting the same AI system from different threats. The issue of 
resolving the incompatibility of the selected approaches in the tasks of 
ensuring the resilience and efficiency of the AI system is not considered. 
The vast majority of researchers consider each type of disturbance for 
AI systems separately, and the question of compatibility of methods for 
ensuring resilience to each of these disturbances remains under-
researched (13–15). In addition, although these methods provide a 
certain degree of perturbation absorption, they often do not ensure 
rapid adaptation and evolution in response to changing conditions.

Despite the abundance of work in MLOps, resilience, and 
AI-based medical diagnostics separately, there is a conspicuous 
absence of research focusing on integrating resilience into MLOps 
frameworks specifically designed for medical diagnostic systems. This 
gap highlights the need for a holistic approach that combines these 
elements to ensure not just efficiency and reliability, but also resilience 
against the myriad disturbances that these systems may encounter.

1.3 Objectives and contributions

The aim of this study is to develop a new MLOps methodology 
that ensures the resilience of a medical diagnostic system to such 
negative factors as adversarial attacks, failure injection, drift, and 
out-of-distribution of data. The key objectives are as follows:

 - analysis of resilience issue of MLOps for healthcare;
 - analysis of methods of ensuring the resilience of AI-systems;
 - develop resilienсe-aware MLOps architecture for Medical 

Diagnostic Systems; and
 - experimentally confirm the advantages of resilience-aware 

MLOps compared to the conventional approach.
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Structurally, the work consists of the following sections. The 
analysis of methods of ensuring the resilience of MLOps and 
resilienсe-aware MLOps architecture for Medical Diagnostic Systems 
are presented in Section 2. The Section 3 describes the experimental 
results of testing and comparition of the proposed resilience-aware 
MLOps and Conventional MLOps. The research results are discussed 
in the Section 4. The Section 5 concludes the paper and describes the 
directions of future research.

The main contribution of the research includes architectures of 
resilience-aware MLOps for Medical Diagnostic Systems. In addition, 
the results of the comparison between the traditional and the proposed 
MLOps on the MedMNIST datasets are analyzed. It has been 
experimentally proven that the addition of resilience optimization, 
predictive uncertainty calibration, uncertainty monitoring, and 
graceful degradation makes a positive contribution to the robustness 
and performance recovery of a medical diagnostic system.

2 Architecting resilient MLOps-based 
medical diagnostic system

2.1 Resilience issue of MLOps for 
healthcare

Machine learning operations is the process of automating the 
lifecycle of machine learning models. It involves four main stages 
(Figure 1) (1, 2):

 1. Data Preparation—gathering, cleaning, and transforming data 
for further model training.

 2. Model Development, Training and Evaluation—building the 
architecture, training, and testing the model on prepared data.

 3. Model Deployment—integrating the trained model into a 
production environment.

 4. Performance Monitoring—tracking the model’s metrics in 
operation and providing feedback to the data preparation stage.

Conventional approaches to MLOps often do not pay enough 
attention to the resilience of machine learning systems to the 
perturbations inherent in the medical domain. They do not focus on 
absorbing and detecting disturbances and adapting to them quickly. 
However, for medical applications, these aspects are extremely 

important, as human lives depend on the recommendations of ML 
systems. Disturbances in an intelligent system can be caused by both 
intentional attacks and natural causes. Examples of natural 
disturbances include noise in the data, sudden hardware faults 
(memory faults), and data drift over time (16). Intentional attacks can 
also include fault injections and data manipulation in the form of 
so-called adversarial attacks.

Drift is particularly relevant to the healthcare industry, as disease 
patterns can change due to new strains of viruses and bacteria and 
disease patterns can change due to changes in treatment protocols 
(17). Data characteristics may also change due to improvements in 
medical equipment, changes in data collection methods, and changes 
in demographics. In addition, the emergence of new data, the 
identification of previously unknown relationships and factors, and 
the refinement of disease taxonomies are additional sources of concept 
drift. The main problem with drift adaptation is the delay in the arrival 
of labeled data after drift occurs, so the ability to quickly adapt to a 
small amount of labeled data is a very relevant property.

Adversarial attacks in AI-based medical diagnostic systems refer 
to deliberate manipulations of input data (such as medical images) 
designed to deceive AI algorithms (18). These attacks exploit 
vulnerabilities in the AI’s learning process, where slightly perturbed 
images, indistinguishable to the human eye, can lead to incorrect 
diagnoses or assessments. The source of these attacks can vary, ranging 
from external threats aiming to undermine the system’s reliability to 
internal errors in training data or algorithm design. However, to 
protect against adversarial attacks, the initial development of models 
and methods for training intelligent diagnostic systems may 
be complicated by the need to investigate the compatibility of various 
methods for enhancing the robustness and resilience of AI 
systems (19).

In the computational environment of an intelligent medical 
diagnostic system, malicious faults, commonly known as fault 
injections, can pose significant threats. These deliberate disruptions 
can be executed in various forms, targeting different components of 
the system. For instance, one notable type of attack is the “row 
hammer” attack on memory (20). This involves repeatedly accessing 
a row of memory cells to induce bit flips in adjacent rows, potentially 
corrupting data or causing system crashes. The existing efforts to 
increase fault tolerance and the adaptation rate to a certain amount of 
faults may not be  compatible with protection against other types 
of disturbances.

FIGURE 1

Basic stages of conventional MLOps.
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Thus, AI algorithms used in the healthcare industry have 
numerous vulnerabilities that traditional MLOps approaches do not 
focus on. Therefore, a promising direction for the development of 
AI-based medical diagnostic systems is the use of MLOps with 
elements to ensure resilience to disturbances.

2.2 Methods of ensuring the resilience of AI 
systems

Table  1 shows the approaches to ensure the resilience to 
adversarial attacks, fault injection, and concept drifts for AI system. 
The ability to absorb disturbances (robustness), graceful degradation 
due to the impact of disturbances that could not be absorbed, and 
rapid adaptation to new disturbances are considered to be the key 
features of resilient system. “Graceful degradation” refers to a system 
being pre-configured with an organized set of less functional states. 
These states represent acceptable compromises between functionality, 
performance, and cost-effectiveness.

Implementation of out-of-domain generalization through domain 
randomization or domain augmentation increases model robustness 
to limited shifts in data distribution (21). Dynamic adjustment of 
model weights in an ensemble can mitigate a certain level of concept 
drift (32). In addition, the ability to detect drift or out-of-distribution 
data can provide graceful degradation by delegating control to a 
human or to an AI model that is more resistant to such a disturbance.

Robustness to adversarial attacks can be enhanced by protecting 
training data or restricting access to knowledge about the AI model. 
The protection of training data is usually achieved through data 
encryption and sanitization (36). The incorporation of randomization 
or non-differentiable input transformations into the model provides 
gradient masking to counteract adversarial evasion attacks (33). 
Moreover, adding different regularization and training on adversarial 
samples provides robust optimization (10). However, detecting 
adversarial examples can be  an effective mechanism for graceful 
degradation by delegating control to humans or automatically 
switching to models that are more resilient to such a perturbation (22).

Redundancy in the form of N-versioning of AI model or 
duplication of critical neurons is the most common way to ensure 
robustness to faults (fault tolerance) (35). However, training under 
noise added to the gradient or neurons weights can also help to reduce 
the importance of individual neurons by providing fault masking, i.e., 
eliminating their influence (34). However, the use of error detection 
mechanisms for model weights can be combined with error correction 
mechanism or with downloading an uncorrupted version of the 
weights (24). If an error in the weights causes abnormal distortions in 

the feature space, it can increase predictive uncertainty and require a 
delegation of control to a human or switching to another model or 
model branch (27, 28).

Estimating model uncertainty is a useful function to identify the 
negative impact of any destructive influences on the AI system. 
However, by default, conventional AI model do not provide an 
efficient predictive uncertainty estimation and it requires calibration. 
In addition, detection of destructive disturbances affecting the AI 
model can be achieved through the mechanisms of AI explainability.

Graceful degradation can occur by increasing the resource 
consumption for disturbance processing, for example, by delegating 
control to an expert or large model. An expert can be reinforced by an 
AI explanation algorithm, while a large model is used with auxiliary 
semantic information (i.e., Zero-shot learning) (26). Switching to a 
simpler model can also be  viewed as a graceful degradation, as a 
simple model is generally less sensitive to disturbances in the data, but 
produces more coarse or abstract predictions (27, 28).

Adaptation to disturbance typically occurs through retraining in 
the face of disturbance using Active Learning, Continuous Learning, 
and Few-Shot Learning methods (29–31). However, to increase the 
speed of adaptation, meta-learning and Parameter-Efficient Fine 
Tuning methods are widely used (37). In addition, meta-learning is 
also effective in optimizing robustness (38).

Annotation of training data for medical diagnostic system 
requires deep medical knowledge, while the knowledge is constantly 
expanding and updating. There is a need to integrate Active Learning 
in MLOps feedback to effectively use data and time of highly qualified 
experts (29). At the stage of training data preparation, an expert could 
annotate the most complex cases. Complicated cases where the AI 
system has the greatest uncertainty can be identified by a specified 
uncertainty indicator. The simplest and most logical way to measure 
uncertainty is to calculate Shannon’s Entropy Measure for classification 
model or using quantile regression for regression model.

Detection of out-of-distribution, concept drift, a certain fraction 
of adversarial attack and fault injection effects can be implemented by 
testing for exceeding the threshold value of the model uncertainty 
indicator. In this case, the threshold value of the uncertainty indicator 
can be  defined as a 95% percentile on an augmented test or 
training dataset.

Thus, there are methods for implementing different resilience 
features for different disturbances. However, the vast majority of them 
require changing the model or learning algorithm, which complicates 
the responsibility separation in MLOps. In this case, making the AI 
system resilient will require additional research into the compatibility 
of different mechanisms for ensuring resilience to various disturbances 
and their mutual influence.

TABLE 1 Approaches to ensure the resilience of AI-systems.

Disturbance source
Resilience capabilities

Robustness Graceful degradation Adaptation

Drift, Out-of-distribution data Out-of-domain generalization (21); Ensemble 

selection (21)

Detecting adversarial examples (22), drift, 

out-of-distribution data (23), and faults 

(24); AI Explanation mechanism (25); 

Zero-shot learning (26); Switch to simpler 

model (27) or Reduce prediction 

granularity (28)

Active Learning (29); Continual 

Learning (30); Few-Shot Learning (31).

Adversarial attack Data encryption and sanitization (32); Gradient 

Masking (33); and Robustness Optimization (10)

Fault injection Fault masking (34); Explicit redundancy (35); and 

Error detection and correction (24)
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2.3 Resilienсe-aware MLOps architecture 
for medical diagnostic systems

Important principles in MLOps are the separation of 
responsibilities and collaboration between teams. Platform-level 
specialized solutions to ensure the resilience of any AI model delegates 
the updating and maintenance of this mechanism to a separate team 
of AI resilience experts. New MLOps stages for ensuring resilience 
aspects should be implemented as post-hoc procedures to maximize 
the separation of responsibilities.

Figure  2 shows a diagram of the proposed resilience-aware 
MLOps, which additionally includes the stages of Post-hoc Resilience 
Optimization, Post-hoc Uncertainty Calibration, and Uncertainty 
Monitoring and Graceful Degradation. In addition to Uncertainty 
Monitoring, the Explainable AI mechanism can be  used to assist 
decision-making by the human to whom control is delegated in case 
of uncertainty. The article (39) questions the necessity and adequacy 
of existing methods of explaining decisions, so the explanation 
mechanism will be  excluded from further consideration, but for 
generality, the diagram shows this MLOps stage.

At the stage of resilience optimization, it is proposed to attach 
computationally efficient (meta-) adapters to the original model in 
order to increase robustness and speed up the fine-tuning process 
(40). In this case, the weights of the original model remain frozen. The 
original model usually consists of certain blocks or modules, for 
example Convolutional Residual Block. To generalize, we will refer to 
these blocks as frozen operations and denote them as OP x( ). The 
parallel method of connecting an adapter to the frozen blocks of the 
model is the most convenient and versatile approach (Figure 3A). In 
this case, to ensure the properties of resilience, it is proposed to use 
three consecutive blocks of adapters at once, two of which are tuned 
during meta-training (40). To balance between different modules, 
we introduce a channel-wise scaling factor.

The adapter architectures depicted in Figure  3B are based on 
convolutional layers. The convolutional adapter shown in Figure 3B 
has a hyperparameter γ , which regulates channel compression by 1, 2, 
4, or 8 times. However, adapters can also be  implemented as a 
two-layer feed-forward network with a downward projection 
bottleneck or ResNet-like conversion.

The original model is trained on a dataset D D Dbase base
tr

base
val= { };  

to perform the main task under known conditions. Resilience 
optimization involves generating a set of synthetic disturbance 
implementations τ i i N| ={ }1, . As disturbances τ i can be considered 
adversarial attacks, fault injection, or switching to a new task. In 
addition, it is necessary to provide datasets D D D k Kk

tr
k
val= ={ };| ;| 1, , 

that solve other problems for K  few-shot learning tasks, where fine-
tuning data Dk

tr is used in the fine-tuning stage and validation set Dk
val 

is used in the meta-update stage. There is also a given set of parameters 
θ , φ , ω, and W , where θ  are parameters of a pretrained and frozen base 
AI model, φ  and ω are adaptation parameters of AI model backbone, 
and W  are task specified parameters (model head parameters). Head 
weights Wbase for the main task are pre-trained on the data Dbase. If 
we reject the specialization of different parameters of the AI model 
and denote the set of all parameters as Ξ = θ φ ω, , ,W , then the 
process of meta-learning for direct maximization of the expected 
resilience criterion can be described by the formula:

 
Ξ Ξ Ξ

Ξ Ξ

∗

∼ ( )
= ( )( )  = ( )argmax E R U D argmaxF

i
ipτ τ
τ ,

 
(1)

where U  is an operator that combines disturbance generation and 
adaptation in T steps, which maps the current state of φ  to new 
state of φ ;

R
iτ  is a function that calculates the value of the integral resilience 

indicator for τ i disturbance implementation over model parameters ω 
during its adaptation and the test sample D

i

val
τ .
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where P
iτ  is a performance metric for current state of model 

parameters and evaluation data.
If we use the SGD stochastic gradient descent algorithm with T  

steps in the U  operator and use gradient meta-update in the outer 
loop, we will get the algorithm shown in Figure 3. The meta-gradient 
estimation can be performed over the Gaussian-smoothed version of 
the outer loop objective, which is calculated by the formula (38).

 
∇ +( )  = +( ) − −( ) ∼ ( )

E F g E R g R g
g N I0

1

2,

Ξ Ξ Ξσ
σ

σ σ
 
(3)

A perturbation vector g is formed for the meta-optimized 
parameters at the beginning of each meta-optimization iteration; the 
resulting algorithm will be as shown in Figure 4.

The analysis of Figure 4 shows that the type of disruptive influence 
does not change within a single meta-adaptation step. However, each 
meta-adaptation step begins with the selection of a disruptive 
influence type, followed by the generation of n implementations of the 
disruptive influence with a subsequent nested adaptation loop for each 
of them. Simultaneously combining disturbances may be ineffective. 

FIGURE 2

Basic stages of resilience-aware MLOps.
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For example, after adding fault injection to the weights, we will have 
an outdated model, and applying adversarial attacks to it may 
be irrelevant.

The formation of adversarial samples is based on the 
Adv perturbation_ _( ) ( )Adv perturbation  function. For 
differentiable models, FGSM attacks or PGD attacks can be used (36, 

FIGURE 3

Parallel tuning scheme and tuner architectures. (A) Parallel tuning scheme for the frozen block; (B) Adapter or meta-adapter based on two-layer 
convolutional network with channel dimension down-sampling bottleneck.

FIGURE 4

Pseudocode of model-agnostic meta-learning with evolution strategies for AI-system resilience optimization.
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41). It is proposed to use adversarial attacks based on the search 
algorithm of the covariance matrix adaptation evolution strategy for 
non-differentiable models (39). The level of perturbation is limited by 
the L° -norm or L0 0L -norm. In this case, if the image is normalized 
by dividing pixel brightness by 255, then the specified disturbance 
level is also divided by 255.

The formation of fault injections is performed by the 
Fault inj_ _( ) ( )Fault inj  (42). It is suggested to choose the most 
difficult fault type to absorb, which involves generating an inversion 
of a randomly selected bit (bit-flip injection) in the model weight. For 
differentiable models, it is suggested to pass the test dataset through 
the network and calculate the gradients, which can then be sorted by 
their absolute values. In the top-k weights with the highest gradient, 
one bit is inverted in a random position. The proportion of weights for 
which one random bit is inverted can be denoted as the fault rate.

Task change is needed to simulate concept drift and out-of-
distribution. Forming a sample of other tasks can be  done by 
randomizing the domain of the same task or by selecting tasks from 
relevant domains but sampling truly different tasks. These two 
approaches can also be combined.

Augmented versions of training samples can be used for improved 
calibration on in-distribution data. Out-of-distribution data can 
be generated from other datasets that do not share similar labels. 
Out-of-distribution data can be generated from other datasets that do 
not have semantically similar labels. One of the effective methods of 
generating Out-of-distribution is the use of Soft or Hard Brownian 
Offset Sampling with Autoencoders (43). Software libraries and 
examples of application to various data modalities are available for the 
Soft Brownian Offset algorithm.

The post-hoc calibration algorithm requires adding certain 
add-ons to the frozen model that are adjusted on the calibration data 
to reduce the discrepancy between the prediction confidence and the 
actual probability. Calibration Add-Ons for classification model based 
on Temperature Scaling, Platt Scaling, Isotonic Regression, Histogram 
Binning, Bayesian neural networks, ensembles, etc.

Active Learning is a widespread practice in the medical industry 
and in our MLOps diagram, it is part of the feedback loop. In the case 
of conventional MLOps, the base model is tuned on the new data, 
while in the case of resilienсe-aware MLOps, adapters are tuned. 
Re-training of the base model and resilience optimization can 
be performed after a certain predefined amount of new data has been 
accumulated since the last resilience optimization.

3 Experiments and results

3.1 Experimental setup

MedMNIST datasets contain annotated medical data samples for 
testing machine learning and artificial intelligence techniques in 
healthcare (44). Experimental research is proposed to be performed 
on these datasets. DermaMNIST dataset, which contains seven classes, 
will be considered as the main task dataset. The BloodMNIST and 
PathMNIST datasets will be used as data sources for few-shot learning 
tasks in the resilience optimization (meta-learning) process. In this 
case, a set of five classes will be used for few-shot learning tasks, which 
are randomly selected from the set of available classes (nway = 5). It is 
proposed to use 16 images per class (k_shot = 16), which are provided 

in mini-batches by four images (mini_batch_size = 4) during 
adaptation. Thus, the number of adaptation steps is T = (k_shot*nway
)/mini_batch_size = 20 iterations. The learning rate of the inner and 
outer loop of meta-learning are α = 0.001 and β = 0.0001, respectively. 
The maximum number of meta-iterations is 300. However, the Early 
Stopping algorithm is used to stop meta-learning, which terminates 
the execution if the criterion does not change for more than 10 
consecutive iterations by more than 0.001. In this case, the 
convolutional network ResNet-18 and the visual transformer 
MedViT-T will be used as representatives of two main approaches to 
building a neural network architecture in the field of computer vision 
(45). In the case of ResNet-18, adapters and meta-adapters are 
connected in parallel to each ResBlock. In the case of MedViT-T, 
adapters and meta-adapters are connected in parallel to each Local 
Feed-Forward Network and Multi-Head Self-Attention Module.

Several configurations will be considered to illustrate the impact 
of additional stages of resilience-aware MLOps on the accuracy and 
speed of its recovery:

 - Config  0—conventional MLOps with Fine-Tuning stage and 
Active Learning Feedback Loop;

 - Config  1—upgraded Config  0 with Resilience Optimization 
stage; and

 - Config  2—upgraded Config  1 with Predictive Uncertainty 
Calibration stage.

MedMNIST datasets contain training, validation, and test 
subsamples. To simplify the experiment and analyze the results, 
we will combine the validation and test samples into one test set and 
divide it into four parts. Each part of the test data is needed to simulate 
a part of the AI model’s life cycle. Let us consider four consecutive 
parts of the life cycle:

 - Test 0—training (parameter optimization) of the AI model on the 
training set and testing the model on the first part of the test set, 
and selecting 10% of the test data points with the highest 
predictive uncertainty;

 - Test 1—fine-tuning of the AI model on the selected data points 
from the previous test and testing the model on the second part 
of the test dataset under the disturbance, and selecting 10% of the 
test data points with the highest predictive uncertainty;

 - Test 2—fine-tuning on the selected data points from the previous 
test and testing the model on the third part of the test dataset 
under the disturbance, and selecting 10% of the test data points 
with the highest predictive uncertainty; and

 - Test 3—fine-tuning on selected test data points from the previous 
test and testing the model on the fourth part of the test data set 
under conditions of increased disturbance intensity.

In order to keep things simple, we  assume that the graceful 
degradation is implemented as a decision rejection in case of 
uncertainty detection, i.e., if the entropy exceeds a threshold. 
We assume that control is transferred to a human, a more efficient 
model, or a preconfigured default procedure. Therefore, we  will 
consider model accuracies calculated in two ways:

 - ACC1 is the accuracy which counts rejected examples as false 
decisions; and
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 - ACC2 is the accuracy that does not take into account 
rejected examples.

Conventional MLOps reject decisions based on predictive 
confidence, while resource-aware MLOps reject decisions based 
on uncertainty.

For training adapters with meta-adapters, fault injection is carried 
out by selecting weights with the largest absolute gradient values. The 
proportion of modified weights is fault_rate = 0.1. For testing the 
resulting model, fault injection will be performed by random bit-flips 
in randomly selected weights, the proportion of which (fault_rate) are 
equals to 0.1 or 0.15.

The training of the tuners and meta-tuners involves generating 
adversarial samples using the FGSM algorithm with perturbation_
level according to L∞ up to 3. However, to test the resulting model 
against adversarial attacks, the adversarial samples are generated using 
the CMA-ES algorithm with perturbation_level according to 
L∞-norm are equals to 3 or 5. The number of solution generation in 
the CMA-ES algorithm is set to 10 to reduce the computational cost 
of conducting experiments.

Instead of directly modeling different types of concept drift or 
novelty in the data, it is proposed to model the ability to quickly adapt 
to task changes, as this can be interpreted as the most difficult case of 
real concept drift. The preparation for the experiment involved adding 
adapters and meta-adapters to the network, which had been trained 
on the DermaMNIST dataset. During meta-training, these adapters 
performed adaptations to either attacks or a five-class classification 
task, which was randomly generated from a selection of the nine-class 
PathMNIST set, the eight-class BloodMNIST set, or the seven-class 
DermaMNIST set. Subsequently, to verify the capability for rapid 
adaptation to a new task change, the new task was considered either 
as a classification task with the full set of PathMNIST classes or as a 
classification task with the full set of BloodMNIST classes. The 
resilience curve is constructed over 20 mini-batch fine-tunings, from 
which the resilience criterion (2) is calculated.

Taking into account the elements of randomization, it is proposed 
to use their average values when assessing the accuracy of the model. 
To this end, 100 implementations of a certain type of disturbance are 
generated and applied to the same model or data.

Uncertainty calibration will be performed on a dataset containing 
augmented test samples and out-of-distribution samples generated by 
Soft Brownian Offset Sampling. 300 images per class are generated for 
in-distribution test set to calibrate the uncertainty. The total number 
of out-of-distribution images is the same as the in-distribution 
calibration set. In this case, the Soft Brownian Offset Sampling 
algorithm is used with the following parameter values: minimum 
distance to in-distribution data is equal to 25; offset distance is equal 
to 20; and softness is equal to 0. Bayesian Binning into Quantiles with 
10 bins was chosen as the calibration algorithm.

3.2 Results

Table  2 illustrates the change in accuracy with (ACC1) and 
without (ACC2) accounting for rejected decisions at different 
successive parts of the ResNet-18 model life cycle with resilience-
aware add-ons under fault injections, depending on the selected 

MLOps configuration. Test 0, Test 1, Test 2, and Test 3 were repeated 
100 times each, and Table 2 shows the average accuracy to account for 
the randomization effect.

Table 2 shows that after the first test with fault injection (Test1) and 
the last test with increasing fault injection intensity (Test3), config 1 
(with resilience optimization) and config  2 (with uncertainty 
calibration) provide an increase in fault tolerance, which is fully 
consistent with the goals of resilience-aware MLOps. In addition, the 
dynamics of accuracy growth during adaptation (Tes 1-Test 2) is higher 
in the latter two configurations. Even with an increase in the fraction of 
damaged weight tensors, the accuracy of the system almost does not 
drop, unlike the configuration of conventional MLOps. Also, comparing 
ACC2 with ACC1, we can conclude that ACC2 is always larger than 
ACC1, but this difference is greater in the case of resilience optimization, 
and especially in the case of uncertainty calibration. Note that the 
averaged values of ACC1 and ACC2 for the ResNet-18-based model on 
Test 0-Test 3 test data with the corresponding fault injection rate without 
fine-tuning on 10% of human-labeled examples are 0.627 and 0.638, 
respectively. It proves the importance of using an active feedback loop 
for adaptation. For the average accuracy values in Table 2, the margin 
of error does not exceed 1% at a 95% confidence level.

Table 3 illustrates the change in the average accuracy with and 
without rejected samples, i.e., ACC1 and ACC2, at different successive 
parts of the lifecycle of the ResNet-18 model with resilience-aware 
add-ons under adversarial evasion attacks, depending on the selected 
MLOps configuration. Test 0, Test 1, Test 2, and Test 3 are repeated 
100 times each, and Table 3 shows the average accuracy to account for 
the randomization effect.

The results of Test 1 and Test 3 in Table 3 show that config 1 (with 
resilience optimization) and config 2 (with uncertainty calibration) 
provide an increase in robustness. In addition, the dynamics of 
accuracy growth during adaptation (Tes 1, Test 2) is higher in the 
latter two configurations. However, the traditional MLOps (config 0) 
also showed the ability to adapt quickly during fine-tuning (comparing 
the results of Test 1 and Test 2), although it was not successful in 
restoring performance. Config  1 and Config  2 show a noticeable 
recovery in accuracy, and config  2 on Test 2 even showed an 
improvement in accuracy compared to its pre-disturbance value. 
Increasing the magnitude of the perturbation (Test 3) leads to a 
decrease in accuracy in all cases, but config  1 and config  2 show 
greater resilience compared to config 0. Also, across all experiments, 
ACC2 is larger than ACC1, which indicates the ability to recognize 
disturbances that cannot be absorbed. Note that the averaged values 
of ACC1 and ACC2 for the ResNet-18-based model on perturbed test 
data from Test 0-Test 3 stages without fine-tuning on 10% of human-
labeled examples are 0.671 and 0.682, respectively. It also proves the 
importance of using an active feedback loop for adaptation. For the 
average accuracy values in Table  3, the margin of error does not 
exceed 1.1% at a 95% confidence level.

Tables 4, 5 illustrate the changes in the accuracy values of the 
MedViT-T-based model under the influence of fault-injection and 
adversarial attack during the life cycle, depending on the MLOps 
configuration. In the MedViT-T experiments, Test 0, Test 1, Test 2, and 
Test 3 are repeated 100 times each, and the average accuracy is 
reported in Tables 4, 5.

An analysis of Tables 4, 5 shows that MedViT-T exhibits similar 
behavior to ResNet-18 on the same tests and MLOps configurations. 
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However, MedViT-T is characterized by a lower adaptation rate 
(comparison of Test1, Test2 results) compared to ResNet-18. Note that 
the averaged values of ACC1 and ACC2 for the MedViT-T-based 
model on Test 0-Test 3 test data with the corresponding fault injection 
rate without fine-tuning on 10% of human-labeled examples are 0.653 
and 0.694, respectively. It proves the importance of using an active 
feedback loop for adaptation. Averaged values of ACC1 and ACC2 for 
the MedViT-T-based model on perturbed test data from Test 0 to Test 
3 stages without fine-tuning on 10% of human-labeled examples are 
0.687 and 0.695, respectively. It also proves the importance of using an 
active feedback loop for adaptation. For the average accuracy values 
presented in Table 4, the margin of error does not exceed 0.9% at a 
95% confidence level. Similarly, for the average accuracy values in 
Table  5, the margin of error does not exceed 1% at the same 
confidence level.

To evaluate the robustness and speed of adaptation of a 
pre-configured medical AI system to concept drift, it is proposed to 
calculate the integral resilience criterion (2) in fine-tuning mode (few-
shot learning) on BloodMNIST dataset or PathMNIST dataset 

(Table 6). In this case, the AI system was pre-trained and optimized 
on the DermaMNIST set. It is proposed to use 16 images per class 
(k_shot = 16), which are provided in mini-batches of four images 
(mini_batch_size = 4) during adaptation.

Analysis of Table 6 shows that adding a resilience optimization 
stage to MLOps increases resilience to concept drift, i.e., robustness 
and speed of adaptation. However, the architecture of visual 
transformers in our experiments shows itself to be less resilient. For 
the average accuracy values in Table 6, the margin of error does not 
exceed 1% at a 95% confidence level.

4 Discussion

The proposed structure of resilience-aware MLOps makes it 
possible to implement various specific solutions for the 
implementation of its separate stages and mechanisms. The main idea 
is to divide the labor of developers of the basic AI model that functions 
efficiently under normal conditions and specialists in ensuring the 

TABLE 2 Accuracy of the ResNet-18-based model under the influence of fault injection during the life cycle depending on the MLOps configuration.

MLOps 
configuration

Test 0 Test 1 Test 2 Test 3

ACC1 ACC2 ACC1 ACC2 ACC1 ACC2 ACC1 ACC2

Config 0 0.751 0.781 0.652 0.679 0.659 0.681 0.623 0.634

Config 1 0.750 0.801 0.722 0.765 0.737 0.773 0.739 0.774

Config 2 0.768 0.822 0.734 0.810 0.749 0.822 0.747 0.798

TABLE 3 Accuracy values of the ResNet-18-based model under adversarial attack during the life cycle depending on the MLOps configuration.

MLOps 
configuration

Test 0 Test 1 Test 2 Test 3

ACC1 ACC2 ACC1 ACC2 ACC1 ACC2 ACC1 ACC2

Config 0 0.751 0.781 0.683 0.689 0.708 0.721 0.663 0.674

Config 1 0.750 0.801 0.735 0.785 0.749 0.797 0.742 0.753

Config 2 0.768 0.822 0.753 0.810 0.770 0.847 0.768 0.802

TABLE 4 Accuracy values of the MedViT-T-based model under the influence of fault injection during the life cycle depending on the MLOps 
configuration.

MLOps 
configuration

Test 0 Test 1 Test 2 Test 3

ACC1 ACC2 ACC1 ACC2 ACC1 ACC2 ACC1 ACC2

Config 0 0.769 0.791 0.672 0.698 0.671 0.751 0.633 0.694

Config 1 0.772 0.835 0.742 0.775 0.750 0.781 0.731 0.784

Config 2 0.777 0.902 0.752 0.820 0.759 0.842 0.750 0.808

TABLE 5 Accuracy values of the MedViT-T-based model under the influence of adversarial attack during the life cycle depending on the MLOps 
configuration.

MLOps 
configuration

Test 0 Test 1 Test 2 Test 3

ACC1 ACC2 ACC1 ACC2 ACC1 ACC2 ACC1 ACC2

Config 0 0.769 0.791 0.705 0.748 0.710 0.751 0.697 0.750

Config 1 0.772 0.835 0.742 0.788 0.750 0.781 0.748 0.780

Config 2 0.777 0.902 0.760 0.833 0.767 0.842 0.759 0.800
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TABLE 6 The value of the integral resilience criterion (2) to the change of the medical image analysis task depending on the MLOps configuration.

MLOps configuration

Fine-tuning of ResNet-18-based AI model Fine-tuning of MedViT-T-based AI model

On 20 mini-batches 
of BloodMNIST 

(complete set of 
classes)

On 20 mini-batches 
of PathMNIST 

(complete set of 
classes)

On 20 mini-batches 
of BloodMNIST 

(complete set of 
classes)

On 20 mini-batches 
of PathMNIST 

(complete set of 
classes)

Config 0 0.68 0.74 0.66 0.71

Config 1 0.80 0.82 0.71 0.74

resilience of the intelligent system to disturbances and changes. The 
healthcare industry is extremely complex and requires deep knowledge 
in various fields. Developers of the basic AI model are usually 
overloaded with taking into account the specifics of data, methods of 
data collection and the application itself to solve the applied data 
analysis task. Solving problems related to ensuring AI resilience, i.e., 
security, trustworthiness, robustness and rapid adaptation to changes, 
relies on specific expertise not related to a particular application area 
(13). The main difficulty in separating the tasks is the lack of 
universality of methods for ensuring resilience and the lack of a 
complete understanding of the compatibility of methods that provide 
different aspects of resilience and protection against different types of 
disturbances (16). Determining the compatibility of methods and 
combining them can increase flexibility and resilience depending on 
requirements and constraints.

The proposed implementation of Post-hoc Resilience 
Optimization is just one of the possible solutions that shows the 
fundamental possibility of separating the stage of developing a basic 
model for normal conditions and add-ons to ensure resilience to 
disturbances and changes. Moreover, the importance of using the 
proposed Post-hoc Uncertainty Calibration stage was experimentally 
confirmed. This stage allows, firstly, to detect disturbances and, 
secondly, to correctly assess uncertainty and tolerate it, i.e., to 
ensure trustworthiness.

Unexpectedly, the worse resilience indicators for the visual 
transformer compared to the convolutional network were found. This 
indicates that there is a need to improve architectures and connection 
methods for adapters and meta-adapters. Similarly, uncertainty 
calibration methods did not ensure 100% accuracy of the models. This 
is partly due to the fact that there are two types of uncertainty—
aleatory and epistemic uncertainty. In this case, the aleatory 
uncertainty cannot be eliminated, because it is an inherent part of the 
observed process or object (46). On the other hand, there are many 
calibration algorithms, each of which depends on a large number of 
hyperparameters. Understanding their impact on epistemic 
uncertainty in the context of Resilient-aware MLOps is an important 
research area. Progress in AI architectures and their hybridization also 
requires the development of a methodology to increase the flexibility 
of Resilience-aware MLOps tools.

Besides, it is needed to underline the following. The resilience of 
AI systems should, on the one hand, take into account traditional 
models and principles (47, 48) of its provision, which are based on 
evolutionary mechanisms for taking into account and adapting to 
changes in requirements, parameters of the information and physical 
environments, tolerance to uncertain failures, taking into account 
cyberattacks (49, 50). On the other hand, as it was mentioned in (16) 
the actual models and means of artificial intelligence have the potential 

of natural resilience, which should be used and which is used. This 
study is the next step in improving both of these approaches. From the 
point of view of the general principles of resilience, the idea of a 
certain resilient wrapper is proposed, which can be  adapted for 
different applications. With regard to the developing the methodology 
of naturally resilient AI, the proposed solutions can be  further 
improved through a more flexible setting, taking into account the 
features of the functional part of AI.

5 Conclusion

5.1 Summary

The structure of resilience-aware MLOps for medical diagnostic 
systems has been proposed. The main novelty lies in the separate 
work on creating a basic model for normal operating conditions 
and work on ensuring its resilience and trustworthiness. This is 
significant for the medical industry, as the developer of the basic 
model should devote more time to comprehending medical field 
and the diagnostic task at hand, rather than specializing in a specific 
area of resilient systems. Therefore, Post-hoc Resilience 
Optimization, Post-hoc Predictive Uncertainty Calibration, 
Uncertainty Monitoring and Graceful Degradation are used as 
additional stages of MLOps.

Resilience optimization increases robustness to disturbances and 
speed of adaptation. Fault injection attack, adversarial evasion attack, 
and concept drift are considered as disturbances. In order to optimize 
the resilience of the AI-based disease recognition system, additional 
add-ons are used in the form of adapters and meta-adapters. Meta-
adapters are fine-tuned during meta-training based on the results of 
adaptation to synthetic disturbances. An additional model is added 
for Post-hoc Calibration of Predictive Uncertainty, which is tuned on 
in-distribution data and out-of-distribution data, to correct predictive 
confidence in inference mode. Calibrated confidences ensures 
recognition of a part of unabsorbed disturbances to mitigate their 
influence, and it improves the trustworthiness.

Experimentally confirmed increase of robustness and speed of 
adaptation for medical image recognition system during several 
intervals of the system’s life cycle due to the use of resilience 
optimization and uncertainty calibration stages. The experiments were 
performed on the DermaMNIST dataset, BloodMNIST and 
PathMNIST. ResNet-18 as a representative of convolutional networks 
and MedViT-T as a representative of visual transformers are 
considered (51). It is shown that transformers are less resilient than a 
convolutional network, but this may be  due to the imperfect 
architecture of adapters and meta-adapters.
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5.2 Limitation

This study is demonstrated on the example of a medical image 
classification system and does not describe the specifics of using 
resilience-aware MLOps for self-supervised or reinforcement learning 
systems. Nevertheless, the general framework of resilience-aware 
MLOps can be applied to every type of intelligent system. Another 
limitation may be related to attempts to generalize the information 
found, which may affect the completeness of the literature review.

Moreover, well-known approaches to Explainable artificial 
intelligence, as well as Graceful Degradation, are excluded from 
detailed analysis of their impact on resilience. The paper focuses on 
the analysis of the general structure of resilience-aware MLOps and 
the stages of resilience optimization and predictive uncertainty  
calibration.

5.3 Future research direction

Future research should focus on the development new flexible 
adapter and meta-adapter architectures as addons for AI system 
resilience. Special attention should also be paid to the question of 
providing resilience for self-supervised and reinforcement learning 
systems. Another important area of research should be  the 
investigation of methods to ensure resilience to new types of attacks 
on AI systems in the healthcare industry.
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Objective: This study focuses on enhancing the precision of epidemic time series 
data prediction by integrating Gated Recurrent Unit (GRU) into a Graph Neural 
Network (GNN), forming the GRGNN. The accuracy of the GNN (Graph Neural 
Network) network with introduced GRU (Gated Recurrent Units) is validated by 
comparing it with seven commonly used prediction methods.

Method: The GRGNN methodology involves multivariate time series prediction 
using a GNN (Graph Neural Network) network improved by the integration of 
GRU (Gated Recurrent Units). Additionally, Graphical Fourier Transform (GFT) 
and Discrete Fourier Transform (DFT) are introduced. GFT captures inter-
sequence correlations in the spectral domain, while DFT transforms data 
from the time domain to the frequency domain, revealing temporal node 
correlations. Following GFT and DFT, outbreak data are predicted through one-
dimensional convolution and gated linear regression in the frequency domain, 
graph convolution in the spectral domain, and GRU (Gated Recurrent Units) 
in the time domain. The inverse transformation of GFT and DFT is employed, 
and final predictions are obtained after passing through a fully connected layer. 
Evaluation is conducted on three datasets: the COVID-19 datasets of 38 African 
countries and 42 European countries from worldometers, and the chickenpox 
dataset of 20 Hungarian regions from Kaggle. Metrics include Average Root 
Mean Square Error (ARMSE) and Average Mean Absolute Error (AMAE).

Result: For African COVID-19 dataset and Hungarian Chickenpox dataset, 
GRGNN consistently outperforms other methods in ARMSE and AMAE across 
various prediction step lengths. Optimal results are achieved even at extended 
prediction steps, highlighting the model’s robustness.

Conclusion: GRGNN proves effective in predicting epidemic time series data 
with high accuracy, demonstrating its potential in epidemic surveillance and early 
warning applications. However, further discussions and studies are warranted to 
refine its application and judgment methods, emphasizing the ongoing need for 
exploration and research in this domain.
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artificial intelligence technology, graph neural network, gated recurrent unit, 
infectious disease, time series prediction
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1 Introduction

Multivariate time series forecasting plays a crucial role in various 
real-world scenarios such as transportation forecasting (1, 2), supply 
chain management (3), energy allocation (4, 5) and financial 
investment (6). The time series prediction is involves forecasting 
future values based on historical data points in a sequential order. This 
makes the statical method and supervised learning method, 
comparing with reinforcement learning (7, 8) or unsupervised 
learning methods, are more suitable for this task. In the field of public 
health, the problem of acute epidemic forecasting is of great relevance 
as a typical multivariate time series forecasting: if the future evolution 
of acute epidemic data can be estimated quickly and accurately for 
each geographic region, the forecasting results can be  used as a 
reference to help governmental agencies make decisions on policy 
formulation and material deployment, and thus prevent the 
development and spread of epidemics.

The field of epidemiology and public health research has witnessed 
a large number of studies on time series prediction of infectious 
diseases which revealed the requirement of prediction method in the 
field of epidemiology and public health research. A selection of 
notable works has contributed to this progress, showcasing innovative 
approaches and methodologies for forecasting and managing disease 
outbreaks. For instance, Pinto et al. (9) applied a regressive model to 
estimate intervention effects over time by comparing rates of 
congenital syphilis. Cori et al. (10) presents a novel tool for tracking 
the spread of diseases by estimating time-varying reproduction 
numbers. Du et al. (11) focus on the research of serial interval of 
COVID-19 which contribute to the foundation of transmission 
dynamics of COVID-19 and is essential for effective prediction and 
control measures. However, when facing the outbreak of acute 
epidemic, the traditional transmission dynamics may be uncapable to 
prediction task. For example, in 2020, Ioannidis et al. (12) found that 
traditional transmission models failed in forecasting of COVID-19. 
And many research attempt to apply machine learning method to 
handle the problem. Dairi et  al. (13) compared 7 kinds of neural 
network in the prediction of the number of COVID-19 cases. In fact, 
the neural networks were also applied to the prediction problem of 
other epidemics. Sanchez-Gendriz et al. (14) applied Long Short-Term 
Memory (LSTM) network in the prediction of dengue outbreak in 
Natal, demonstrates the potential of neural network in disease 
surveillance at a local scale. And It is worthwhile to research the 
potential of neural network in epidemic time series data prediction.

Early time series forecasting research mainly relied on traditional 
statistical models, including historical average (HA), autoregressive 
(AR), autoregressive integrated moving average (ARIMA) (15), VAR 
(16), and fuzzy methods (17). All of these statistical models rely on 
inherent a priori assumptions and require an artificial analysis of the 
characteristics of the study population to determine the applicability 
of the forecasting method.

Accurate prediction of multivariate time series data is a 
challenging type of time series forecasting problem, because both the 
correlation between the time nodes within each single time series and 
the correlation between the time series need to be  considered 
comprehensively. During the outbreak of an infectious disease in a 
certain area, the changes in the number of active cases, on one hand, 
is related to the number of existing active cases in the locality or 
previous epidemic data. For instance, the outbreak of some infectious 

diseases has obvious seasonality, and by referring to the changes in 
active cases in previous years, one can roughly predict the current 
trend of active case changes. The data from a certain point or period 
in the time series is related to the data from the current or future time 
points, which reflects the correlation between the time nodes within 
each single time series. On the other hand, the number of active cases 
in a certain area may be related to the case numbers in neighboring 
areas or areas with frequent personnel movement. These time series 
may exhibit leading, lagging, or even synchronous trends, which 
demonstrates the correlation between different points within the time 
series. Deep learning models provide new ideas for this problem: on 
the one hand, Temporal Convolutional Network (TCN) (18) has 
excellent results in single time series prediction. Recurrent Neural 
Network (RNN) based methods (19–21) such as LSTM (Long Short-
Term Memory) (22), Gated Recurrent Unit (23), Gated Linear Unit 
(GLU) (24) have good results in single time series prediction. GLU can 
effectively capture and learn the correlation and nonlinear features 
among time nodes within a time series (24). Han et al. (25) compared 
the prediction effects of ARIMA, deep neural network (DNN), and 
LSTM (Long Short-Term Memory) network for occupational 
pneumoconiosis data in Tianjin, China, and proved that LSTM (Long 
Short-Term Memory) can effectively predict occupational 
pneumoconiosis data, and at the same time has an advantage in 
prediction accuracy comparing to DNN and ARIMA. There is an 
advantage in prediction accuracy. However, most of these models 
ignore the dependencies between multiple variables and can only 
capture and learn the features within a single time series in isolation, 
which makes them perform poorly in practical multivariate time 
series prediction problems.

Meanwhile, in the problem of mining relationships between 
sequences, Yu et  al. used matrix decomposition to model the 
relationship between multiple time series (26). Discrete Fourier 
Transform (DFT) is also useful in time series analysis by introducing 
it. For example, State Frequency Memory Network (27) combines the 
advantages of DFT and LSTM (Long Short-Term Memory) for stock 
price prediction; Spectral Residual model (28) utilized DFT to achieve 
desirable results in time series anomaly detection. Another important 
aspect of multivariate time series forecasting is modeling the 
correlation between multiple time series. For example, in traffic 
prediction tasks, neighboring roads naturally interact with each other. 
The state-of-the-art models rely heavily on graph convolution 
networks (GCNs) derived from graph Fourier transform (GFT) 
theory (29). These models (1, 2) directly stack GCNs and temporal 
modules (e.g., LSTM (Long Short-Term Memory), GRU (Gated 
Recurrent Unit)), which require predefined graph-structured 
relationships between sequences. By simultaneously capturing the 
dependencies between time nodes within each single sequence and 
between different time series to improve the learning of features of the 
time series and thus improve the prediction accuracy. Convolutional 
Neural Network (CNN) has a good performance in learning local 
features (30). There have been several methods to model spatial 
features using CNNs (31–35). Ma et al. (34) used deep CNN for traffic 
speed prediction. Huang et al. (36) tried to use transformer to predict 
multiple time series variables and obtained good prediction results.

The introduction of GRU (Gated Recurrent Unit) units provides 
better learning and fitting capabilities in the time domain compared 
to the linear units used in general GNN (Graph Neural Network) 
research methods. In addition, the above processes are modularized 
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when implemented. Individual modules can be connected in series 
by shortcut connection to further improve the prediction accuracy of 
the neural network by constructing a deep network. Due to the 
advantages of RNN methods, such as LSTM (Long Short-Term 
Memory) and GRU (Gated Recurrent Unit), comparing with normal 
feed-forward neural networks, exist clear advantages in time series 
prediction, there have been a large number of attempts to use RNNs 
combined with GNNs (Graph Neural Networks), CNNs, or other 
neural network architectures to predict multivariate time series: Lv 
et al. (33) combined RNN with CNN, where the RNN are responsible 
for mining and learning intra-sequence time series within single 
sequence features, and CNN captures the relationships between 
sequences. Luo et al. (37) introduced GRU (Gated Recurrent Unit) 
into GCN to predict the change of gas composition in transformer oil 
during transformer operation. Zhang et al. (38) proposed ST-ResNet 
based on residual convolutional network for crowd flow prediction. 
Shi et al. (20) combines convolutional network with LSTM (Long 
Short-Term Memory) network to extract spatio-temporal 
information separately.

Graph neural networks have also yielded many results in 
capturing dependencies among unstructured data (1, 2, 7, 29, 39–43). 
DCRNN (1) and STGCN (2) are two of the first studies to introduce 
graph convolutional networks into spatio-temporal data prediction for 
better modeling of spatial dependencies. ASTGCN (40) adds an 
additional attention layer to capture the dynamic change of spatio-
temporal dependencies. Adaptive learning of adjacency matrices can 
also be introduced to solve problems that require predefined graphs 
for adjacency matrices (35, 39, 41, 42).

However, the previous studies have never processed the time 
series data from three domains and they have hardly ever been applied 
in dealing with epidemic time series data predicting problems. But 
they provide the fundamental framework of the GNN (Graph Neural 
Network) and GRU (Gated Recurrent Unit) methods and prove the 
effectiveness of the methods so that we can reform the methods to 
cater the requirement that introducing GRU (Gated Recurrent Unit) 
units into GNN (Graph Neural Network) to achieve better results in 
time series data prediction problems.

The goal of this study is to try to introduce a GRU (Gated 
Recurrent Unit) layer in the graph neural network to enable the 
network to better capture and learn the relationship of each single 
time node within a sequence and the correlation between 
individual time series. Specifically, after this change, the neural 
network is able to learn features and make predictions from 
multivariate time series data in the frequency, spectral, and time 
domains: after GFT and DFT, it is easier to perform convolution 
and graphical convolution operations on the time series in the 
frequency and spectral domains respectively, which in turn allows 
for more effective predictions. The introduction of GRU (Gated 
Recurrent Unit) units provides better learning in the time domain 
compared to linear units used in the general GNN (Graph Neural 
Network) research methods.

2 Methods

The overall structure of the improved GNN (Graph Neural 
Network) network (later referred to as GRGNN) with the introduction 
of GRU (Gated Recurrent Unit) consists of three parts: the 

preprocessing layer, the GRGNN module layer, and the output layer, 
and the overall structure is shown in Figure 1.

The input is a multivariate time series data X xit N T= { }Î ´  
containing T  time nodes in N  columns, and before being processed 
layer by layer by the deep neural network, a graph structure 
G X W= { },  describing the relationship between the input data is first 
obtained through the smoothing module and the graph building 
module, where X  is the data of each node in the input, and WN N´  is 
the connection weight matrix between each node. G X W= { },  is fed 
into the GRGNN module layer and the output layer after several 
rounds of training and learning to obtain the final prediction result 

X X X XT T T H
  

= ¼
ì
í
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îï
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+ + +1 2, , , . Where T  is the number of time 

nodes of the input time series data and H  is the prediction step size. 
A mathematical description of the above process can be expressed in 
Equations 1, 2:
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2.1 Preprocessing layer

2.1.1 Smoothing processing module
The input data received by the smoothing module are multivariate 

time series data  X x i tit
N T= { } Î Î, ,  . Due to the different 

statistical rules of the health statistics departments in each country, 
some countries will postpone the epidemic data from the weekend to 
Monday of the following week, which is reflected in the data as a line 
graph with a weekly cycle showing an obvious “sawtooth waveform.” 
In order to eliminate the negative impact of this problem on the neural 
network prediction, but also to a certain extent to eliminate some of 
the noise of the input data, the neural network will be used after the 
input of a moving window average smoothing processing for a 
data preprocessing.

The principle of sliding window average smoothing processing is 
shown in Equation 3, Finally, we will get the smoothed data X  after 
processing the data on day t  of the time series will be equal to the 
average of its data on that day and the data on the n days before it and 
the n days after it, and 2 1n +( ) is called the window size. Considering 
the characteristics of the data in this experiment, n is set to 3, that is, 
the window size is 7.
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2.1.2 Graph building blocks
GNN (Graph Neural Network)-based methods need to construct 

a graph structure G N E= { },  before forecasting multivariate time 
series. In this study, the number of active cases in a certain 
geographical area is taken as the object of the study, and the data of 
each subregion in the geographical area is taken as the node N  of the 
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graph, and the edges E of the graph denote the correlation and the 
magnitude of the influence of each node on each other. In this study, 
E is represented by the weight matrix W N NÎ ´ . The element 
w i N j Nij , ,Î -[ ] Î -[ ]0 1 0 1, ,  in W  represents the magnitude of the 
influence weight of the ith node on the j th node. The graph structure 
in this study is denoted by G X W= { }, .

Part of the graph structure can be  constructed by humans for 
observation or through experience or knowledge (e.g., road networks in 
traffic forecasting, grid systems in electrical energy forecasting). However, 
in general, there is usually no worthwhile sufficient a priori experience to 
accomplish graph construction artificially. For example, in this study, 
when dealing with data related to epidemics, there may be a situation 
where the transmission pathways and characteristics of the epidemics 
under study have yet to be  studied, and the existing research and 
knowledge about them cannot support the construction of the graph. In 
order to cope with this situation, the correlation between multiple time 
series is captured in the preprocessing stage through the self-attention 
mechanism with the GRU (Gated Recurrent Unit) layer before the data 
is input into the neural network, and the correlation of each time series 
is determined in a data-driven manner, which then completes the 
construction of the required graph structure for the neural network (42).

A specific description of the self-attention mechanism approach 
for the composition layer is given below:

First of all, the multivariate time series X N NÎ ´  will be fed into 
the GRU (Gated Recurrent Unit) layer, which calculates the hidden 
state corresponding to each time node sequentially. The hidden states 
corresponding to each time nodes are computed sequentially. Then, 
we use the last hidden state to calculate the weight matrix through the 
self-attention mechanism. The mathematical description is as 
Equation 4–6:

 W xaviernormal HQ = ( ) (4)

 W xaviernormal HK = ( ) (5)
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where Q and K  denote the query and key hiding matrices, 
respectively, and the magnitude of their values are computed by two 
learnable parameter matrices WQ and WK , respectively, whose initial 
values are obtained by xavier initialization of the input H  (44); d is the 
size of the dimensions of the two matrices Q and K . The final output 
adjacency weight square matrix W N NÎ ´  will be used with the input 
multidimensional time series X N TÎ ´ , which forms the final graph 
structure G X W= { }, .

2.2 GRGNN layer

The GRGNN layer consists of multiple GRGNN modules 
stacked in a shortcut connection manner, and the data will 
be captured and extracted features in the GRGNN modules from the 
three dimensions of the spectral domain, the frequency domain, and 
the time domain, respectively. The specific structure of the GRGNN 
block module, as shown in Figure  2. The features in data will 
be captured and extracted in three domains of the spectral domain, 
the frequency domain, and the time domain respectively, in the 
GRGNN modules. The following is a description of each part of 
GRGNN block and its functions:

FIGURE 1

The overall structure of the improved GRGNN network.
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Spectral domain graph convolution is a method that has been 
widely used in time series forecasting problems. The method has been 
widely used in time series forecasting problems due to its excellent 
results in learning potential representations of multiple time series in 
the spectral domain. The key to the method is the application of the 
Graph Fourier Transform (GFT) to capture the relationships between 
time series in the spectral domain. Its output is also a multivariate time 
series, and the GFT does not explicitly learn the relationship between 
the data at each time node within a given time series. Therefore, it is 
necessary to introduce the Discrete Fourier Transform (DFT) to learn 
the characterization of the input time series in the frequency domain, 
for example, to capture repetitive features in periodic data.

2.2.1 Frequency domain convolution part
The function of the frequency domain convolution part aims to 

transfer each individual time series into the frequency domain 
representation after processing it by DFT, and to learn its features by 
1DConv layer in the frequency domain. It consists of four sub-parts 
in order: discrete Fourier transform (DFT), one-dimensional 
convolution (1DConv), gated linear unit (GLU), and inverse discrete 
Fourier transform (IDFT), where DFT and IDFT are used to 
transform the time series data between time and frequency domains, 
and 1DConv and GLU are used to learn the features of the time series 
in the frequency domain. The DFT processing of time sequence 
usually results in a complex sequence, and the frequency domain 
convolution is performed on the real part (X u

r


) and imaginary part 
(X u
i


) respectively, and the processing can be  expressed by 
Equation 7 as:

 

M GLUu u
* * * * * *
æ

è

ç
ç

ö

ø

÷
÷
=

æ

è

ç
ç

ö

ø

÷
÷

æ

è

ç
ç

ö

ø

÷
÷

æ

è

ç
ç

ö

ø

÷
÷

=

X ,
� � �q qt t tX X

qq s qt t
* * * * *( ) ( )( ) *Î{ }X X r iu u� , ,

 
(7)

Where qt* denotes the size of the convolution kernel for 1D 
convolution,  denotes the Hadamard product operation, and s* 
denotes the sigmoid  activation function. The final result 
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 is converted back to the time domain after 

IDFT processing to participate in the subsequent part of 
the processing.

2.2.2 Spectral domain graph convolution part
Graph Convolution (29) consists of three parts.
First, Transformation of multivariate time series inputs to the 

spectral domain via GFT. Second, performing a graph 
convolution operation on the spectral domain graph structure 
using a graph convolution operator with a convolution kernel to 
learn. Third, performing the inverse graph Fourier transform 
(IGFT) on the spectral domain convolution result to generate the 
final output.

The graph Fourier transform (GFT) (22) is the basic operator for 
the convolution of spectral domain graphs. It projects the input graph 
into a standard orthogonal space where the basis is constructed from 
the eigenvectors of the normalized graph Laplacian. The normalized 
graph Laplacian matrix (15) can be  computed as follows: 

L I D WD IN N
N N= - Î

- - ´
1

2

1

2 ,   where IN
N NÎ ´  is the unit 

matrix and D is the degree matrix with diagonal element D Wii
j
ij=å . 

Then, the eigenvalue decomposition of the Laplace matrix is performed 
to obtain L U UT= L , where U N NÎ ´  is the matrix of eigenvectors 
and L is the diagonal matrix of eigenvalues. After, the GFT, time series 
will be transformed into complex numbers, for example, three datasets 
after DFT are shown in Figure 3. For a detailed introduction to the 
dataset, see section 2.4.1. Given a multivariate time series X N TÎ ´ , 
the GFT and IGFT operators and specific operations are, respectively, 

denoted as GF X U X XT( ) = =


 and 
GF - æ

è
ç

ö

ø
÷ =1 X U X

 

. The graph 

convolution operator is realized as a function gQ L( ) of the eigenvalue 
matrix L, where Q is the convolution kernel parameter.

FIGURE 2

The overall structure of GRGNN module.
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FIGURE 3

The overview plot of time series after discrete Fourier transform. (A1) The overview plot of real parts in time series for African dataset after discrete 
Fourier transform. (A2) The overview plot of image parts in time series for African dataset after discrete Fourier transform. (B1) The overview plot of real 
parts in time series for European dataset after discrete Fourier transform. (B2) The overview plot of image parts in time series for European dataset after 
discrete Fourier transform. (C1) The overview plot of real parts in time series for Hungarian dataset after discrete Fourier transform. (C2) The overview 
plot of image parts in time series for Hungarian dataset after discrete Fourier transform.
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2.2.3 Time domain GRU (gated recurrent units) 
layer

Recurrent Neural Networks (RNN) are a type of neural networks 
with an inner recurrent loop structure (23). The reformed GRGNN 
with its introduction and GRGNN’s application on the epidemic field 
is an important innovation in this study. GRU (Gated Recurrent Unit) 
processes sequences by traversing the sequence elements and 
generating a hidden state that contains pattern information related to 
the historical data, which contains the before-and-after relationships 
of the sequences. GRUs (Gated Recurrent Units) (23) are a type of 
recurrent neural networks in which each loop unit adaptively captures 
dependencies at different time scales. Similar to LSTM (Long Short-
Term Memory) units, GRUs (Gated Recurrent Units) have a gating 
unit that regulates the information within the unit, but do not have a 
separate storage unit like LSTM (Long Short-Term Memory).

 
z W h xt z t t= [ ]( )-s · 1,

 (8)

 
r W h xt r t t= [ ]( )-s · 1,

 (9)

 
h W r h xt t t t= [ ]( )-tanh · 1,

 (10)

 
h z h z ht t t t t= -( ) +-1 1· ·

 (11)

The specific mathematical description of GRU (Gated Recurrent 
Unit) is shown in Equation 8–11, there are only two gate units in 
GRU (Gated Recurrent Unit), one is reset gate and the other is 
update gate, and the role of reset gate is similar to that of input gate 
and forgetting gate in LSTM (Long Short-Term Memory), 1-( )z  is 
equivalent to the input gate, and z is equivalent to the forgetting gate. 
The GRU (Gated Recurrent Unit) method uses fewer threshold units 
to accomplish a similar task as the LSTM (Long Short-Term 
Memory) method, so the GRU (Gated Recurrent Unit) method is 
usually considered when there is a lack of computational power or a 
desire to improve the training speed and efficiency of neural network 
learning. The GRU (Gated Recurrent Unit) method uses fewer gate 
units than the LSTM (Long Short-Term Memory) method and 
accomplishes a similar task.

2.3 Implementation and parameter design

The GRGNN method was developed using the Python language 
based on Pytorch and MATLAB language, the experiments of 
GRGNN were performed on a deep-learning server with NVIDIA 
Quadro GV100L GPU *1, Intel Xeon Gold 6,138 CPU *1 and DDR4 
32G RAM *8, the operation system of Ubuntu 18.04.6 LTS. The 
baseline methods were all implemented using MATLAB language. on 
clearance version.

Hyperparameters such as input length, learning rate, batch size, 
training time and number of hidden units needed to be set in the 
GRGNN. Empirically, normalization method was set to z-score, input 
length to 15, learning rate to 4.7e-4, batch size to 15 and training 

epoch to 150 and the number of layers to 7. Additionally, the ADAM 
optimizer was used in the training process.

2.4 Dataset, baseline methods and 
evaluation indicators

2.4.1 Datasets
In this study, the prediction effect of GRGNN was tested using 

the 42 European countries’ COVID-19 dataset, the 38 African 
countries’ COVID-19 dataset and the 20 Hungarian regions’ 
chickenpox dataset, the overview plots of the datasets are shown in 
Figure 4 both COVID-19 datasets in this study were collected from 
publicly available data provided by the Worldometers website (45). 
Worldometer is run by an international team of developers, 
researchers, and volunteers with the goal of making world statistics 
available in a thought-provoking and time relevant format to a wide 
audience around the world Government’s communication channels 
which makes the data from it more reliable and realistic. The 42 
European countries’ COVID-19 dataset contains 42 time series, and 
the length of each time series in the dataset is 776. The 38 African 
countries’ COVID-19 dataset contains 38 time series, and the length 
of each time series in the dataset is 776. The 20 Hungarian regions’ 
chickenpox dataset contains 20 time series, and the length of each 
time series in the dataset is 523. Two COVID-19 datasets analyzed 
during the current study are available in the [Worldometers] 
repository.1 The daily active case count data of each country were 
collected for a total of 776 days from February 15, 2020 to April 1, 
2022, and the data were cleaned to exclude from the data that existed 
for more than 20 days without updating the data, and the data that 
had a negative number of active cases or other statistical errors, 
finally we classify the data that met the above requirements to obtain 
the continental active case dataset. The 20 Hungarian regions’ 
chickenpox dataset was chosen to collect weekly chickenpox 
diagnosis data from 20 regions in Hungary for 523 weeks from 
January 3, 2005 to December 29, 2014. The 20 Hungarian regions’ 
chickenpox dataset are available,2 the dataset was downloaded from 
Kaggle (46), a website that focuses on providing developers and data 
scientists with a platform to hold machine learning competitions, 
host databases, and write and share code. The Hungarian chickenpox 
dataset, as a typical multivariate time series prediction problem 
dataset was consisted by the time series collected from the Hungarian 
Epidemiological Info, a weekly bulletin of morbidity and mortality of 
infectious disease in Hungary. This dataset was tested on the Kaggle 
platform with many time series prediction methods and data 
visualization methods.

2.4.2 Baseline methods
Three widely used neural network architectures; LSTM (Long 

Short-Term Memory), GRU (Gated Recurrent Unit), CNN-LSTM and 
a statistical method, were chosen as the control group in this study, the 
statistical methods include, weighted moving average method(WMA) 

1 https://www.worldometers.info/coronavirus

2 https://www.kaggle.com/datasets/die9origephit/

chickenpox-cases-hungary
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FIGURE 4

The overview plot of the datasets. (A) The overview plot of ARMSE of the 38 African countries’ COVID-19 dataset. (B) The overview plot of the 42 
European countries’ COVID-19 dataset. (C) The overview plot of 20 Hungarian regions’ chickenpox dataset.
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(47), Gaussian function method (48) and polynomial functions 
method (48):

The following 7 baseline methods were used to compare the 
performance with the GRGNN:

ARIMA (15): ARIMA (Autoregressive Integrated Moving Average 
Model) is a widely applied time series forecasting method, extensively 
used across various fields. This paper adopts it as a classical statistical 
prediction method to compare with machine learning approaches for 
forecasting COVID-19 data in Africa. Its specific definition is given in 
Equation 12.
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Herein, L represents the lag operator, with d d Z> Î0, . The main 
steps of this method are as follows:

The prediction will finish in 4 steps: step  1, Time series 
preprocessing. The primary purpose here is to make the input to the 
ARIMA model a stationary time series. If the data series is 
non-stationary and exhibits certain growth or decline trends, it is 
necessary to differentiate the data. Step 2, Establishing the model 
based on identification rules for time series models. If the partial 
autocorrelation function of the stationary series is truncated while the 
autocorrelation function is tailed, the series is suitable for an AR 
model; if the partial autocorrelation function is tailed while the 
autocorrelation function is truncated, the series is suitable for an MA 
model; if both the partial autocorrelation and autocorrelation 
functions are tailed, the series fits an ARIMA model. Step  3, 
Determining the order of AR and MA. Utilize the Akaike Information 
Criterion (AIC) and Bayesian Information Criterion (BIC) to 
determine the orders p and q  of AR and MA, respectively. Step 4, 
ARIMA fitting and forecasting. Fit the ARIMA model, then use the 
fitted results to forecast the test set. It’s worth mentioning that these 
results are after one differentiation, and the forecasted values need to 
be restored through inverse differentiation.

weighted moving average method (WMA) (47): the weighted 
moving average (WMA) method is a time series analysis technique 
that assigns different weights to historical observations based on their 
relative importance. Unlike the simple moving average (SMA) 
method, which assigns equal weight to all observations, the WMA 
method seeks to accentuate the impact of more recent data and reduce 
the impact of older data points. The WMA method calculates the 
weighted average of a sequence of observations, with the most recent 
values carrying the highest weightings. The weightings assigned to 
each observation are typically determined by a predefined set of 
coefficients or by subjective judgment based on the characteristics of 
the data being analyzed. The WMA method is frequently used in 
financial market analysis to identify trends and forecast future prices. 
The specific definition of WMA is given in Equation 13.

 X X X Xt t t N t N
� �+ - - += + + +1 0 1 1 1w w w  (13)

Where X t


+1  denotes the prediction for the time point t +1, 
X* stands for the observation value, and w* stands for the weight of X*.

Gaussian function fitting method (48): one of the most popular 
curve fitting algorithms for fitting the time series with a n-order 

Gaussian function G x( ), which has been widely applied in prediction. 
The specific definition of Gaussian function fitting method is given in 
Equation 14. In this research we applied 3-order Gaussian function to 
fitting each time series.
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Polynomial function fitting method (48): one of the most popular 
curve fitting algorithms for fitting the time series with a n-order 
polynomial function, which has been widely applied in prediction. 
The specific definition of polynomial function fitting method is given 
in Equation 15. in this research we  applied 5-order polynomial 
function G x( ) to fitting each time series.

 G x p x p x p x p x p x p( ) = + + + + +1
5

2
4

3
3

4
2

5 6· · · · ·  (15)

LSTM (Long Short-Term Memory): Long Short-Term Memory 
networks were first introduced by Hochreiter in 1997 (22). They are a 
specific form of RNN (Recurrent Neural Network), which is a general 
term for a series of neural networks that can process sequential data.

Generally, RNNs possess three characteristics: first, they can generate 
an output at each time step, with connections between hidden units being 
cyclic; second, they produce an output at each time step, where the output 
at a given time step is only cyclically connected to the hidden unit of the 
next time step; third, RNNs contain hidden units with cyclic connections 
and can process sequential data to produce a single prediction.

LSTM (Long Short-Term Memory) is such a gated RNN. The 
ingenuity of LSTM (Long Short-Term Memory) lies in the addition of 
input, forget, and output gates, allowing the self-recurrent weights to 
vary. Thus, the integration scale at different moments can dynamically 
change even when the model parameters are fixed, thereby avoiding 
problems of gradient vanishing or exploding.

Each LSTM (Long Short-Term Memory) unit is composed of a 
memory cell and three gating units: the input gate, the output gate, 
and the forget gate. Within this architecture, LSTM (Long Short-Term 
Memory) attempts to create a controlled flow of information by 
deciding what information to “forget” and what to “remember,” 
thereby learning long-term dependencies.

 z W h xt z t t= [ ]( )-s · 1,  (16)

 f U x W h bt g t g t g= + +( )-s 1  (17)

 c U x W h bt c t c t c= + +( )-tanh 1  (18)

 1−= + t t t t tc g c i c   (19)

 o U x W h bt o t o t o= + +( )-s 1  (20)

 h o ct t t= ( ) tanh  (21)
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More specifically, the input gate it alongside the second gate ct  
control the new information stored in the memory state ct at a certain 
time t . The forget gate ft  controls the disappearance or retention of 
information from time t -1 in the storage unit, while the output gate 
ot controls which information can be outputted by the storage unit. 
Equations 16–21 succinctly describe the operations performed by an 
LSTM (Long Short-Term Memory) unit.

Herein, xt  represents the input at a certain moment, W* and U* 
represent weight matrices, b* denotes the bias vector, s  is the sigmoid 
function, and the operator  represents element-wise multiplication. 
Finally, the hidden state unit ht, which forms part of the memory cell’s 
output, is calculated as shown in Equation 21.

It is noteworthy that if multiple LSTM (Long Short-Term 
Memory) layers are stacked together, the memory state ct and hidden 
state ht of each LSTM (Long Short-Term Memory) layer will serve as 
inputs to the next LSTM (Long Short-Term Memory) layer.

In this paper, the main hyperparameters for the LSTM (Long 
Short-Term Memory) method are set as follows: the number of 
iterations is 150, the number of hidden units is 400, the initial learning 
rate is 0.001, and the optimizer used is ADAM.

GRU (Gated Recurrent Unit): The GRU (Gated Recurrent Unit) 
is also a type of recurrent neural network. Like LSTM (Long Short-
Term Memory), it was developed to address issues related to long-
term memory and gradients in backpropagation. Compared to 
LSTM (Long Short-Term Memory), using GRU (Gated Recurrent 
Unit) can achieve comparable results and is easier to train, 
significantly enhancing training efficiency. Therefore, GRU (Gated 
Recurrent Unit) is often preferred, especially in scenarios with 
limited computational power or when there is a need to conserve 
computational resources.

GRU (Gated Recurrent Unit) has only two gating units: a reset 
gate and an update gate, as shown in Equations 8–11, where xt  
represents the input at a given time, W* represents a weight matrix, s  
denotes the tanh function, zt is the state of the update gate, and rt  is 
the reset gate. The function of the reset gate is similar to the input and 
forget gates in LSTM (Long Short-Term Memory), where 1- zt  acts 
like the input gate, and zt functions as the forget gate. Given that GRU 
(Gated Recurrent Unit) uses fewer gating units to accomplish tasks 
similar to those of LSTM (Long Short-Term Memory), GRU (Gated 
Recurrent Unit) is typically considered in situations where 
computational capacity is limited.

In this paper, the hyper parameters for the GRU (Gated Recurrent 
Unit) method are set as follows: the number of maximum training 
epoch is 150, the batch size is 12, the number of hidden units is 400, 
the initial learning rate is 0.001, and the optimizer used is ADAM.

CNN-LSTM: CNN-LSTM is an advanced neural network 
architecture that combines Convolutional Neural Networks (CNNs) 
and LSTMs (Long Short-Term Memory networks) to harness the 
strengths of both in processing sequential data. This hybrid model is 
particularly effective for tasks where the input data involves both 
spatial and temporal dimensions, making it popular in areas such as 
video analysis, natural language processing, and time 
series forecasting.

Crucially, to adapt the time series data for the CNN-LSTM 
architecture, we employ lag features transformation. This involves 
creating new datasets where each feature corresponds to the original 
data shifted by values within a specified lag range, effectively capturing 
temporal dependencies across multiple time steps. These transformed 

datasets are then organized into matrices, with each column 
representing a different lagged version of the data, making it suitable 
for sequential processing by the model.

For the LSTM (Long Short-Term Memory) component, it is the 
same like the LSTM (Long Short-Term Memory) methods 
we  introduced above. And for the CNN component, the data is 
initially processed through a sequence folding layer, transforming the 
sequential input into a format amenable to convolutional operations. 
This step is pivotal for extracting spatial features from the lagged 
inputs, which are then unfolded and flattened to preserve the temporal 
sequence structure, allowing the subsequent LSTM (Long Short-Term 
Memory) layers to learn long-term dependencies from these extracted 
features effectively. By meticulously mapping our datasets through 
these preparatory stages, we ensure that the CNN-LSTM architecture 
leverages both spatial and temporal dimensions of the data, thereby 
enhancing the model’s forecasting accuracy.

In this paper, the hyper parameters for the CNN-LSTM method 
are set as follows: the number of maximum training epoch is 150, the 
batch size is 12, the lag is 8, the number of hidden units [LSTM (Long 
Short-Term Memory) component] is 150, the initial learning rate is 
0.001, and the optimizer used is ADAM.

2.4.3 Evaluation indicators
Average RMSE and average MAE are used as evaluation metrics 

to measure the magnitude of error in the prediction results:
The average RMSE is calculated by sequentially calculating the 

RMSE for each of the N  countries in the prediction result of the 
sequence prediction step H . The specific mathematical description is 
as following Equation 22:
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The average MAE is calculated by sequentially calculating the 
MAE for each of the N countries in the prediction result of the 
sequence prediction step H , and then calculating the average value, 
which is mathematically described as following Equation 23:
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3 Results

Predictions were made using GRGNN, LSTM (Long Short-Term 
Memory), GRU (Gated Recurrent Unit), CNN-LSTM, and ARIMA 
for 42 countries in Europe, 38 countries in Africa, two continents’ 
COVID-19 active case datasets, and Hungary’s 20 regions’ varicella 
datasets, respectively. The last 2 weeks (14 days), 3 weeks (21 days), 
4 weeks (28 days), 5 weeks (35 days), and 6 weeks (42 days) data were 
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taken as the test set in the prediction, and after dividing the test set, all 
the data prior to the test set data were divided into the training set and 
validation set in the ratio of 10:1.

The prediction results of each method for each dataset at different 
step sizes are shown in Tables 1–5.

As can be seen from Table 1, with a prediction step of 2 weeks 
(14 days), GRGNN achieves optimal results for both the African and 
Hungarian datasets, and slightly underperforms the CNN-LSTM 
method and the ARIMA method for the European dataset. The LSTM 
(Long Short-Term Memory) method and the GRU (Gated Recurrent 
Unit) method underperform in all datasets. The CNN-LSTM method 
performs best in the prediction of the European dataset, and 
underperforms GRGNN and ARIMA in the African dataset, and 
performs worse in the Hungarian dataset. The ARIMA method has 
the best prediction accuracy of the eight methods. The CNN-LSTM 
method performs best in the prediction of the European dataset, while 
it does not perform as well as GRGNN and ARIMA on the African 
dataset, and performs even worse on the Hungarian dataset. The 
prediction accuracy of the ARIMA method is in the middle of the 
range of the eight methods. The WMA method can achieve predictions 
with an accuracy approximately equal to that of ARIMA. Conversely, 
the Gaussian function method and the polynomial function method 
produce predictions significantly deviating from the real data, 
obtaining the lowest accuracies among all eight methods across all 
three datasets.

As can be  seen from Table  2, the comparison of the overall 
prediction results when extending the prediction step to 3 weeks 
(21 days) is not much different from that of the prediction step of 
2 weeks. The GRGNN method still achieves the best results in the 
prediction of both the African and Hungarian datasets, and is slightly 
less accurate in the prediction of the European dataset than the 
CNN-LSTM and the ARIMA methods. The prediction accuracy of the 
LSTM (Long Short-Term Memory) method and the GRU (Gated 
Recurrent Unit) method is the worst two of the eight methods in the 
African and European datasets. The prediction errors of LSTM (Long 
Short-Term Memory) and GRU (Gated Recurrent Unit) methods in 
the African and European datasets are the worst two out of the eight 
methods. The CNN-LSTM method still performs the best in the 
prediction of the European dataset. The ARIMA method does not 
achieve the optimal prediction accuracy but outperforms LSTM (Long 
Short-Term Memory) and GRU (Gated Recurrent Unit) in the African 
and European datasets, and outperforms CNN-LSTM in the 
Hungarian dataset in terms of prediction error. The WMA method 
still yields slightly inferior results compared to ARIMA and marginally 
better outcomes than the LSTM (Long Short-Term Memory) method. 
However, the Gaussian function method and the polynomial function 
method continue to exhibit the poorest two results.

As can be seen from Table 3, with a prediction step of 4 weeks 
(28 days), GRGNN still maintains the optimal prediction in the 
prediction of the African and Hungarian datasets, and the prediction 

TABLE 1 Prediction results for each prediction method for each dataset for 2  weeks (14  days).

African dataset European dataset Hungarian dataset

ARMSE AMAE ARMSE AMAE ARMSE AMAE

GRGNN 683.27 621.38 54568.57 49345.78 28.82 23.64

LSTM 1288.20 1071.58 78093.59 64940.05 29.69 24.57

CNN-LSTM 812.45 790.14 38421.52 31634.68 32.85 26.29

GRU 1115.73 907.52 56406.04 47197.14 32.21 27.66

ARIMA 783.04 657.50 40086.60 42310.69 29.61 23.83

Poly 4620.15 4480.89 301141.17 298245.73 44.11 36.52

Gauss 2289.51 2214.87 109168.62 103422.19 41.55 34.48

WMA 820.68 691.10 70424.89 62469.22 35.13 29.24

TABLE 2 Prediction results for each prediction method for each dataset for 3  weeks (21  days).

African dataset European dataset Hungarian dataset

ARMSE AMAE ARMSE AMAE ARMSE AMAE

GRGNN 836.26 770.61 75623.18 83044.94 31.47 28.47

LSTM 1375.33 1116.70 113619.62 135365.11 33.62 28.75

CNN-LSTM 915.06 892.35 48978.62 55363.46 35.65 31.46

GRU 1608.06 1260.72 115653.55 144957.77 34.41 28.90

ARIMA 997.03 848.51 68989.77 82938.58 35.22 29.77

Poly 5428.18 5195.21 409270.15 401718.39 29.61 28.93

Gauss 2641.67 2531.15 188754.28 181754.93 36.31 28.60

WMA 1007.55 831.20 119667.10 104058.45 29.70 24.21
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TABLE 3 Prediction results for each prediction method for each dataset for 4  weeks (28  days).

African dataset European dataset Hungarian dataset

ARMSE AMAE ARMSE AMAE ARMSE AMAE

GRGNN 748.42 858.05 111743.17 123580.61 27.48 21.75

LSTM 2296.05 2775.97 125159.58 151888.46 28.02 22.36

CNN-LSTM 882.52 921.98 88773.80 97859.95 29.10 22.21

GRU 1718.08 2188.22 188863.87 161955.56 28.88 23.04

ARIMA 921.32 1082.60 136034.82 112387.49 27.55 20.98

Poly 6628.94 6351.37 534460.56 520915.42 35.01 26.59

Gauss 3254.86 3078.51 214257.05 194298.74 33.07 25.51

WMA 1437.04 1228.77 152546.44 132098.87 28.13 22.02

results in the European dataset are only slightly inferior to those of the 
CNN-LSTM method. The prediction errors of the LSTM (Long Short-
Term Memory) method and the GRU (Gated Recurrent Unit) method 
are still poor in the African and European datasets. The CNN-LSTM 
method still performs optimally in the prediction of the European 
dataset, but poorly in the European dataset. The ARIMA method is 
still in the mid-range of the eight prediction mid-range levels. Still 
performs the best in prediction, but has poor prediction in the 
Hungarian dataset. The prediction accuracy of the ARIMA method is 
still in the middle of the range of the 5 prediction mid-range. The 
performance of the WMA method is slightly inferior to the ARIMA 
method but slightly superior to the GRU (Gated Recurrent Unit) and 
LSTM (Long Short-Term Memory) methods. However, the Gaussian 
method and the polynomial method remain the least effective, 
exhibiting significant errors in their prediction results.

As can be seen from Table 4, when the prediction step size is set to 
5 weeks (35 days), the ranking of the prediction results of each method 
is not much different from that of the case with a step size of 4 weeks, 
and it is worth noting that: the main change occurs in the prediction 
results for European data, and the average index of GRGNN exceeds 
that of CNN-LSTM as the smallest among the prediction methods. The 
performance of the WMA method deteriorates rapidly, reaching a 
point where it only outperforms two other methods. The Gaussian 
function method and the polynomial function method still remain the 
poorest performers, with their accuracy indices worsening even 
further as the prediction steps increase.

As can be seen from Table 5, when the prediction step size is 
6 weeks (42 days), the average of the prediction results of GRGNN in 
the prediction of the European dataset exceeds that of the CNN-LSTM 
(Long Short-Term Memory) method to become the smallest among 
the results of each prediction method, and realizes the prediction 
accuracy of the prediction of each data to be the highest among all 
eight prediction methods. The prediction error of WMA only slightly 
exceeds that of LSTM (Long Short-Term Memory) and GRU (Gated 
Recurrent Unit), placing its results ahead of both LSTM (Long Short-
Term Memory) and GRU (Gated Recurrent Unit). However, it falls 
short compared to GRGNN, CNN-LSTM, and ARIMA methods. The 
polynomial method and Gaussian function method persist as the least 
effective, exhibiting the highest ARMSE and AMAE values.

The average indictors of the prediction results of each method in 
each dataset are plotted at different step sizes, as shown in Figure 5.

To enhance the clarity and simplicity of conveying the prediction 
results, we have selected 5 time series from each dataset, focusing on 
a prediction step set to 6 weeks (42 days) for visualization. Specifically, 
we depict the time series data of 5 countries from the 38 African 
countries’ COVID-19 dataset in Figure 6, and the time series of 5 
countries from the 42 European countries’ COVID-19 dataset in 
Figure  7, and illustrate the time series of 5 regions from the 20 
Hungarian regions’ chickenpox dataset in Figure 8. Through these 
figures, it becomes evident that GRGNN generally captures and 
mirrors the trends observed in the majority of the time series from the 
original real-world data.

TABLE 4 Prediction results for each prediction method for each dataset for 5  weeks (35  days).

African dataset European dataset Hungarian dataset

ARMSE AMAE ARMSE AMAE ARMSE AMAE

GRGNN 820.70 1004.61 120230.14 127749.64 27.27 21.45

LSTM 2507.72 3072.21 255698.55 219314.79 27.40 21.55

CNN-LSTM 1536.70 1593.65 128824.08 111020.42 28.14 21.91

GRU 2234.65 2667.76 250900.80 213550.93 28.26 22.00

ARIMA 1537.67 1731.40 150250.91 125333.12 29.96 22.37

Poly 8436.73 8093.56 652543.68 625536.10 34.23 26.48

Gauss 4526.36 4227.41 212263.48 193738.61 32.04 25.00

WMA 2525.29 2301.08 238699.26 209711.46 30.51 22.38
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4 Discussion

Observing Tables 1–5, it can be  found that for the prediction 
results of the data of the 38 African countries’ COVID-19 dataset and 
the 20 Hungarian regions’ chickenpox dataset, GRGNN is able to 
achieve better prediction results compared with other prediction 
methods at different prediction steps, and the average RMSE and 
average MAE of its prediction results are the smallest among the 
prediction methods at different steps, which indicates that GRGNN is 
able to capture and learn the features in the data better than the three 
neural network methods and statistical methods in the baseline 
methods, and make accurate predictions.

Observing Figures  6, 8, it becomes apparent that for African 
dataset and Hungarian dataset, the prediction results of GRGNN 
consistently align with the developmental trend of the original time 
series, albeit with varying degrees of error. This observation suggests 
that GRGNN, to a certain extent, can predict the developmental 
trends within the datasets.

The prediction errors at different step lengths are compared with 
the step lengths on each dataset, as shown in Figure 5 and it can 
be  found that the prediction errors for the African data generally 
increase with the extension of the prediction step lengths, and the 
errors of the GRGNN method increase relatively less with the 
extension of the prediction step lengths compared with the others, 
which indicates that the GRGNN compared with the three neural 
network in the baseline methods and statistical methods to capture 
and learn more adequately the relationships and features among the 
temporal nodes of the time series. This also indicates that GRGNN 
learns the data in three dimensions: time domain, frequency domain 
and spectral domain, compared to the seven comparative forecasting 
methods that only learn and capture the data in the time domain, 
which proves that GRGNN can capture more features in the data, 
better grasp the overall trend of the data, and realize more accurate 
medium- and long-term forecasting results for the two datasets, 
namely, the data of the 38 countries in Africa and the data of the 20 
regions in Hungary. The results demonstrate that this allows GRGNN 
to explore more features in the data, better grasp the general trend of 
the data, and thus achieve more accurate medium-term and long-term 
predictions for the 38 African countries’ COVID-19 dataset and the 
20 Hungarian regions’ chickenpox dataset.

For the 20 Hungarian regions’ chickenpox dataset, it should 
be separately stated that since the data in this dataset are weekly 

collected, the actual predictions obtained at the same prediction step 
size are less than other two dataset. Therefore, as shown in 
Figures  5E,F, when the prediction step length is extended from 
2 weeks to 3 weeks, each prediction method shows an increase in 
prediction error, whereas the error of each prediction method except 
ARIMA method shows a decreasing trend when the step length is 
extended from 4 weeks to 6 weeks. Meanwhile, GRGNN was able to 
achieve better results than the other seven comparison methods in 
both average RMSE and average MAE. This indicates that GRGNN 
and the neural network prediction methods in the baseline methods 
can realize the capture of the overall trend characteristics of the data, 
which in turn shows that the prediction accuracy will be improved 
when the data prediction step length is extended to a certain length, 
and compared with the seven comparative methods, GRGNN 
achieves more accurate prediction results, which indicates that 
GRGNN is more adequate than the other seven methods for the 
capture and learning of the overall trend characteristics of the data. 
This indicates that GRGNN is more adequate than the other seven 
methods for capturing and learning the general trend features of 
the data.

Finally, the GRGNN do not always make the most accurate 
prediction, as can be  seen from Figures  5C,D, for the prediction 
experiments of 42 European countries, the errors of each prediction 
method are much larger than the errors of the prediction results for 
the African data, and the indicators of each prediction result under 
the same hyper-parameters mostly reaches 10,000 counts or even 
100,000 counts, in which case the CNN-LSTM method has the best 
prediction results in the experiments with the prediction step lengths 
of 14, 21, and 28 days, and its indicators are the smallest values among 
the eight prediction methods, but these two metrics of CNN-LSTM 
become larger with the increase of the prediction step. When the 
prediction step is extended to 35 days, the average of CNN-LSTM is 
still the smallest among the eight methods, but the mean becomes 
sub-optimal, and the optimal value is obtained from the prediction 
results of GRGNN. When the prediction step size is increased to 
42 days, the prediction result of GRGNN becomes optimal in both 
indicators. The prediction results of each prediction method in the 
experiment are not satisfactory in the European dataset, which may 
be caused by the inadequacy of the type of data collected and the 
insufficient amount of data collected for this phenomenon. Data 
inapplicability is an insurmountable problem for data-driven methods, 
and if the applicability of the prediction methods to the data cannot 
be assessed, this will greatly limit the application prospects of the 

TABLE 5 Prediction results for each prediction method for each dataset for 6  weeks (42  days).

African dataset European dataset Hungarian dataset

ARMSE AMAE ARMSE AMAE ARMSE AMAE

GRGNN 1545.62 1763.28 124665.83 133453.75 25.51 19.17

LSTM 3418.20 4090.81 308407.33 367230.08 27.58 22.07

CNN-LSTM 1657.79 1810.84 124829.94 153435.48 26.18 20.08

GRU 4648.19 5709.85 232157.67 269820.41 25.72 20.48

ARIMA 2673.66 3035.86 188922.10 229932.70 27.45 20.27

Poly 10843.29 10305.87 739501.24 697691.22 33.02 24.93

Gauss 4735.57 4382.75 251950.31 218247.07 30.33 23.09

WMA 3435.84 3093.05 426603.38 363924.52 27.98 20.14
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FIGURE 5

The overview plot of evaluation indicator of datasets (A) the overview plot of ARMSE of the 38 African countries’ COVID-19 dataset. (B) The overview 
plot of AMAE of the 38 African countries’ COVID-19 dataset. (C) the overview plot of ARMSE of the 42 European countries’ COVID-19 dataset. (D) The 
overview plot of AMAE of the 42 European countries’ COVID-19 dataset. (E) the overview plot of ARMSE of the20 Hungarian regions’ Chickenpox 
dataset. (F) The overview plot of AMAE of the 20 Hungarian regions’ Chickenpox dataset.

prediction methods. Therefore, there is a need to discuss the 
applicability of GRGNN to different data:

Plotting the heatmap of the weight matrix (W ) for each dataset in 
Figure  9, where the blocks in the plot represent the correlation 

between the time series marked by the x-axis and y-axis the lighter the 
color of the block is the related closer the time series are. it can 
be observed that the accuracy of GRGNN is linked to the correlation 
among time series in the datasets. In cases such as the African and 
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Hungarian datasets in this research, where the correlation between 
time series is relatively close, GRGNN exhibits accurate predictions 
and the ability to forecast the developmental trend of the time series. 
However, when facing datasets like the European dataset in this 
research, where the correlation among time series is less pronounced, 
GRGNN struggles to achieve a more accurate prediction compared to 
other neural network methods.

We find that for the weight matrix W  obtained after preprocessing 
of the dataset, the average of the sum of the weights of each node over 
the other nodes is calculated, as shown in Table 6, and it can be found 
that when the average value tends to 1 then the dataset yields better 
prediction results by GRGNN.

Therefore, we hypothesize that if the average value of the sum of the 
weights of each node in the weight matrix over the other nodes converges 

FIGURE 6

The plots of original data and prediction result for countries from the 38 African countries’ COVID-19 dataset of GRGNN. (A) The plot of original data 
and prediction result for the total cases of the 38 African countries’ COVID-19 dataset of GRGNN. (B) The plot of original data and prediction result for 
Country1 from the 38 African countries’ COVID-19 dataset of GRGNN. (C) The plot of original data and prediction result for County2 from the 38 
African countries’ COVID-19 dataset of GRGNN. (D) The plot of original data and prediction result for Country3 from the 38 African countries’ 
COVID-19 dataset of GRGNN. (E) The plot of original data and prediction result for Country4 from the 38 African countries’ COVID-19 dataset of 
GRGNN. (F) The plot of original data and prediction result for Country5 from the 38 African countries’ COVID-19 dataset of GRGNN.

301

https://doi.org/10.3389/fpubh.2024.1397260
https://www.frontiersin.org/journals/public-health
https://www.frontiersin.org


Liu et al. 10.3389/fpubh.2024.1397260

Frontiers in Public Health 16 frontiersin.org

FIGURE 7

The plots of original data and prediction result for countries from the 42 European countries’ COVID-19 dataset of GRGNN. (A) The plot of original data 
and prediction result for the total cases of the 42 European countries’ COVID-19 dataset of GRGNN. (B) The plot of original data and prediction result 
for Country1 from the 42 European countries’ COVID-19 dataset of GRGNN. (C) The plot of original data and prediction result for County2 from the 42 
European countries’ COVID-19 dataset of GRGNN. (D) The plot of original data and prediction result for Country3 from the 42 European countries’ 
COVID-19 dataset of GRGNN. (E) The plot of original data and prediction result for Country4 from the 42 European countries’ COVID-19 dataset of 
GRGNN. (F) The plot of original data and prediction result for Country5 from the 42 European countries’ COVID-19 dataset of GRGNN.

to 1, then the dataset will yield better prediction results by GRGNN. As 
a matter of fact, there are some researches to construct the graph by 
SoftMax and other methods to make the average value of the sum of the 
weights of each node in the weight matrix of each node to other nodes 
converge to 1 (40), but this hypothesis is only based on the observation 
of the phenomenon shown in the experimental results, and the 
mathematical proofs and the verification of the actual additional 
experiments are still need to be further supplemented.

This paper is significantly innovative: the main focus of this study 
is to realize the ability of the network to analyze datasets in multiple 

dimensions in the time, spectral, and frequency domains by 
introducing a GRU (Gated Recurrent Unit) layer in the GNN (Graph 
Neural Network) network. This gives the following advantages to the 
neural network used in this study: Firstly, the multiple-input multiple-
output temporal prediction of multiple time series variables is more 
efficient compared to the single-input single-output prediction 
method of a single time series variable; Secondly, due to the 
introduction of the GRU (Gated Recurrent Unit) layer, it yields a more 
accurate prediction in terms of prediction accuracy; and Thirdly, as a 
data-driven method, it does not require human a priori knowledge as 
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a basis, which makes it easy to migrate the application to the other 
data processing.

5 Conclusion

In this paper, gated recurrent units are attempted to 
be introduced into graph neural network, enabling graph neural 
networks to capture and learn features from data in three 
dimensions, namely, null, frequency, and time domains, which is 
utilized to produce notable results in the epidemic data prediction 
problem, which is a typical multivariate time series prediction 

problem. Compared with classical prediction methods, graph 
neural networks, as an multiple-input-multiple-output method, can 
quickly and easily construct graphs for multiple time series and 
realize effective prediction in a data-driven manner. In terms of 
prediction accuracy, when the predicted multivariate correlation 
reaches a certain level (specifically, the phenomenon observed in 
this study is that the closer the average of the sum of the connection 
weights of each node to the other nodes tends to be 1, the better the 
prediction results obtained from the GRGNN for the dataset), the 
graph neural network with the introduction of gated recurrent units 
can achieve more accurate predictions in medium-term or long-
term forecasting.

FIGURE 8

The plots of original data and prediction result for regions from the 20 Hungarian regions’ Chickenpox dataset of GRGNN. (A) The plot of original data 
and prediction result for the total cases of the 20 Hungarian regions’ Chickenpox dataset of GRGNN. (B) The plot of original data and prediction result 
for Region1 from the 20 Hungarian regions’ Chickenpox dataset of GRGNN. (C) The plot of original data and prediction result for Region2 from the 20 
Hungarian regions’ Chickenpox dataset of GRGNN. (D) The plot of original data and prediction result for Region3 from the 20 Hungarian regions’ 
Chickenpox dataset of GRGNN. (E) The plot of original data and prediction result for Region4 from the 20 Hungarian regions’ Chickenpox dataset of 
GRGNN. (F) The plot of original data and prediction result for Region5 from the 20 Hungarian regions’ Chickenpox dataset of GRGNN.
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FIGURE 9

The heat maps of the weight matrices of datasets (A) The heat map of the weight matric of the 38 African countries’ COVID-19 dataset. (B) The heat 
map of the weight matric of the 42 European countries’ COVID-19 dataset. (C) The heat map of the weight matric of the 20 Hungarian regions’ 
Chickenpox dataset.

TABLE 6 The average node sum weights of each dataset.

African 
dataset

European 
dataset

Hungarian 
dataset

average node 

sum weights

1.10 0.78 0.96
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Glossary

AMAE Average Mean Absolute Error

ARIMA Autoregressive Integrated Moving Average

ARMSE Average Root Mean Square Error

AR Autoregressive

CNN Convolutional Neural Network

DFT Discrete Fourier Transform

DNN Deep Neural Network

GFT Graph Fourier Transform

GLU Gated Linear Unit

GNN Graph Neural Network

GRU Gated Recurrent Unit

HA Historical Average

IDFT Inverse Discrete Fourier Transform

IGFT Inverse Discrete Fourier Transform

LSTM Long Short-Term Memory

MAE Mean Absolute Error

RMSE Root Mean Square Error

RNN Recurrent Neural Network

SMA Simple Moving Average

VAR Vector Autoregressive Model

WMA Weighted Moving Average
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