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A biologically striking and clinically important 
feature of viruses is their rapid evolutionary 
dynamics in nature. The continual interactions 
between viruses and host organisms promote quick 
changes in virus populations, eventually leading 
to co-evolution of viruses and hosts for their 
survival. The structural and functional information 
on the interactions between viruses and hosts 
should provide a molecular and biological basis to 
understand infection, replication, cell/host-tropism, 
immune escape, pathogenesis, and direction of 
evolution of viruses. The information is also essential 
to develop methods to control transmission and 
replication of pathogenic viruses. However, the 
integrated information on the structure, function, 

and evolution of viruses and hosts has remained poorly accumulated, partly due to the 
limitation of analytical methods. Recent progress in genome science and computational 
approach may open up a new avenue of research of the interactions between viruses and hosts 
by integrating information on the structures, functions, and evolution. In this Research Topic, 
we welcome papers concerning the computer-assisted structural and functional studies based 
on genomic information, with theoretical or in combination with experimental approaches, 
for understanding molecules, infection, replication, cell/host-tropism, immune escape, 
pathogenesis, and evolution of viruses in nature.
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RNA viruses are highly mutable, yet changes in genomes and
proteins would be restricted by the functional and structural con-
straints inherent in the survival strategies of viruses in nature.
Rapidly evolving technologies in genomics and computational
science are now opening up a new avenue for elucidating the real
picture of diversity of the organism in nature and for studying
the principles underlying the maintenance and change of struc-
tures, interactions, and functions of biomolecules. The informa-
tion is essential for understanding the evolutionary dynamics of
virus-host interactions in virological, immunological, and epi-
demiological phenomena and for rationally developing methods
to control RNA viruses. In this Research Topic, we present 17
timely articles, consisting of 5 reviews, 3 mini reviews, 7 original
researches, 1 hypothesis & theory, and 1 perspective, all of which
underscore the challenges and increasing importance of incor-
porating the new technologies to study RNA viruses and their
impacts on hosts.

EXPLORATIONS OF VIRAL QUASISPECIES, MICRORNAs,
AND ANTIBODYOMES IN NATURE
Beerenwinkel et al. (2012) reviewed the challenges and oppor-
tunities in inferring the diversity of intra-host virus populations
using next-generation sequencing technologies. They discuss the
wisdom of reducing artificial errors during sample prepara-
tion, existing approaches inferring local and global diversity
from sequence data, and successful applications on basic and
biomedical studies. Tan Gana et al. (2012) reviewed the lat-
est articles describing cellular and viral microRNAs involved
in HIV-1 infection. They describe recent advances in under-
standing of the biogenesis and functions of the microRNAs
in the virus-cell battles and point out roles of the genomics
and computational science in obtaining and integrating the
information.

Prabakaran et al. (2012) reported on the antibodyomes of 10
healthy individuals obtained by 454 pyrosequencing and bioinfor-
matics analyses. They showed genetic evidence that the antibody
subsets with distinct diversity and related to the already-known
neutralizing antibodies against the HIV-1, SARS coronavirus,
and henipaviruses exist in human IgM repertoires of uninfected
individuals. Zhu et al. (2012) reported an antibodyome of an
HIV-1-infected individual who produced broadly neutralizing
antibodies. Using 454 pyrosequencing, bioinformatics, and func-
tional analyses, they suggested a role of somatic maturation in
generating heavy- and light-chain sequences with varied neutral-
ization phenotypes against HIV-1.

COMPUTATIONAL ANALYSES OF THE 3-D STRUCTURES,
INTERACTIONS, AND EVOLUTION OF PROTEINS USING
GENETIC INFORMATION
Ode et al. (2012) reviewed the results of molecular dynamic sim-
ulations to learn the structural dynamics of proteins in solution.
They highlight studies on the structure and function of viral
enzymes, virion structures, mechanisms of viral resistance against
host immunities and anti-viral drugs, and the development of
anti-viral agents. Franzosa et al. (2012) reviewed structural sys-
tems biology of interactomes in the host-pathogen relationships.
They present existing experimental datasets of the host-pathogen
interactome and discuss approaches to obtain structural interac-
tome by integrating the biophysical, functional, and evolutionary
information. Miki and Katayama (2012) presented a viewpoint
on the in silico 3-D structural analysis in virus research. They
describe importance of incorporating in silico modeling tech-
niques into experimental studies to solve structural problems in
their neutralization study of the norovirus.

Bozek et al. (2012) provided in silico structural models of cap-
sid proteins of HIV-2 and SIV, which revealed marked differences
in the electrostatic potential on the interaction surface and sug-
gested a potential role of electrostatic interactions in the evasion
of SIV from the rhesus restriction factor Trim5α. Daiyasu et al.
(2012) reported a new application of information theory to the
study of the divergent evolution of function of chemokine recep-
tors and their homologs, such as decoy and viral receptors, in
which both sequence and structural information are used to iden-
tify amino acid positions that might be responsible for evolving
their distinct functions. Rusu et al. (2012) provided in silico struc-
tural models of the Rift Valley fever virus glycoproteins Gn and
Gc. The models with the cryo-electron microscopy data allowed
the authors to identify four possible arrangements of the glyco-
proteins in the virion envelope and to indicate how these proteins
assemble to form the capsomer base and intercapsomer connec-
tions. Yokoyama et al. (2012) provided in silico structural models
of sapovirus protease docked to its substrate peptides; these mod-
els described how this enzyme realizes the functional binding of
cleavage sites with distinct sequences and allowed rational identi-
fication of the sapovirus protease inhibitors in combination with
experimental approaches.

ANALYSES OF VIRUS-CELL INTERACTIONS, VIRAL
REPLICATION, AND HOST IMMUNE RESPONSES
Iwami et al. (2012) reported a mathematical model to quantita-
tively characterize the viral replication in cell cultures. In their
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study, the data from two time-course experiments of infections
with a cell-free virus stock are used to estimate the half-life
of infected cells, viral production rate of an infected cell, and
the basic reproductive number. Takemura and Murakami (2012)
reviewed structure and function of HIV-1 capsid proteins. They
describe the capsid structure in relation to their abilities to form a
conical core in a virion or to interact with various cellular proteins
that promote or suppress viral replication. Nomura and Matano
(2012) reviewed the critical roles of host HLA/MHC-I geno-
types in disease progression in primate lentivirus infections. They
highlighted studies showing the association of the HLA/MHC-I
genotypes with rapid or slow AIDS progression during HIV/SIV
persistent infections. Kuroki et al. (2012) reviewed the structural
biology of the immunologically intriguing cell surface receptors
termed paired receptors. By referencing recent studies of two
major structural superfamilies, the immunoglobulin-like and the
C-type lectin-like receptors, they described how these receptors
discriminate self and non-self ligands to maintain homeostasis in
the immune system.

ANALYSES OF VIRAL TRANSMISSION NETWORK,
EVOLUTION, AND RE-EMERGING DISEASES
Shiino (2012) reviewed phylodynamic analyses of viral infections,
transmission, and evolution in host populations. The author
highlighted recent viral researches inferring epidemiologically
important parameters, such as infectious clusters, transmission
connections, basic reproductive number, and fluctuation of the
viral population size. Sasaki et al. (2012) proposed a mathemat-
ical model that describes the temporal dynamics of the spread
of poliovirus avirulent and virulent strains in a human pop-
ulation; this model was used to estimate the risk of outbreak
following the cessation of administration of oral polio vac-
cine and to predict conditions that significantly increased the
outbreak risk.

In summary, these articles present overviews and examples of
“Frontiers in Virology” to elucidate viral diversity, protein 3-D
structures, virus-host interactions, and evolution of RNA viruses
using forefront technologies in genomics and computational
science.
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Many viruses, including the clinically relevant RNA viruses HIV (human immunodeficiency
virus) and HCV (hepatitis C virus), exist in large populations and display high genetic
heterogeneity within and between infected hosts. Assessing intra-patient viral genetic
diversity is essential for understanding the evolutionary dynamics of viruses, for designing
effective vaccines, and for the success of antiviral therapy. Next-generation sequencing
(NGS) technologies allow the rapid and cost-effective acquisition of thousands to millions
of short DNA sequences from a single sample. However, this approach entails several
challenges in experimental design and computational data analysis. Here, we review the
entire process of inferring viral diversity from sample collection to computing measures
of genetic diversity. We discuss sample preparation, including reverse transcription and
amplification, and the effect of experimental conditions on diversity estimates due to
in vitro base substitutions, insertions, deletions, and recombination. The use of different
NGS platforms and their sequencing error profiles are compared in the context of various
applications of diversity estimation, ranging from the detection of single nucleotide
variants (SNVs) to the reconstruction of whole-genome haplotypes. We describe the
statistical and computational challenges arising from these technical artifacts, and we
review existing approaches, including available software, for their solution. Finally, we
discuss open problems, and highlight successful biomedical applications and potential
future clinical use of NGS to estimate viral diversity.

Keywords: next-generation sequencing, viral diversity, viral quasispecies, statistics, bioinformatics, haplotype

inference, error correction, quasispecies assembly

INTRODUCTION
Many viruses, in particular RNA or single-stranded DNA viruses,
exhibit extreme evolutionary dynamics. They have very high
mutation rates, up to six orders of magnitude higher than
in humans, short generation times, and large population sizes
(Duffy et al., 2008). Under these conditions, genetic variants
are produced constantly, and in each infected host, the virus
population displays a high degree of genetic diversity. Rapidly
evolving viruses are not only ideal systems for studying evolu-
tionary mechanisms (Drummond et al., 2003), but many of them
are significant pathogens of vital medical interest, including HIV,
HCV, and Influenza (WHO, 2012).

Because of their diversity, intra-host virus populations are
often referred to as mutant clouds, swarms, or viral quasispecies.
The latter terms were originally introduced in the context of
self-replicating macromolecules (Eigen, 1971; Eigen and Schuster,
1977) and have a precise mathematical meaning. A quasispecies is
the equilibrium distribution of mutants in a mathematical model
that accounts for mutation and selection (Eigen et al., 1988,
1989). In the framework of classical population genetics, it can be
regarded as a coupled mutation-selection balance (Wilke, 2005).
The main prediction of the quasispecies model is that selection
acts on the population as a whole and hence the population

dynamics cannot be understood from the fittest strain alone (Van
Nimwegen et al., 1999; Wilke et al., 2001). The quasispecies model
has later been applied to RNA viruses (Nowak, 1992; Domingo
and Holland, 1997), hence the term viral quasispecies. The impact
of the quasispecies model is not only due to its mathematical fea-
sibility, but also its conceptual focus on the population as the
target of natural selection (Burch and Chao, 2000).

The diversity of virus populations has repeatedly been shown
to provide a selective advantage. For example, decreasing the
mutation rate of poliovirus artificially, while maintaining its repli-
cation rate, resulted in reduced genomic diversity and in failure
to adapt to adverse growth conditions (Vignuzzi et al., 2006).
Similarly, pre-existing minority drug-resistant variants of HIV-1
have been shown to facilitate rapid viral adaptation leading to
failure of antiretroviral therapy (Metzner et al., 2009; Li et al.,
2011). In general, viral diversity is advantageous when the virus
faces different selection pressures that need to be overcome by
evolutionary escape (Iwasa et al., 2003, 2004). Changing selection
pressures are common in the life of viruses, for example, after
infecting a new host with a different immune response (Pybus
and Rambaut, 2009), when infecting different cell types, while
being exposed to different chemical agents, or due to changing
multiplicity of infection (Ojosnegros et al., 2010). Understanding
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and modeling the escape dynamics of these processes is of direct
relevance for clinical and public health decisions.

With the introduction of next-generation sequencing (NGS)
technologies, the experimental analysis of viral genetic diver-
sity has changed dramatically. Rather than using labor-intensive
limiting dilution and individual cloning of viruses followed by
traditional Sanger sequencing, NGS now allows for sampling the
virus population in a highly parallel fashion in a single experi-
ment. However, the novel high-throughput approach has several
pitfalls associated with both the experimental protocol and the
statistical analysis of the data. We address both aspects in this
review and discuss several successful applications of NGS to viral
diversity studies, including drug resistance, immune escape, and
epidemiology.

SAMPLE PREPARATION
The usefulness of NGS for viral diversity estimation depends
crucially on the quality of the sample and on the procedure to
prepare the sample. NGS sequence reads mirror the accumulation
of errors, some of them preventable others unavoidable. To min-
imize the error rate, each step requires careful handling, starting
with biological sample retrieval and storage up to the last steps of
the NGS procedure itself (Figure 1).

Viral genomes are usually protected by the viral capsid and
some of them additionally by an envelope, for instance, HIV
and HCV. However, retrieval and storage conditions of biological
specimens are especially important when studying RNA viruses
due to the fragility of RNA (Holodniy et al., 1995; Jose et al.,
2005), because degraded RNA will jeopardize all further steps of

virus specimen
(blood, �ssue, stool, ..)

RNA extrac�on DNA extrac�on

reverse transcrip�on

genome amplifica�on

next- genera�on sequencing

data analysis

FIGURE 1 | Flow chart of sample processing for next-generation

sequencing (NGS) of virus samples.

the analysis. Before starting the extraction of viral genomes, the
viral load of the specimen should be considered. The final number
of genome copies sequenced provides the basis for assessing viral
diversity from the sequence reads (Metzner et al., 2003; Casbon
et al., 2011). Low amounts might require a concentrating step, for
instance, ultracentrifugation of plasma.

The choice of protocols used for genome extraction and elim-
ination of contaminating RNA and DNA from other sources
like host cells depends on the intended downstream procedures.
Numerous kits are offered to extract viral DNA or RNA whose
pros and cons will not be discussed here. A more critical point
is the enrichment of viral genomes in the context of sample com-
plexity. Three scenarios can be envisioned. (1) The virus is known
and an amplicon approach is chosen for NGS. Here, the speci-
ficity of the primers might allow for amplifying the viral genome
without any upstream enrichment. Nevertheless, it is often ben-
eficial to eliminate contaminating DNA or RNA by DNase or
RNase treatment. For instance, investigating HIV RNA genomes
requires the elimination of proviral DNA genomes (Fischer et al.,
2002). (2) The virus is known, but a random approach is cho-
sen for NGS. Due to the high heterogeneity of some viruses, it
might be disadvantageous to use virus-specific primers for ampli-
fication due to potential primer bias or even complete failure
of amplification (Metzner et al., 2003). In contrast, any random
approach, including amplification using degenerated or random
primers as well as non-specific adaptor ligation and subsequent
amplification using adaptor-specific primers, cannot differenti-
ate between the viral genome and any other nucleic acid (Reyes
and Kim, 1991; Chang et al., 1992). Thus, the elimination of
contaminating nucleic acids is mandatory when a high coverage
of viral genomes is required, as for studying diversity, since the
viral genomes represent only a low-abundant fraction in almost
all biological specimens (Daly et al., 2011). DNase and RNase
treatment, filtration, density gradient centrifugation, and their
combinations are commonly used procedures. Enrichment strate-
gies based on hybridization capture might also be suitable (Turner
et al., 2009; Althaus et al., 2012) and, potentially, freeze thaw
nuclease digestion protocols may also be beneficial to minimize
contaminating RNA or DNA (Fischer et al., 2002) (3). The virus
in unknown, therefore, random approaches have to be applied.
The enrichment of viral genomes is an even greater challenge in
this set-up. In this review, we focus on estimating viral diver-
sity from NGS data, a second step after virus discovery (Lipkin,
2010).

After viral genome extraction, an amplification procedure has
to be performed, because the current NGS technologies require
a high input DNA amount and the viral genome amount is
several orders of magnitude lower. Furthermore, RNA genomes
have to be reverse transcribed prior to PCR. Every amplification
process introduces errors. Reverse transcriptases (RTs) are error-
prone enzymes, because of the lack of any proof-reading activity
(Preston et al., 1988; Roberts et al., 1988). Some RTs are less error-
prone than others, but, in general, RT errors are unavoidable and
very difficult to distinguish from real mutations since they are
introduced in the first step of amplification. Another important
but often ignored problem with reverse transcription is that short,
incomplete cDNA fragments can act as primers in subsequent
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PCRs and lead to in vitro recombination. This phenomenon has
been considered only for RT-PCRs amplifying several kilobases
(kb) long fragments (Fang et al., 1998). We have recently shown
that this effect also occurs very frequently when amplifying short
cDNA fragments of a size of only 0.6 kb and can be minimized by
using an RNaseH-negative RT (Di Giallonardo et al., submitted).

Four main types of errors can occur during PCR and are
relevant for NGS data: (i) biased amplification due to primer
mismatches, (ii) in vitro recombination due to premature termi-
nation of strand elongation and subsequent false hybridization of
short DNA fragments acting as primers or, less frequently, due
to template switching, (iii) nucleotide misincorporation due to
the inaccuracy of DNA polymerases, and (iv) resampling due to,
for instance, too low amounts of input DNA copies (Eckert and
Kunkel, 1991; Liu et al., 1996; Kanagawa, 2003). Several precau-
tions can be taken to minimize these errors. Primer mismatches
can be diminished by choosing primer binding sites in conserved
regions of the viral genome or by using degenerated primers.
Chimera formation can be reduced by several improvements of
PCR conditions such as increasing the elongation time, decreas-
ing the number of cycles, and deleting the final extension step
(Meyerhans et al., 1990; Judo et al., 1998). Nucleotide misincor-
poration can be lowered by using high-fidelity DNA polymerases,
and resampling can be reduced, for instance, by optimizing the
input copy number. Even when applying all these precautions, it
is currently not possible to completely avoid these PCR errors.
Furthermore, the discrimination between artificial and real viral
variants can be very difficult if not impossible. One possibility
is to perform several independent PCRs assuming that most of
the errors occur randomly with regard to the sequence position
and the timing of the error, i.e., in which PCR cycle the error
occurs, resulting in different variants of different frequencies in
the replicates. A recently described method uses primer identi-
fiers (IDs) to uniquely label each cDNA molecule (Jabara et al.,
2011). This is an elegant procedure to reduce or even eliminate
PCR errors, although errors induced during the reverse transcrip-
tion cannot be addressed in this manner. In addition, the method
is only applicable to amplicon-based approaches and a high num-
ber of sequence reads are required to obtain a sufficient number
of consensus sequences, each of which has to be derived from at
least three reads with the same primer ID. Thus, all unique or
twice occurring reads, which represent the majority of sequence
reads, cannot be considered in the analysis.

Overall, sample preparation is a critical issue in the process
of NGS. If unrecognized, errors during sample preparation can
lead to an artificially increased diversity of the investigated virus
population. To avoid such misinterpretation, the pitfalls of sample
preparation need to be identified and properly addressed.

NEXT-GENERATION SEQUENCING
In the last decade, many NGS technologies have been devel-
oped and several are commercially available today or about to
become available in the near future (Mardis, 2008b; Metzker,
2010). Due to its massively parallel approach, NGS allows for
generating much larger volumes of sequencing data in a cost-
effective manner as compared to conventional sequencing meth-
ods. The increase in throughput has been so far-reaching that

NGS is considered revolutionary, because it facilitates many new
sequencing applications that had been out of reach (Mardis,
2008a; Schuster, 2008). One of these novel applications is the
inference of viral genetic diversity from a single deep-coverage
NGS experiment.

All NGS technologies involve the steps of template prepara-
tion, sequencing, and imaging, followed by data analysis, but they
differ in the realization of each step. 454/Roche pyrosequencing
has been the first NGS method commercially available and until
today it is the most commonly used technology for the analy-
sis of viruses (Margulies et al., 2005). For pyrosequencing, DNA
is isolated, amplified and/or fragmented, adaptor-annealed, and
amplified on beads in a micro-droplet emulsion PCR. DNA and
beads have to be used in a ratio allowing the hybridization of only
one DNA molecule to one bead, i.e., the majority of beads do
not contain any DNA molecule. Thus, on each DNA-hybridized
bead, a single template gives rise to several thousand copies. These
beads are separated from the empty beads and loaded into 1.6
million wells of a picotiter plate, one bead per well, and enzymes
for pyrophosphate sequencing are added. Sequencing by synthe-
sis proceeds by adding the four bases in a cyclic order. In each
cycle, the light emission associated with base incorporation is
detected and remaining chemicals are washed out. The intensity
of the light signal is approximately proportional to the number of
nucleotides that have been incorporated. All generated signals are
recorded as a series of peaks, called a flowgram, from which DNA
bases are eventually called (Margulies et al., 2005).

The Illumina Genome Analyzer and HiSeq systems are cur-
rently dominating the NGS market (Bentley et al., 2008). Rather
than emulsion PCR, Illumina relies on solid-phase amplification,
which consists of initial priming and extending of single-stranded
templates, followed by bridge amplification of each immobilized
template with adjacent primers. In multiple cycles of annealing,
extension, and denaturation, around 200 million molecular clus-
ters are formed. For sequencing, all four nucleotides are added
simultaneously. Each nucleotide is labeled with a different dye and
they are modified to terminate DNA synthesis after incorpora-
tion. Color imaging is used to detect the incorporated nucleotide.
In a cleavage step, the fluorescent dye is removed and termination
is reversed by regenerating the 3′-OH group. Bases are called from
the resulting four-color images.

We focus here on the 454/Roche and Illumina platforms,
because the vast majority of reported virus sequencing appli-
cations have used these systems, but several other technologies
can, and are likely to, be used as well, including ABI SOLiD,
Ion Torrent, PacBio RS, and Polonator. The technical details in
which platforms differ can have important consequences for their
applicability to viral sequencing studies. Among other aspects,
NGS platforms differ in throughput, runtime, costs, read lengths,
and error patterns (Metzker, 2010). The currently most powerful
454/Roche sequencer GS FLX Titanium XL+ can produce up to 1
million reads per run of 700 bp average length, while Illumina’s
largest machine, HiSeq 2500, can generate up to 1.2 billion
paired-end reads of 2 × 150 bp length. Both companies also offer
smaller benchtop devices of their platforms that may be preferable
in certain diagnostic and clinical settings. The Roche/454 Junior
produces up to 100,000 reads of 400 bp average length in a single

www.frontiersin.org September 2012 | Volume 3 | Article 329 | 9

http://www.frontiersin.org
http://www.frontiersin.org/Virology/archive


Beerenwinkel et al. Estimating viral genetic diversity

10-h run, and the Illumina MiSeq generates up to 30 million
paired-end reads of 2 × 150 bp length in 24 h. Thus, longer reads
can be produced with the 454/Roche technology, but ultra-deep
coverage is easier to obtain with Illumina (Loman et al., 2012).

In addition to the various errors that can occur during sam-
ple preparation, as discussed in “Sample Preparation”, all NGS
platforms introduce sequencing errors. With 454/Roche pyrose-
quencing, insertions and deletions (indels) are the most common
type of errors. They occur predominantly in homopolymeric
regions of the target sequence, where the linear relationship
between signal intensity and number of incorporated nucleotides
starts to fail. Remaining nucleotides after washing can give rise
to insertions or carry forward errors, while deletion errors can
result from incomplete extension (Margulies et al., 2005; Balzer
et al., 2011). The error rate has been shown to increase with read
length and to depend on several other biological and technical
factors, including the organism and genomic region to be ana-
lyzed and the position on the picotiter plate with respect to the
flow of chemicals and the position of the camera (Gilles et al.,
2011).

Illumina reads are not as susceptible to indel errors in
homopolymeric regions, but artificial indels outside these regions
and substitutions have similar frequencies (Archer et al., 2012).
The Illumina mismatch rate also increases with read length and
it further depends on the sequence context and the substitution
type (Dohm et al., 2008; Kircher et al., 2009; Nakamura et al.,
2011). Illumina reads are generated in forward and reverse direc-
tion, and errors predominantly occur on one of the two strands
(Chapman et al., 2011; Varela et al., 2011). All NGS platforms
report quality scores, defined as Q = −10 log10 p, where p is
the error probability (Ewing and Green, 1998), together with
the called bases, but the calibration of these scores is challeng-
ing (Brockman et al., 2008; Kircher et al., 2009) and there is no
consensus on how to compare scores across platforms.

Besides errors, the distribution of reads along the genome is
critical for diversity estimation, especially if phasing of genetic
variants is the goal. However, uniform coverage is difficult to
achieve and, in practice, the read coverage often varies by orders
of magnitude. The reasons for this variation are poorly under-
stood, but for Illumina, the GC content of the target sequence is
an important factor (Dohm et al., 2008). Uniform coverage is fea-
sible within short segments by using a single amplicon. However,
increasing the number of amplicons to cover longer segments can
impair this uniformity, and shot-gun approaches introduce even
more variation. For 454/Roche, Illumina, and ABI SOLiD, cor-
relation of coverage and errors is fairly weak among the three
different NGS platforms (Harismendy et al., 2009). Thus, for viral
diversity estimation, where uniform coverage and error correc-
tion are critical, complementary sequencing strategies involving
more than one platform may be more efficient than increasing
the coverage on a single platform.

The large amounts of viral sequencing data obtained by NGS
place substantial demands on information technology and com-
putational data analysis in terms of storage, quality control, map-
ping, error correction, single nucleotide variant (SNV) calling,
haplotype reconstruction, diversity estimation, and data inte-
gration (Pop and Salzberg, 2008; Vrancken et al., 2010; Barzon

et al., 2011; Beerenwinkel and Zagordi, 2011). Data analysis usu-
ally starts by removing reads of exceptionally low quality. The
rationale for this initial filtering step is that low-quality reads con-
tribute disproportionally to the overall error rate, i.e., most errors
occur on a few reads (Huse et al., 2007). Filtering can be based on
quality scores or on properties of the read or the target sequence
known to affect error rates, as discussed above. Optimized filter-
ing has been shown to reduce the error rate in detecting genomic
variation up to 300-fold (Reumers et al., 2011).

After filtering, the next step is to align the remaining reads.
In re-sequencing studies of known viruses, this is typically
done by mapping reads individually to a reference sequence
and then aggregating the pairwise alignments into a multiple
sequence alignment (MSA). For read mapping, local alignment
using dynamic programming may be applied (Wang et al., 2007;
Zagordi et al., 2011), but for larger data sets, efficient short
read mappers are required. Several efficient mapping algorithms
based on indexing techniques are available. Some of them can
handle gaps, account for quality scores, and have a paired ends
option (Trapnell and Salzberg, 2009; Wikipedia, 2012). In coding
regions, a major goal of the alignment step is to identify indels
that cause frameshifts. These alterations are likely to be sequenc-
ing errors, which are frequently observed using the 454/Roche
platform. Hence, they are usually removed, but this bears the
risk of losing virus variants harboring real indels. For correcting
indel errors, a high-quality alignment is necessary, but in mixed
samples, the use of a reference sequence can be suboptimal if
reads originating from some subpopulations align only poorly
to the reference sequence. To address this concern, a MSA may
be computed directly, for example, by using a progressive MSA
strategy that takes into account the approximate location of reads
on the genome (Saeed et al., 2009). Similarly, for the HIV env
gene, a multi-step procedure has been proposed, in which reads
are located efficiently on a reference sequence by k-mer matching
and MSAs are built locally in windows of width 70 nucleotides
along the genome. From all local MSAs, in-frame consensus
sequences are generated and concatenated. Finally, the reads are
re-aligned to the global consensus sequence and all indels caus-
ing frameshifts are removed. Using the consensus rather than a
reference sequence was shown to improve the alignment quality,
especially if their divergence is high (Archer et al., 2010).

LOCAL DIVERSITY ESTIMATION
From the aligned reads, one wants to reconstruct the original
virus population in the sample, meaning the composition and
relative frequencies of all individual viral genomes, also referred
to as strains or haplotypes. Even after filtering and removal
of frameshift-causing indels, many reads are still erroneous.
Therefore, in mixed samples, error correction and haplotype
inference are intrinsically tied to each other and, in fact, addressed
jointly by most computational methods. This is in contrast to the
simpler task of error correction in clonal samples, where implau-
sible variants can easily be discarded using either k-mers, suffix
trees/arrays, or MSA (Yang et al., 2012).

The haplotype inference problem occurs at different spatial
scales depending on the length of the genomic region to be ana-
lyzed for diversity (Figure 2). When only a single genomic site
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is considered, diversity estimation means detecting SNVs. Local
haplotype inference refers to analyzing windows in the MSA that
are covered entirely by reads. Finally, global haplotype inference,
also called quasispecies assembly, involves a jigsaw puzzling step
of assembling local fragments into multiple haplotype sequences
that span the entire genomic region of interest.

SNV calling is based on the observed nucleotide counts at a
single sequence position. The simplest statistical model for sep-
arating errors from true variations is to assume that, at each
genomic site, the number of errors follows the same Poisson dis-
tribution and to call SNVs that occur more often than expected
by chance for a given error rate (Wang et al., 2007). This
approach has been extended to account for site-specific error rates
(Macalalad et al., 2012). The power and accuracy of SNV call-
ing can be increased substantially by a control experiment, in
which the same genomic region is sequenced from a clonal sam-
ple under conditions as similar as possible to those for the mixed
sample. The rationale for this comparative sequencing approach
is that the control experiment allows for estimating the spe-
cific error patterns of the experiment and hence for improved
separation of biological signal from technical noise. In this set-
ting, SNV detection is based on comparing nucleotide counts

↓     ↓    ↓     ↓    ↓       ↓     ↓       ↓
A:  CCTGAAATCACTCTATGGCAACGACCCATCGTCACAATAAAGATAGGG  60%
B:  CCTCAAATCACTCTTTGGCAACGACGCATCGTCACAATATAGATAGGA  30%
C:  CCTCAAATCTCTCTTTGGCACCGACCCATCGTCCCAATAAAGATAGGG  10%

1  CCTGAAATCACTCTATGGCA
2     GAAAACACTCTATGGCAACG
3        ATCACTCTTTGGCAAGGCCG
4         TCACTCTATGGCAACGACCC
5          CTCTTTTGGGCACCGACCCA
6              CTATGGTAACGACCCATCGT
7               TATGGCAACGAGCCATCGTC
8                ATGGCACGGACCCATCCCCC
9                 TGGCAACGACGCATCGTCAC

10                    CAACGACCCATCGTCACAAT
11                    CAACGACGCATCGTCACGAT
12                     AACGACCCTTCGTCACAATA
13                       CGACCCATCGTCTCAATAAA
14                           GCATCGTCACAATATAGAGA
15                            CATCGTCACAAAATAGATAG
16                              TCGTCACAATAAAGATAGGG
17                                 TCACAATAAAGATGGGG
18                                   CCAATAAAGATAGGG
19                                     AATAAGGATGGGG
20                                        ATAGATAGGA

errors

···· global
--- local
— SNV

NGS

FIGURE 2 | Spatial scales of diversity estimation from NGS data. In this
example, it is assumed that the true virus population (top of figure) consists
of three haplotypes of relative frequencies 60% (A, blue), 30% (B, orange),
and 10% (C, green). Segregating sites are indicated by arrows. Twenty
short reads (labeled 1 through 20) are generated by NGS from the virus
population subject to sequencing errors (indicated in magenta). Reads are
displayed in a MSA and in the color of their corresponding parental
haplotype. Diversity estimation can be approached at single sites (SNV
detection, solid-line rectangle), in windows of the MSA (local haplotype
inference, dashed-line rectangle), or over the entire genomic region (global
haplotype reconstruction, dotted-line rectangle).

between two experiments, for example, using Fisher’s exact test
(Koboldt et al., 2012). Assuming independent Poisson distribu-
tions, another test is based on the difference of the number of
observed nucleotides (Altmann et al., 2011). Count data from
NGS experiments have repeatedly been shown to display more
variation across sites than is captured by a binomial distribu-
tion, and the beta-binomial distribution is a popular choice for
such overdispersed data (Flaherty et al., 2012; Gerstung et al.,
2012). Based on this model and accounting for the strand-bias
of sequencing errors, a sensitivity of up to 1/10,000 has been
achieved for SNV calling at a coverage of around 105 (Gerstung
et al., 2012).

By dropping the assumption of independence among sites,
SNV calling can be further improved. Considering the number
of joint sequencing errors at two positions has been shown to sig-
nificantly decrease the minimal frequency at which a variant is
detectable (Macalalad et al., 2012). This phasing of two SNVs is
possible only at a distance smaller than the maximal read length.
For small distances, the SNV pair will be covered by many reads,
but for larger distances the benefit of phasing will be undone by
the loss of joint coverage. In fact, for deep coverage, pairs are more
informative than single sites only if their distance is not larger
than the average read length (Macalalad et al., 2012).

The idea of phasing SNVs is further extended by comparing
entire reads within a sequence window they overlap. The size
of the window is subject to the same trade-off as the distance
between two SNVs discussed above: Small windows contain many
reads but few SNVs for robust pairwise comparisons of reads,
while large windows contain less reads but more segregating sites.
Local haplotype inference is based on clustering reads within a
given window (Figure 3). The rationale for clustering is that reads
originating from the same haplotype should be more similar to
each other than to reads from other haplotypes. This assumption
is only valid if the error rate is low relative to the diversity of the
population, and the ability to identify haplotype clusters increases
with coverage (Eriksson et al., 2008).

CAACGACC
TAACGACC
CAACGAGC
CAACGACC

CAAGGCCG
CAACGACG
CAACGACG

CACCGACC
CACGGACC

CAACGACC 4/9

CAACGACG 3/9

CACCGACC 2/9

CAAGGCCG
CAACGACC
CACCGACC
TAACGACC
CAACGAGC
CACGGACC
CAACGACG
CAACGACC
CAACGACG

CAACGACC
CAACGACC
TAACGACC
CAACGAGC
CAACGACC

CACGGACC
CACCGACC
CACGGACC

CAACGACG
CAAGGCCG
CAACGACG
CAACGACG

FIGURE 3 | Local read clustering. The local window of the MSA displayed
in Figure 2 is considered (dashed-line rectangle), with colors defined as in
Figure 2. Reads that are more similar to each other than to other reads are
grouped together which recovers the three original haplotypes A, B, and C
of Figure 2 as indicated by the three different colors. Each cluster center
sequence is a predicted haplotype (bold, underlined) and the size of its
corresponding cluster is an estimate of the frequency of the haplotype
(here, 4/f/9, and 2/9, respectively).
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Clustering was initially performed using the classical k-means
algorithm (Jain and Dubes, 1981) and later formulated prob-
abilistically and solved in a Bayesian fashion (Eriksson et al.,
2008; Zagordi et al., 2010a). In particular, the latter approach
allows for estimating the error rate and the number of clus-
ters from the data—a notoriously difficult problem with any
clustering method. The cluster centers are the predicted hap-
lotypes and the cluster sizes are interpreted as the haplotype
frequencies in the population. Error correction is based on a
local read clustering solution by replacing all read bases with
those of its cluster center (Figure 3). This method has been
shown to reduce the per-base error rate after correction, to
increase the sensitivity and specificity of local haplotype calling,
and to improve the estimation of haplotype frequencies as com-
pared to simple read counting or k-means clustering (Zagordi
et al., 2010b). For the 454/Roche platform, a similar clustering
approach called AmpliconNoise can be applied before base calling
on the flowgrams (Quince et al., 2009, 2011). Here, the observed
flowgrams are obtained from ideal flowgrams corresponding to
read sequences subject to measurement noise. Whether cluster-
ing is based on sequences or on flowgrams, the distance mea-
sure between reads should reflect the pattern of experimental
noise.

As an alternative to clustering, k-mer-based error correc-
tion, implemented in the program KEC, has been proposed for
viral amplicon sequencing (Skums et al., 2012). This approach
extends the EDAR error correction algorithm (Zhao et al.,
2010) and initially does not require a read alignment. It con-
sists of a number of heuristic steps with the goal of locating
error regions in reads by considering rare k-mers and remov-
ing errors in these regions. In a final step, which eventually
involves MSAs of the corrected reads, local haplotypes are recon-
structed.

GLOBAL DIVERSITY ESTIMATION
The local methods discussed in the previous section focus
on reconstructing haplotypes in a local window, the max-
imum size of which is effectively restricted to the average
length of the reads. The global reconstruction problem, on the
other hand, is defined as the genome-wide assembly of qua-
sispecies, irrespective of machine-specific parameters like the

average read length. The various approaches to solving this jig-
saw puzzle described in the literature can be roughly divided
into three groups: (1) graph-based methods that first aggre-
gate the reads in a read graph and then search for a mini-
mum set of paths through this graph, (2) probabilistic clustering
models based on mixture models, and (3) de novo assembly
methods which do not rely on the availability of a reference
sequence.

Read graph-based global haplotype reconstruction consists in
aggregating the reads in a read graph and subsequently identify-
ing haplotypes as paths in this graph. The concept of a read graph
has been independently introduced by Eriksson et al. (2008) and
Westbrooks et al. (2008). The read graph contains the possi-
bly pre-processed, for instance, locally error-corrected, reads as
nodes. Directed edges connect two nodes when the reads agree
on their non-empty overlap (Figure 4). The direction of the
edge reflects the order of the starting positions on the reference
sequence. The set of nodes is restricted to all irredundant reads,
where a read is considered redundant if there is another read
that overlaps completely and if both reads agree on this over-
lap. In a similar manner, the set of edges is restricted to include
only those edges for which there would be no path between the
corresponding nodes without this edge. The latter restriction is
called transductive reduction in (Westbrooks et al., 2008), and it
has been shown that this reduction can be computed efficiently.
Finally, a source and a sink node are added to the graph, along
with edges connecting all reads starting at the first position to
the source and all reads ending at the last position to the sink
(Figure 4).

Every path in the read graph connecting source and sink is a
potential haplotype, and the problem of estimating the haplo-
types present in a certain sample might be restated as finding a set
of such source-sink paths that explains the reads well. Different
formalizations of this problem lead to different optimization
problems. One example is the search for the minimum set of paths
that covers all reads implemented in ShoRAH (Eriksson et al.,
2008; Zagordi et al., 2011). The same problem has been stud-
ied in a different way as a network flow problem (Westbrooks
et al., 2008). A variant of the network flow formulation is the
search for a set of haplotypes covering all reads with mini-
mum costs (Westbrooks et al., 2008) and, in a slightly different

5

3

1 2 4 6 7 1210 13

9 11 14 15

8

begin end

FIGURE 4 | Read graph-based global haplotype reconstruction. Shown is
the read graph for the first 15 reads of the MSA shown in Figure 2. Each read
is represented by its index and colored according to its parental haplotype
(A, blue, first row; B, orange, second row; and C, green, third row). Reads are

connected by a direct edge if they agree on their non-empty overlap. Each
path from the begin node to the end node represents a potential global
haplotype, but there are more paths in the graph than the original three
haplotypes the reads have been derived from.
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fashion relaxing the requirement of a complete read cover, imple-
mented in ViSpA (Astrovskaya et al., 2011). The combinatorial
reconstruction is followed by frequency estimation using an
Expectation Maximization (EM) algorithm (Eriksson et al., 2008;
Westbrooks et al., 2008; Astrovskaya et al., 2011).

In a related approach termed QuRe, the same read graph idea
is used to find a set of consistent quasispecies explaining the
reads (Prosperi et al., 2011; Prosperi and Salemi, 2012). It dif-
fers from the methods above in the optimization procedure for
finding the quasispecies. This is formalized as minimizing the
number of in silico recombinants instead of finding a path cover
explaining the reads. However, both optimization strategies are
similar in nature, since avoiding in silico recombinants can be
regarded as avoiding redundant paths in the read graph. Another
advantage of QuRe is that it explicitly addresses the blockwise
structure of the reads due to amplicon-based sequencing in the
statistical analysis (Prosperi et al., 2011; Prosperi and Salemi,
2012).

Haplotype assembly based on amplicon sequencing is also
addressed by the BIOA software (Mancuso et al., 2011). Here,
a read graph-based framework is proposed that includes bal-
ancing of haplotype frequencies between neighboring amplicons
followed by quasispecies reconstruction using a maximum band-
width approach or a greedy algorithm. In the assembly step,
the parsimony criterion of explaining the observed reads with
a minimal number of haplotypes is relaxed to finding a qua-
sispecies of minimal entropy explaining the reads. This strategy
was shown to outperform shotgun-based quasispecies assembly
using ViSpA.

QColors is another method that relies on the read graph as
the main source of information for assembling reads into haplo-
types, but it uses in addition a conflict graph consisting of edges
between reads that overlap but disagree on the overlap (Huang
et al., 2011). The reconstruction problem is then to find a par-
tition of the reads into a minimal number of non-conflicting
subsets, which defines a vertex graph coloring problem, hence the
name QColors. A potential problem with this approach might be
the sensitivity of the conflict graph to sequencing errors and the
uncertainty in placing alignment gaps, which are not explicitly
dealt with.

Another method that uses the read graph approach is called
Hapler (O’Neil and Emrich, 2012). This method is specifically
designed for situations characterized by low haplotype diversity
and low read coverage (<25×), which, for instance, occur in the
context of population-level de novo transcriptome assemblies or
ecological studies. The minimum path cover problem is gener-
alized and reformulated as a weighted bipartite graph matching
problem, such that erroneous reads can be identified. Since, in
general, the resulting path covers are again not unique, the anal-
ysis is equipped with a randomization step in which samples are
drawn from the set of path covers, although this process seems
to lack a clear probabilistic interpretation. Experiments under
low-coverage conditions indicate that this method is successful
in reconstructing local haplotypes over a region that is roughly
determined by the average read length, which in our terminology
would be classified as local reconstruction. Nevertheless, longer
haplotype assemblies are possible with Hapler and specific care

is taken in reconstructing consensus sequences with a minimal
number of chimeric points.

A common property of all read graph-based approaches is that
the haplotype reconstruction problem itself becomes determinis-
tic in nature, while the unavoidable noise component present in
observed reads is dealt with in a pre-processing error correction
step—if at all.

Removing all the stochasticity in the observed reads by way
of local error correction prior to global haplotype reconstruc-
tion has the limitation that corrections cannot be revised in
the global context and miscorrections are propagated through
subsequent steps. A probabilistic hierarchical model that cir-
cumvents this problem has been introduced (Jojic et al., 2008).
The main idea is to model the generative stochastic process of
read generation. Parameters and hidden variables in this method
include the parental haplotype, the starting position, and the
parameters related to the error transformation. Inference is car-
ried out by maximizing the likelihood using the EM algorithm.
A potential drawback of this approach is that the user has to
fix the number of haplotypes to be reconstructed in advance,
and no well-defined estimation process for this number is
provided.

Probabilistic approaches are a second methodology for
global haplotype reconstruction. PredictHaplo is one of these
approaches which also automatically adjusts the number of hap-
lotypes (Prabhakaran et al., 2010). In this model, a haplotype is
represented as a set of position-specific probability tables over
the four nucleotides, which can be augmented to include a fifth
character representing alignment gaps (Figure 5). The underlying
generative model assumes that reads are sampled from a mix-
ture model, where each mixture component is interpreted as a
haplotype, and the associated mixing proportion estimates the
haplotype frequency. In order to avoid a priori specification of
the number of mixture components, an infinite mixture model
is employed (Ewens, 1972; Ferguson, 1973; Rasmussen, 2000),
and for computational reasons, a truncated approximation of this
stochastic process is used.

A further refinement of probabilistic haplotype reconstruction
has been implemented in the program QuasiRecomb (Zagordi
et al., 2012). Here, haplotypes are not reconstructed individu-
ally, but rather their distribution is estimated by a hidden Markov
model. The model assumes that all haplotypes are generated from
a small set of sequences by mutation and recombination. This
model is taking into account that in some RNA viruses, such
as HIV, recombination is very frequent and hence an important
factor generating genetic diversity.

All approaches described so far make use of a known reference
genome that serves as a fixed spatial coordinate system after read
alignment. By contrast, de novo assembly methods are more gen-
eral in nature since they do not require such reference genomes.
Several assemblers specifically designed for certain NGS platforms
like 454/Roche have been proposed in recent years (Finotello
et al., 2012). The original goal of de novo assembly is reconstruct-
ing a single target genome sequence, rather than an ensemble of
different genomes. Hence, the currently available genome assem-
blers are not designed to solve the whole-genome quasispecies
assembly problem, but the different contigs they reconstruct may
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FIGURE 5 | Probabilistic global haplotype reconstruction using a

generative mixture model. Each of the three haplotypes colored as in
Figure 2 (A, blue; B, orange; and C, green) is represented as a chain of
probability tables over the four nucleotides, where darker shading of a base

indicates higher probability. The probabilities of traversing from the begin
node to one of the haplotypes serve as an estimate for the haplotype
frequencies. Each read is regarded as an independent observation from this
statistical model.

serve as a starting point for this jigsaw puzzle (Ramakrishnan
et al., 2009).

Large-scale simulation studies show that all global recon-
struction methods rely on the availability of relatively long
reads. Coverage is also important when it comes to detect-
ing low-abundant mutants, but even an arbitrarily high cov-
erage cannot compensate for insufficient overlaps due to short
reads. Given the typical diversity of virus populations, it appears
that global haplotype reconstruction is currently only realistic
for sequencing platforms producing long reads on the order
of at least 300–500 bp. Accordingly, successful reconstructions
have been reported predominantly for the 454/Roche sequencing
platform.

Regarding the different computational approaches described
above, it is generally difficult to conduct informative com-
parative simulation experiments, but two general trends have
become evident. First, local read error correction has the ten-
dency to under-correct the reads, which can lead to a large
number of false positive global haplotypes, in particular, when
combined with read graph approaches requiring a complete cov-
erage of all reads. Quasispecies assembly methods that relax
this coverage requirement (Astrovskaya et al., 2011; O’Neil and

Emrich, 2012) or probabilistic approaches avoiding the read-
graph construction (Jojic et al., 2008; Prabhakaran et al., 2010)
are successful in decreasing the false positive rate. Second, the
most problematic step in genome-wide reconstruction is the
usually unavoidable (RT-)PCR pre-processing which can intro-
duce significant artifacts. These artifacts might have a much
stronger effect on the final quality of the haplotype reconstruc-
tion than the actual choice of the computational reconstruction
method.

Computational methods for local and global haplotype recon-
struction are summarized in Table 1. All of these tools have been
developed in research environments and most are subject to
continuous enhancements. Their usability and performance also
depends on the quickly changing characteristics of the sequenc-
ing machines. In the future, comparative studies using simulated
data, mixed control samples, or Sanger-sequenced gold stan-
dard samples are required to assess the performance of these
tools under different conditions. In addition, software tools are
available for NGS read data management and visualization. For
example, Segminator II has been specifically designed to dis-
play sequence variability of temporally sampled virus populations
(Archer et al., 2012).

Table 1 | Available software tools for viral quasispecies inference.

Program Method URL References

QuRe Read graph https://sourceforge.net/projects/qure/ Prosperi and Salemi, 2012

ShoRAH Read graph http://www.cbg.ethz.ch/software/shorah Zagordi et al., 2011

ViSpA Read graph http://alla.cs.gsu.edu/∼software/VISPA/vispa.html Astrovskaya et al., 2011

BIOA Read graph https://bitbucket.org/nmancuso/bioa/ Mancuso et al., 2011

Hapler Read graph http://nd.edu/∼biocmp/hapler/ O’Neil and Emrich, 2012

AmpliconNoise Probabilistic http://code.google.com/p/ampliconnoise Quince et al., 2011

PredictHaplo Probabilistic http://www.cs.unibas.ch/personen/roth_volker/HivHaploTyper Prabhakaran et al., 2010

QuasiRecomb Probabilistic http://www.cbg.ethz.ch/software/quasirecomb Zagordi et al., 2012
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APPLICATIONS
NGS is widely applied to study viral diversity mainly in the con-
text of drug resistance of clinically relevant viruses such as HIV,
HCV, and HBV (Table 2). Most studies focus on pre-existing
minority drug-resistant virus variants in treatment-naïve indi-
viduals and their impact on the success of antiviral therapy,
epidemiological surveillance, and virus population dynamics dur-
ing virological failure. The pathways of drug resistance develop-
ment are of particular clinical importance, since they can lead
to new drug design or new therapeutic strategies, for instance,
avoiding cross resistance or rapid selection of resistant viruses
(Beerenwinkel et al., 2003). Furthermore, epidemiological studies
for a huge variety of human pathogenic viruses were performed
using NGS technologies, including cytomegalovirus (CMV),
Epstein Barr virus (EBV), HCV, influenza virus, norovirus, rhi-
novirus, rotavirus, and varicella zoster virus (VZV) (Table 2).

NGS is also increasingly used in more basic research areas, such
as characterization of transmitted HIV (Fischer et al., 2010) and
HCV (Wang et al., 2010; Bull et al., 2011), estimation of infection
dates (Poon et al., 2011), evolution during the course of infection
with HIV (Rozera et al., 2009; Poon et al., 2010; Wu et al., 2011),
HCV (Bull et al., 2011), and rhinovirus (Cordey et al., 2010),
and hypermutation patterns (Reuman et al., 2010; Knoepfel et al.,
2011). Recently, NGS technologies have been applied to obtain
the whole genome of HIV using a coverage allowing quasispecies
analysis beyond the generation of consensus sequences to study,
for instance, patterns of immune escape (Bimber et al., 2010;
Willerth et al., 2010; Henn et al., 2012).

All these applications demonstrate the growing importance of
NGS in studying viral diversity. With this technology, we will
gain further insights into transmission traits, viral evolution,
and its association with pathogenesis. World-wide viral diversity
surveillance will be important for vaccine design and vaccina-
tion strategies. Currently, genetic diversity is mainly studied based
on the detection and analyses of SNVs, rather than the recon-
struction of linked mutations, due to the challenges in local and
global haplotype reconstruction discussed above. It will be a huge

step forward when haplotype reconstruction in heterogeneous
viruses matures into a routine procedure based on standardized
experimental protocols and validated, automatic data analysis
pipelines.

OUTLOOK AND CONCLUSIONS
NGS opens up new roads to study viral diversity. It will tremen-
dously increase our knowledge in virus evolution, fitness, selec-
tion pathways, and pathogenesis. Together with host genomics,
viral diversity will allow insights into complex virus-host interac-
tions. Full-length viral sequences may ultimately define truly con-
served regions in viral genomes which might also be of relevance
for vaccine and drug design. Clinically, the first application we can
foresee is that in a single assay all drug targets relevant for antiviral
treatment can be sequenced including information on minority
drug-resistant variants. For all applications, sample procedures
have to be chosen that minimize errors during sample prepara-
tion and sequencing. Several challenges in data analysis remain,
especially in regard to alignments and global diversity estimation.
In the future, some of these challenges might be diminished by
upcoming third- and fourth-generation sequencing technologies,
like single molecule or direct RNA sequencing.

Another not yet addressed future challenge will be making
sense of the large amounts of genome data generated by NGS.
For instance, clinical cut-offs need to be defined for minor-
ity drug-resistant virus variants, the clinical importance of new
virus subtypes or even new viruses needs to be determined,
and pathogenesis factors need to be confirmed in clinical set-
tings. Thus, downstream analyses have to include large sets of
well-documented patients, results from other experimental set-
ups, etc. These are challenges as well as opportunities to answer
important research questions which could not be addressed with
conventional sequencing techniques.
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The microRNA pathways govern complex interactions of the host and virus at the
transcripts level that regulate cellular responses, viral replication and viral pathogenesis.
As a group of single-stranded short non-coding ribonucleotides (ncRNAs), the microRNAs
complement their messenger RNA (mRNA) targets to effect post-transcriptional
or translational gene silencing. Previous studies showed the ability of human
immunodeficiency virus 1 (HIV-1) to encode microRNAs which modify cellular defence
mechanisms thus creating an environment favorable for viral invasion and replication.
In corollary, cellular microRNAs were linked to the alteration of HIV-1 infection at
different stages of replication and latency. As evidences further establish the regulatory
involvement of both cellular and viral microRNA in HIV-1-host interactions, there is a
necessity to organize this information. This paper would present current and emerging
knowledge on these multi-dimensional interactions that may facilitate the design of
microRNAs as effective antiretroviral reagents.

Keywords: microRNA, HIV-1 mechanisms, transcription factors, targets

INTRODUCTION
The human immunodeficiency virus 1 (HIV-1) is the retroviral
agent causing acquired immunodeficiency syndrome (AIDS), a
disease leading to systemic failure of the immune system with life
threatening consequences. The decades old magnanimous prob-
lem of HIV-1 infection has challenged researchers to address its
control and eradication. One of the most recent strategies intro-
duced is the use of small non-coding ribonucleotides (ncRNAs)
which includes microRNAs (Arbuthnot, 2011). The microRNAs
are ubiquitous ∼22–25 nt endogenously expressed ncRNAs tar-
geting specific messenger RNA (mRNA) sequences, thus inducing
its degradation or effecting translational inhibition. As proven
vital regulatory components of viral infection and immunity
(Huang et al., 2011), microRNAs can be directed to target viral
and cellular transcripts to suppress infection. In fact, numer-
ous studies have been proposed to integrate cellular microRNAs
as nucleotide-based therapy for HIV (Boden et al., 2004; Lo
et al., 2007; Aagaard et al., 2008). However, HIV-1 is a fas-
tidious mutant consequently making cellular microRNAs prone
to losing its viral transcript target efficacy as constant genome
revisions occur in the course of viral evolution. Thus, simulta-
neous expression of microRNAs aimed to repress multiple HIV-1
targets may deter the effects of escape mutants. In another sce-
nario, the cellular microRNAs can target host gene products that
regulate cell defense responses. Once the issues of microRNA off-
target effects, cell toxicity and delivery systems are addressed,
the development of microRNAs as an anti-HIV-1 therapeutic
strategy becomes more realistic (Boden et al., 2007; Liu et al.,
2011). Now, the greater challenge is to determine the specific
roles of the current inventory of 1921 human and three HIV-
1 microRNAs (Kozomara and Griffiths-Jones, 2011) in HIV-1

infection. This difficult task of functional assignments corre-
lated to microRNA-mRNA interactions has been made easier with
genomics-based predictive tools in the recent years (Tan Gana
et al., 2012). In addition, significant improvements on techniques
for microRNA discovery and functional elucidation are likely to
further expand these emerging interactive networks.

Whereas the current knowledge on cellular and viral
microRNA functions involved in HIV-1 infection is still con-
siderably few, consensus evidences suggest complex interactions
(Chiang and Rice, 2011; Sanchez-Del Cojo et al., 2011). Figure 1
implies that microRNA regulation is anchored on genomic infor-
mation processing on four scenarios that may possibly explain
the confounded nature of their effects in virus-infected host sys-
tems. First, HIV-1 infection alters host microRNA networks to
initiate successful viral invasion and latency, thus, affecting global
host microRNA regulome. Second, HIV-1 microRNAs are pro-
duced from both sense and antisense transcripts to target either
its own viral transcript or host genes for immune compromise.
Third, the host microRNA systems may consequentially target
the HIV-1 genomic elements or its genes to innate immune
responses. Fourth, the interplay of microRNA and target mRNA
between host and HIV-1 can be organized into regulatory mod-
ules (cis- and trans- regulation) of essential biochemical pathways
as critical determinants of host cell fate and survival. This frame-
work would be the basis of our paper discussion covering an
update on the current information on microRNA biogenesis and
mechanisms involved in host-virus interactions. Also the paper
would contain recently elucidated cellular and viral microRNA
functions in HIV-1 infection from computational and experi-
mental literature. Lastly, the integration of information would
define future roles of microRNAs in HIV-1 control.

www.frontiersin.org August 2012 | Volume 3 | Article 306 | 23

http://www.frontiersin.org/Microbiology/editorialboard
http://www.frontiersin.org/Microbiology/editorialboard
http://www.frontiersin.org/Microbiology/editorialboard
http://www.frontiersin.org/Microbiology/about
http://www.frontiersin.org/Microbiology
http://www.frontiersin.org/Virology/10.3389/fmicb.2012.00306/abstract
http://www.frontiersin.org/Community/WhosWhoActivity.aspx?sname=NeilTan_Gana&UID=48815
http://community.frontiersin.org/people/Ann_FlorenceVictoriano/64198
http://www.frontiersin.org/Community/WhosWhoActivity.aspx?sname=TakashiOkamoto&UID=48917
mailto:tokamoto@med.nagoya-cu.ac.jp
mailto:tokamoto@med.nagoya-cu.ac.jp
http://www.frontiersin.org
http://www.frontiersin.org/Virology/archive


Tan Gana et al. MicroRNAs in HIV-1 infection

FIGURE 1 | The prospective targeting interactions of HIV-1 and cellular

microRNAs (modified from Cullen, 2006). The interactions among HIV-1
and cellular microRNAs with their corresponding targets may occur in several
modules. For instance, HIV-1 encoded microRNAs processed via the host
RNAi machinery and incorporated into RISC (in green with the mature
microRNA in red) are sourced from HIV-1 pro-viral strands (grey double helix)
initially from precursor microRNAs (red lines with poly adenines). These HIV-1
microRNAs can target its viral transcripts or the cellular transcripts. The
targeting interactions of microRNAs are shown in solid light arrow lines. In
corollary, cellular microRNAs derived from precursor microRNAs (red lines
with poly adenines) generated by the host cell genome (grey double helix).
The host cellular microRNAs are encoded in the same manner and can target
both viral and cellular transcripts where the targeting interactions are shown
in solid bold arrow lines. The targeting of mRNA transcripts happens in a
highly specific Watson and Crick base-pairing with either complete

complementation or seed region complementarity. The box in bold broken
lines consolidates all targeting events of the various microRNA-initiated
regulatory activities within the systems biology of host-virus interaction.
The type of microRNA silencing mechanisms may be grouped as a cis- and
trans-regulation event. The cis-regulation event involves microRNA targeting
of mRNAs initiating post-transcriptional regulatory responses via mRNA
degradation and translational inhibition. Whereas trans-regulation is a
tripartite regulatory event which include expression variation of microRNA
target genes regulating various viral and cellular activities such as
transcription factors, RNA regulatory proteins, interactive genes. The
cascades of events cause changes in viral and cellular activities inducing
transcriptional regulation, transcriptional variation and protein translational
modifications as indicated by the hollow circles = protein products;
X (in red) = regulation of expression. The HIV-1 components are
distinguished from host cell components with asterisks beside the drawings.

MicroRNA BIOGENESIS PATHWAYS AND MECHANISMS
The genomic locations of the microRNA gene progenitors of the
∼100 nt, 5′ methyl-7G capped and 3′ poly-adenylated primary-
microRNAs (pri-microRNA) transcribed by either RNA II or
III polymerase determine the mode of microRNA biogenesis
(Figure 2). The canonical pathway utilizes the microprocessor
complex, an interaction between Drosha RNase III enzyme (Faller
and Guo, 2008) and DiGeorge critical region gene 8 (DGCR8)
(Faller et al., 2010), a ribonuclease binding protein (RBP) to
cleave the pri-microRNA into 70 nt preliminary-microRNAs
(pre-microRNAs). While, a non-canonical pathway is followed
by mirtrons, a group of intron-derived pre-microRNAs utiliz-
ing spliceosomes (Okamura et al., 2007, 2008; Berezikov et al.,
2010). Recently, an emerging mode of biogenic pathway has

been proposed for a set of splicing-independent mirtrons called
simtrons which neither utilize DGCR8, Dicer, Exportin-5, or
Argonaute 2 (Ago2) in their biogenesis (Havens et al., 2012).

Then, the pre-microRNA associates with Ran/GTPase
(Bohnsack et al., 2004; Okada et al., 2009) and exportins for cyto-
plasmic translocation from nucleus (Bohnsack et al., 2004). In the
cytoplasm (Figure 3), catalytic hydrolysis of Ran/GTPase allows
the dissociation of pre-microRNA and transporter proteins (Kim,
2004). Another enzyme called Dicer, splices the pre-microRNA
into the mature ∼22 nt microRNA capable of mRNA duplexing
(Carmell and Hannon, 2004; Cullen, 2004; Hammond, 2005;
Harvey et al., 2008; Flores-Jasso et al., 2009). A complement
strand from the mature double stranded microRNA is integrated
into the RNA-induced silencing complex (RISC) which would be
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FIGURE 2 | Nuclear events of the integrated cellular and HIV-1 microRNA

biogenic pathways. The nucleus of the host cell is the central site of both
cellular and viral microRNA biogenesis. Initially, HIV-1 virion particles attach to
host cells via CD4 receptors signaling viral attack. This would be followed by
HIV-1 particle fusion with the cell membrane and uncoating to load its RNA
genome into the cytoplasm. The viral replicase enzyme facilitates production
of more RNA genome later to be shuttled into the nucleus for viral
transcription and integration into cellular genome. HIV-1 microRNA biogenesis
is synchronous to cellular microRNA production in the host cell nucleus where
other microRNA biogenic enzymes are present. Independent nuclear events
of miRNA biogenesis have several modes of pre-microRNA generation (viral
and cellular), initially from primary microRNA transcribed by either RNA
polymerase II or III. he canonical pathway is undertaken by intergenic
microRNAs resulting from microprocessor cleavage (Drosha and DGCR8) of

pri-microRNA transcripts into pre-microRNAs, An alternative pathway for
intron-coded microRNAs called mirtrons produce pre-microRNAs via splicing
by spliceosomes and debranching by lariat debranching enzyme (Ldbr). There
are three possible variants of mirtron processing, namely regular, the 5′ tailed
mirtrons (subject to nuclease processing) and 3′ tailed mirtons (subject to
exosome processing) (Westholm and Lai, 2011; Westholm et al., 2012). The
sections of these pre-microRNA variants are shown in different colors, which
the future main mature microRNAs are in blue, the secondary mature
microRNAs are in red, the loops in black, and the branches are in green. Once
generated, the pre-miRNAs are ready cytoplasmic shuttling, where further
processing into mature microRNAs are achieved. Lately, a new biogenic
pathway has been proposed for a set of splicing-independent mirtrons called
simtrons which independent from DGCR8, Dicer, Exportin-5, or Argonaute 2
(Ago2) (Havens et al., 2012) (not shown).

attached to the target transcript to elicit the regulatory processes
(Kawamata and Tomari, 2010).

The gene regulatory effects caused by the microRNA and
mRNA target interaction dictated by highly stringent base-
complementation of the binding sites have been demonstrated
extensively (Long et al., 2008; Brodersen and Voinnet, 2009;
Ajay et al., 2010). Perfect complementation of the microRNA
and mRNA causes endonucleolytic cleavage-induced gene silenc-
ing while non-perfect complementation initiate translational

inhibition of proteins (Jackson and Standart, 2007; Seitz, 2009;
Pan et al., 2010). Other factors shown to enhance these regu-
latory interactions include the presence of several binding sites
within the target mRNA and CTG repeats extension (Hon and
Zhang, 2007), deadenylation and decapping-mediated conforma-
tional changes within the microRNA-RISC complex (Lin et al.,
2005; Eulalio et al., 2007), the A-U bias (Frank et al., 2010) and
single nucleotide polymorphisms (SNPs) within the seed regions
(Landi et al., 2011).
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FIGURE 3 | Cytoplasmic events of the integrated cellular and HIV-1

microRNA biogenic pathways. Mature microRNAs are processed in the
host cytoplasm after the pre-microRNAs are shuttled from the nucleus. There
are two ways the processing can happen: (A) by the Dicer/TRBPorTARBP or
TARBP/PACT leading to the generation of microRNA duplexes, or (B) via the
Ago proteins-assisted generation of pre-cursor microRNA which in the end
generate the microRNA duplexes via Dicer action. The circular arrows
show the formation microRNA duplex produced after the circuitous
cleavage reactions of either Dicer, Ago2 proteins. Also shown in the
microRNAs duplexes are the representative seed sites in red and blue and
green indicates mismatches and bulges. Depending on the degree of
complementation of the guide strands in the microRNA:RISC assembly to its

target mRNA, would either cause mRNA degradation or translational
repression. Furthermore, microRNA duplexes undergoing asymmetric
unwinding would be assembled into the RISC loading complex after the
duplex unwinding by RNA helicase A (RHA, gray crescent), through a bypass
mechanism. Once the microRNA guide is loaded into the RISC associated
proteins (Dicer; TRBP; Ago2; PACT; GW182, not shown) forms the activated
microRNA:RISC to seek and bind targets within mRNA transcript. The mRNA
transcripts are shown with other components namely: methyl cap (in hollow
small circle), ribosome (hollow figure eight), and poly-A tail (AAAA). In HIV-1,
it was demonstrated that P-bodies modulate microRNA processing
mechanisms (Nathans et al., 2009). The solid gray pac-man indicates mRNA
degradation events.

Since, the viral genomic elements intersperse within the
host genome during invasion, it is possible that these viral
genomic fragments are processed into microRNAs by of the
host microRNA machinery (Figures 2, 3). As consequence, these
viral sequences will follow several pathways of microRNA bio-
genesis similar to its host. As example are the observed non-
significant differences among microRNA profiles in normalized
Dicer and Drosha expressions in HIV-1 infected CD4+ cells for
both in vitro and in vivo studies (Bignami et al., 2012). In contrast,
it was confirmed that microRNA expression among monocytes
could happen in the absence of the Dicer enzyme, thus, imply-
ing an alternative mode of viral microRNA production (Coley
et al., 2010). Another possible consequence of repeated integra-
tion and recombination of the HIV-1 into the host genome is

the generation of orthologous microRNAs. This is the case of
hiv1-miR-N367 and hsa-miR-192 with identical seed sequences
shown to down regulate similar functional targets in a dual flu-
orescent reporter study, thus, making them functional orthologs
(You et al., 2012).

ALTERATIONS IN THE CELLULAR MicroRNA PATHWAYS
DURING HIV-1 INFECTION
HIV-1 infection of host cells modifies the global RNA interfer-
ence machinery which in effect changes the microRNA-regulated
pathways via several bio-molecular interactions (Sanghvi and
Steel, 2011b). Experiments confirmed the RNA silencing sup-
pressor (RSS) activity of HIV-1 transactivator of transcrip-
tion (Tat) (Bivalkar-Mehla et al., 2011). RSS is defined as a
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molecule encoded by a virus which can counter the effect of
host cell microRNA-mediated antiviral defense pathways, or nat-
ural immunity (Houzet and Jeang, 2011). The HIV-1 Tat protein
via association with the trans-activation response (TAR) element
at the terminal 5′end of HIV-1 transcripts, promotes viral tran-
scription by recruiting and increasing the processivity of RNA
polymerase II (Hayes et al., 2011). The molecular complex cre-
ates a stabilizing effect on transcriptional elongation elicited by a
cyclin-dependent kinase (CDK9), another subunit of the positive
transcription elongation factor b (P-TEFb) together with Cyclin
T1 (CCNT1), which functions to phosphorylate the C-terminus
of RNA polymerase II (Sanghvi and Steel, 2011a). Also the bind-
ing between Tat protein to the TAR element blocks the TAR

element interaction with the Dicer protein thus influencing cel-
lular silencing mechanism (Bennasser and Jeang, 2006; Qian
et al., 2009). Further characterization of Tat protein exhibited two
most essential prerequisites for RSS activity, namely by harbor-
ing dsRNA binding domain (RKKRRQRR) and GW/WG motif
essential in sequestering Ago proteins thus preventing RISC for-
mation (Qian et al., 2009; Bivalkar-Mehla et al., 2011; Houzet
and Jeang, 2011). In another comparative gene expression profile
analysis between HIV-1 infected and non-infected macrophages,
it was showed that HIV-1-encoded Vpr (Viral Protein R) protein
similarly suppresses Dicer function (Coley et al., 2010). Table 1
includes the RNAi pathway related gene products that are tar-
geted by HIV-1 microRNAs. With the inherent small size of

Table 1 | List of published HIV-1 microRNAs and their target HIV-1 and cellular gene products.

HIV-1

microRNA

Name (A)

Mature sequence variants (B) Gene product

(mRNA)

targets (C)

Function of mRNA targets

(D)

References

hiv1-miR-TAR-5p 4-UCUCUCUGGUUAGACCAGAUCUGA-27 (Ra)

UGGGUCUCUGGUUAGACCAG (Bp)

GGUCUCUGGUUAGACCA (Nb)

GGGUCUCUCUGGUUAGACCA (Nb)

CUCUGGCUAACUACUAGGGAACCC (Ns)

UCUGGCUAACUACUAGGGAA (Ns)

UCUGGCUAACUACUAGGGAACCCA (Ns)

CUGGCUAACUACUAGGGAA (Ns)

UGGCUAACUACUAGGGAA (Ns)

UGGCUAACUACUAGGGAACCCAC (Ns)

UGGCUAACUACUAGGGAACCCACU (Ns)

UGGCUAACUACUAGGGAACCCACUG (Ns)

GGCUAACUACUAGGGAACCCACUG (Ns)

CUAACUACUAGGGAACCCACUGC (Ns)

LTR d
TAR d
RITS d
ERCC1(apo) d
IER3 (apo) d

Viral gene expression
Regulation/anti-apoptosis
Viral co-factor
Cell apoptotic factor
Cell apoptotic factor

Klase et al., 2007, 2009;
Ouellet et al., 2008;
Schopman et al., 2012

hiv1-miR-TAR-3p 38-UCUCUGGCUAACUAGGGAACCCA-60 (Ra)

CUAACUAGGGAACCCAC (Nb)

GCUAACUAGGGAACCCAC (Nb)

GCUAACUAGGGAACCCACUG (Nb)

TAR d
RITS d

Viral gene expression
Regulation/anti-apoptosis

Klase et al., 2007;
Schopman et al., 2012

hiv1-miR-H1 2-CCAGGG-AGGCGUGCCUGGGC-21 (Nb)

CCAGGG-AGGCGUGgCaUGGGC (Mc)

CCAGGG-AGGCGUGgCCUGGGC (Mc)

CCAGGG-AGGCGUGgCCUGGGC (Mc)

CCAuGGgAGGCGcGgCCUGGGC (Mc)

CCAGGG-AGGCGUGgCCgGGGu (Mc)

CCAGGGgAGGCGUGaCCUGGGC (Mc)

AATF d
BCL2 d
MYC d
PAWR d ;
DICER d
hsa-miR-194 d

Adaptive immunity
Activated cell
Proliferation regulator
Pro-viral latency
promoter
MicroRNA processing
Pre-microRNA
Processing/microRNA
binding

Kaul et al., 2009; Lamers
et al., 2010

hiv1-miR-N367 40-ACUGACCUUUGGAUGGUGCUUCAA-62

(Nb, Mc)

Nef d Transcription factor and
regulator

Omoto and Fujii, 2005

Notes: (A) The official names of microRNAs as published in mirbase.org. (B) The sequences of mature HIV-1 microRNA variants as determined by several methods

including: Bp, bioinformatic prediction; Ra, RNase protection assays; Nb, Northern blotting; Ns, next generation sequencing; Mc, molecular cloning. Please note that

sequences are not aligned accordingly; lowercase letters indicate polymorphic sites when available. The numbers before and after the nucleotide sequences refer to

the relative genomic position/s in the pre-microRNA sequences if made available by authors in literature. (C) The mRNA targets of the HIV-1 microRNAs immediately

followed by italicized letters correspond to the type of regulation, where: u = up-regulation, d = down-regulation when described in literature. In addition, if targets

are HIV-1 mRNA genes or mRNA transcripts they are typed in boldface, RNAi pathway-related gene products typed in BLUE; and literature-based standard HIV-1

linked cellular gene products are typed in RED. (D) The reported functional attributes of mRNA targets by HIV-1 microRNA among studies.
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microRNAs, bi-target co-regulation is a prospective occurrence
when a microRNA seed sequence would complement both viral
and cellular mRNAs simultaneously due to sequence similar-
ities. Though, the mechanisms of these interactivities are not
thoroughly explainable at the moment, computational analyses
suggest the probabilities of their existence, in particular during
viral infection (Veksler-Lublinsky et al., 2010).

ALTERATIONS IN CELLULAR MicroRNA EXPRESSION
DURING HIV-1 INFECTION
HIV-1 infection induced changes in cellular microRNA expres-
sions result from combinatorial molecular interactions among
proteins, transcripts, and genomes. These manifest as circuitous
microRNA attenuation of the different cellular host metabolic
processes. At this point, the current knowledge of the exact mech-
anisms on how HIV-1 infection remains to be understood fully.
The current data available are mostly derived from microarray
data comparing non-infected and HIV-1 infected cell lines. Over
expression analyses of microRNAs among various cell lines sim-
ulated with HIV-1 infection are usually used to validate these
differences in an attempt to explain the possible regulatory mech-
anisms behind the miroRNA interactions. Examples include the
(Houzet et al., 2008) investigation which reported 59 simulta-
neously down-regulated cellular microRNAs of HIV-1 infected
individuals. Prior studies indicated that HIV-1 infection can
down-regulate as much as 43% of the 312 microRNA gene arrays
(Yeung et al., 2005). In addition, unique and variable global
modifications in microRNA expressions were exhibited by dif-
ferent host cell types and lines in reaction to HIV-1 infection
(Yeung et al., 2005; Bennasser et al., 2006; Noorbakhsh et al.,
2010; Gupta et al., 2011). A most recent example is the notable
differences among the 21 microRNA profiles between the elite
long-term non-progressors where viral replication is continu-
ously suppressed against multiple uninfected individuals from
377 microRNAs changes in HIV-1 infected CD4+ lymphocytes
(Bignami et al., 2012). Determining the alterations in cellular
microRNA expression patterns among various types of HIV-1
infected cell lines may account factors such as productive infec-
tion and constant exposure to HIV-1 that drive these changes.
Also modifications in microRNA profiles may be attributed to
temporal variability of immune responses during the course of
HIV-1 infection. When fully elucidated, these patterned varia-
tions of microRNA expressions may reflect vital information in
HIV-1 disease diagnostics and progression. Currently, microarray
data has been the greatest source of these analyses of microRNA
expression pattern changes, aided by complex algorithms to
detect actual variation.

An in depth analyses of these global changes confirm the
existence of clustered microRNA expression signatures in HIV-
1 infected cells. For example, downregulation of polycistronic
microRNA hsa-miR-17/92 consistently suppressed viral produc-
tion as observed among various HIV-1 infected cells (Triboulet
et al., 2007). While, hsa-miR-27b, hsa-miR-29b, hsa-miR-150,
and hsa-miR-223 were identified as significantly down-regulated
upon CD4(+) T cell activation (Chiang et al., 2012). In contrast,
hsa-miR-28, hsa-miR-125b, hsa-miR-150, hsa-miR-223, and hsa-
miR-382, which were enriched in resting CD4+ T cells against

the activated CD4+ T cells (Huang et al., 2007). Moreover, the
T-cell-specific microRNAs, namely hsa-miR-150, hsa-miR-191,
hsa-miR-223, hsa-miR-16, and hsa-miR-146b, showed variable
expression patterns at various stages of HIV-1 infection. Recently,
gene expression profile analyses of cellular microRNAs in HIV-1
infected CD4+ T cells demonstrated the down-regulation of hsa-
miR-21, hsa-miR-26a, hsa-miR-155, hsa-miR-29a, hsa-miR-29b,
and hsa-miR-29c, contrary to the observed upregulation of hsa-
miR-223 (Sun et al., 2012). The identification of microRNA fami-
lies may hold significance in correlating the targets as orthologous
modules as previously mentioned.

HIV-1 ENCODED MicroRNAs AND THEIR INTERACTIONS
The low number of verified HIV-1 encoded microRNAs (Table 1)
in the miRBase (2012) confirm the difficulty of their identifica-
tion thus making them among the least characterized of RNA
virus-generated microRNAs (Grundhoff and Sullivan, 2011).
This scarcity may be due to their inherent low number because
of the small genome size or low levels of expression currently
undetectable by conventional biochemical techniques thus may
require enrichment processes to be detected (Althaus et al.,
2012). Previously, Lin and Cullen (2007) estimated that retro-
viral microRNAs comprise only 0.5% of the total microRNAs
detectable in HIV-1 infected cells. In addition, the limited access
of viruses to nuclear microRNA processing machinery and the
natural destabilization effects of microRNA processing may also
limit their biogenesis (Grundhoff and Sullivan, 2011). Also,
several reports confirmed the endonucleolytic effects of Dicer or
Drosha against viral RNA genomes thus reducing viral mRNA
production (Ouellet and Provost, 2010).

However, the advent of highly sensitive technologies like next
generation sequencing and RNAse protection assays (RPA), as
well as improved computational prediction may contribute to the
discovery of new HIV-1 microRNA species. Recent pyrosequenc-
ing results estimated at least 40% or 125 of the candidates as
putative HIV-1 microRNAs originating from the TAR, RRE and
nef region, and major components of non-coding RNAs in HIV-
1 infected cells (Yeung et al., 2009). The deep sequencing report
of (Schopman et al., 2012) further supports these observations, as
HIV-1 microRNAs are suggested to arise from structured regions
of the genome which facilitate Drosha and Dicer mediated RNA
processing. Hence, with the increased possibilities that many
putative HIV-1 microRNAs identified by these breakthrough pro-
cedures, they require further investigations on their isolation and
functional characterization.

In general, the target interactions of HIV-1 microRNAs with
its mRNA seem to function as viral genome regulators (Table 1).
However, current experiments open this into a subject of debate
and further investigation. Although, functional studies suggest
auxiliary functions of HIV-1 microRNAs which target host cel-
lular transcripts mainly for immune evasion (Boss and Renne,
2011). These observations are explained further in succeeding
discussions below.

HIV-1 TAR MicroRNA
The 50 nt HIV-1 TAR element within the 5′ region of the viral
RNA serves as the progenitor of hiv1-miR-TAR via asymmetrical
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processing of the transcript (Ouellet et al., 2008). Experiments
confirmed hiv1-miR TAR to target host cell microRNA-related
proteins, namely, Dicer, trans-activation responsive RNA binding
protein (TARBP2, TRBP), and the RNA induced transcriptional
silencing (RITS) complex. Recent functional studies showed that
HIV-1 TAR microRNA down-regulates the DNA excision repair
(ERCC1) and radiation-inducible immediate-early gene IEX-1
proteins (IER3) thus exerting its anti-apoptotic effect in infected
cells (Klase et al., 2009).

Computer simulation studies established the HIV-1 TAR ele-
ment as a potential microRNA rich region because of the follow-
ing evidences (Narayanan et al., 2011): (a) the hairpin formation
of the TAR element concurs with Dicer substrate specifica-
tions, allowing the complement fit to five distinct Dicer element,
(b) TAR binds to important microRNA proteins, Dicer, and
TARBP2, thus singling out its essential role in the microRNA-
mediated gene regulatory processes. Moreover, the TARBP2 asso-
ciation with Dicer is necessary for efficient loading of microRNAs
into the RISC, the consequential loss of TARBP2 function cul-
minates in the loss of RNA silencing ability (Sanghvi and Steel,
2011a). The TARBP2 sequestration is known to restrict the avail-
ability of Dicer enzyme leading to modification of microRNA
processing (Haase et al., 2005). Furthermore, TARBP2 and TAR
element association suppresses interferon (IFN)-induced protein
kinase R function (Gatignol et al., 2005)

Cloning studies of TAR-related microRNAs demonstrated a
greater abundance of the 3′ mature sequence over the 5′ mature
sequences involved in microRNA-derived silencing (Lamers et al.,
2010). These observations collectively suggest that, in infected
cells, hiv1-miR-TAR-3p is superior to the hiv1-miR-TAR-5p in
suppressing gene expression, supporting speculations that there
are preferential releases of these microRNA species. This also cor-
roborates to the evident accumulation of the 3′ HIV-1 TAR RNAs
in vivo (Ouellet et al., 2008).

HIV-1 H1 MicroRNA
The 81bp stem loop of HIV-1 transcript formed in the 3′-U3
(LTR) region known as the binding sites of the two nuclear fac-
tor kappa-light-chain-enhancer of activated B cells (NF-kB) is the
origin of hiv1-miR-H1 (MI0006106). It was shown to degrade
apoptosis antagonizing factor (AATF) which decreases cell via-
bility and reduced expression of cellular factors, Bcl-2, c-myc,
Par-4 as well as the microRNA Dicer protein (Kaul, 2007; Kaul
et al., 2009). The report also indicated hiv1-miR-H1 interac-
tion with hsa-mir-149, affecting the latter’s target HIV-1 encoded
Vpr protein (Kaul et al., 2009). It is assumed that hiv1-miR-H1
and hiv1-miR-TAR are antagonistic to one another as they have
contrasted activities against apoptotic elements. Further func-
tional studies demonstrated deletion-driven evolution patterns in
hiv1-miR-H1 among various AIDS patients. In addition, causal
association was suggested between the appearance of a less stable
hiv1-miR-H1 variant and induction of AIDS-related lymphoma
(Lamers et al., 2010).

HIV-1 NEF MicroRNA
Nef protein has been shown to downregulate cell surface CD4 and
MHC class I molecules through the clathrin-mediated endocytic

pathway (Lubben et al., 2007; Schaefer et al., 2008). It is also
involved in cellular signal transduction pathway through inter-
action with non-receptor type Tyr kinase molecules such as, Fyn
and Lyn. Since, Nef functions in favor of HIV-1 replication and
it is relatively conserved among various HIV-1 variants, miRNA-
mediated control of Nef could have a great effect on the viral
life cycle and its pathogenesis (Arien and Verhasselt, 2008; Foster
and Garcia, 2008; Malim and Emerman, 2008). Although, HIV-1
3′ LTR is partially overlapping with nef microRNA (hiv1-miR-
N367), as proposed previously (Omoto and Fujii, 2005, 2006), it
remained controversial due to its non-duplicability. These reports
may support a hypothesis of hyper-evolution of HIV-1 genome as
a consequence of peptide-based immunity and RNA interference
mechanisms (Narayanan et al., 2011).

HIV-1 ANTISENSE MicroRNAs
Recent reports have indicated the ability of HIV-1 utilizing anti-
sense transcripts in infected cells leading to discoveries of new
viral microRNAs. In the RACE analyses of HIV-1 infected 293T
and Jurkat cells, it was shown that cryptic transcription initi-
ation sites in the 5′ border of the 3′ LTR and a new poly A
signal within this LTR were present; also indicated was the pos-
sible role of the Tat protein as the modulator of transcription of
this antisense RNA (Landry et al., 2007). In another study, an
antisense peptide open reading frame (ORF) called “asp” coding
for a hydrophobic protein was derived from Jurkat cells infected
with HIV-1 although its origin, generation or the function is
not yet clarified (Clerc et al., 2011). As the existence of anti-
sense HIV-1 microRNAs remains to be proven, this concept opens
a possibility where long antisense transcripts can complement
with the sense transcripts within the viral genome. These sites
in double stranded configuration can provide biogenic zones of
Dicer-mediated microRNAs (Houzet and Jeang, 2011).

CELLULAR MicroRNAs INVOLVED IN HIV-1 INFECTION
HIV-1 infection triggers multi-modal cascades of host cell
microRNA targeting interactions that either activate or inhibit
viral invasion and replication as shown in Figure 1. These
microRNA targeting scenarios are likely to occur on at least two
fronts. First, the cellular microRNA might directly target the
HIV-1 genome, either in sense or antisense orientation, to sup-
press the production of viral proteins. An outstanding example
is hsa-miR-29 which targets the HIV-1 nef transcript (Hariharan
et al., 2005; Ahluwalia et al., 2008). Since, the HIV-1 nef gene is
located at the proviral DNA 3′ portion, cellular microRNA tar-
geting of this region would have serious implications in the viral
life cycle. The group of (Nathans et al., 2009) proved that ectopic
expression of hsa-miR-29 can repress production of nef protein
resulting to suppressed viral replication and infectivity. The study
also reported that hsa-mir-29a/ HIV-1 interactions enhance viral
mRNA associations with RISC and P-body structures, thus sug-
gesting prospective roles of P-bodies to viral latency regulation. In
another study, a set of microRNAs namely, hsa-mir-28, hsa-miR-
125b, has-miR-150, hsa-miR-223, and hsa-miR-382 were shown
to bind in the 3′ position of HIV-1 transcripts which triggers viral
latency (Huang et al., 2007). Recently, Sun et al identified another
set of cellular microRNA, namely hsa-miR-15a, hsa-miR-15b,
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hsa-miR-16, hsa-miR-24, hsa-miR-29a, hsa-miR-29b, hsa-miR-
150, and hsa-miR-223 that are directly targeting HIV-1 3′-UTR,
and exhibiting weak but significant inhibitory effects on HIV-
1 replication (Sun et al., 2012). In a review by Sun and Rossi,
using the PITA software, 256 seed-match sites were identified to
complement Nef-3′ LTR sequence (Sun and Rossi, 2011).

In the second scenario, the host cell as triggered by HIV-1
infection would initiate cellular microRNA production to attenu-
ate cellular factors involved in antiviral responses against HIV-1.
Table 2 summarizes the list of cellular microRNAs with their
validated host cellular protein targets and their corresponding cel-
lular functions. As likely initial repercussions, these microRNAs
may target the genes involved in immune responses for innate
and adaptive immunity (Kulpa and Collins, 2011). This bipartite
defense system initially triggers natural killer (NK) cell activities
as elicited by partial detection of HIV-1 components. In a later
reaction, adaptive immunity is induced through production of
antigen-specific antibodies by B-cells and eliciting cell-mediated

immunity through antigen-specific cytotoxic T lymphocytes, of
which microRNAs were found to target various cellular receptors
(Cobos-Jimenez et al., 2011). As examples are cellular microRNA
interactions with chemokines (Zhou et al., 2010).

Transcriptional control is vital to the HIV- 1 proliferation, thus
determining microRNA interactions among host transcription
factors and regulators is a necessity (Victoriano and Okamoto,
2012). Among examples are reporter assays suggesting hsa-miR-
223 bi-functional effects in HIV-1 replication are targets were
varied in two different cell lines namely, Sp3 and LIF in NB4
cells, while RhoB and NF-1A in HEK293 cells (Sun et al., 2012).
Next is the hsa-miR-29 family which also targets cellular proteins
Mcl-1, DNMT 3A/B, Tcl1, p85, and CDC42, further establishes
its diverse roles in HIV-1 latency (Sun et al., 2012; Witwer et al.,
2012). Another is hsa-miR-198 targeting CCNT1 (Kaul et al.,
2009), a key component in the Tat-mediated transcription of the
virus, when suppressed can impair HIV-1 replication (Imai et al.,
2009).

Table 2 | List of published cellular microRNAs and their target HIV-1 and cellular gene products.

Cellular microRNA

Name (A)

Gene product (mRNA)

targets (B)

Function (C) References

hsa-let-7/ g∗ DICER

LIN28

IL-10

Pre-microRNA processing/microRNA binding
Pre-microRNA processing regulation; repress
maturation of hsa-let-7 family; blocks Drosha
and Dicer processing of pri-/pre hsa-let-7
family via interaction with terminal loop; blocks
Dicer processing of pre- hsa-miR-128
Inflammatory response

Faller and Guo, 2008; Faller et al.,
2010; Desjardins et al., 2012;
Swaminathan et al., 2012

hsa-miR-17∗ /17-3p

hsa-miR-17/17-5p

EP300/CBP associated
factor (PCAF) u
KAT8
HA Tat co-factor

Transcription factor and regulator/control of
viral replication
HIV-1 Tat interactive protein
HIV-1 Tat interactive protein

Triboulet et al., 2007; Hayes et al.,
2011

hsa-miR-92a-1∗ HA Tat cofactor HIV-1 Tat interactive protein Sun et al., 2012

hsa-miR-125b-5p

hsa-miR-125b-1∗/125b-2∗

hsa-miR-125a-5p
hsa-miR-125a-3p

Nef-3′ UTR LTR Viral replication and promotion of viral latency
in T-cells

Huang et al., 2007; Witwer et al.,
2012

hsa-miR-128 SNAP25 Cellular receptor Eletto et al., 2008

hsa-miR-146 CCL8/MCP-2 Innate immune response factor Rom et al., 2010

hsa-miR-149 Vpr Regulation of nuclear import of HIV-1
pre-integration complex; viral replication and
cellular immune suppression

Kaul et al., 2009

hsa-miR-150/150∗ 3′ end of HIV-1 RNA

APOBEC3G/3F d

CCR5

CD4 d
CCNT1

Viral replication and promotion of viral latency
in T-cells
Cellular co-factor; relieves microRNA
repression mechanisms
HIV-1 receptor and natural ligand
HIV-1 receptor and natural ligand
Repression of HIV-1 tat co-factor for
transcriptional trans-activation

Huang et al., 2007; Witwer et al.,
2012

hsa-miR-155 Target not specified Function not specified Sun et al., 2012

(Continued)
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Table 2 | Continued.

hsa-miR-198 CCNT1 (P-TEFb) d Repression of HIV-1 Tat co-factor
for transcriptional trans-activation

Sung and Rice, 2009

hsa-miR-20a PCAF u
KAT8
MCL1
DNMT3A/B
TCL1A
PIC3R1
CDC42

Co-factor of Tat trans-activation.
Cellular transcription activator
Cellular anti-apoptotic factor
Cellular transcriptional regulator
Interacts with IKB
PI3 kinase subunit
HIV-1 receptor and natural ligand

Hayes et al., 2011

hsa-miR-21 Target not specified Function not specified Sun et al., 2012

hsa-miR-27a∗ /27a

hsa-miR-27b∗ /27b

CCNT1 Transcription factor and regulator;
repression of HIV-1
Tat co-factor for transcriptional
trans-activation

Chiang et al., 2012

hsa-miR-28-5p/28-3p 3′ end of HIV-1 RNA

CCR5

CD4 d
APOBEC3G/3F d

Viral replication and promotion of
viral latency in T-cells
HIV-1 receptor and natural ligand
HIV-1 receptor and natural ligand
Cellular co-factor

Huang et al., 2007; Swaminathan
et al., 2009

hsa-miR-29a/29a∗
hsa-miR-29-b1∗ /29b1d /29-b2∗
hsa-miR-29c∗ /29c

Nef protein coding mRNA

3′-UTR (420)
RISC, P bodies
MCL-1
DNMT 3A/B
TCL1a,
p85a
CDC42
CCNT1

Viral replication and latency
Viral replication and latency
Mature microRNA
assembly/carrier
Cellular anti-apoptotic factor
Cellular transcriptional regulator
Interacts with IKB
PI3 kinase subunit
HIV-1 receptor and natural ligand
Transcription factor and regulator;
repression of HIV-1
Tat co-factor for transcriptional
trans-activation

Ahluwalia et al., 2008; Nathans
et al., 2009; Chiang et al., 2012; Sun
et al., 2012; Witwer et al., 2012

hsa-miR-217 SIRT1 Cellular stress response regulator Zhang et al., 2012

hsa-miR-223∗ /223 3′ end of HIV-1 RNA

APOBEC3G/3F d
P3 d
LIF d
RobB d
CCNT1

Viral replication and promotion of
viral latency in T-cells
Cellular co-factor
Cellular co-factor
Cellular co-factor
Cellular co-factor
Transcription factor and regulator

Huang et al., 2007; Swaminathan
et al., 2009; Chiang et al., 2012; Sun
et al., 2012
Chiang et al., 2012

hsa-miR-31/31∗ Target not specified Function not specified Witwer et al., 2012

hsa-miR-34a CREBBP Transcription factor and regulator Chiang et al., 2012

hsa-miR-382 3′ end of HIV-1 RNA Viral replication and promotion of
viral latency in T-cells Huang et al., 2007

Notes: (A) The official names of microRNAs as published in mirbase.org. The microRNAs in boldface are the dominant targeting species when reported in literature.

(B) The mRNA targets of the HIV-1 microRNAs are immediately followed by italicized letters which correspond to the type of regulation, where: u = up-regulation,

d = down-regulation when described in literature. In addition, if targets are HIV-1 mRNA genes or mRNA transcripts they are typed in boldface, RNAi pathway-

related gene products typed in BLUE; and literature-based standard HIV-1 linked cellular gene products are typed in RED. (C) The reported functional attributes of

mRNA targets by HIV-1 microRNA among studies.

Cellular microRNAs linked to chromatin regulation show
proof that microRNAs are critical elements of epigenetic con-
trol in HIV-1 infection (Obbard et al., 2009; Easley et al.,
2010). Recent evidences support that chromatin modification

may explain mechanisms of HIV-1 transcription and thus the
maintenance of latency. Some microRNA species are consid-
ered involved in gene silencing by modulating methylation and
deactylation of histone proteins (Triboulet et al., 2007).
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The above mentioned functional gene product clusters are just
few focal points of cellular microRNA interactivities related to
HIV-1 infection. It is expected that as more interactions are vali-
dated, the complex nature of cellular microRNA regulation linked
to HIV-1 infection and host response would be further character-
ized. However, the scope of cellular microRNA interactions may
involve other non-listed prospective gene targets which may also
influence HIV-1 infection.

BEYOND CROSSTALKS AMONG CELLULAR AND HIV-1
MicroRNA MACHINERIES
Preceding discussions on microRNA interactions in host-HIV-1
infection further confirm their inherent complexity. It perfectly
illustrates the constant attenuation of gene regulatory networks
to maintain homeostasis in the HIV-1 infected cells. However,
as HIV-1 remains an incurable disease among humans, it is
implied that it can successfully compromise host immune and
defense reactions wherein microRNA regulation might play piv-
otal roles. Thus, future studies must focus on how to reprogram
microRNAs to favorably initiate the cellular anti-HIV-1 defense
response. To realize such goal, it becomes necessary to orga-
nize succeeding investigations as follows: First is to globally
account cellular and viral microRNA interrelationships affecting

biomolecular pathways in HIV-1 infection. This allows the pos-
sibility of unlocking the combination of molecular switches that
would allow the host cell successfully defend itself against HIV-1.
Second is to determine the simultaneous targets of viral and cel-
lular microRNAs. These bi-targets may reveal signatures of gene
families or microRNA clusters characterizing HIV-1 infection
patterns. Third is to capture temporal changes among microRNA
expression patterns during HIV-1 disease progression. In assess-
ing the current amount of information on hand, there remains
much work to be done in unlocking the ultimate roles of microR-
NAs in HIV-1 pathogencity.
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Our understanding of how antibodies are generated and function could help develop
effective vaccines and antibody-based therapeutics against viruses such as HIV-1, SARS
coronavirus (SARS CoV), and Hendra and Nipah viruses (henipaviruses). Although broadly
neutralizing antibodies (bnAbs) against the HIV-1 were observed in patients, elicitation
of such bnAbs remains a major challenge when compared to other viral targets. We
previously hypothesized that HIV-1 could have evolved a strategy to evade the immune
system due to absent or very weak binding of germline antibodies to the conserved
epitopes that may not be sufficient to initiate and/or maintain an effective immune
response. To further explore our hypothesis, we used the 454 sequence analysis of
a large naïve library of human IgM antibodies which had been used for selecting
antibodies against SARS CoV receptor-binding domain (RBD), and soluble G proteins (sG)
of henipaviruses. We found that the human IgM repertoires from the 454 sequencing have
diverse germline usages, recombination patterns, junction diversity, and a lower extent of
somatic mutation. In this study, we identified antibody maturation intermediates that are
related to bnAbs against the HIV-1 and other viruses as observed in normal individuals,
and compared their genetic diversity and somatic mutation level along with available
structural and functional data. Further computational analysis will provide framework for
understanding the underlying genetic and molecular determinants related to maturation
pathways of antiviral bnAbs that could be useful for applying novel approaches to the
design of effective vaccine immunogens and antibody-based therapeutics.

Keywords: HIV-1, vaccine, monoclonal antibody, IgM, immunogen, 454 sequencing

INTRODUCTION
Broadly neutralizing antibodies (bnAbs) against the HIV-1 are
relatively rarely observed in patients; however, discovering HIV-
1 vaccine candidates to elicit such bnAbs remains a challenge
due to the extensive genetic sequence variability and complex
immune evasion strategies of the HIV-1 (Burton, 2002; Johnson
and Desrosiers, 2002; Haynes and Montefiori, 2006; Prabakaran
et al., 2007). Among the different factors thwarting the induction
of bnAbs, we previously found that all known HIV-1 bnAbs are
highly divergent from germline antibodies; germline antibodies
of bnAbs could not bind to the epitopes of respective mature anti-
bodies, which led to a hypothesis that HIV-1 may have evolved to
use the “holes” (absence of or weak binding to germline-lineaged
bnAbs) in the human germline B cell receptor repertoire (Xiao
et al., 2009). Consistent with our earlier hypothesis, we did not
find any specific binders against the HIV-1 envelope glycoproteins
(Envs) but only identified binders against the SARS CoV receptor-
binding domain (RBD), and soluble Hendra virus G protein (sG)
when combinatorial phage display libraries mimicking human
antibody repertoire constructing from human IgM libraries had
been used for panning experiments (Chen et al., 2012). These

findings had indicated that the major problem could be related to
a high level of somatic mutations required for bnAbs to accurately
target the conserved structures on the HIV-1 Envs.

In this article, we have used high-throughput 454 sequencing
of a large naïve library of human IgM antibodies to explore anti-
body repertoire landscape for finding germline usages, somatic
mutations, intermediates, and phylogenetic relationships between
the intermediates and corresponding antiviral-related bnAbs
including the HIV-1, SARS CoV, and henipaviruses. This study
helped to identify germline predecessors of bnAbs observed in
normal individuals, and find maturation pathways of antiviral
bnAbs. Indeed, most of the known HIV-1 bnAbs are highly diver-
gent from their closest respective germlines as well as their inter-
mediates as they undergo somatic mutations required for their
neutralization function. The results corroborate that the HIV-1
may use a strategy to eliminate strong binding of germline anti-
bodies due to the absence of closer anti-HIV antibody interme-
diates as an escape mechanism from adaptive immune responses,
and finding of closer intermediates of bnAbs from rare individuals
might help designing the effective vaccines against the HIV-1 and
other viral diseases.
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FIGURE 1 | Germline usage frequencies. The heavy (HV) and light (KV for κ

and LV for λ) chains as observed in the 454 sequencing of a human naïve IgM
library are shown in (A) and (B), respectively. The frequencies of V-genes

from heavy and light chains related to the antiviral bnAbs are shown in (C)

and (D), respectively. Data labels indicate the number of unique sequences at
the top of data points in bar plots.

Table 1 | Antiviral bnAbs against the HIV-1, SARS CoV and Henipaviruses, and their related sequence, structure, and immunogenetics data.

bnAb Viral Env PDB IGHV IGKV/IGLV Number of aa mutations HCDR3 aa sequence (length)b

target code gene gene (Identity/Similarity

in percent)a

VH VL

b12 gp120 CD4bs 2NY7 V1-3∗01 KV3-20∗01 20 (80/88) 21 (78/70) ARVGPYSWDDSPQDNYYMDV (20)

2G12 gp120 glycans 1OP5 V3-21∗01 KV1-5∗03 31 (68/85) 15 (83/91) ARKGSDRLSDNDPFDA (16)

X5 gp120 CD4i 2B4C V1-69∗01 KV3-20∗01 18 (83/94) 8 (92/95) ARDFGPDWEDGDSYDGSGRGFFDF (24)

VRC01 gp120 CD4bs 3NGB V1-2∗02 KV3-11∗01 41 (58/74) 28 (68/75) TRGKNCDYNWDFEH (14)

PG9 gp120 V1/V2 3U2S V3-33∗05 LV2-14∗01 19 (81/87) 15 (85/90) VREAGGPDYRNGYNYYDFYDGYYNYHYMDV (30)

CH01 gp120 V1/V2 3TCL V3-20∗01 KV3-20∗01 28 (71/86) 16 (83/90) ARGTDYTIDDAGIHYQGSGTFWYFDL (26)

PGT128 gp120 glycans 3TV3 V4-39∗07 LV2-8∗01 29 (65/81) 18 (77/87) ARFGGEVLRYTDWPKPAWVDL (21)

2F5 gp41 MPER 1TJG V2-5∗10 KV1-13∗02 14 (85/91) 14 (85/96) AHRRGPTTLFGVPIARGPVNAMDV (24)

4E10 gp41 MPER 1TZG V1-69∗10 KV3-20∗01 17 (83/95) 12 (88/93) AREGTTGWGWLGKPIGAFAH (20)

m66 gp41 MPER ND V5-51∗01 KV1-39∗01 10 (90/96) 10 (90/94) ARQNHYGSGSYFYRTAYYYAMDV (23)

m102 Henipa sG ND V1-69∗10 KV3-20∗01 6 (94/99) 9 (91/96) ARGWGREQLAPHPSQYYYYYYGMDV (25)

m396 SARS RBD 2DD8 V1-69∗05 LV3-21∗03 5 (95/95) 2 (98/99) ARDTVMGGMDV (11)

aNumber of heavy chain (VH) aa mutations were determined by IMGT/V-QUEST and confined to the V region only (excluding HCDR3 and Framework 4); Identity and

similarity between aa sequences of bnAb and its germline counterpart were based on pairwise alignment using the Needleman-Wunsch algorithm.
bHCDR3, heavy chain complementarity determining region 3, lengths follow the CDR-IMGT definition.

bnAb, broadly neutralizing antibody; CD4bs, CD4 binding site; CD4i, CD4-induced; V1/V2, variable loops V1 and V2; MPER, membrane proximal epitope region; sG,

soluble G glycoprotein; RBD, receptor binding domain; PDB, Protein Data Bank; ND, not determined; IGHV, IGKV and IGLV genes are V-REGIONS from VH, V-KAPPA

and V-LAMBDA domains respectively; aa, amino acids.
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MATERIALS AND METHODS
PCR AMPLIFICATION AND HIGH-THROUGHPUT 454 SEQUENCING
To amplify IgM antibody sequences, cDNA was prepared from
peripheral blood B cells of 10 healthy donors as received under
the Research Donor Program of Frederick National Laboratory
for Cancer Research, USA, which we previously used to construct
a naïve human Fab phage display library for selecting antibodies
against SARS CoV and henipaviruses. The complete set of primers
used in the PCR amplification of IgM-derived heavy and light
chains were described in detail elsewhere (Zhu and Dimitrov,
2009). For 454 sequencing, primer combinations used to amplify
cDNA in separate reactions included the Roche A and B adap-
tor sequences along with target amplification sequence for heavy
and light chain variable domains. The gene fragments were ampli-
fied in 20 cycles of PCR using the High Fidelity PCR Master from
Roche. More detailed description of 454 sequencing can be found
in our recent articles (Prabakaran et al., 2011, 2012). The standard
Roche 454 GS Titanium shotgun library protocol was adapted as
found in the Roche sequencing technical bulletin.

DATABASES AND TOOLS
For quality control of antibody sequences, we trimmed the
454 sequence data and retained only sequences of length more
than 300 nucleotides (nt), covering the entire antibody variable
domains consisting of the three complementarity determining
regions (CDR) along with framework regions (FR). We used
IMGT/HighV-QUEST (Alamyar et al., 2012), a high-throughput
version for deep sequencing NGS data analysis resource for
the immunogenetic analysis. The output results from the
IMGT/HighV-QUEST analysis in CSV files were stored at
PostgreSQL database, and Structured Query Language (SQL)
was used to retrieve the data for the further analysis. Heatmap
generation and statistical calculations involving distributions of
antibody HCDR3 lengths and mutations were carried out using
SAS JMP10® statistical software (SAS Institute, Cary, NC).

COMPUTATIONAL ANALYSES OF ANTIBODY SEQUENCES
Translated heavy and light chain variable sequences from the 454
sequencing that shared the IGHV genes of selected antiviral anti-
bodies and associated immunogenetics data including the details
of germlines, HCDR3 lengths, and mutations were retrieved from
the database by using SQL. Sequence identities between the 454
sequence data and germlines were calculated based on the pair-
wise alignment using local BLAST as implemented in BioEdit
v7.0.9 (Hall, 1999). Phylogenetic analysis was carried out using
the Archaeopteryx software (Han and Zmasek, 2009).

RESULTS
GERMLINE GENE USAGES OF ANTIVIRAL bnAbs
To analyze germline origin of antiviral antibodies against the
HIV-1, SARS CoV, and henipaviruses as expressed in the human
IgM repertoire, we performed 454 sequencing of a non-immune
library which was previously constructed from peripheral blood
B cells of 10 healthy donors and used to select antibodies against
SARS CoV and henipaviruses (Prabakaran et al., 2006; Zhu et al.,
2006). A total of 113,139 sequences were obtained from which
91,528 sequences were found as unique with each had >300 nt in

length. The total number of unique amino acid (aa) sequences for
each V-gene subgroup in heavy and light chains that were found
functionally productive as determined by IMGT/HighV-QUEST
(Alamyar et al., 2012) are shown in Figures 1A,B, respectively.
The read coverage or gene frequencies observed in the study
suggested for biased germline usages and were comparable to
the previous studies (Glanville et al., 2009; Prabakaran et al.,
2012) but way far less than the theoretical diversity attainable
by antibodies attributing to several factors such as library sam-
pling, primer efficiency, and sequencing errors and limitations.
Nevertheless, we selected known bnAbs against the viral targets
including the HIV-1, SARS CoV, and henipaviruses (Table 1),
and created sequence data sets related to those bnAbs from the
454 analysis as depicted in Figures 1C,D showing the germline
usage frequencies of IGHV genes in the VH domains, IGKV,

FIGURE 2 | Distribution of heavy chain complementarity determining

region (HCDR3) lengths in (aa) (A) and VH mutations (aa) (B) of IGHV

genes related to the antiviral bnAbs.
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and IGLV genes in the Vκ and Vλ domains, respectively. We
found that while all antiviral-related germlines were expressed in
human IgM repertoire, some preferential germline usages were
noted, for example, HV1-69 gene in IGHV subgroups and KV3-
20/LV2-14 genes in IGKV/IGLV subgroups were overrepresented
(Figures 1C,D).

HCDR3 LENGTH DISTRIBUTIONS, SOMATIC VH MUTATIONS
AND UNIQUE VDJ FREQUENCIES
The role of heavy chains of antiviral antibodies in antigen recogni-
tion is found to be associated with longer HCDR3s and extensive
VH mutations (Table 1). Most of the bnAbs have longer HCDR3s
with aa lengths ranging from 20 to 30, except for 2G12, VRC01
and m396. All of the VH genes of anti-HIV-1 antibodies have a

high degree of somatic mutations when compared to non-HIV-
1 antiviral bnAbs. We analyzed HCDR3 length distributions and
VH mutations preexisting in germline-lineaged precursor antivi-
ral antibodies from the IGHV genes of IgM repertoires from
which bnAbs were generated. The box plots display the distri-
butions of HCDR3 lengths and VH mutations, Figures 2A,B,
respectively, which indicates a high level HCDR3 length diver-
sity and lesser extent of somatic mutations compared to bnAbs
(Table 1).

To assess the VDJ repertoire usage among different antivi-
ral related IGHV genes, we computed the frequencies of VDJ
recombination patterns as observed in the VH genes expressed in
human IgM repertoire involving those IGHV genes of antiviral
antibodies. The heatmap is shown in the Figure 3 depicting the

FIGURE 3 | Frequencies of VDJ recombination types as

observed in the human IgM repertoire involving IGHV genes

related to the antiviral bnAbs. The heatmap is colored according
to the total number of unique VDJ patterns existing in the

corresponding IGHV genes used in association with different IGHD
and IGHJ genes, and is shown on a blue-to-gray-to-red scale. The
white-colored space represents the missed or absent VDJ recombination
types in the repertoire.
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most (red) and least (blue) abundant VDJ types existing in the
germline-lineaged repertoire for the corresponding IGHV genes
used in association with different IGHD and IGHJ genes. The
IGHV genes V1-69 and V1-2 were frequently found to recombine
with IGHJ genes J4 and J6, and IGHD genes D3 and D6.

IDENTIFICATION OF INTERMEDIATE ANTIVIRAL bnAbs AND
GERMLINE-LINAGE ANALYSIS
The intermediate antibodies corresponding to bnAbs against the
HIV-1, SARS CoV, and henipaviruses were found by analyzing
the human IgM repertoire, and such intermediates with the clos-
est similarities to the matured antiviral bnAbs were selected for
germline-linage analysis by using phylogenetic method. IGHV
germline gene alleles of bnAbs were obtained from the IMGT
database. The mid-point phylogenetic neighbor-joining tree
showing the evolutionary relationships of different antiviral anti-
bodies with their corresponding germlines and intermediates is
given in Figure 4. We observed that some of the anti-HIV-1 anti-
bodies (2G12, CH01, and VRC01) were found at distal nodes in
the phylogenetic tree indicating high divergence from their cor-
responding germline and intermediate counterparts. In contrast,
bnAbs against SARS CoV, and henipaviruses, m396 and m102,
were found closer to their intermediates.

ANALYSIS OF INTERMEDIATES OF ANTI-HIV-1 bnAb b12 AND
MAPPING OF SOMATIC VH MUTATIONS TO THE COMPLEX
STRUCTURE
We found 169 unique IGHV sequences from the V1-3 gene fam-
ily as intermediates of bnAb b12 by using the 454 sequence
analysis of a human IgM library. Phylogenetic analysis of those
intermediates revealed two major groups, one group consisting
of germline related antibodies and the other having potential
intermediates closer to the bnAb b12. We then constructed a phy-
logenetic sub-tree selecting only the potential intermediates and
the V1-3∗01 germline along with bnAb 12. The tree was rooted
at the known germline V1-3∗01 of bnAb b12, and phylogram
showed evolutionary relationship among the different interme-
diates (Figure 5A). One of the intermediates, G3JY1, had the
maximum of 72% sequence identity (82% sequence similarity)
at aa level to the bnAb b12 (Figure 5B). However, the HCDR3
length of that intermediate was found to be 17 aa long, which is 3
aa shorter than that of b12 antibody. To find the closest HCDR3
to that of b12, we scanned 28,925 unique HCDR3 sequences
from the entire IgM 454 sequence data. We identified a HCDR3
with the same length (20 aa) and 50% sequence identity to that
of b12 (Figure 5C), which was found to be the most similar
to the HCDR3 of b12 but the IGHV gene associated with that
HCDR3 was found to be V4-b. We used the HIV-1 gp120-b12
complex structure and mapped the VH somatic mutations, which
showed the overlapping of three mutated residues of b12 (N36
from HCDR1, Y59 from HCDR2, and W111.1 from HCDR3) that
contribute to the most of binding interactions with the gp120 as
previously observed (Zhou et al., 2007) (Figure 5D).

DISCUSSION
In this study, we have described the 454 sequence analysis of
a large naïve library of human IgM antibodies, and carried

FIGURE 4 | The mid-point phylogenetic neighbor-joining tree shows

the evolutionary relationships between different IGHVs of (bnAbs)

with their corresponding germlines and intermediates. The IGHV
germline gene alleles follow the IMGT nomenclature and the closest
intermediates of bnAbs as found from the human IgM repertoire were
designated with asterisks along with names of bnAbs. Some of the
anti-HIV-1 antibodies (2G12, CH01, and VRC01) were found at distal nodes
in the phylogenetic tree indicating high divergence from their corresponding
germline and intermediate counterparts.

out immunogenetic analysis to study the origin, diversity, and
maturation of selected known bnAbs against the HIV-1, SARS
CoV RBD, and henipaviruses sG proteins. We have found inter-
mediates of antiviral related bnAbs, of which most of those
against the HIV-1 were highly diverged from their mature forms
of bnAbs as compared to other viral targets, SARS CoV, and
henipaviruses.

Although antibodies are generated through various mech-
anisms involving VDJ recombination, junctional modification,
and hypermutations, the V-genes sculpt the most of the antigen-
combining sites, CDR1 and CDR2, and support frameworks for
the CDR3. We found that antiviral antibodies targeting different
Env binding regions of the HIV-1 and other viruses utilized dif-
ferent germline V-genes as the origins (Table 1). We noted that,
among antiviral-related bnAbs, the V1-69 gene usage was domi-
nated in the heavy chains while V3-20 and V2-14 genes of kappa
and lambda were used with the highest frequencies in the light
chains of human IgM repertoire (Figure 1). Accordingly, four of
the VH genes of bnAbs (4E10, X5, m102, and m396) originated
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FIGURE 5 | Phylogenetic and somatic mutation analyses of anti-HIV

bnAb b12. (A) A phylogenetic sub-tree constructed from a total of 169
unique sequences from the HV1-3 subgroup, which were obtained from the
454 sequence analysis of a human IgM library, along with the heavy chain
V1-3∗01 germline and VH sequence of b12 antibody showing the evolutionary
relationship among different intermediates. Five-letter alphanumeric codes
denote sequence labels as used in the pyrosequencing. (B) Multiple
sequence alignment shows the differences in aa sequence between

germline, intermediate, G3JY1, and b12 neutralizing antibodies. The locations
of CDRs according to IMGT numbering are shown in bold face. (C) The most
similar HCDR3 sequence to that of bnAb b12 from the IgM repertoire was
found to originate from V4-b∗01 gene and is shown in the pairwise alignment.
(D) Mapping of three of the somatically mutated residues N36, Y59, and
W111.1, as per IMGT numbering scheme, from each of the HCDRs are shown
as sticks using the complex crystal structure of HIV-1 gp120-b12 (PDB code
2NY7).

from the V1-69, and three of them paired with the kappa V3-
20 gene. One possible reason for dominance in the usage of
those germline genes could be reflecting from the relatively higher
frequencies of distributions observed in the expressed IgM reper-
toire (Figures 1A,B). The HV3 gene was used in the three of
the HIV-1 bnAbs, 2G12, PG9, and CH01. The structural data
for most of the bnAbs selected in this analysis were known and
the heavy chains of these bnAbs were dominantly used. The
increased number of VH mutations and longer HCDR3s are
characteristics for the HVI-1 bnAbs when compared to other
antiviral bnAbs (Breden et al., 2011). We analyzed the distri-
bution of HCDR3 lengths and extent of somatic VH mutations
in the human IgM repertoire to compare with that of antiviral-
related bnAbs (Figure 2). The results showed that the longer
HCDR3s and low level of somatic VH mutations as compared
to the HIV-1 bnAbs existed in the intermediates as found from
the 454 sequencing. The somatic diversity through VDJ recom-
bination involving antiviral-related V-genes in the IgM repertoire
was found high; the most abundant VDJ combination consisted
of the HV1-69 gene with certain D and J genes as depicted in gray
and red (Figure 3), which might be the reason for the preferen-
tial usage of that HV1-69 in many other viral diseases (Sui et al.,
2009).

Further, bnAbs against the SARS CoV and henipaviruses
shared the heavy chain V-gene germline, HV1-69, with two
of the HIV-1 bnAbs, 4E10, and X5. All of these four bnAbs
were less divergent from their V-germlines and intermediates,
when compared to other HIV-1 bnAbs, and formed a single
cluster at a mid-point rooted phylogenetic tree (Figure 4). The
gp41 membrane-proximal epitope region (MPER) binding site
bnAbs, 2F5, and m66, were moderately divergent from their V-
germlines and intermediates and formed distinct clusters. The
V-gene of VRC01 bnAb was the most divergent from its respec-
tive germline as well as the closest intermediate, and was placed
at a distal branch of HV1 subgroup of bnAbs. For the mid-point
rooted phylogenetic analysis, we included the closest intermedi-
ates only; however, favored maturation pathways could involve
other intermediates too. We created the germline-rooted phy-
logenetic tree as a use-case for the bnAb b12 (Figure 5A) and
analyzed the maturation pathway along different V-gene inter-
mediates from HV1-3 gene family. The closest b12 intermedi-
ate, designated as G3JY1, had three mutations each at HCDR1
and HCDR2 compared to the germline, and were found sim-
ilar though not identical to that of mature b12 (Figure 5B).
Interestingly, we also identified a HCDR3 with the same length
(20 aa) and 50% sequence identity to that of b12 (Figure 5C),
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which was found to be the most similar to the HCDR3 of b12
but the IGHV gene associated with that HCDR3 was found to be
V4-b. This might suggest for the possible maturation mechanism
of bnAbs which could be involving the VH replacement (Chen
et al., 1995). These two mutated residues (N36 from HCDR1
and Y59 from HCDR2) from the V-gene and a Trp residue from
the D-gene (W111.1 from HCDR3) contributed to the most of
binding interactions with the gp120 (Figure 5D) (Zhou et al.,
2007).

In summary, the 454 sequence analysis of a large naïve human
antibody repertoire corresponding to the selected antiviral-
related bnAbs revealed the germline V-gene usage, VDJ rear-
rangement, HCDR3 length diversity, and somatic mutations of
potential intermediate antibodies of HIV-1 and other viruses
such as SARS CoV and henipaviruses. Thus, B cell germline-
lineage analysis using the 454 sequence data from different
sources could help finding appropriate antibody intermedi-
ates, pathways, and mechanisms useful in the development

of bnAbs and vaccines against the HIV-1 and other viral
diseases.
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Select HIV-1-infected individuals develop sera capable of neutralizing diverse viral strains.
The molecular basis of this neutralization is currently being deciphered by the isolation of
HIV-1-neutralizing antibodies. In one infected donor, three neutralizing antibodies, PGT135–
137, were identified by assessment of neutralization from individually sorted B cells and
found to recognize an epitope containing an N-linked glycan at residue 332 on HIV-1 gp120.
Here we use next-generation sequencing and bioinformatics methods to interrogate the B
cell record of this donor to gain a more complete understanding of the humoral immune
response. PGT135–137-gene family specific primers were used to amplify heavy-chain
and light-chain variable-domain sequences. Pyrosequencing produced 141,298 heavy-chain
sequences of IGHV4-39 origin and 87,229 light-chain sequences of IGKV3-15 origin. A num-
ber of heavy and light-chain sequences of ∼90% identity to PGT137, several to PGT136,
and none of high identity to PGT135 were identified. After expansion of these sequences
to include close phylogenetic relatives, a total of 202 heavy-chain sequences and 72 light-
chain sequences were identified.These sequences were clustered into populations of 95%
identity comprising 15 for heavy chain and 10 for light chain, and a select sequence from
each population was synthesized and reconstituted with a PGT137-partner chain. Reconsti-
tuted antibodies showed varied neutralization phenotypes for HIV-1 clade A and D isolates.
Sequence diversity of the antibody population represented by these tested sequences
was notably higher than observed with a 454 pyrosequencing-control analysis on 10 anti-
bodies of defined sequence, suggesting that this diversity results primarily from somatic
maturation. Our results thus provide an example of how pathogens like HIV-1 are opposed
by a varied humoral immune response, derived from intrinsic mechanisms of antibody
development, and embodied by somatic populations of diverse antibodies.

Keywords: antibody bioinformatics, high-throughput sequencing, HIV-1, immunity, N-linked glycan

INTRODUCTION
Recent years have seen revolutions in both genomics and compu-
tational science (Lander et al., 2001; Venter et al., 2001; Chen et al.,
2012). In both of these fields, capabilities are advancing exponen-
tially (Kahn, 2011). The impact of this non-linear development
on biology is pervasive and multifaceted. With respect to virus
research, the influence has been profound and is the focus of this
special issue of Frontiers. Medical interest in viruses is focused
on pathogens and their infection, and the biological mirror of
infection is the host immune response. Advances in genomics
and computational science have the potential for an equally pro-
found impact on our understanding of the immune response. Here
we focus on the application of new genomic and computational

techniques, particularly 454 pyrosequencing of B cell transcripts
(Reddy et al., 2009; Reddy and Georgiou, 2011; Wu et al., 2011)
and systems-level bioinformatics (Kitano, 2002), to understand
the antibody response to infection.

The human immunodeficiency virus type I, HIV-1, is the etio-
logical agent of a global pandemic, which has killed over 30 million
people, and currently infects ∼1% of adults worldwide (UNAIDS,
2010). HIV-1 is a retrovirus and member of the lentivirus genus
(Gonda et al., 1985; Sonigo et al., 1985). Global genetic diversity of
HIV-1 is extraordinarily high (Starcich et al., 1986; Korber et al.,
2001), and this is thought to result from the low fidelity of its
genome replication (Preston et al., 1988) as well as the persistent
nature of the infection: the diversity of HIV-1 virus within a single
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individual after 6 years of infection is equivalent to the global diver-
sity of H1N1 influenza observed annually (Korber et al., 2001).
Infection by HIV-1 elicits many antibodies, but in general these
are not capable of neutralization of diverse strains of HIV-1. How-
ever, after several years of infection, 10–25% of infected individuals
develop broadly neutralizing antibodies (Li et al., 2007; Gray et al.,
2009; Sather et al., 2009; Simek et al., 2009; Stamatatos et al., 2009;
Doria-Rose et al., 2010; Gnanakaran et al., 2010). These antibodies
provide little or no benefit to the infected host, as the evolution
of the virus outpaces the immune response (Parren et al., 1999;
Poignard et al., 1999; Wei et al., 2003). Nevertheless these anti-
bodies, when tested in humanized mice or macaque models by
passive antibody transfer, impart effective immunity to challenge
with HIV-1 or simian/human chimeric immunodeficiency viruses
(Mascola et al., 1999, 2000; Parren et al., 2001; Mascola, 2003;
Veazey et al., 2003; Hessell et al., 2009a,b; Balazs et al., 2011),
indicating the potential for their use as targets for re-elicitation
by rationally designed vaccines (reviewed in Walker and Burton,
2010; Kwong et al., 2011). Thus, substantial interest has focused on
understanding human antibodies that effectively neutralize diverse
strains of HIV-1.

A number of techniques have recently been applied to identi-
fication of such antibodies. These methods – including antigen-
specific B cell sorting (Scheid et al., 2009; Wu et al., 2010) and
direct assessment of neutralization by antibodies secreted from
individually sorted B cells (Walker et al., 2009, 2011), each cou-
pled to single B cell sequencing techniques – have so far yielded
dozens of broadly HIV-1-neutralizing antibodies. These antibod-
ies represent an extraordinarily sparse sampling of the humoral
immune response, which typically generates roughly a billion new
B cells in a healthy individual each day. We therefore asked whether
the revolutionary new capabilities of next-generation sequenc-
ing (Mardis, 2008a,b; Boyd et al., 2010; Hawkins et al., 2010)
and computational science could expand this sampling to gen-
erate a more complete understanding of the humoral immune
response. In principle, memory B cells contain a persistent record
of the antibody response to infection. As memory B cells are
readily attained from blood, they provide a convenient means to
access the antibody record, with B cell transcripts in peripheral
blood mononuclear cells (PBMCs) providing a genetic repre-
sentation. Using three antibodies, PGT135–137 from Protocol
G donor 39 (Walker et al., 2011) as an example, we used 454
pyrosequencing of PCR-amplified heavy- and light-chain tran-
scripts to capture a more comprehensive genetic record. We used
bioinformatics approaches to interrogate this record, to identify
populations of neutralizing antibodies, and to characterize their
ontogenies. We link these ontogenies to the natural mechanisms
of B cell development to provide a view of how somatic popula-
tions of antibodies engender a diverse immunological response to
infection.

MATERIALS AND METHODS
HUMAN SPECIMENS
The PBMCs of the HIV-1 infected donor 39 were obtained
from the International AIDS Vaccine Initiative (IAVI) protocol
G. The same sample was used to isolate broadly neutralizing
antibodies PGT135–137 (Walker et al., 2011). Human peripheral

blood samples were collected after obtaining informed consent
and appropriate Institutional Review Board (IRB) approval.

SAMPLE PREPARATION FOR 454 PYROSEQUENCING
Ten previously described heavy-chain plasmids with known
sequences (Wu et al., 2011) were selected to assess 454 pyrose-
quencing error. Ten plasmids (100 ng each) were combined in
35 µl water, and 1 µl of the ten-plasmid combination was used
to template polymerase chain reactions (PCRs). The heavy and
kappa chain PCR samples for 454 pyrosequencing from donor 39
were prepared as described (Wu et al., 2011) with minor modifica-
tions. Briefly, mRNA was extracted from 20 million PBMCs into
200 µl of elution buffer (Oligotex kit, Qiagen), then concentrated
to 10–30 µl by centrifuging the buffer through a 30 kD micron
filter (Millipore). The reverse transcription was performed in one
or multiple 35 µl-reactions, each composed of 13 µl of mRNA,
3 µl of oligo(dT)12–18 at 0.5 µg/µl (Invitrogen), 7 µl of 5× first
strand buffer (Invitrogen), 3 µl of RNase Out (Invitrogen), 3 µl of
0.1 M DTT (Invitrogen), 3 µl of dNTP mix (each at 10 mM), and
3 µl of SuperScript II (Invitrogen). The reactions were incubated
at 42˚C for 2 h. The cDNAs from each reaction were combined,
applied to the NucleoSpin Extract II kit (Clontech), and eluted
in 20 µl of elution buffer. In this way, 1 µl of the cDNA com-
prised transcripts from 1 million PBMCs. The immunoglobulin
gene family-specific PCR was set up in a total volume of 50 µl,
using 1 µl of the heavy-chain plasmid mix or 5 µl of the cDNA
as template (equivalent of transcripts from 5 million PBMCs).
The DNA polymerase systems used was the Platinum Taq High-
Fidelity (HiFi) DNA Polymerase System (Invitrogen). According
to the instructions of the manufacturer, the reaction mix was com-
posed of water, 5 µl of 10× buffer, and 1 µl of supplied MgSO4,
2 µl of dNTP mix (each at 10 mM), 1–2 µl of primers (Table S1
in Supplementary Material) at 25 µM, and 1 µl of Platinum Taq
HiFi DNA polymerase. The primers each contained the appro-
priate adaptor sequences (XLR-A or XLR-B) for subsequent 454
pyrosequencing. The PCRs were initiated at 95˚C for 30 s, followed
by 25 cycles of 95˚C for 30 s, 58˚C for 30 s, and 72˚C for 1 min, then
incubated at 72˚C for 10 min. The PCR products at the expected
size (∼500 bp) were gel extracted and purified (Qiagen), followed
by further phenol/chloroform purification.

454 PYROSEQUENCING AND LIBRARY PREPARATION
The 454 pyrosequencing was carried out as described previously
(Wu et al., 2011). Briefly, PCR products were quantified using
Qubit (Life Technologies, Carlsbad, CA, USA). Library concentra-
tions were determined using the KAPA Biosystems qPCR system
(Woburn, MA, USA) with 454 pyrosequencing standards provided
in the KAPA system. Pyrosequencing of the PCR products was
performed on a GS FLX sequencing instrument (Roche-454 Life
Sciences, Bradford, CT, USA) using the manufacturer’s suggested
methods and reagents. Initial image collection was performed on
the GS FLX instrument and subsequent signal processing, qual-
ity filtering, and generation of nucleotide sequence and quality
scores were performed on an off-instrument linux cluster using
454 application software (version 2.5.3). The amplicon quality
filtering parameters were adjusted based on the manufacturer’s
recommendations (Roche-454 Life Sciences Application Brief No.
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001-2010). Quality scores were assigned to each nucleotide using
methodologies incorporated into the 454 application software to
convert flowgram intensity values to Phred-based quality scores
and as described (Brockman et al., 2008). The quality of each run
was assessed by analysis of internal control sequences included in
the 454 pyrosequencing reagents. Reports were generated for each
region of the PicoTiterPlate (PTP) for both the internal controls
and the samples.

BIOINFORMATICS ANALYSIS OF 454 PYROSEQUENCING-DETERMINED
ANTIBODY SEQUENCES
Our previously described bioinformatics pipeline (Wu et al., 2011)
was refined and currently consists of five steps. Starting from
a 454 pyrosequencing-determined antibodyome, each sequence
read was (1) reformatted and labeled with a unique index number;
(2) assigned to variable (V ), diverse (D), and joining (J ) gene fam-
ilies and alleles using an in-house implementation of IgBLAST1,
and sequences with E-value > 10−3 for V gene assignment were
rejected; (3) subjected to a template-based error-correction pro-
cedure, in which 454 pyrosequencing homopolymer errors in V,
D, and J regions were detected based on the alignment to their
respective germline sequences. Note that only insertion and dele-
tion errors of less than three nucleotides were corrected. D and J
gene were corrected only when their gene assignment was reliable,
indicated by E-value < 10−3; (4) compared with the a set of tem-
plate antibody sequences at both nucleotide level and amino-acid
level using a global alignment module in CLUSTALW2 (Larkin
et al., 2007); (5) subjected to a multiple sequence alignment
(MSA)-based scheme to determine the third complementarity-
determining region (CDR H3 or L3), which was further compared
with a set of template CDR H3 or L3 sequences at nucleotide
level, and to determine the sequence boundary of variable domain.
For a large population of highly similar sequences, a “divide-and-
conquer” procedure could be used to derive a consensus sequence
to represent the population and to reduce random sequencing
errors. First, a clustering using BLASTClust (Altschul et al., 1997)
with a 95% sequence identity cutoff is performed on the sequence
population. Then, the largest cluster is divided into 10–50 sets,
for each of which a consensus can be derived from MSA. A final
consensus is obtained by averaging over the subset consensuses.

Intra-donor phylogenetic analysis use the same procedure as
cross-donor phylogenetic analysis, which has been described in
detail in previous study (Wu et al., 2011), except that the template
antibodies are from the same donor (intra-donor) rather than
added exogenously (cross-donor), and intra-donor phylogenetic
analysis is equally applicable to heavy and light chains. Briefly, the
computational procedure consists of an iterative analysis based
on the neighbor-joining (NJ) method (Kuhner and Felsenstein,
1994) implemented in CLUSTALW2 (Larkin et al., 2007) and a
final analysis based on the maximum-likelihood (ML) method
with molecular clock implemented in DNAMLK2 in the PHYLIP
package v3.693. In the NJ-based analysis, donor sequences of
a particular germline origin were first randomly shuffled and

1http://www.ncbi.nlm.nih.gov/igblast/
2http://evolution.genetics.washington.edu/phylip/doc/dnamlk.html
3http://evolution.genetics.washington.edu/phylip.html

divided into subsets of no more than 5,000 sequences. Then,
PGT135–137 and respective germline sequence, IGHV4-39∗07 for
heavy chain and IGKV3-15∗01 for light chain, were added to each
subset. A NJ tree was constructed for each subset using the “Phy-
logenetic trees” option in CLUSTALW2 (Larkin et al., 2007). The
donor sequences that clustered in the smallest branch that contains
PGT135–137 were extracted from each NJ tree and combined into
a new data set for the next round of analysis. The analysis was
repeated until convergence, where all the donor sequences resided
within a subtree containing PGT135–137 and no other sequences
resided between this subtree and the root, and where further repeat
of the analysis did not change the NJ tree. The ML-based analy-
sis was used to confirm the intra-donor dendrogram derived from
the NJ-based analysis. Starting from the data set obtained from the
last iteration of NJ analysis, the MSA generated by CLUSTALW2
(Larkin et al., 2007) was provided as input to construct a phylo-
genetic tree using DNAMLK. Usually, any sequences outside the
ML-defined subtree were discarded, but in this study we tested
light chains identified by NJ method but immediately outside the
rooted ML-defined PGT135–137 subtree. The displayed phyloge-
netic trees were generated using Dendroscope (Huson et al., 2007),
ordered to ladderize right and rooted at the germline genes.

A description of the antibodyomics software (Antibody-
omics1.0) utilized in this paper is being prepared for publication.

ANTIBODY EXPRESSION AND PURIFICATION
Antibody production followed previously described procedures
(Wu et al., 2011). Briefly, sequences were selected using the respec-
tive bioinformatics procedure and checked for sequencing errors
using an automatic error-correction procedure followed by man-
ual inspection. The corrected antibody sequences were synthesized
(GenScript USA Inc. and Blue Heron Biotech, LLC.) and cloned
into the CMV/R expression vector (Barouch and Nabel, 2005) con-
taining the constant regions of IgG1. All synthesized heavy chains
were paired with PGT137 light-chain DNA, and synthesized light
chains were paired with PGT137 heavy-chain DNA for transfec-
tion. Full-length IgGs were expressed from transient transfection
of 293F cells and purified using a recombinant protein-A column
(Pierce).

HIV-1 NEUTRALIZATION
Neutralization was measured using HIV-1 Env-pseudoviruses to
infect TZM-bl cells as described (Li et al., 2005; Wu et al., 2009;
Seaman et al., 2010). Neutralization curves were fit by non-linear
regression using a five-parameter hill slope equation as described
(Seaman et al., 2010). The 50% and 80% inhibitory concentra-
tions (IC50 and IC80) were reported as the antibody concentrations
required to inhibit infection by 50% and 80% respectively.

RESULTS
Experiments involving both sequencing technologies and compu-
tational analyses are described. Because variable region transcripts
of antibodies are over 300 nucleotides in length and because
the high similarity between different antibody transcripts pre-
cludes assembly of full sequences from fragments, we used 454
pyrosequencing, which is currently one of the few next-generation
sequencing technologies to provide reads of sufficient length
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FIGURE 1 | Sequence variation as a consequence of 454 pyrosequencing
for ten plasmid-control antibodies. To quantify sequencing error, ten
antibodies, input as purified plasmid DNA, were subjected to 454
pyrosequencing. Tested plasmid antibodies included VRC01, VRC03,
VRC-PG04, VRC-CH31, VRC-CH33, a codon-optimized version of inferred,
reverted unmutated ancestor of VRC-PG04 (termed VRC-PG04cog),
gVRC-H3d74, gVRC-H6d74, gVRC-H12d74, and gVRC-H15d74. Heavy chain
sequences are plotted as a function of sequence identity to the plasmid

antibody (vertical axes) and of sequence divergence from their germline gene
allele, IGHV1-2∗02 (horizontal axes). The sequencing data used for
divergence/identity analysis was processed by the standard bioinformatics
pipeline without the error-correction step. Color coding indicates the number
of sequences. For VRC01 and VRC03, additional contour plots displaying the
estimated mutational error range (one root-mean-square deviation, 1.38% for
VRC01 group and 1.26% for VRC03 group) have been shaded red around the
input antibody.

(Reddy et al., 2009; Reddy and Georgiou, 2011; Wu et al., 2011).
However, 454 pyrosequencing is known to suffer from high error
rates (Prabakaran et al., 2011). We therefore begin by characteriz-
ing the accuracy of 454 pyrosequencing applied to a set of plasmid
standards consisting of known HIV-neutralizing antibodies. We
then describe 454 pyrosequencing of antibody heavy-chain tran-
scripts from donor 39 (Walker et al., 2011), and analyze these data
bioinformatically and functionally. We follow this with a similar
analysis of donor 39 light-chain transcripts.

CHARACTERIZATION OF 454 PYROSEQUENCING ERRORS ON ANTIBODY
TRANSCRIPTS
To investigate the extent of 454 pyrosequencing errors on the
antibodyome analysis, we carried out a sequencing experiment
on the heavy chains of 10 selected antibodies (Wu et al., 2011),
including five from B cell sorting-based isolation, VRC01, VRC03,
VRC-PG04, VRC-CH31, and VRC-CH33, one codon-optimized

version of inferred reverted unmutated ancestor of VRC-PG04
(termed VRC-PG04cog), and four identified from previous 454
pyrosequencing study, gVRC-H3d74, gVRC-H6d74, gVRC-H12d74,
and gVRC-H15d74. The plasmid sequencing data was processed
with the same bioinformatics pipeline used for donor sequenc-
ing data (Figure S1 in Supplementary Material). Sequence reads
were subjected to an error-correction procedure, which was aimed
to fix deletion and insertion errors that cause protein translation
problems (see Materials and Methods). Results obtained with and
without error correction were compared to examine the effect of
error correction on observed sequence variation.

A divergence/identity analysis was first carried out on the 10
plasmid data set, obtained without (Figure 1) and with error
correction (Figure S2 in Supplementary Material). Since diver-
gence and identity were calculated at the nucleotide level, error
correction appeared to have little effect on the sequence distri-
bution. Ideally, if the 454 pyrosequencing did not produce any
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Table 1 | Percent sequence-identity matrix of 10 plasmid antibody heavy-chain variable domains tested by 454 pyrosequencing.

VRC01 VRC03 VRC-PG04 VRC-CH31 VRC-CH33 VRC-PG04cog gVRC-H3d74 gVRC-H6d74 gVRC-H12d74 gVRC-H15d74

VRC01 100.0 63.8 60.5 60.1 60.8 60.7 61.2 56.4 61.3 60.2

VRC03 69.1 100.0 62.7 56.0 61.8 59.6 62.2 59.9 62.7 62.5

VRC-PG04 62.5 59.7 100.0 61.3 60.6 67.5 68.0 68.7 95.7 95.3

VRC-CH31 65.3 56.4 64.3 100.0 91.3 63.4 68.8 61.9 65.6 63.0

VRC-CH33 65.8 62.3 63.2 91.3 100.0 64.5 66.9 60.9 63.7 62.2

VRC-PG04cog 62.0 56.4 66.4 59.5 60.6 100.0 62.5 61.7 65.9 63.8

gVRC-H3d74 64.2 60.8 69.1 66.7 64.9 64.5 100.0 64.9 68.5 66.7

gVRC-H6d74 62.0 61.3 73.3 62.8 61.8 66.7 68.0 100.0 72.3 71.9

gVRC-H12d74 63.1 59.7 95.7 62.3 60.8 66.9 67.5 67.7 100.0 93.5

gVRC-H15d74 63.6 61.3 97.6 61.6 60.8 66.4 67.2 69.2 95.7 100.0

The heavy-chain variable domains of 10 antibodies were sequenced by 454 pyrosequencing, including VRC01, VRC03, VRC-PG04, VRC-CH31, VRC-CH33, a codon-

optimized version of inferred reverted unmutated ancestor of VRC-PG04 (termed VRC-PG04cog), and four neutralizing antibodies whose heavy-chain variable domains

were identified from donor 74 in a previous study (Wu et al., 2011) – gVRC-H3d74, gVRC-H6d74, gVRC-H12d74, and gVRC-H15d74.The diagonal values, circled and all 100%,

separate the upper- and lower-triangular portions of the matrix, which differ in how the sequence identity was calculated, specifically, which sequence was used as

the “template” and which as the “query”, as the differing sequences have different lengths.

errors, especially mutations, the distribution – irrespective of
the antibody being used as template – would yield, on diver-
gence/identity plots, 10 discrete points, each corresponding to
one of the input sequences. In contrast, divergence/identity plots
revealed broad islands centered around each of these 10 antibody
sequences (Figure 1). The shape and area of each island provide
a visual representation of the extent of the 454 pyrosequenc-
ing errors. As shown in Table 1, 5 of the 10 antibodies – those
with an identity gap of 25% or greater to the next most closely
related sequence – were easily distinguished from each other, while
other more closely related variants, e.g., VRC-CH31 and VRC-
CH33, overlapped (Figure 1). Based on identity considerations
(Table 1) and the scope of each island in divergence/identity
plots (Figure 1), a single cutoff of 75% was applied to group
454 pyrosequencing-determined sequences for VRC01, VRC03,
VRC-PG04cog, gVRC-H3d74, and gVRC-H6d74.

Each of these five 454 pyrosequencing-determined sequence
groups was analyzed for mutations, insertions, and deletions
relative to the input plasmid sequence, as well as total num-
ber of reads and their redundancy (Table 2). For four of the
plasmids ∼50,000 reads were obtained; for gVRC-H6d74, how-
ever, only about one fourth as many were obtained, which may
relate to a lower efficiency of the primer used for gVRC-H6d74.
In terms of redundancy, for three of the plasmids between one
fifth and one half of the reads were identical to the input plas-
mid, whereas for VRC01 and gVRC-H6d74, only a small fraction
(<1 and <10%) of the reads were identical to the input plas-
mid, a result of insertions in most of the sequences. Note that
after error correction, 20–3254 more sequences became identi-
cal to the input antibodies (Table 2). Overall, for an antibody of
typical length, ∼5-nucleotide mutations were observed between
454 pyrosequencing reads and corresponding input sequences.
Error correction appeared to cause an increased count of muta-
tion errors while decreasing insertion and deletion errors that
produce stop codons and nonsense codons in protein transla-
tion. Currently used correction procedure was able to improve
the identity of translated protein sequence to respective germline

gene by an average of 14.1% (Figures S1C,D in Supplementary
Material).

We then examined the accuracy of bioinformatically selected
representative sequences for these five antibody groups. Note
that all these sequences have been subjected to a template-based
error-correction procedure in the pipeline processing. A “divide-
and-conquer”procedure (See Materials and Methods) was used for
sequence calculation. Remarkably, the representative sequence was
100% identical to the“true”sequence used as input for 454 pyrose-
quencing for VRC-PG04cog, gVRC-H3d74, and gVRC-H6d74, while
having one 1-nucleotide deletion and two 1-nucleotide insertions
for VRC01 and VRC03, respectively. None had mutation errors.
Such consensus-based sequence picking procedure may prove use-
ful in the cases where a population of closely related sequences is
observed on the divergence/identity plot, as indicated by a densely
populated island.

454 PYROSEQUENCING OF DONOR 39 IGHV4 FAMILY AND
BIOINFORMATICS ANALYSIS OF HEAVY CHAINS
We next performed 454 pyrosequencing of PGT135–137-related
heavy-chain transcripts from donor 39 PBMCs. mRNA from
∼5 million PBMCs was used for reverse transcription to pro-
duce template cDNA, and PCR was used to amplify IgG and
IgM heavy-chain sequences from the IGHV4 family using for-
ward primers that overlapped the end of the V gene leader
sequence and the start of the V region and reverse primers cover-
ing the start of the constant domain (Table S1 in Supplementary
Material).

Next-generation pyrosequencing provided 918,298 reads,
which were processed with a bioinformatics pipeline that involved
assignment of germline origin genes, 454 pyrosequencing-error
correction, and extraction of CDR H3 regions for lineage assign-
ment. Overall about 85.3% of the raw reads spanned over 400
nucleotides, covering the entire variable domain. After compu-
tational assignment of V, D, and J gene components, 142,842
sequences were assigned to IGHV4-39 germline family, account-
ing for ∼16% of the expressed VH4 antibodyome. Each sequence
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Table 2 | Statistical analysis of 454 pyrosequencing-induced errors for five plasmid antibodies.

Antibody Length (nt) NSeq N Iden Unnormalized Normalized (per 100 nt)

RMSMut (nt) RMSIns (nt) RMSDel (nt) RMSMut (nt) RMSIns (nt) RMSDel (nt)

NO ERROR CORRECTION

VRC01 363 47542 289 5.0 2.2 1.7 1.38 0.61 0.47

VRC03 390 53734 12309 4.6 4.1 0.9 1.18 1.05 0.23

VRC-PG04cog 369 43718 21281 5.0 1.7 0.5 1.36 0.46 0.14

gVRC-H3d74 381 53147 19843 6.3 1.9 1.1 1.65 0.50 0.29

gVRC-H6d74 399 13639 1013 6.4 2.8 1.6 1.60 0.70 0.40

WITH ERROR CORRECTION

VRC01 363 47542 334 5.8 1.9 1.2 1.60 0.52 0.33

VRC03 390 53734 12948 4.7 4.0 0.9 1.21 1.03 0.23

VRC-PG04cog 369 43718 22021 5.1 1.6 0.4 1.38 0.43 0.11

gVRC-H3d74 381 53147 23097 6.5 1.7 0.9 1.71 0.45 0.24

gVRC-H6d74 399 13639 1033 6.6 2.7 1.5 1.65 0.68 0.38

Columns include antibody name, nucleotide-sequence length of antibody heavy-chain variable domain, number of 454 pyrosequencing-determined heavy-chain

variable-domain sequences for this antibody, number of sequences 100% identical to the sequenced antibody heavy-chain variable-domain, root-mean-square (RMS)

fluctuation of 454 pyrosequencing-induced mutations, insertions, and deletions with respect to the input antibody sequence, and their values after normalization by

a length of 100 nucleotides.

As shown in the percent sequence identity matrix inTable 1 and the divergence/identity plots in Figure 1, only five antibodies can be distinguished from others using

a single sequence identity cutoff. After mapping the 454 pyrosequencing-determined heavy-chain variable-domain sequences onto 10 plasmid antibodies, a single

cutoff of 75% was applied to extract sequences corresponding to VRC01, VRC03, VRC-PG04cog, gVRC-H3d74, and gVRC-H6d74, respectively.

RMSMut, RMSIns, and RMSDel were calculated using the formula:

RMSX =

√
NSeq∑

i

(Xi−X)
2

NSeq
,

X denotes the type of sequencing error to be characterized, mutation (Mut), insertion (Ins), and deletion (Del), respectively; X denotes the averaged sequencing error;

NSeq denotes the total number of sequences within a given antibody group.

The RMS values were normalized using RMSnormalized =RMSunnormalized/lenghunnormalized ×100 to take into account the difference in sequence length.

was subjected to an automatic error-correction scheme. For donor
39 heavy chains, the correction procedure improved the accuracy
of protein translation, measured by protein sequence identity to
inferred gemline gene, by an average of 20.4%. The results for
pipeline processing of heavy-chain data set are listed in Figure S3
in Supplementary Material.

First, germline family analyses were performed using two stan-
dard methods – IMGT (Brochet et al., 2008) and IgBLAST (see
text footnote 1; Table 3). These analyses assigned PGT135–137
gene origins to IGHV4-39 with two possible alleles (∗03 or ∗07),
to three potential D genes, and the J gene IGHJ5∗02. An analysis
of the third complementarity-determining region of the heavy
chain (CDR H3) showed 80–90% sequence identity between
PGT135–137, suggestive of a common lineage. The likely clonal
origin of PGT135–137 indicates that they will all have the same
V(D)J origin, with the different origin gene assignments by IMGT
and IgBLAST likely due to their high divergence of ∼20% from
ancestral gene.

Second, a divergence/identity analysis of 454 pyrosequencing-
derived sequences assigned to IGHV4-39 origin was performed
(Figure 2). The IGHV4-39-related sequences revealed a maxi-
mum divergence of 30.4% and an average divergence of 7.7% from
germline. An island of sequences was observed at ∼90% identity
to PGT137 with divergence of 20–25% from VH4-39, indicative
of PGT137-related antibodies with similar evolutionary distance
from the origin.

Third, intra-donor phylogenetic analysis (see Materials and
Methods) was applied to identify the somatic variants of
PGT135–137 from the donor 39 heavy-chain sequencing data.
In this analysis, a set of clonally related template antibodies is
used to interrogate sequences from the same donor using phylo-
genetic analysis. Phylogenetic analysis, using a tree rooted by the
inferred germline gene IGHV4-39∗07, produced a ML dendro-
gram with 202 heavy-chain variable-domain sequences identified
by their co-segregation with PGT135–137 (Figure 3). Most of the
intra-donor-identified sequences clustered with PGT137, and one
sequence clustered with PGT136.

Fourth, CDR H3 variation was analyzed for the 202 PGT135–
137-related heavy-chain variable-domain sequences. One hun-
dred seven were found to have identical CDR H3 sequences, as the
same as the nucleotide-sequence consensus. With a maximum of
five mutations from the consensus, the average CDR H3 variation
was 1.2, indicative of a rather conserved signature of PGT135–137
lineage.

PGT135–137 SOMATIC HEAVY-CHAIN POPULATIONS AND FUNCTIONAL
CHARACTERIZATION
To gain insight into the functional diversity of the antibodies
identified by 454 pyrosequencing and bioinformatics methods, a
clustering procedure was used to analyze the 202 identified heavy
chains and to select representative sequences for further charac-
terization. We used BLASTClust (Altschul et al., 1997) clustering
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Table 3 | Recombination origins of antibodies PGT135–137.

Antibody V gene (SeqIDtogerm) D gene J gene (SeqIDtogerm) SeqIDtoPGT135

HEAVY CHAIN (CDR H3 LENGTH=18)

PGT135 IGHV4-39*07 (81.4%) IGHD3-9*01 IGHJ5*02 (72.0%) 100.0%

PGT136 IGHV4-39*07 (82.1%) IGHD2-8*02 IGHJ5*02 (78.0%) 83.0%

PGT137 IGHV4-39*03 (77.2%) IGHD2-15*01 IGHJ5*02 (78.0%) 82.0%

LIGHT CHAIN (CDR-L3 LENGTH=9)

PGT135 IGKV3-15*01 (82.4%) – IGKJ1*01 (94.3%) 100.0%

PGT136 IGKV3-15*01 (86.4%) – IGKJ1*01 (97.1%) 84.4%

PGT137 IGKV3-15*01 (87.8%) – IGKJ1*01 (97.1%) 85.0%

V, D, and J gene components of PGT135–137 were determined by two servers: IgBLAST (http://www.ncbi.nlm.nih.gov/igblast/) and IMGT/V-Quest

(http://www.imgt.org/IMGT_vquest/vquest).

SeqIDtogerm is the nucleotide-sequence identity with respect to the germline gene.

SeqIDtoPGT135 is the nucleotide-sequence identity with respect to PGT135.

FIGURE 2 | Repertoire of donor 39 heavy-chain variable-domain
sequences of IGHV4-39 origin determined by 454 pyrosequencing. After
processing by a standard bioinformatics pipeline (see Materials and
Methods), 1,41,298 full-length, heavy-chain variable-domain sequences from
IGHV4-39 germline family were obtained. These are plotted as a function of

sequence identity to the heavy-chain variable domain of PGT135 (A), PGT136
(B), and PGT137 (C) and of sequence divergence from inferred IGHV4-39
germline allele. Color coding indicates the number of sequences. The
10%-identity gap indicates that the sequences within the upper island in 2C
are somatic variants of PGT137 and not caused by sequencing errors.

function and an identity cutoff of 95% to sample the natural
variation. We chose this cutoff to be greater than the ∼1.6%
“false” sequence variation induced by 454 pyrosequencing errors
(Table 2). A total of 15 clusters emerged. In the BLASTClust

output, the first sequence of each cluster was selected to“represent”
the cluster (Figure 4A) and were synthesized and reconstituted
with the PGT137 light chain for functional assessment of HIV-1
neutralization, which was carried out on two viruses sensitive
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FIGURE 3 | Evolutionary similarity of PGT135–137 to donor 39
heavy-chain variable-domain sequences. Germline-rooted
maximum-likelihood tree of PGT135–137 and 202 sequences identified by the
iterative intra-donor phylogenetic analysis of donor 39 heavy-chain variable
domain sequences determined by 454 pyrosequencing. The iterative

intra-donor phylogenetic analysis was based on an implementation of
neighbor-joining (NJ) method. Collapsed branches are indicated by Collapse
{N: M}, in which N is the branch depth (number of intermediate nodes) and M
is the number of sequences within the branch. All sequences are on the
PGT137 branch except for 174091, which is somatically related to PGT136.
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FIGURE 4 | Sequence selection for functional characterization of heavy
chains from donor 39. (A) Divergence/identity analysis of 15 heavy-chain
variable-domain sequences obtained from the clustering analysis of 202
sequences identified by intra-donor phylogenetic analysis. Sequences of
IGHV4-39 origin are plotted as a function of sequence identity to PGT137
heavy chain and sequence divergence from inferred germline allele, with 15
selected sequences shown as black triangles and their amino-acid consensus
as red triangle. (B) Percent population of 15 clusters obtained using a

sequence identity cutoff of 95%. Each cluster is indicated by its
representative sequence. “Frequency” refers to the total number of
sequences observed for each cluster. (C) Protein sequences of 15 cluster
representatives and their amino-acid consensus. Sequences are aligned to
the inferred germline gene, IGHV4-39∗07. Framework regions (FR) and
complementarity-determining regions (CDRs) are based on Kabat
nomenclature. Amino acids mutated from the germline gene are shown
in red.

to PGT135–137 antibodies. Out of 15 tested heavy-chain vari-
able domain sequences, when paired with PGT137 light chain, 11
reconstituted antibodies showed neutralization to different extents
(Table 4).

The two largest clusters, with 136 and 46 sequences, respec-
tively, accounted for ∼90% of the sequences (Figure 4B), while
10 of the 15 clusters contained only a single member. A consensus
sequence (ConsAA), calculated from the alignment of 15 repre-
sentative sequences (Figure 4C), was also synthesized. Notably,
the reconstituted amino-acid consensus displayed neutralization
almost on par with wild-type PGT137 (Table 4).

Despite their apparent clonality, the clustering procedure
reveals 15 clusters. The topology of the dendrogram pro-
duced from phylogenetic analysis indicates that these 15

clusters represent populations of somatically related antibodies
evolving along distinct branches by standard mechanisms of
hypermutation (Figure 3). We analyzed these 15 somatic pop-
ulations for prevalence of mutations, insertions, and deletions
(Table S2 in Supplementary Material). Note that the represen-
tative sequence of cluster 1 (#844305) contained two insertions
in the CDR H3 region which were not seen in other members
of the cluster, suggesting that these insertions might be sequenc-
ing errors. Indeed, this heavy chain could not be expressed when
reconstituted with PGT137 light chain. We also analyzed each of
these populations by divergence/identity plot (Figure 5). Overall,
sequences chosen to represent the 15 somatic populations showed
diverse neutralization characteristics (Table S2 in Supplementary
Material). Some antibodies, for example from clusters 2, 3, 14, and
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Table 4 | Neutralization titers of 21 chimeric antibodies derived from 454 pyrosequencing of donor 39 against HIV-1 pseudoviruses from clade A

and clade D.

Seq. index Nab name Neutralization IC50 titers (µg/ml) Neutralization IC80 titers (µg/ml)

RW020.2 UG024.2 MuLV RW020.2 UG024.2 MuLV

HEAVY-CHAIN VARIANT PAIRED WITH PGT135 LIGHT CHAIN

124635 gVRC-H1d39 0.005 0.021 >50 0.022 0.107 >50

865591 gVRC-H2d39 0.004 0.017 >48 0.016 0.08 >48

367624 gVRC-H3d39 0.009 0.253 >50 0.044 1.41 >50

917335 gVRC-H4d39 0.003 0.243 >50 0.015 3.41 >50

736494 gVRC-H5d39 0.003 0.458 >50 0.021 4.18 >50

442262 gVRC-H6d39 0.409 18.4 >50 12.8 >50 >50

729986 gVRC-H7d39 2.31 >50 >50 >50 >50 >50

900425 – >50 >50 >50 >50 >50 >50

174091 gVRC-H8d39 >50 0.02 >50 >50 0.072 >50

673138 gVRC-H9d39 1.49 1.86 >50 23.6 11.5 >50

444070 gVRC-H10d39 0.008 0.027 >50 0.03 0.138 >50

ConsAA gVRC-H11d39 0.003 0.016 >50 0.012 0.08 >50

LIGHT-CHAIN VARIANTS PAIRED WITH PGT137 HEAVY CHAIN

107548 gVRC-L1d39 0.0007 0.008 >50 0.006 0.036 >50

219622 – >50 >50 >50 >50 >50 >50

210137 – >50 >50 >50 >50 >50 >50

215528 – >50 >50 >50 >50 >50 >50

425756 gVRC-L2d39 <0.0006 0.007 >50 0.004 0.033 >50

121553 gVRC-L3d39 0.04 0.423 >50 0.245 2.16 >50

303540 gVRC-L4d39 0.075 1.11 >50 0.841 6.61 >50

378597 gVRC-L5d39 0.03 0.375 >50 0.167 1.26 >50

521298 – >50 >50 >50 >50 >50 >50

537707 gVRC-L6d39 0.012 0.115 >50 0.057 0.436 >50

WILD-TYPE PGT135–137 ANTIBODIES AND VRC01 ANTIBODY AS CONTROLS

PGT135 PGT135 >50 0.002 >50 >50 0.007 >50

PGT136 PGT136 >50 0.008 >50 >50 0.026 >50

PGT137 PGT137 0.001 0.007 >50 0.006 0.041 >50

VRC01 VRC01 0.157 0.207 >50 0.682 0.718 >50

Columns include sequence index (for heavy chains, the amino-acid consensus is denoted by “ConsAA”; for controls, the antibody name is used as sequence index),

neutralizing antibody name based on the nomenclature used in previous studies (Wu et al., 2011; Zhu et al., under review), neutralization IC50 and IC80 titers for viruses

RW020.2 (HIV-1 clade A), UG024.2 (HIV-1 clade D) and MuLV (murine leukemia virus). Two sets of chimeric antibodies, 22 in total, were expressed by pairing the 12

heavy chains derived from 454 pyrosequencing and the PGT137 light chain, and pairing the 10 light chains derived from 454 pyrosequencing and the PGT137 heavy

chain.

The wild-type mAbs PGT135–137 and wild-type VRC01 were included as controls.

MuLV stands for murine leukemia virus, which was included as a negative control.

“–” denotes expressed but non-neutralizing sequence after reconstituted with the PGT137-partner chain.

15 (gVRC-H1d39, gVRC-H2d39, gVRC-H9d39, and gVRC-H10d39),
neutralized clade A – RW020.2 and clade D – UG024.2 with
roughly equal potency. Some antibodies, for example from clusters
4, 5, 8, and 10 (gVRC-H3-H6d39), neutralized clade A-RW020.2
25-150-fold more potently than clade D. While the antibody from
cluster 13 (gVRC-H8d39) neutralized clade D – UG024.2 with at
least 100-fold greater potency than clade A. These results provide
an example for how somatically related antibodies can significantly
differ in their neutralization specificities. This begins to provide
insight into how populations of somatically related antibodies can
engender neutralization breadth significantly different than any
individual member.

454 PYROSEQUENCING OF DONOR 39 IGKV3 FAMILY AND
BIOINFORMATICS ANALYSIS OF LIGHT CHAINS
We next performed 454 pyrosequencing of PGT135–137-related
light-chain transcripts from donor 39 PBMCs. mRNA from ∼5
million PBMCs was used for reverse transcription to produce tem-
plate cDNA, and PCR was used to amplify light-chain sequences
from the IGKV3 family.

The 454 pyrosequencing provided 971,165 reads, which were
then processed using a pipeline adapted for κ-chain analysis. For
donor 39, about 83.3% of the raw reads were 400 nt or longer,
effectively covering the light-chain variable domain. After V and J
gene assignment, 91,951 sequences were determined to belong to
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FIGURE 5 | Divergence/identity analysis of heavy-chain
neutralization. (A) The expressed heavy-chain sequences color-coded
based on the neutralization potency of reconstituted antibodies, with
IC50 <1.0 for both viruses shown in red (effective neutralizers), IC50
>50.0 for both viruses in black (non-neutralizers), and other cases in gray

(weak neutralizers). The amino-acid consensus, when reconstituted with
PGT137 light chain, neutralized both viruses with an IC50 <1.0 and is
shown as a red hollow star. (B) The three largest clusters are displayed
on the enlarged divergence/identity plot, with 136, 46, and 7 members,
respectively.

IGKV3-15 germline family, accounting for 10% of the light chain
reads obtained. After error correction, the accuracy of protein
translation measured by the protein sequence identity to inferred
gemline gene was improved by an average of 16.5%. The results
for pipeline processing of light-chain data set are listed in Figure
S4 in Supplementary Material.

First, the recombination origins of PGT135–137 light chains
were analyzed (Table 3). PGT135–137 light chains were assigned
to the same germline V gene allele, IGKV3-15∗01, recombined
with the same J gene, IGKJ1∗01, supporting the notion that the dis-
crepancy in heavy-chain germline assignment was likely an artifact
caused by their high divergence.

Second, the divergence/identity analysis of 454 pyrosequencing-
derived sequences assigned to the IGKV3-15∗01 origin was

performed (Figure 6). The IGKV3-15∗01-related sequences
revealed a maximum divergence of 20.9% and an average diver-
gence of 6.3% from germline. Distinct sequence islands were
observed at ∼100% identity to PGT136 and 95% identity to
PGT137 – both with divergence of 10–15% from IGKV3-15∗01.
No distinct sequence island was observed that was closely related
to PGT135.

Third, to identify light-chain somatic variants, we performed
intra-donor phylogenetic analysis that combined an iterative NJ
procedure for the high-throughput screening of sequencing data,
and a ML calculation to confirm the NJ analysis and to provide
the final dendrogram (see Materials and Methods). Two methods
were usually in agreement, e.g., for donor 39 heavy chains, but dif-
fered here. The NJ-based analysis yielded 72 sequences within the
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FIGURE 6 | Repertoire of donor 39 light-chain variable-domain
sequences of IGKV3-15 origin determined by 454 pyrosequencing.
After processed by a standard bioinformatics pipeline, 87,229 full-length,
light-chain variable-domain sequences from IGKV3-15 germline family are

plotted as a function of sequence identity to the light-chain
variable-domain of PGT135 (A), PGT136 (B), and PGT137 (C) and of
sequence divergence from inferred IGKV3-15 germline allele. Color
coding indicates the number of sequences.

PGT135–137 subtree, whereas the subsequent ML-based analysis
retained 57 of the 72 sequences within the PGT135–137 subtree
(Figure 7), providing an example for functional characterization
of similar but somatically unrelated sequences.

PGT135–137 SOMATIC LIGHT-CHAIN POPULATIONS AND FUNCTIONAL
CHARACTERIZATION
By using the same 95% clustering procedure as for heavy chains,
14 light-chain clusters were identified from the phylogenetic tree.
Representative sequences were selected, also as described for heavy
chains, from the first 10 clusters for functional characterization
(Figure 8A). We analyzed these 10 clusters for prevalence of muta-
tions, insertions, and deletions (Table S3 in Supplementary Mater-
ial). The largest cluster, lying within the population of PGT137-like
sequences, contained 45 sequences or 63% of the subtree sequences
(Figure 8B). All selected light-chain sequences possessed CDR L3s
of the same length except for the sequences selected from the clus-
ters 2 and 3 (Figure 8C). Out of 10 tested light-chain variable
domain sequences, when reconstituted with the PGT137 heavy
chain, six antibodies – representing six sequence clusters – showed
neutralization of two HIV-1 strains from clade A and clade D.
Notably, two of the light chains (gVRC-L1d39 and gVRC-L2d39)

showed neutralization breadth slightly better than PGT135–137,
and the light-chain variants neutralized clade A about 10-fold
more effectively than the clade D (Table 4).

In contrast to the 454 pyrosequencing-identified heavy chains,
the six neutralizing light-chain clusters were not localized to a
single divergence/identity island (Figure 9). Indeed, neutraliza-
tion was observed with clusters from at least three diverse loca-
tions on the divergence/identity plot. Nevertheless, the topology
of the light-chain phylogenetic analysis indicates that these six
clusters represent populations of somatically related antibodies
(Figure 7).

DISCUSSION
Recently, select antibodies with the ability to neutralize diverse
strains of HIV-1 have been identified in HIV-1 infected donors
(Walker et al., 2009, 2011; Corti et al., 2010; Wu et al., 2010,
2011; Scheid et al., 2011). Like PGT135–137, antibodies from
these donors often appear to be clonally related, to possess similar
neutralization characteristics, and to cluster in a localized island
(or islands) on identity/diversity plots. These islands observed in
454 pyrosequencing-derived analyses are often nearby but rarely
overlap the few antibodies experimentally isolated from the same
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FIGURE 7 | Evolutionary similarity of PGT135–137 to donor 39
light-chain variable-domain sequences. Germline-rooted
maximum-likelihood tree of PGT135–137 and 72 sequences identified by
the iterative intra-donor phylogenetic analysis of donor 39 light-chain
variable-domain sequences determined by 454 pyrosequencing. The

iterative intra-donor phylogenetic analysis was based on an
implementation of neighbor-joining (NJ) method. Collapsed branches are
indicated by Collapse {N: M}, as in Figure 3. Sequences that are
immediately outside the maximum-likelihood-defined PGT135–137 subtree
are circled in blue dashed-line.

individual (even if they start with samples of exactly the same
time point, as we have done here with donor 39). The differences
between antibodies identified from sorting of memory B cells
or by 454 pyrosequencing of B cell transcripts suggest that the
experimental approaches may capture or sample different B cell
population. In addition to exploring differences in phenotype of
antibody identified by the two methods, we also explored differ-
ences related to the quantity of identified antibody. In particu-
lar, we ask whether the less-sparse view of the antibody reper-
toire provided by next-generation sequencing and systems-level
bioinformatics might provide insight into the diversity of the
antibody response.

With the heavy chains of PGT135–137, select sequences rep-
resenting 15 distinct populations, showed dramatically different
neutralization characteristics toward clade A and D viruses when
reconstituted with the same light chain from PGT137. With the
light chains of PGT135–137, select sequences representing 10
distinct populations were not localized to a discrete sequence
island, indicating substantial differences in identity and diversity
(Figure 8). Thus, even though these antibodies are somati-
cally related, both their neutralization and sequence character-
istics can diverge substantially (Table 4). These results demon-
strate the utility of next-generation sequencing, which pro-
vides a more comprehensive sampling of sequences, and of
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FIGURE 8 | Sequence selection for functional characterization of light
chains from donor 39. (A) Divergence/identity analysis of 10 light-chain
variable-domain sequences obtained from the clustering analysis of 72
sequences identified by intra-donor phylogenetic analysis. Sequences of
IGKV3-15∗01 origin are plotted as a function of sequence identity to
PGT137 light chain and sequence divergence from inferred germline allele,
with 10 selected sequences shown as black triangles. (B) Percent

population of 10 clusters obtained using a sequence identity cutoff of
95%. Each cluster is indicated by its representative sequence. (C) Protein
sequences of 10 cluster representatives. Sequences are aligned to the
inferred germline gene, IGKV3-15∗01. Framework regions (FR) and
complementarity-determining regions (CDRs) are based on Kabat
nomenclature. Amino acids mutated from the germline gene are shown
in red.

systems-level bioinformatics approaches, which enable these
data to be mined effectively. Overall, data-intensive methods
may be generally required to obtain true insight into ques-
tions of biological diversity such as the humoral immune
response.

Prior next-generation sequencing and bioinformatics analy-
ses have revealed the extraordinary genetic diversity of HIV-1
(Eriksson et al., 2008; Archer et al., 2009; Tsibris et al., 2009;
Fischer et al., 2010). These same methods are now beginning
to reveal the extraordinary diversity of antibodies generated in
response to HIV-1 infection (Wu et al., 2011). Although this
response appears to provide little benefit to the HIV-1-infected
host (Poignard et al., 1999), if similar responses could be generated
through vaccination, then in principle effective protection could
be achieved in the setting of initial infection (Burton, 2002;
Burton et al., 2004, 2005). The populations of antibodies we

identify here may provide broader protection than a monoclonal
member of the group. Furthermore, responses to infection or
vaccination would be expected to generate diverse populations
of antibodies, as we have shown here. Thus, population diver-
sity, even within a single antibody clone or lineage, is likely to
have a substantial impact on the effectiveness of the immune
response.

DATA DEPOSITION
Next-generation sequencing data from donor 39 (heavy and light
chains) and also for the 10 plasmid control have been deposited
in the National Center for Biotechnology Information Short
Reads Archives (SRA) under accession no. SRA055820. Informa-
tion deposited with GenBank includes the heavy- and light-chain
variable region sequences of genomically identified neutraliz-
ers: 10 heavy chains, gVRC-H1-10d39 (JX313021-30), amino-acid

Frontiers in Microbiology | Virology September 2012 | Volume 3 | Article 315 | 55

http://www.frontiersin.org/Virology
http://www.frontiersin.org/Microbiology
http://www.frontiersin.org/Virology/archive


Zhu et al. Somatic populations of HIV-1-neutralizing antibodies

FIGURE 9 | Divergence/identity analysis of light-chain
neutralization. (A) The expressed light-chain sequences color-coded
based on the neutralization potency of reconstituted antibodies, with
IC50 <1.0 for both viruses shown in red (effective neutralizers), IC50

>50.0 for both viruses in black (non-neutralizers), and other cases in
gray (weak neutralizers). (B) The three largest clusters are displayed on
the enlarged divergence/identity plot, with 45, 6, and 4 members,
respectively.

consensus heavy-chain gVRC-H11d39 (JX444560), and 6 light
chains, gVRC-L1-6 d39 (JX313030-36).
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Virus replication in the host proceeds by chains of interactions between viral and
host proteins. The interactions are deeply influenced by host immune molecules and
anti-viral compounds, as well as by mutations in viral proteins. To understand how these
interactions proceed mechanically and how they are influenced by mutations, one needs
to know the structures and dynamics of the proteins. Molecular dynamics (MD) simulation
is a powerful computational method for delineating motions of proteins at an atomic-scale
via theoretical and empirical principles in physical chemistry. Recent advances in the
hardware and software for biomolecular simulation have rapidly improved the precision
and performance of this technique. Consequently, MD simulation is quickly extending the
range of applications in biology, helping to reveal unique features of protein structures that
would be hard to obtain by experimental methods alone. In this review, we summarize the
recent advances in MD simulations in the study of virus–host interactions and evolution,
and present future perspectives on this technique.

Keywords: MD simulation, viral protein, three-dimensional structure, protein dynamics, coarse-grained MD

INTRODUCTION
Proteins fluctuate spontaneously in solution (Ishima and Torchia,
2000). Accumulating evidence indicates that such fluctuations
play key roles in the specific functions of proteins, such as cat-
alytic reactions of enzymes (Nicholson et al., 1995; Lu et al.,
1998; Eisenmesser et al., 2005; Henzler-Wildman et al., 2007;
Abbondanzieri et al., 2008), interactions with other biomolecules
(Thorpe and Brooks, 2007), and biomolecular motors and pumps
(Astumian, 1997). Multiple experimental methods are available
to characterize the protein dynamics (Figure 1). However, it is
usually difficult to delineate motions of proteins at an atomic
scale.

MD SIMULATION IN BIOLOGY
OUTLINE
Molecular dynamics (MD) simulation is a computational method
to address the above issue (Figure 1) (Henzler-Wildman and
Kern, 2007; Dror et al., 2010). This technique enables us to calcu-
late movements of atoms in a molecular system, such as proteins
in water, by numerically solving Newton’s equations of motions
(Karplus and Petsko, 1990; Adcock and McCammon, 2006). In a
simple molecular system, all atoms and covalent bonds connect-
ing the atoms are assumed to be the charged spheres and springs,
respectively. Parameters of mathematical functions describing the
potential energy of a system, termed the “force field,” are set
to simulate the movements of atoms and molecules. Frequently
used force fields for proteins, such as the “AMBER” (Pearlman
et al., 1995; Case et al., 2005) and “CHARMM” (Brooks et al.,
2009) force fields, have the formulae of covalent bonds, angles,
dihedrals, van der Waals, and electrostatic potentials.

PERFORMANCE AND CONSISTENCY WITH EXPERIMENTAL DATA
Application of MD simulation in the field of protein chemistry
was first reported in 1977 (McCammon et al., 1977). Since then,
the performance of this technique have been quickly improved
quantitatively and qualitatively along with the rapid advances in
hardware and software on biomolecular simulation (Lindorff-
Larsen et al., 2012). The results of MD simulation are critically
influenced by the force fields (Lindorff-Larsen et al., 2012). The
qualities of parameters in the force fields, especially for dihedrals
and electrostatic potentials, have been improved quantitatively
and qualitatively over time by introducing improved approxi-
mation to the quantum ground-state potential energy surface.
Recently, eight different protein force fields were evaluated on
the basis of the consistency of simulations with the NMR data
(Lindorff-Larsen et al., 2012). The study demonstrates that the
most recent versions, while not perfect, provide results that are
highly consistent with the experimental data (Lindorff-Larsen
et al., 2012). In addition, explicit introduction of effects of the
solvation has contributed to the qualitative improvement for
the precision and performance of MD simulations (Adcock and
McCammon, 2006).

MD IN STRUCTURAL BIOLOGY
MD simulation currently allows us to investigate the structural
dynamics of proteins on timescales of nanoseconds to microsec-
onds, and will probably allow investigation to milliseconds in the
future (Figure 1) (Henzler-Wildman and Kern, 2007; Dror et al.,
2010). This technique is widely used in the field of structural
biology (Karplus and McCammon, 2002; Karplus and Kuriyan,
2005; Dodson et al., 2008). First, MD simulation is useful
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FIGURE 1 | Temporal resolution of various biophysical techniques. The timescales of some fundamental atom- or molecule-scale motions are shown
below. AFM, atomic force microscopy; FRET, fluorescence resonance energy transfer; IR, infrared radiation; NMR, nuclear magnetic resonance.

for refining the experimentally determined three-dimensional
(3-D) structures of proteins (Autore et al., 2010; Ozen et al.,
2011). Second, MD simulation is beneficial for constructing
previously undescribed 3-D structures of proteins in combina-
tion with homology modeling techniques (Marti-Renom et al.,
2000; Sanchez et al., 2000; Baker and Sali, 2001), when a reported
structure of a homolog is available. Third and most importantly,
MD simulation provides a unique tool to address the struc-
tural dynamics of proteins, i.e., the time evolution of conforma-
tions in solution, at timescales of nanoseconds to microseconds
(Henzler-Wildman and Kern, 2007; Dror et al., 2010). The struc-
tural snapshots obtained during MD simulation are helpful for
depicting the unique structural features of proteins (Karplus and
McCammon, 2002; Karplus and Kuriyan, 2005; Dodson et al.,
2008).

MD SIMULATION IN VIROLOGY
To date, MD simulations have been applied in a range of virus
researches, as shown in the following sections.

NEUTRALIZATION ESCAPE AND CELL TROPISM SWITCHING OF HIV-1
MEDIATED BY AN ELECTROSTATIC MECHANISM
It is very important to clarify how viruses evade neutraliza-
tion antibodies in order to understand the viral life cycle and
evolution, and to develop vaccines. MD simulation is used to
address this issue as it pertains to human immunodeficiency virus
type 1 (HIV-1). The third variable (V3) loop of the HIV-1 enve-
lope gp120 protein constitutes the major antibody epitopes of
HIV-1 and the major determinants for the entry coreceptor use
of HIV-1. By analyzing the 40,000 structural snapshots obtained
from 10–30 ns of MD simulations of the identical gp120 outer
domain carrying a distinct V3 loop with net charge of +3 or
+7, Yokoyama and colleagues showed that the change in V3 net
charge alone is sufficient to induce global changes in fluctuation

and conformation of the loops involved in binding to CD4,
coreceptor, and neutralizing antibodies (Naganawa et al., 2008;
Yokoyama et al., 2012). Structural changes caused by a reduc-
tion in the V3 net charge via V3 mutations are tightly linked to
viral CCR5 coreceptor tropism (Naganawa et al., 2008), as well
as to a reduction in viral neutralization sensitivity to anti-V3
antibodies (Naganawa et al., 2008) and anti-CD4 binding site
monoclonal antibodies (Yokoyama et al., 2012). These findings
suggest a hitherto unrecognized mechanism, V3-mediated elec-
trostatic modulation of the structure and dynamics of the gp120
interaction surface, for adjusting the relative replication fitness
and evolution of HIV-1 (Yokoyama et al., 2012). In addition, they
partly explain a virological mystery, i.e., why HIV-1 variants using
CCR5, which carries a V3 loop with a lower level of positive net
charge, predominantly persist before the onset of AIDS.

MECHANISMS OF VIRAL ESCAPE FROM HOST DEFENSE SYSTEMS
Viruses also evade host defense systems other than neutraliza-
tion antibodies (Figure 2). MD simulation is used to clarify the
structural basis for viral escape from host defense systems by
mutations. Mutations at the 120th amino acid in the HIV-2 cap-
sid protein play a key role in evading tripartite motif-containing
protein 5α (TRIM5α), an anti-retroviral cellular protein induced
by interferon, both in vivo (Onyango et al., 2010) and in vitro
(Song et al., 2007). An MD simulation study has revealed that the
mutations could extensively influence the conformation and fluc-
tuation of the interaction surface of capsid proteins by altering the
probability of hydrogen bond formation between helices 4 and 5
(Miyamoto et al., 2011).

HIV-1 Vpu antagonizes an antiviral cellular protein termed
tetherin, also known as BST-2/CD317/HM1.24, by interac-
tion with the transmembrane (TM) domain of tetherin and
subsequent degradation (Douglas et al., 2010; Kobayashi et al.,
2011). An MD simulation suggests that alignment of the four
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FIGURE 2 | Life cycle of HIV-1 and interactions between viral proteins and host immune molecules.

amino acid residues (I34, L37, L41, and T45) on the same helical
face in the human tetherin TM domain is crucial for the Vpu-
mediated antagonism against human tetherin (Kobayashi et al.,
2011). The interface structure of the tetherin TM for the antago-
nism was also predicted by the MD simulation of another group
(Zhou et al., 2012) and experimentally confirmed by an NMR
study (Skasko et al., 2012).

MD simulation is also used to study the mechanisms of func-
tional interactions between cytotoxic T lymphocyte (CTL) epi-
tope and major histocompatibility complex (MHC) molecules
(Reboul et al., 2012). An MD simulation study has revealed that
a 13-mer epitope peptide from Epstein-Barr virus has the low
structural flexibility in an MHC molecule that induces a CTL
response but exhibits high flexibility in another MHC molecule
that cannot induce a CTL response (Reboul et al., 2012). Thus,
structural flexibility of CTL epitope region seems to be critical for
the specific recognition by MHC molecules, and mutations that
alter the flexibility may influence CTL response. There are other

viral proteins and immune molecules involved in viral evasion
from host defense systems (Neil and Bieniasz, 2009; Malim and
Bieniasz, 2012). MD simulations should also be applicable for the
studies of these molecules.

STRUCTURE AND FUNCTION OF VIRAL ENZYMES
Viral enzymes are essential for viral replications and thus are
important targets for anti-viral drug development. MD simu-
lations are used to study the basis of the structural dynamics
that allow the viral enzyme and its drug to function properly.
Viral polymerase (Pol) is essential for viral genome replication
in the viral life cycle. The Pol is composed of the fingers, palm,
and thumb subdomains, which form a cavity for the substrate
binding, as in eukaryotic Pol (Joyce and Steitz, 1994; Lamers
et al., 2006; Cameron et al., 2009). MD simulations suggest that
the finger and thumb domains of HIV-1 reverse transcriptase
(RT) are especially mobile among the various regions of this
enzyme (Zhou et al., 2005; Kirmizialtin et al., 2012). The mobility
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is severely attenuated by binding of allosteric non-nucleotide
RT inhibitors (NNRTIs) (Zhou et al., 2005). Interestingly, a
large conformational change of RT subdomains during millisec-
ond timescale simulations can lock the correct nucleotide at
the active site but promotes release of a mismatched nucleotide
(Kirmizialtin et al., 2012). Furthermore, conformational dynam-
ics leading to opening and closing motions of the substrate
binding cleft are highly conserved among four RNA Pols in the
picornavirus family, despite the amino acid identity being as low
as 30–74% (Moustafa et al., 2011). These findings are consistent
with each other and strongly suggest that the structural dynamics
of viral Pol play a key role in the polymerization.

Viral protease (PR) plays a key role in viral propagation by cat-
alyzing cleavages of viral precursor proteins (Pettit et al., 1994,
2002; Steven et al., 2005). HIV-1 PR and other retroviral PRs have
unique regions termed the “flaps” outside the substrate bind-
ing clefts (Dunn et al., 2002). MD simulation studies suggest
that the PR flaps in HIV-1 are intrinsically mobile, undergo-
ing conversions between the “semiopen,” “open,” and “closed”
conformations (Hornak et al., 2006; Deng et al., 2011). This
movement is severely attenuated upon placement of the substrate
or PR inhibitor in the binding cleft (Karthik and Senapati, 2011),
suggesting that flap movement plays a critical role in PR function.

MD simulations are also used to study the structural dynamics
of the substrates of viral PR. Peptides corresponding to cleavage
junctions of viral precursor proteins of HIV-1 are intrinsically
unstructured in aqueous solution (Datta et al., 2011; Ode et al.,
2011). However, the folding preference of the junction peptides
may be different among the junctions and related to the efficiency
of substrate binding and cleavage reaction by PR (Ode et al.,
2011). Furthermore, peptides at the capsid-p2 junction can adopt
a helical conformation when the polarity of the environment is
reduced (Datta et al., 2011). The MD simulation of PR and its
substrates will help to clarify how the viral precursor is processed
orderly during viral maturation.

DRUG-RESISTANCE MECHANISMS
Antiviral drug resistance is a major clinical problem for the treat-
ment of virus-infected individuals (Cortez and Maldarelli, 2011;
van der Vries et al., 2011). Viral resistance to antiviral drugs is
primarily caused by genetic mutations that eventually lead to a
reduction in the drug affinity of drug target viral proteins. MD
simulations are used to examine how viral mutations cause the
drug resistance at the atomic level.

A reduction in the binding affinity of the PR inhibitors to
HIV-1 PR can be caused by a reduction in hydrophobic interac-
tions (Kagan et al., 2005; Wittayanarakul et al., 2005; Sadiq et al.,
2007; Chen et al., 2010; Dirauf et al., 2010), reduction in elec-
trostatic interactions (Ode et al., 2005, 2006, 2007a; Chen et al.,
2010), changes in flexibility at the flap of the PR (Piana et al.,
2002; Perryman et al., 2004; Chang et al., 2006; Foulkes-Murzycki
et al., 2007), and changes in the shape of the inhibitor-binding
pocket (Ode et al., 2005, 2006, 2007b). Reduction in binding
affinity of the nucleotide/nucleoside RT inhibitors (NRTIs) to
HIV-1 RT can be caused by a distinct conformational prefer-
ence of NRTIs in the substrate/NRTI-binding site compared to
normal substrates (Carvalho et al., 2006) or enhancement of

ATP-mediated excision of misincorporated nucleotide analogs
via increased accessibility of ATP to the terminus of extending
DNA (White et al., 2004; Carvalho et al., 2007). Reduction in the
binding affinity of the NNRTIs to HIV-1 RT can be attained by
occlusion of the NNRTI-entry pathway (Rodriguez-Barrios and
Gago, 2004; Rodriguez-Barrios et al., 2005) or restoration of the
proper flexibility of the RT even with NNRTIs (Zhou et al., 2005).

A change in volume of the binding site of influenza virus (IFV)
M2 channel blockers has been shown to reduce the blockers’ bind-
ing affinity (Gu et al., 2011; Leonov et al., 2011; Wang et al.,
2011). Disruption of the proper guidance of IFV neuraminidase
(NA) inhibitors into their binding pocket is proposed as a pos-
sible mechanism for the reduction in the binding affinity of the
inhibitors (Le et al., 2010; Kasson, 2012). MD simulations are also
used to study how the genetic differences of HIV variants around
the world can influence the efficacy of antiviral inhibitors (Batista
et al., 2006; Ode et al., 2007a; Matsuyama et al., 2010; Soares
et al., 2010; Kar and Knecht, 2012). Thus, MD simulation will be
valuable to assist in the study of drug efficacy when genetic infor-
mation on the drug target proteins is available (Shenderovich
et al., 2003; Stoica et al., 2008; Sadiq et al., 2010; Wright and
Coveney, 2011).

ANTIVIRAL DRUG DISCOVERY AND DEVELOPMENT
MD simulations are used to assist in the discovery and develop-
ment of antiviral drugs (Durrant and McCammon, 2011; Borhani
and Shaw, 2012). MD simulations allow sampling snapshots of
fluctuated protein structures, which include their short-lived con-
formations as well as stable conformations. This is beneficial for
searching conformations of a protein on ligand-binding, since
ligand-binding can stabilize conformation of a protein that is not
the most stable at ligand-free state (Tobi and Bahar, 2005; Xu
et al., 2008). Thus, the MD simulations are used to improve the
enrichment performance of molecular docking during in silico
drug screening by taking accounts of multiple docking poses
(Okimoto et al., 2009). The method is also applied for identify-
ing concealed drug-binding sites, which are apparently masked
and not evident from the X-ray crystal structures, by considering
the structural flexibility of proteins. For example, MD simulations
have been used to find a trench adjacent to the active site of HIV-1
integrase (Schames et al., 2004). A site-directed mutagenesis study
provided evidence that the trench indeed plays key roles in ligand-
binding (Lee and Robinson, 2006). These findings have been used
to design HIV-1 integrase inhibitors with potent antiviral effects
(Durrant and McCammon, 2011).

Likewise, MD simulations are used to assist in the develop-
ment of antiviral drugs against IFV. Using this method, a universal
cavity adjacent to the binding site of natural substrate has been
reported with NA proteins of human 2009 pandemic H1N1, avian
H5N1, and human H2N2 strains (Amaro et al., 2011). MD sim-
ulations were also used to construct a 3-D structure model of
CCR5, a major coreceptor of HIV-1 (Maeda et al., 2008; Da and
Wu, 2011).

VIRION STRUCTURE
It is essential to clarify the structure of virions in order to
understand the mechanisms of viral infection and assembly.
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FIGURE 3 | Molecular scales of viral proteins and capsid particles.

The structures of HIV-1 PR (PDB code: 1HHP), HIV-1 RT (PDB code: 1RTD),
STMV (PDB code: 1A34), and poliovirus capsid particle (PDB code: 1HXS),

which are deposited in the Protein Data Bank (PDB)
(http://www.rcsb.org/pdb/home/home.do) or the VIPERdb
(http://viperdb.scripps.edu/), are shown in surface representation.

MD simulation is used to address this issue. Using a super com-
puter, Freddolino et al. performed 50-nanosecond-timescale MD
simulations of the symmetric structure of a complete satellite
tobacco mosaic virus (STMV) particle containing about 1 million
atoms (Arkhipov et al., 2006) (Figure 3). Thus, far, this is one of
the largest systems among the MD simulations reported in all bio-
logical fields. Notably, the virion with viral RNA was stable during
the simulations, whereas the one without the RNA was unsta-
ble, suggesting that viral RNA plays a key role in stabilizing the
STMV virion (Arkhipov et al., 2006). The study is consistent with
the experimental data (Day et al., 2001) and therefore provides
a set of rationale conditions for performing the MD simulation
of virion. Likewise, Larsson et al. reported about 1-microsecond-
timescale MD simulations of the satellite tobacco necrosis virus
(STNV) (Larsson et al., 2012). Their study reproduced the bio-
chemical phenomenon of the STNV virion in solution (Unge
et al., 1986), i.e., the swelling of capsid upon Ca2+ removal by
EDTA treatment. These findings will provide a structural basis for
identifying the key regulators of assembly and infections and for
illustrating how they function mechanically. Although MD simu-
lation of virions composed of very large numbers of atoms is still
difficult in most cases, progress in the hardware and software for
the simulation, together with the accumulation of biological and
physicochemical information on virions, will help us to overcome
these limitations in the MD simulation of virions.

PERSPECTIVE
Since the processing speed of computers is still doubling approxi-
mately every two years according to Moore’s law, MD studies will
be extended to simulations of larger and more complex system at
longer timescales. This will then lead to a better understanding

of the structures and dynamics of macromolecules involved in
virus–host interactions.

COARSE-GRAINED (CG) MD SIMULATIONS
MD simulations of macromolecules consisting of large molecular
systems, such as oligomeric proteins, macromolecular complexes,
and membrane proteins in a lipid bilayer, and virions are desired
to better understand viruses. However, such simulations require
unrealistically long analytical times and high-performance com-
puters at present, and thereby are still limited mostly to the
small molecules (Henzler-Wildman and Kern, 2007; Dror et al.,
2010). To cope with this issue and to improve the practicabil-
ity of long timescale MD simulation, a “coarse-grained (CG)
MD” simulation has been developed (Merchant and Madura,
2011; Takada, 2012). The CG-MD simulation employs “pseudo-
atoms” that consist of several atoms in a group and calculates the
movement of these “pseudo-atoms” rather than the movement
of “individual atoms,” thereby greatly reducing the calculation
time (Merchant and Madura, 2011; Takada, 2012). CG-MD sim-
ulations have been used to study helicases of hepatitis C virus
(HCV) and simian virus 40 and have successfully reproduced
enzyme motions, such as “ratcheting inchworm translocation”
and “spring-loaded DNA unwinding” (Flechsig and Mikhailov,
2010; Yoshimoto et al., 2010). Briefly, the ratcheting inchworm
translocation is the unidirectional motion of the HCV NS3 heli-
case during translocation that occurs by the step size of one base
per ATP hydrolysis cycle (Gu and Rice, 2010). Meanwhile, the
spring-loaded DNA unwinding is the discrete steps of unwind-
ing of DNA by the HCV NS3 helicase that occurs periodically via
a burst of 3-bp unwinding during NS3 translocation consuming
ATPs (Myong et al., 2007).
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CG-MD has also been applied to the study of the structural
characteristics and stabilities of the capsid particle and virion
(Figure 3). Such studies have been used to investigate small
plant viruses (∼28 nanometer in diameter), such as the three
satellite plant viruses STMV, STNV, and the satellite panicum
mosaic virus (SPMV), as well as the brome mosaic virus (BMV)
(Arkhipov et al., 2006, 2009), and more complex capsids such
as poliovirus (Arkhipov et al., 2006, 2009), asymmetric, conical-
shaped HIV-1 capsid particles (Krishna et al., 2010), and the
immature HIV-1 virion (Ayton and Voth, 2010). These studies
have predicted various molecular interactions that can be tested
experimentally. Thus, CG-MD may play a pivotal role in the
MD study of micrometer-sized systems at millisecond timescale
(Merchant and Madura, 2011; Takada, 2012) and therefore may
uncover novel characteristics of the interactions in virus–host
relationships.

INTRINSICALLY DISORDERED PROTEINS
Some eukaryotic proteins have no stable 3-D structure under
physiological conditions (Dunker et al., 2002, 2008; Dyson and
Wright, 2005). These proteins are referred to as intrinsically
disordered, natively unfolded, or intrinsically unstructured pro-
teins. They undergo structural transition from a disordered to
an ordered state upon binding to target molecules such as

proteins, DNA, and small molecules (Dunker et al., 2005; Sandhu
and Dash, 2007). They are often related to the “hub proteins”
that have many binding partners and control important bio-
logical processes (Iakoucheva et al., 2002; Haynes et al., 2006;
Sandhu, 2009). Interestingly, viral proteins or portions of viral
proteins are often intrinsically disordered. These include genome-
linked protein VPg protein of plant viruses (Grzela et al., 2008;
Rantalainen et al., 2008; Jiang and Laliberte, 2011; Rantalainen
et al., 2011), HIV-1 Tat (Shojania and O’Neil, 2010), and Vif
proteins (Reingewertz et al., 2010), and paramyxovirus nucle-
oproteins and phosphoproteins (Habchi and Longhi, 2012). It
has been proposed that the disordered structure is beneficial
for viruses to gain multiple functions in the viral life cycle
with limited genome size (Rantalainen et al., 2011; Habchi and
Longhi, 2012; Xue et al., 2012). Clarifying the folding land-
scape of viral proteins by standard MD and CG-MD simula-
tions may help in understanding the structural principles by
which viral proteins execute multiple functions in the viral life
cycle.
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General principles governing biomolecular interactions between species are expected to
differ significantly from known principles governing the interactions within species, yet
these principles remain poorly understood at the systems level. A key reason for this knowl-
edge gap is the lack of a detailed three-dimensional (3D), atomistic view of biomolecular
interaction networks between species. Recent progress in structural biology, systems biol-
ogy, and computational biology has enabled accurate and large-scale construction of 3D str-
uctural models of nodes and edges for protein–protein interaction networks within and bet-
ween species. The resulting within- and between-species structural interaction networks
have provided new biophysical, functional, and evolutionary insights into species interac-
tions and infectious disease. Here, we review the nascent field of between-species struct-
ural systems biology, focusing on interactions between host and pathogens such as viruses.

Keywords: structural systems biology, protein–protein interaction, host–pathogen interaction, bioinformatics and

computational biology, network biology

INTRODUCTION
Protein–protein interactions (PPIs) can be divided into two fun-
damentally different classes. The first class of PPIs involves
interactions between two proteins encoded within the genome of a
single species, where the two proteins cooperate with each other to
achieve cellular function in a coordinated fashion. The second class
of PPIs involves interactions between two proteins from different
species, for example between host proteins and microbial proteins,
or between proteins from two different microbial species. These
between-species PPIs play key roles in host–microbe and microbe–
microbe interactions. Unlike the cooperative PPIs within the host,
the interactions between host and microbes are driven by a wide
spectrum of co-evolutionary mechanisms, ranging from parasitic
to mutualistic (Dethlefsen et al., 2007). General principles of the
PPI networks between microbes and their host may differ sig-
nificantly from known principles governing the cooperative PPI
network encoded within the host, yet these principles are not well
understood. Here, we review recent progress toward construct-
ing a high-resolution, three-dimensional (3D) structural view
of host–pathogen and within-host PPI networks. The resulting
host–pathogen and within-host structural interaction networks
enable the discovery of new principles of host–pathogen interac-
tions that are otherwise hidden in the binary PPI network. This
review focuses on high-throughput mapping and large-scale anal-
ysis of host–pathogen PPI networks, which reveal global trends
and patterns in host–pathogen interactions that are minimally
confounded by investigator biases.

HOST–PATHOGEN PROTEIN–PROTEIN INTERACTION
NETWORKS
The first step toward building host–pathogen structural interac-
tion networks is to map the networks of physical interactions

between host proteins and pathogen proteins. Host–pathogen PPIs
have traditionally been studied one at a time. Recently, systems
biology approaches have been applied to host–pathogen interac-
tion research. Significant progress has been made in genome-wide
mapping of host–pathogen PPI networks (“interactomes”) for
many pathogens, especially viruses. Using high-throughput meth-
ods such as the yeast two-hybrid system (Fields and Song,
1989) and affinity purification followed by mass spectrometry
identification (Rigaut et al., 1999), experimental host–pathogen
interactome maps now exist for many viruses (von Schwedler
et al., 2003; Uetz et al., 2006; Calderwood et al., 2007; de Chas-
sey et al., 2008; Shapira et al., 2009; Zhang et al., 2009; Khadka
et al., 2011; Jager et al., 2012; Pichlmair et al., 2012; Rozenblatt-
Rosen et al., 2012). Since viruses are obligate intracellular parasites
with small genomes, many, but not all, physical interactions
between viral proteins and host proteins have functional impor-
tance. Thus, it is essential to complement physical interactome
mapping with functional assays that identify host proteins whose
perturbation significantly affects viral infection and replication
(Brass et al., 2008; Konig et al., 2008, 2010; Krishnan et al., 2008;
Karlas et al., 2010). In addition to host–virus interactome maps,
limited host–pathogen interactome data exist for bacterial and
eukaryotic pathogens (Dyer et al., 2008, 2010; Mukhtar et al., 2011;
Schleker et al., 2012). Since most proteins in bacterial and eukary-
otic pathogens do not directly interact with host proteins, a key
challenge is to identify pathogen effector proteins that act directly
on the host cell to enable infection (Tobe et al., 2006).

Experimental host–pathogen interactome datasets are expected
to continue to expand in the near future. The many thousands
of experimentally detected host–pathogen PPIs are collected in
databases such as VirusMINT (Chatr-aryamontri et al., 2009),
VirHostNet (Navratil et al., 2009), IntAct (Aranda et al., 2010),
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PIG (Driscoll et al., 2009), and NCBI HIV-1 protein interaction
database (Fu et al., 2009). These databases typically rely heavily
on manual curation to maintain standards of quality, and there
is a great need to complement manual curation with automated
literature mining of host–pathogen PPIs (Thieu et al., 2012).

Because of the challenges associated with experimental deter-
mination of host–pathogen PPIs, it is desirable to develop
computational methods to predict host–pathogen PPIs. Predic-
tion of host–pathogen PPIs is usually based on sequence homology
with known PPIs (Uetz et al., 2006; Davis et al., 2007; Doolit-
tle and Gomez, 2011; Wuchty, 2011), the presence of known or
predicted interacting domain pairs (Dyer et al., 2007), as well as
the presence of other predictive sequence and functional features
(Tastan et al., 2009; Qi et al., 2010; Dyer et al., 2011). Compu-
tational predictions of host–pathogens PPIs are most effective
as a means to prioritize subsequent experimental validations,
which are often time-consuming (Uetz et al., 2006). Other areas
where computational methods play an increasingly important role
include genomic data integration of diverse host–pathogen physi-
cal, genetic, and functional interactions (Shapira et al., 2009; Konig
et al., 2010; Rozenblatt-Rosen et al., 2012), and network-based pre-
diction of host proteins important in host–pathogen interaction
(Navratil et al., 2010; Murali et al., 2011).

Experimental host–pathogen PPI networks are useful in many
ways. They not only help generate hypotheses regarding the func-
tion of specific pathogen proteins and the biology of specific
pathogens, but also provide insights into principles governing
host–pathogen interactions at the systems level. Global analyses
of host–pathogen PPI networks have revealed that viruses and
other microbial pathogens tend to interact with host proteins
that are hubs (i.e., proteins with many interaction partners in
the host network) and bottlenecks (i.e., proteins whose removal
would disrupt many shortest paths in the host network; Calder-
wood et al., 2007; de Chassey et al., 2008; Dyer et al., 2008; Wuchty
et al., 2010; Pichlmair et al., 2012). Host proteins that interact
with pathogens tend to be conserved among closely related species
(Jager et al., 2012; Pichlmair et al., 2012), although many of them
are also under positive selection (Bozek and Lengauer, 2010).
Host proteins that interact with pathogens tend to form densely
connected network modules by clustering into biological path-
ways and physical complexes (Dyer et al., 2008; Bushman et al.,
2009; MacPherson et al., 2010). In addition, host–pathogen PPI
networks are enriched for certain network motifs (e.g., mutual
inhibition; van Dijk et al., 2010). Furthermore, pathogens tend
to target host proteins involved in common biological processes
essential to pathogen infection and replication in general, such as
host defense and immune response (Dyer et al., 2008; Pichlmair
et al., 2012), often through convergent evolution (Mukhtar et al.,
2011). At the same time, different classes of pathogens (e.g., DNA
viruses versus RNA viruses, or viruses versus bacteria) also target
distinct host pathways due to class-specific differences in infection
and replication mechanisms (Durmus Tekir et al., 2012; Pichlmair
et al., 2012). Finally, host proteins targeted by pathogens tend to
be in network proximity to other proteins implicated in diseases
associated with pathogen infections (Navratil et al., 2011; Gul-
bahce et al., 2012). It is clear that much can be learned by taking a
global and network perspective on host–pathogen interactions.

HOST–PATHOGEN STRUCTURAL INTERACTION NETWORKS
The mapping of host–pathogen PPI networks lays the foun-
dation for and constitutes the first step toward constructing
host–pathogen structural interaction networks. Despite exper-
imental and computational advances in the global analysis of
host–pathogen PPI networks, the utility of PPI networks is
ultimately limited by their low-resolution nature (i.e., proteins
represented as nodes and PPIs represented as edges). A high-
resolution view of the host–pathogen PPI network can be achieved
by building accurate 3D structural models for nodes and edges in
the network (Figure 1A). Is it feasible to construct such a host–
pathogen structural interaction network in a global and accurate
way? And if so, does this 3D structural view provide new insights
into host–pathogen interactions that are not apparent in the binary
PPI network?

Although the 3D structure of proteins and PPIs can in principle
be predicted from sequence without resorting to homology [using
template-free structure prediction (Moult, 2005) and macro-
molecular docking (Gray, 2006)], in practice homology modeling
remains the most successful and reliable 3D structure prediction
method on a genomic scale for both proteins and PPIs (Marti-
Renom et al.,2000; Russell et al.,2004). To build a homology model
for a query protein or a query pair of interacting proteins, the query
protein or protein pair is searched against a template library con-
sisting of proteins or PPIs of known 3D structure deposited in the
Protein Data Bank (PDB; Berman et al., 2000). The most signifi-
cantly matched 3D template is then used to construct a homology
model for the query protein or PPI. Despite the obvious limi-
tations that good homology models cannot be built for proteins
with entirely new folds or PPIs with entirely new modes of interac-
tion, and that the conformation of proteins and PPIs is not always
conserved during evolution, homology modeling has been highly
successful in practice, thanks to major advances in structural biol-
ogy and computational biology. Proteins and PPIs are composed
of a limited number of domains and domain–domain interactions
(Chothia, 1992; Aloy and Russell, 2004), and certain domains and
domain–domain interactions are significantly overrepresented in
proteomes and interactomes (Qian et al., 2001). Thus, homol-
ogy models for many proteins and PPIs can be built based on a
relatively small number of representative domains and domain–
domain interactions of known 3D structure, stored in databases
such as SUPERFAMILY (Madera et al., 2004), iPfam (Finn et al.,
2005), and 3did (Stein et al., 2005). Indeed, it is estimated that
∼60% of all query proteins share significant sequence similarity
with at least one template protein of known 3D structure (Madera
et al., 2004). For the vast majority of these cases, the query protein
shares significant structural similarity with the template protein,
an accurate sequence alignment can be constructed, and an accu-
rate homology model (∼3 Å RMSD) can be built for at least a
part of the query protein (typically a domain; Marti-Renom et al.,
2000; Dalton and Jackson, 2007). Compared to homology model-
ing of single proteins, the coverage of accurate homology models
for within-species PPIs is smaller but still considerable (∼20%;
Kim et al., 2006). Indeed, it was recently argued that 3D tem-
plates exist for most known within-species PPIs, provided that
good homology models can be built for the protein components
(Kundrotas et al., 2012). The coverage of accurate template-based
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FIGURE 1 | Structural interaction network between species. (A) Shown
is a high-resolution, 3D structural view of the PPI network between host
and microbial pathogens, where each within-host and host–microbe
protein–protein interaction (PPI) edge is associated with an accurate 3D
structural model; one such interaction (gray box) and its structural model
are highlighted. Interactions can be within human or within microbe
(within-species interactions), or between human and microbe

(between-species interactions). (B) The resulting host–microbe structural
interaction network reveals high-resolution geometrical relationships
between exogenous interfaces (between-species interfaces) and
endogenous interfaces (within-species interfaces) that are otherwise hidden
in the binary PPI network. In this example, a microbial protein is seen to bind
to a target protein in the host at the same site as another host protein, albeit
using a smaller interface.

models for PPIs can be further improved by identifying additional
3D templates that are structurally similar to the query proteins in
the absence of sequence similarity (Zhang et al., 2012).

Homology modeling has been successfully used to construct
within-species structural interaction networks, where 3D struc-
tural models are built for known within-species PPIs (Aloy et al.,
2004; Kim et al., 2006). Despite the caveat that 3D homology mod-
els are biased toward soluble, stable, and structurally well-ordered
proteins and PPIs, structural interaction networks can be viewed
as high-quality subsets of binary PPI networks with much higher
spatial resolution. Computational analyses of the within-species
structural interaction networks have provided significant insights
into a wide range of topics including biophysics, evolution, disease
biology, and drug design (Kim et al., 2006, 2008; Franzosa and Xia,
2008, 2009; Kar et al., 2009; Xie et al., 2011; Wang et al., 2012).
Such structural systems biology approaches are highly valuable as
a unifying framework that integrates molecular biophysics with
cell systems biology.

Most recently, structural systems biology was applied to
between-species interactions, and an integrated map of human–
virus and within-human structural interaction networks was
constructed (Franzosa and Xia, 2011). The structural interaction
networks consist of 53 human-virus PPIs and >3,000 human–
human PPIs in the form of either experimental 3D structures or
homology models. Here, instead of predicting new host–pathogen

PPIs (Davis et al., 2007), homology modeling is used to annotate
known host–pathogen PPIs with 3D structural information, thus
providing a structural map of the binary PPI network in much
higher spatial resolution. For example, the binary PPI network
indicates that the human CDK6 protein interacts with both human
proteins and the cyclin D homolog protein from herpesvirus. The
structural interaction network further reveals that these interac-
tions largely occur at two distinct, non-overlapping interfaces on
the human CDK6 protein: one interface mediating the interac-
tions with the viral protein as well as the human cyclin D protein,
and a second interface mediating the interactions with various
human CDK inhibitor proteins (Russo et al., 1998; Pratt et al.,
2006). Such a high-resolution map enables the detailed analysis of
the geometrical properties and relationships of human–virus PPI
interfaces (exogenous interfaces) and human–human PPI inter-
faces (endogenous interfaces) that is otherwise inaccessible in the
binary PPI network (Figure 1B; Franzosa and Xia, 2011). For
example, although binary PPI network analysis revealed that viral
proteins tend to interact with host protein hubs participating
in many endogenous interactions, the precise spatial relation-
ships among these exogenous and endogenous interactions are
not known. On the other hand, structural interaction analy-
sis further revealed that exogenous interfaces, although smaller
in size, tend to overlap significantly with and mimic endoge-
nous interfaces, often in the absence of sequence or structural
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similarity. In addition, the endogenous interfaces that are mim-
icked by viral proteins tend to participate in multiple endogenous
interactions which are transient and regulatory in nature. A case
in point is the interaction between the UL36 protein from the
HSV-1 virus and the human ubiquitin protein, an important
regulator of protein function and cell behavior (Schlieker et al.,
2007). The endogenous interface of the human ubiquitin protein
mimicked by the virus mediates as many as 30 interactions with
other human proteins. On average an endogenous interface mim-
icked by virus mediates more than three interactions with other
human proteins in the structural interaction network, whereas
a generic endogenous interface only mediates ∼1.5 interactions
with other human proteins. These observations demonstrate that
viral proteins tend to mimic and hijack high-level regulatory com-
ponents of the host cellular circuitry, by efficiently binding to
existing endogenous interfaces rather than creating entirely new
interfaces. Furthermore, endogenous interfaces mimicked by viral
proteins tend to evolve more quickly than other endogenous inter-
faces, suggesting an evolutionary “arms race” between host and
pathogen. Overall, 3D structural analysis revealed, in a systematic
and statistically rigorous way, distinct principles governing antag-
onism versus cooperation in host–pathogen and within-host PPI
networks (Franzosa and Xia, 2011).

Protein–protein interactions can be divided into two classes: the
first class involves PPIs mediated by interactions between two glob-
ular domains, and the second class involves PPIs mediated by short
linear motifs interacting with globular domains. Both classes are
important mediators of host–pathogen interactions (Davey et al.,
2011; Franzosa and Xia, 2011). A recent survey revealed exten-
sive mimicry of host short linear motifs by viruses (Davey et al.,
2011). Viral mimicry of host linear motifs was found for 52 of the
∼150 motif classes in the Eukaryotic Linear Motif (ELM) database
(Gould et al., 2010), 13 of which have solved 3D structures involv-
ing viral motifs in complex with their host targets. For example,
there are many cases of viral proteins targeting the SH3, SH2,
or PDZ domains of host proteins using mimicked motifs. These
observations are in agreement with the requirements for viral pro-
teins to extensively hijack and manipulate diverse host proteins and
pathways, despite the severe spatial constraints imposed by their
small genomes (Davey et al., 2011). These motifs tend to cluster
into hotspots in the viral genome (Sarmady et al., 2011), and they
may be important determinants of virulence (Yang, 2012). While
motifs play an important role in the biology of viruses and viruses
use motifs extensively, it is not known if viruses use motifs more

often than the host (Davey et al., 2011). These findings collec-
tively highlight the feasibility and importance of structural systems
biology in host–pathogen interaction research.

CONCLUSION
Despite being a relatively new field, between-species structural
systems biology has already provided major insights into species
interactions and infectious disease. We expect to see rapid growth
in between-species structural systems biology over the next few
years on the following fronts. First, host–pathogen physical,
genetic, and functional interaction datasets will continue to
accumulate for more pathogens, and with higher coverage and
accuracy. The impact of these interactions on host and pathogen
physiology will continue to be systematically evaluated. In addi-
tion to interaction data, small-scale experiments and large-scale
technologies such as genome-wide association studies (Khor and
Hibberd, 2012) have generated large amounts of data describing
mutations that affect host–pathogen interaction and pathogenic-
ity. A key computational challenge is the development of unified,
predictive models of how host and pathogens interact through
integration of these datasets. Second, the success of homology
modeling depends critically on the availability of 3D structural
templates for representative proteins and PPIs solved by experi-
mental structural biologists. The power of homology modeling
is especially limited for fast-evolving pathogens such as viruses,
where experimental structural biology plays a central role. It is
encouraging that the number of 3D structures of human–virus
PPIs have doubled in the past 5 years (Franzosa and Xia, 2012), and
we expect a significant expansion in the number of 3D structures
for host–pathogen PPIs in the next few years. Structural genomics
has been highly successful by focusing primarily on structure
determination of single proteins (Chandonia and Brenner, 2006).
It will be fascinating to investigate if high-throughput structural
biology can be applied to within- and between-species PPIs as
well. Finally, new methods will be developed to integrate interac-
tion datasets with 3D structure datasets. Computational analysis
of the resulting structural interaction networks will uncover new
system-level insights into host–pathogen interactions.
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Norwalk virus (NoV) is responsible for most outbreaks of non-bacterial gastroenteritis. NoV
is genetically diverse and show antigenically variable. Recently, we produced a monoclonal
antibody called 5B-18 that reacts broadly with NoV genogroup II (GII). We suspected the
5B-18 binds to a conformational epitope on 3D structure of virion. X-ray crystallography
showed us that 5B-18 binds to NoV at the P domain, which protrudes from the capsid
surface of the virion. However, there seems to be no space that would allow the IgG to
approach the virion. To solve this problem, we used cryo-electron microscopy to examine
NoV GII virus-like particles (VLPs). The P domain rises up higher in NoV GII than in NoV
GI, and it seems to form an outer layer around the virion. Finally, using in silico modeling
we found the 5B-18 Fab arms and NoV P region are quite flexible, so that 5B-18 can
bind the NoV virion from bottom of P domain. This study demonstrates the shortcomings
of studying biological phenomenon by only one technique. Each method has limitations.
Multiple methods and modeling in silico are the keys to solving structural problems.

Keywords: Norwalk virus, monoclonal antibody, x-ray crystallography, in silico modeling, cryo-electron microscopy

THE BASICS OF NORWALK VIRUS
Norwalk virus (NoV) is responsible for most of the outbreaks
of non-bacterial gastroenteritis in developed countries and, it is
thought, in developing countries as well. Yet, although NoV was
identified more than 30 years ago, we know little about their
pathogenicity and basic virology (Guix et al., 2007). Studies of
NoV have been hampered by the lack of a cell-culture system
or a small animal model in which the virus will grow, except
murine norovirus that is classified as NoV genogroup V (Wobus
et al., 2006).

NoV belongs to the family Caliciviridae. The genus Norovirus
has only one species, Norwalk viruses, with five genogroups (GI–
GV). Genogroup GI and II cause most human infections, and
they are further subdivided into numerous genotypes (GI.1–8 and
GII.1–17; Zheng et al., 2006). The NoV genome is a 7.3 to 7.7-kb
positive-sense, polyadenylated, single-stranded RNA molecule. It
contains three open reading frames (ORFs): ORF1 encodes a non-
structural polyprotein, and ORF2 and ORF3 encode the major
and minor capsid proteins, VP1 and VP2, respectively (Jiang et al.,
1992; Lambden et al., 1993).

Without an in vitro system for propagating the virus, the
antigenicity of NoV has been inferred from studies of virus-like
particles (VLPs). Nucleic acid-free VLPs self-assemble when the
capsid protein is expressed in a baculovirus expression system
(Figure 1A). The VLPs are assumed to have a similar morphology
and, thus, antigenicity as that of the native virions (Jiang et al.,
1992). Cryo-electron microscopy (cryo-EM) and x-ray crystal
structures of the prototype norovirus VLP (GI.1, Norwalk virus)
showed that the VLPs form a T = 3 icosahedral structure (Prasad
et al., 1994, 1999).

However, structures of large protein complexes are difficult
to determine by x-ray analysis. We sought to understand the

structure of the virion and how it interacts with antibodies by
combining data from x-ray diffraction, cryo-EM, and in silico
modeling.

A MONOCLONAL ANTIBODY REACTS BROADLY
WITH NoV GII
NoV is generally detected by RT-PCR with degenerate primers
or an ELISA with NoV-specific antibodies. Many polyclonal
and monoclonal antibodies used in the ELISA kits were devel-
oped in mice or rabbit immunized with norovirus VLPs (Hansman
et al., 2011).

Recently, we produced a monoclonal antibody called 5B-18
that reacts broadly with NoV GII (Hansman et al., 2012). In fact,
5B-18 is used as a NoV GII broad-range capture antibody in a
commercial ELISA kit [NV-AD(III) SEIKEN NoV antigen ELISA]
and in an immunochromatography (IC) kit (Quick naviNoro IC
kit, both from Denka-Seiken, Japan).

The 5B-18 monoclonal antibody was produced by immunizing
a mouse with norovirus VLPs. Several monoclonal antibodies bind
to the shell (S) domain (Yoda et al., 2003; Li et al., 2010), and others
bind to the protruding (P) domain (Lindesmith et al., 2012). We
suspect that 5B-18 also binds to S or P domain on the surface
of the NoV virion. However, no high-resolution structural details
of the antibody binding to the VLPs, S domain or P domain are
available.

X-RAY CRYSTALLOGRAPHY OF THE BINDING SITE
The 5B-18 binds major NoV genotypes, such as GII.4 and GII.3,
and the minor NoV genotypes GII.10 and GII.12 strongly. We
suspect 5B-18 binds to a conserved epitope on the NoV capsid
surface. We wanted to define the recognition site of 5B-18 and the
NoV minor genotype GII.10 P domain, and we began with x-ray
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FIGURE 1 |The cryo-EM image of GII.10 VLP and the P dimer structure

fit to the cryo-EM image by in silico modeling. The cryo-EM structure
of NoV GII.10 VLP was constructed with 180 molecules of VP1 protein
(A). The cross-section of GII.10 VLP (B). P domains (blue and green) rise
up from shell domain (yellow), and it seemed to construct an outer layer
of the capsid. Diagram based on the x-ray crystal structure of the GII.10 P
domain-Fab complex shows Fab bound to the lower side of the P1 sub
domain. Top side indicates the outside of the VLP, and the shell side

contains the VLP core that is called shell. A white arrow indicates the
GII.10 P dimer; the monomer is colored blue and purple. Black arrow shows
MoAb 5B-18 Fab region. Green represents the heavy chain, and yellow
represents the kappa chain. The part of oval shadow represents VLP shell
(C). The x-ray crystallography was fit into the cryo-EM structure by in silico
modeling (D). The GII.10 P domain (apo P domain structure) into the A/B
dimer subunit (light blue and pink, respectively) and C/C dimer
subunit (cyan).

crystallography, one of the gold standard for protein structural
studies. We expressed the NoV GII.10 P domain in the Escherichia
coli strain BL21 (DE3). The P domain was purified and stored
in gel filtration buffer. Next we prepared of 5B-18 Fab fragment
by immunizing a mouse with NoV GII.4-strain 445 VLPs (Gen-
Bank accession number DQ093064; Denka-Seiken, Japan). To
prepare crystals of the bound complex, purified GII.10 P domain
and Fab were mixed in a 1.4:1 ratio. Crystals were grown by the
hanging-drop vapor-diffusion method, mixing the protein and
reservoir solution (40% [vol/vol] polyethylene glycol [PEG] 400,
5% [wt/vol] PEG 3350, and 0.1 M acetic acid, pH 5.5) in a 1:1
ratio. Crystals grew over 1 week at 20◦C.

One GII.10 P domain-Fab complex crystal diffracted x-rays to a
resolution 3.3Å, and we solved the structure by molecular replace-
ment with a GII.10 P domain monomer (PDB ID 3ONU) and a
mouse Fab (PDB ID 1WEJ) as search models. Molecular replace-
ment indicated an asymmetrical unit contained two P domain

monomers and two 5B-18 Fabs, each with a kappa and a heavy
chain (Figure 1C; Hansman et al., 2012).

The binding of the P domain and the Fab involved nine hydro-
gen bonds. Of these, eight linked the P1 subdomain to the kappa
chain, and one linked the P1 subdomain and the heavy chain.
More specifically, the amino acids in the P1 subdomain amino
acids that interacted with the 5B-18 Fab were as follows (in each
pair, the amino acids are for the P1 domain and Fab, respectively):
Tyr533 and Tyr92 (one bond), Thr534 and Gly93 (three bonds),
Thr534 and Trp97 (one bond), Leu535 and Tyr32 (one bond),
Glu496 and Tyr92 (one bond), and Asn530 and Ser94 (one bond).
Finally, Val433 and Asn52 in the heavy chain formed one hydrogen
bond (Hansman et al., 2012).

CONFIRMATION OF 5B-18 BINDING
With the x-ray crystallographic analysis, we found the 5B-18 anti-
body bound to a hidden site on the P domain that is located inside

Frontiers in Microbiology | Virology November 2012 | Volume 3 | Article 387 | 76

http://www.frontiersin.org/Virology/
http://www.frontiersin.org/Virology/archive


“fmicb-03-00387” — 2012/11/7 — 15:55 — page 3 — #3

Miki and Katayama In silico modeling accelerates structure analysis

of the shell of NoV particle. However, in a previous study, the NoV
GI structure indicated that bottom of the P domain was completely
covered by the shell of NoV particle (Figure 1C). If the structure of
GII is the same as GI, then 5B-18 could not bind GII. These results
presented an apparent paradox for the 5B-18 binding mechanism.
To resolve the paradox, we set out to identify the binding residue
in the capsid.

From the crystallographic analysis, we knew that the 5B-18
Fab formed hydrogen bonds with residues at three sites in the
P1 subdomain, called A, B, and C (Figure 2A). By aligning the
amino acid sequences of representatives from NoV GII genotypes,
we discovered that Val433 (site A) was the most variable. Other
genotypes had threonine, serine, asparagine, leucine, or methio-
nine at this position. Thr534 (site C) was mostly conserved: the
only other amino acid at this position was a serine. Glu496 (site
B), Asn530 (site C), Tyr533 (site C), and Leu535 (site C) were all
highly conserved among the representative GII genotypes.

To confirm that 5B-18 binds the A, B, and C regions, we divided
the GII.10 capsid domain into three major subdomains: N, S, P1-1
P2, and P1-2. We prepared five constructs (1–5), expressed them in
an E. coli expression system, and identified a liner epitope of 5B-18
by western blotting (Figure 2B). Construct 3, a P1-2 region (i.e.,
A,B,and C), showed the strongest band signal, and construct 5 (i.e.,
B and C) showed a positive band. The intensity of the band from
construct 5 was only about half the strength of construct 3 because
it did not contain epitope A. However, construct 4 included only A,
and constructs 1 and 2 also were not detected. Thus, the three 5B-
18 epitopes A, B, and C were confirmed to be part of the binding
epitope.

Next, we determined if 5B-18 binds to other NoV GII VLPs
(Figure 2A). We prepared and purified six kinds of GII VLPs that
were 809 (GII.3), 104 (GII.4), 445 (GII.6), 026 (GII.10), Hiro
(GII.12), and GII.13 VLPs as aligned in Figure 2A. The GII VLPs
that had all 5B-18 epitopes A, B, and C were captured by the anti-
GII VLPs rabbit serum that was pre-coated on ELISA plate and
detected with 5B-18 and horseradish peroxidase (HRP)-labeled
anti-mouse IgG secondary antibodies. When the cut-off value
was under 0.2, 5B-18 detected all kinds of GII VLPs in a dose-
dependent manner (data not shown). These results suggested that
5B-18 binds to a variety of GII VLPs. In fact, the commercial ELISA
and IC kits use 5B-18 (Denka-Seiken, Japan), and we have practi-
cal results showing that 5B-18 detects various infectious NoV GII
in stool samples.

COMBINING CRYO-EM AND IN SILICO MODELING
TO SOLVE A PARADOX
We had a simple question. Are the structures of NoV GI VLP and
GII VLP the same or not? For G1 VLP, there is no space where
the 5B-18 can access and bind the bottom of P domain. If the
GII VLP had same conformation as the GI VLP, the lower part of
the P domain would be buried under the virion shell (Figure 1C).
However, 5B-18 binds and detects GII VLPs and GII infectious
viruses. These conflicting facts suggested that the structures of the
GII VLPs and infectious GII virions were different than the GI VLP
structure. However, structure determinations by x-ray crystallog-
raphy have many challenges and limitations, and we suspected this
might be one of those cases.

To answer the question, we turned to cryo-EM and in silico
modeling. We reconstructed the overall structure of GII.10 VLPs
and 5B-18 Fabs from the x-ray structural data. To determine if
the GII VLP had enough space to allow binding, we also used in
silico modeling to fit the P and 5B-18 Fabs structures that had been
derived by x-ray crystallography.

The GII.10 VLPs formed homogeneous, monodisperse parti-
cles in ice. By reference-free class averages and at 10Å resolution
(0.5 FSC criterion), these icosahedral particles had several notable
features, including spike-like structures extending from the ver-
tices (Figure 1B), and at the three- and fivefold axes, significant
amounts of the surface of the S domain were exposed (Figure1A).
The GII.10 VLP P domain formed a second outer shell that seems
to be separated from the S domain by about 15Å (Figure 1B).
Thus, unlike the GI VLPs and virions, GII VLPs and virions seem
to have a space between the shell and bottom of P domain, indicat-
ing that the two genotypes have different structures. Furthermore,
the electron density was much weaker at the tip of the P domain
(the P2 subdomain) than at the base. This observation is consis-
tent with published reconstructions of calicivirus particles (Bhella
et al., 2008; Bhella and Goodfellow, 2011) and indicates that the P
domains have considerable heterogeneity.

Next we attempted to fit the GII.10 P domain and P domain-
Fab complex structures into the GII.10 VLP cryo-EM structure.
At 10Å resolution, the GII.10 P domain monomers in the VLP
were easily distinguished. We manually fitted the crystal struc-
tures of the GII.10 P domain and P domain-Fab complex into
the GII.10 VLP cryo-EM map, using published reports of GV.1 P
domain dimers and the GV.1 cryo-EM map (Taube et al., 2010) as
guides.

We refined the approximate alignment with the Fit-in-Map
function in UCSF Chimera (Pettersen et al., 2004) to a cross-
correlation coefficient of 0.94 (Figure 1D) with excellent results.
The x-ray structure of the GII.10 P domain dimer (PDB ID 3ONU)
unambiguously fitted the corresponding density in the cryo-EM
map (Figure 1D). Only some loops of the P2 subdomain did not
fit. They had only weak electron density, and their tips were less
ordered than the S domain and P1 domains in the cryo-EM recon-
struction. These subdomains are probably more flexible. P1, but
not the P2, subdomains in the VLP appeared to be connected to
the P domain dimers.

Next we fitted the x-ray structure of the P domain from the P
domain-Fab complex into the reconstructed A/B dimer subunit
and found that the 5B-18 binding site was close to an adjacent
dimer of P domain (Figure 1C). At the twofold axes, the 5B-18
Fab was hindered by the S domain, which also provided an obstacle
to assembly of the neighbor P domain dimer. However, when the
P domain was fitted into the C/C dimer subunit, the 5B-18 Fab
was in contact with the P domain dimer and slightly interfered
with part of the S domain at the fivefold axes. Thus, the antibody
binding site overlapped with part of the P1 subdomain.

Thus, this model predicted an unstable structure in which the
VLP could not bind with the 5B-18 antibodies. How could this
be? There are several possibilities. First, 5B-18 might bind at sites
on the P domain that are only transiently exposed. Second, 5B-18
might bind to defects in the P domain. Finally, the Fab arms of
5B-18 might be very flexible.
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FIGURE 2 | Schematic diagram of NoV VP1 protein and the amino

acid alignment of NoV GII VP1 sequences. Capsid (VP1) sequences from
11 GII genotypes were aligned, and the GII.10 capsid sequence was
used as the consensus. The GII.10 P domain residues that interacted with
the 5B-18 Fab involved three sites on the P domain termed A, B, and C.
The six GII.10 P domain residues that interacted with the 5B-18 Fab are
indicated by light blue rectangles (A). Left panel of (B): a schematic
of the VP1 deletion mutants. The construct 1 includes the N-terminal
region and shell domain of VP1, and amino acids 4–223 from the

N-terminal methionine of VP1. The P1-1 and P2 domain constructs without
binding site A are construct 2 (amino acids 224–426), with binding site
A is construct 4 (amino acids 224–439). Construct 3 has all binding sites
A, B and C (amino acids 427–548). Construct 5 deletes binding site A
from construct 3 (amino acids 440–548). Right panel of (B): western
blotting results with 5B-18. Samples indicated as VLP, NC (negative control),
mutant construct 1 (#1), #2, #3, #4 and #5. The black arrow represents VLP
band at 58 kDa, and the white arrows represent #3 and #5 products
at 13 kDa.
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IgG flexibility is not unknown. For example, a neutralizing
antibody 9C12 binds to hexon, the major coat protein of aden-
ovirus, at a ratio of 240 antibody molecules to one virus particle
or one antibody per hexon trimer (Varghese et al., 2004). By
dynamic light scattering and negative-stain EM, electron-dense
material coats the virus, but it was not aggregated at neutralizing
ratios. In images reconstructed from cryo-EM, the viral surface
was covered by electron density from the 9C12 antibody. Two
Fab arms bridge two peripentonal hexons. One has a normal
Fab shape and fitted the models well (Harris et al., 1998). The
other arm has a somewhat distorted structure. A low-density tail
extends to a third hexon that forms a minor alternate binding
site. The normal arm binds to a unique site in the asymmet-
ric unit of the virus. It has no alternate binding sites because
a penton, rather than a hexon, is positioned at the icosahedral
fivefold axis. In addition, the angle between the long axes of the
Fabs was <115◦ that was found in the uncomplexed IgG1 (Harris
et al., 1998). Thus, flexibility is important for the bivalent binding
of 9C12.

ESTIMATING THE FLEXIBILITY IN THE STRUCTURE
The findings from the 9C12 study were informative for our 5B-18
paradox. 5B-18 could reach the bottom of the P domain if the
Fab domain could bend and escape the P1 subdomain or star-like
structure on the shell. 5B-18 IgG bound equally well with intact
and partially broken GII.10 VLPs. To determine if 5B-18 binds to
intact or broken particles, we took advantage of a characteristic
of norovirus VLPs: they are less stable and appear to be broken
at high pHs (Ausar et al., 2006). Therefore, we looked at 5B-18

binding at different pHs. At low and neutral pHs (5.3, 6.3, and
7.3), the GII.10 VLPs were mostly homogenous in size and unbro-
ken, but at higher pHs (8.3 and 9.3), they were less homogenous
and partially broken. 5B-18 IgG bound to GII.10 VLPs at different
pH values with nearly identical efficacies, regardless of the fraction
of damaged particles. At pH 5.3, 6.3, and 8.3, the titer was 512,000.
At pH 9.3, it was 1,024,000, and at pH 7.3, it was 2,048,000 (optical
density cutoff of 0.2; Hansman et al., 2006). We also determined
size distribution of the VLPs by dynamic light scattering in each
pH conditions. VLPs were shown single peak on diameter 38 to
50 nm (data not shown). These results suggest that 5B-18 appears
detects nominally intact GII.10 VLPs.

We studied the 5B-18 binding mechanism by x-ray crystallog-
raphy, molecular virology, and cryo-EM. We combined the results
in in silico modeling that simulates molecular dynamics and is
a reliable method for revealing fluctuations in protein structure.
Each technique complemented the other by filling in for data that
was lacking from the others. Interestingly, the 5B-18 study sug-
gests that VLP and viral virion have structure flexibility and that
IgG molecule have flexible arms. They co-work each other and
bind. In silico modeling is clearly a powerful tool for enhancing
our understanding of basic viral processes.
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Human immunodeficiency virus type 2 (HIV-2) and simian immunodeficiency virus isolated
from a macaque monkey (SIVmac) are assumed to have originated from simian immun-
odeficiency virus isolated from sooty mangabey (SIVsm). Despite their close similarity in
genome structure, HIV-2 and SIVmac show different sensitivities toTRIM5α, a host restric-
tion factor against retroviruses. The replication of HIV-2 strains is potently restricted by
rhesus (Rh) monkeyTRIM5α, while that of SIVmac strain 239 (SIVmac239) is not. Viral cap-
sid protein is the determinant of this differential sensitivity toTRIM5α, as the HIV-2 mutant
carrying SIVmac239 capsid protein evaded RhTRIM5α-mediated restriction. However, the
molecular determinants of this restriction mechanism are unknown. Electrostatic potential
on the protein-binding site is one of the properties regulating protein–protein interactions.
In this study, we investigated the electrostatic potential on the interaction surface of cap-
sid protein of HIV-2 strain GH123 and SIVmac239. Although HIV-2 GH123 and SIVmac239
capsid proteins share more than 87% amino acid identity, we observed a large difference
between the two molecules with the HIV-2 GH123 molecule having predominantly posi-
tive and SIVmac239 predominantly negative electrostatic potential on the surface of the
loop between α-helices 4 and 5 (L4/5). As L4/5 is one of the major determinants of Rh
TRIM5α sensitivity of these viruses, the present results suggest that the binding site of
the Rh TRIM5α may show complementarity to the HIV-2 GH123 capsid surface charge
distribution.

Keywords: HIV-2, SIVmac, capsid,TRIM5α, electrostatic potential, APBS, SAS

INTRODUCTION
The host range of human immunodeficiency virus type 1 (HIV-1)
is narrow, limited to humans and chimpanzees (Gao et al., 1999).
HIV-1 fails to replicate in activated CD4-positive T lymphocytes
from Old World monkeys (OWM), such as rhesus (Rh; Shibata
et al., 1995; Himathongkham and Luciw, 1996) and cynomol-
gus (CM) monkeys (Akari et al., 1996, 1999). On the other
hand, simian immunodeficiency virus (SIV) isolated from sooty
mangabey (SIVsm) and SIV isolated from African green monkey
(SIVagm) replicate well in their natural hosts (VandeWoude and
Apetrei, 2006). SIV isolated from a macaque monkey (SIVmac)
evolved from SIVsm in captive macaques, and replicates efficiently
in Rh (Shibata et al., 1995; Himathongkham and Luciw, 1996) and
CM (Akari et al., 1996, 1999) monkeys. Human immunodeficiency
virus type 2 (HIV-2) is assumed to have originated from SIVsm
as the result of zoonotic events involving monkeys and humans
(Hahn et al., 2000). Previous studies have shown that HIV-2 strains
vary widely in their ability to grow in cells of OWM (Castro et al.,
1990, 1991; Locher et al., 1998, 2003; Fujita et al., 2003).

TRIM5α was identified as an anti-HIV-1 host restriction fac-
tor in Rh monkey cells (Stremlau et al., 2004). TRIM5 proteins
are members of the tripartite motif family containing RING, B-
box, and coiled-coil domains. The α isoform of TRIM5 has an

additional C-terminal PRYSPRY domain (Reymond et al., 2001).
TRIM5α recognizes the multimerized capsid (viral core) of an
incoming virus by its PRYSPRY domain and causes degradation
of the core (Sebastian and Luban, 2005; Stremlau et al., 2006).
In CM monkey, TRIM5α has also been shown to restrict HIV-1
infection (Nakayama et al., 2005).

We previously evaluated the sensitivity of HIV-2 and SIVmac
to Rh and CM TRIM5αs, and found that HIV-2 strain GH123
carrying P at position 120 of the capsid protein (CA) was potently
restricted by CM TRIM5α, while the HIV-2 GH123 mutant in
which P was replaced with Q was resistant to CM TRIM5α (Song
et al., 2007). In contrast, Rh TRIM5α potently restricted the repli-
cation of both viruses (Kono et al., 2008). Three amino acid
residues, TFP, at positions 339–341 in the PRYSPRY domain of
Rh TRIM5α were necessary for restricting HIV-2 strains that
were resistant to CM TRIM5α (Kono et al., 2008). Although SIV-
mac239 CA possesses Q at position 118 corresponding to position
120 of GH123, SIVmac239 was resistant to both of CM and Rh
TRIM5αs (Kono et al., 2008, 2010). Therefore, we attempted to
identify the viral determinant of SIVmac239 underlying evasion
from Rh TRIM5α-mediated restriction, and found that multiple
regions including the N-terminal loop, a loop between α-helices
4 and 5 (L4/5), and a loop between α-helices 6 and 7 (L6/7) in
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the N-terminal half of SIVmac239 CA are necessary for complete
evasion of Rh TRIM5α restriction (Kono et al., 2010).

Apart from the sequence and structural characteristics regu-
lating protein–protein interaction, the electrostatic potential at
the binding site is an important factor allowing molecular interac-
tions. The electrostatic potential on the protein surface is generated
through redistribution of electrons according to local electrical
fields. It is defined as the potential energy of a proton at a particu-
lar location near a molecule. Negative electrostatic potential results
in attraction of the proton by the concentrated electron density.
Positive electrostatic potential results in repulsion of the proton by
the atomic nuclei in regions where low electron density exists and
nuclear charge is incompletely shielded. Electrostatic effects were
shown to be a major factor in determining the nature and strength
of the interactions between protein surfaces (Dong and Zhou,
2002; Kortemme and Baker, 2002). A complementary charge on
the binding site of both proteins may result in an attractive force
allowing binding to occur.

In the present study, we analyzed the electrostatic potentials of
the surface regions of the CA loop. We analyzed two CA variants,
HIV-2 GH123 and SIVmac239 CAs, showing opposite restriction
phenotypes. We first modeled the 3-D structures of the pro-
teins by homology modeling and next calculated the electrostatic
potentials in the regions of interest based on Adaptive Poisson–
Boltzmann Solver and non-local electrostatic method. We found
a large difference in the electrostatic potentials of the loop sur-
face between the HIV-2 GH123 and SIVmac239 CAs, potentially
responsible for the differential TRIM5α sensitivity of these two
viruses.

MATERIALS AND METHODS
MODELING
The structure of the N-terminal domain of the HIV-1 CA (PDB
number 1GWP; Tang et al., 2002) was used as a template for
building the corresponding domain models of HIV-2 GH123 and
SIVmac239 CAs. The models were built using Modeller 9v4 (Eswar
et al., 2007) and visualized with PyMOL (http://www.pymol.org).

CALCULATION OF ELECTROSTATIC POTENTIALS
As the initial step preceding electrostatic potential modeling, we
added missing hydrogen atoms and estimated the ionization (pro-
tonation) of the molecules. We used H++ server (Gordon et al.,
2005) http://biophysics.cs.vt.edu/H++, which adds protons to the
input structure according to the calculated ionization states at the
specified pH of the solvent. The H++ method models molecules
as a low dielectric medium εin in a solvent with a high dielec-
tric constant εout. It additionally allows the user to define the salt
concentration of the medium and its pH. We used the most biolog-
ically relevant parameters of human cells: pH = 7.2, salinity 1%,
molecule dielectric εin = 10, and medium dielectric εin = 80. The
dielectric parameters were chosen according to the suggestions of
the authors of the H++ method as appropriate for modeling pro-
tonation of surface residues. We also inspected electrostatic poten-
tial profiles resulting from several other parameter combinations.
Other parameter regimes did not produce markedly different elec-
trostatic potentials in the region of interest. Therefore, we chose
the initial parameters as the most relevant for biological settings.

We next applied two methods of electrostatic potential calcu-
lation: Adaptive Poisson–Boltzmann Solver (APBS; Baker et al.,
2001) and non-local electrostatic method (Hildebrandt et al.,
2007). In both methods, electrostatic properties are described by
the Poisson–Boltzmann equation, a second-order non-linear par-
tial differential equation. APBS method solves the equation using
finite element techniques based on parameter discretization and
iterative parallel refinement of the equation solution. The non-
local electrostatic method allows inclusion of the structure of water
molecules in the calculation and describes the system as a contin-
uum. This method captures the effects of the dipole polarization of
water molecules and the effects of the surrounding hydrogen bond
network,and is therefore a more accurate model of the electrostatic
potential estimations close to the molecule-solvent interface.

We used two different surface approximations: solvent-
accessible surface (SAS) of two different sizes. SAS is the surface
of a molecule that is accessible to a solvent. It is estimated using
a “rolling ball” approach (Shrake and Rupley, 1973) in which a
sphere of solvent of a particular radius is used to probe the sur-
face of the molecule, the surface is then described by the center
of the probing sphere. We used the approximate radius of a water
molecule of 1.4 Å and an additional 3 Å to determine how the
electrostatic potential changes with distance from the molecule.

RESULTS
THE 3-D STRUCTURAL MODELS OF HIV-2 GH123 AND SIVmac239 CA
N-TERMINAL DOMAINS
Previously, we evaluated the sensitivity of HIV-2 GH123 and SIV-
mac239 to Rh and CM TRIM5αs, and found that HIV-2 GH123
was sensitive to CM and Rh TRIM5αs (Song et al., 2007; Kono et al.,
2008; Figure 1A). In contrast, SIVmac239 was resistant to CM and
Rh TRIM5αs (Kono et al., 2008, 2010; Figure 1A). CA is the deter-
minant for this differential sensitivity to TRIM5α between HIV-2
GH123 and SIVmac239, as the HIV-2 GH123 mutant carrying
SIVmac239 CA (HIV-2 GH/SCA) was also resistant to CM and
Rh TRIM5αs (Figure 1A; Kono et al., 2010). Despite this marked
difference in TRIM5α sensitivity between HIV-2 GH123 and SIV-
mac239, CA of these two viruses share more than 87% amino
acid identity (Figure 1B). Therefore, we compared the structural
properties of HIV-2 GH123 CA with those of SIVmac239.

We first constructed 3-D models of HIV-2 GH123 and SIV-
mac239 CA N-terminal domains by homology modeling. In
the constructed models, HIV-2 GH123 and SIVmac239 CA N-
terminal domains showed the most striking differences in shape
of surface exposed loops (Figure 2). SIVmac239 CA is character-
ized by a more contracted shape as compared to the expanded loop
structure of HIV-2 GH123. To confirm that this shape difference is
not due to modeling noise, we remodeled both proteins using each
one as a template for the other. The remodeled structures showed
similar shape differences (data not shown), suggesting that the real
structures differ.

ELECTROSTATIC POTENTIALS OF HIV-2 GH123 AND SIVmac239 CA
N-TERMINAL DOMAINS
Figure 3 shows the distributions of calculated electrostatic poten-
tials of HIV-2 GH123 and SIVmac239 CA N-terminal domains.
We observed strong differences between the two molecules on
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FIGURE 1 | (A) Sensitivities of HIV-2 GH123, HIV-2 GH123 mutant
carrying SIVmac239 capsid protein (HIV-2 GH/SCA), and SIVmac239 to
cynomolgus (CM) and rhesus (Rh) monkey TRIM5α. The replication of
HIV-2 GH123 was potently restricted by CM and Rh TRIM5α (sensitive),
while that of SIVmac239 and the HIV-2 GH123 mutant carrying

SIVmac239 capsid was not (resistant). (B) Alignment of amino acid
sequences of HIV-2 GH123 and SIVmac239 capsid proteins. Positions of
the N-terminal loop (N-terminal), a loop between α-helices 4 and 5 (L4/5),
and a loop between α-helices 6 and 7 (L6/7) are indicated above the
amino acid sequences.

FIGURE 2 | Superposition of modeled structures of the N-terminal

domains of HIV-2 GH123 (GH123, yellow) and SIVmac239 (red) capsid

proteins. The three loops containing sites important for the TRIM5α

interaction are numbered as follows: (1) N-terminal loop, (2) loop between
α-helices 4 and 5 (L4/5), (3) loop between α-helices 6 and 7 (L6/7).

the surface of the loops with the GH123 molecule having pre-
dominantly positive and SIVmac239 predominantly negative
electrostatic potential on this part of the surface (Figure 3).

To quantify this observation and obtain further insight into
the specific region where the electrostatic potential differences
are strong, we extracted the electrostatic potential values on the
surfaces of the two molecules. From the electrostatic potential
values estimated in a grid covering the entire space around the
molecules, we extracted grid points neighboring the points of tri-
angulation of each surface type. We grouped these electrostatic
potential values according to the atoms of the closest loop residues.
This comparison of grouped electrostatic potential values of cor-
responding residues in the two analyzed molecules allowed us to
quantitatively confirm the differences in electrostatic potential in
the region of interest and to point to specific residues around
which the differences were stronger. The strongest difference in
electrostatic potential between HIV-2 GH123 and SIVmac239 CAs
was observed on the surface of L4/5, with HIV-2 GH123 and
SIVmac239 showing positive and negative electrostatic potential,
respectively. Eight of nine residues in this loop showed significant
differences in mean electrostatic potential and clear separation
of the electrostatic potential values on the grid neighboring to
the loop residues by both local ABPS and non-local electrostatic
methods (Table 1).

Residues in L6/7 showed weak but similar electrostatic poten-
tial differences to those of L4/5 by the local ABPS method, but
these differences were not confirmed by the non-local electrosta-
tic method (Table 1). The N-terminal loop showed the opposite
pattern, with HIV-2 GH123 and SIVmac239 having negative and
positive electrostatic potentials, respectively, according to the local
APBS method (Table 1). However, the differences were smaller
and were not confirmed by the non-local electrostatic method
(Table 1).

Similar electrostatic potential differences, although spanning
a narrower range of values than those described above, were
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FIGURE 3 | Electrostatic potential on the surface of HIV-2 GH123

(GH123) and SIVmac239 capsid protein N-terminal domains.

Structures are positioned as in Figure 2 with the loops directed toward the
upper right of the image. Electrostatic potential was calculated and

visualized using the APBS plugin in PyMOL. The three loops containing
sites important for the TRIM5α interaction are numbered as follows: (1)
N-terminal loop, (2) loop between α-helices 4 and 5 (L4/5), (3) loop
between α-helices 6 and 7 (L6/7).

Table 1 | Mean electrostatic potential on the surface surrounding residues of the N-terminal loop (N-terminal), the loop between α-helices 4 and

5 (L4/5), and the loop between α-helices 6 and 7 (L6/7) of HIV-2 GH123 and SIVmac239 CAs calculated using the local Adaptive

Poisson–Boltzmann Solver (APBS) and non-local electrostatic methods.

Residue (GH123/SIVmac239) APBS Non-local

HIV-2 GH123 SIVmac239 p-Value HIV-2 GH123 SIVmac239 p-Value

N-terminal 5 THR/5 ILE −0.206 0.064 <0.001 −1.049 −0.096 <0.001

6 GLY/6 GLY 0.025 −0.196 0.006 0.787 −0.805 <0.001

7 GLY/7 GLY −0.315 0.024 <0.001 −1.283 −0.854 <0.001

8 GLY/8 ASN −0.420 0.066 <0.001 0.058 −1.092 0.406

9 ASN/9 TYR −0.463 −0.241 0.741 −5.668 2.697 <0.001

10 TYR/10 VAL −0.782 0.021 <0.001 −8.827 −1.367 <0.001

L4/5 88 GLY/87 ALA 0.147 −0.248 <0.001 2.906 −1.700 <0.001

89 PRO/88 PRO 0.355 −0.522 <0.001 2.879 −0.524 <0.001

90 LEU/– −0.426 – – 6.567 – –

91 PRO/89 GLN 0.603 −0.133 <0.001 6.543 −0.673 <0.001

92 ALA/90 GLN 0.047 −0.051 <0.001 1.282 −0.418 <0.001

93 GLY/91 GLY −0.230 −0.269 0.076 −2.761 3.070 <0.001

94 GLN/92 GLN 0.895 −0.735 <0.001 7.148 0.820 <0.001

95 LEU/93 LEU −0.958 −1.433 0.046 −6.661 2.234 <0.001

96 ARG/94 ARG 0.090 −0.227 <0.001 5.805 −3.992 <0.001

97 ASP/95 GLU −0.045 −1.599 <0.001 −8.336 −3.481 0.001

L6/7 117 MET/115 MET −0.765 0.799 <0.001 −6.437 −9.665 0.078

118 TYR/116 TYR 0.070 −0.069 0.167 −5.037 0.055 <0.001

119 ARG/117 ARG 1.022 0.405 <0.001 6.785 −2.802 <0.001

120 PRO/118 GLN −0.094 −0.706 <0.001 −5.178 3.904 <0.001

121 GLN/119 GLN 0.802 −0.260 <0.001 4.308 0.340 <0.001

122 ASN/120 ASN 0.119 −0.674 <0.001 −4.078 −6.824 0.003

123 PRO/121 PRO −0.782 −0.235 <0.001 −17.281 −11.590 <0.001

124 VAL/122 ILE −1.200 −1.906 <0.001 −6.233 −8.141 0.003

125 PRO/123 PRO −0.250 0.455 <0.001 −4.804 −12.468 <0.001

Color indicates significant difference (p < 0.05, Wilcoxon test) between the electrostatic potentials of the two molecules with positive electrostatic potential marked

in blue and negative marked in red.
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observed on the SAS of the 3 Å probe radius (data not shown).
These observations reflect the electrostatic potential decrease with
distance from the molecule surface.

DISCUSSION
In the present study, we constructed 3-D models of HIV-2 GH123
and SIVmac239 CA N-terminal domains by homology model-
ing and analyzed the electrostatic potential distributions on the
SASs of these molecules. We observed a large difference between
the HIV-2 GH123 and SIVmac239 CA N-terminal domains, with
the HIV-2 GH123 molecule having predominantly positive and
SIVmac239 predominantly negative electrostatic potential on the
surface of L4/5. This result may be relevant to the previous findings
that CA L4/5 was one of the major determinants for the differential
sensitivity to Rh TRIM5α between HIV-2 and SIVmac239 (Ylinen
et al., 2005; Kono et al., 2010).

Precise calculation of the interaction electrostatics is challeng-
ing due to the large surfaces involved and the large structural
changes that can occur upon binding. Here, our quantitative
approach based on two different methods for calculation of elec-
trostatic potential indicated negative electrostatic potential on
the surface of the resistant CA variant SIVmac239 and posi-
tive electrostatic potential of the non-resistant HIV-2 GH123
variant. The presence of positive electrostatic potential on the
surface of L4/5 may therefore be a prerequisite for the interac-
tions with Rh TRIM5α. This loop is the most outward pointing
part of the CA protein. Complementarity to the HIV-2 GH123
surface charge distribution at the binding site of the host pro-
tein may be necessary for binding. Therefore, similar studies
of TRIM5α surface electrostatic potentials could help to point
to the specific site of this interaction, although the 3-D struc-
tural analysis of TRIM5α PRYSPRY domain is required for this
goal.

It was recently reported that a recombinant TRIM5α pro-
tein carrying TRIM21 RING domain (TRIM5-21R) assembled
to form 2-D paracrystalline hexagonal arrays in vitro (Ganser-
Pornillos et al., 2011). This assembly requires RING and B-
box 2 domains, and the hexagonal lattices of HIV-1 CA that
mimic the surface of core act as template for stabilization of
TRIM5-21R arrays in a PRYSPRY-dependent manner (Ganser-
Pornillos et al., 2011). As the interaction between individ-
ual CA monomers and TRIM5α is very weak, CA recog-
nition by TRIM5α is thought to be a synergistic combina-
tion of direct binding interactions with the PRYSPRY domain,

higher-order assembly of TRIM5α, template-based assembly,
and lattice complementarity. Therefore, the electrostatic poten-
tial might be the crucial determinant of this binding allowing
TRIM5α for recognition of a broader range of CA sequence
variants.

In addition to L4/5, our previous study revealed that the N-
terminal loop and L6/7 in the N-terminal half of SIVmac239 CA
are also necessary for complete evasion of Rh TRIM5α restric-
tion (Kono et al., 2010). Electrostatic potentials of these 2 loops
did not show large differences between HIV-2 GH123 and SIV-
mac239. Therefore, it is possible that a certain interaction other
than the electrostatic interaction would be involved in binding of
Rh TRIM5α PRYSPRY domain with the N-terminal loop and L6/7
of HIV-2 GH123.

On sodium dodecyl sulfate (SDS)-polyacrylamide gel elec-
trophoresis, SIVmac239 CA is known to migrate at a molec-
ular weight of 27 kDa, while HIV-2 GH123 CA migrates at a
molecular weight of 25 kDa (Kono et al., 2010). However, the
number of amino acid residues in SIVmac239 CA is smaller
than that in HIV-2 GH123 CA (Figure 1B), and the molecular
weight of SIVmac239 CA is therefore smaller than that of HIV-
2 GH123. We reported previously that the amino acid sequences
of L4/5 determined this differential electrophoretic mobility of
CAs (Kono et al., 2010). The difference seems to be attribut-
able to the presence of non-polar P and A residues at positions
91 and 92, respectively, in L4/5 of HIV-2 GH123 CA, where two
more hydrophilic Q residues are located in SIVmac239 CA L4/5
(Figure 1; Table 1). In addition, HIV-2 GH123 CA L4/5 has
a hydrophobic L insertion at position 90 (Figure 1; Table 1).
Therefore, L4/5 of HIV-2 GH123 CA is more hydrophobic and
would attract larger numbers of SDS molecules than that of SIV-
mac239 leading to accelerated electrophoretic speed of the CA.
It is therefore possible that hydrophobic interactions between
Rh TRIM5α and viral CAs would also be involved in deter-
mining the anti-viral specificity of TRIM5α in addition to the
electrostatic interactions discussed above. Further biochemical
studies of TRIM5α and viral CAs are necessary to address this
question.
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Chemokine receptors (CKRs) function in the inflammatory response and in vertebrate
homeostasis. Decoy and viral receptors are two types of CKR homologs with modified
functions from those of the typical CKRs. The decoy receptors are able to bind ligands
without signaling. On the other hand, the viral receptors show constitutive signaling with-
out ligands. We examined the sites related to the functional difference. At first, the decoy
and viral receptors were each classified into five groups, based on the molecular phylo-
genetic analysis. A multiple amino acid sequence alignment between each group and the
CKRs was then constructed. The difference in the amino acid composition between the
group and the CKRs was evaluated as the Kullback–Leibler (KL) information value at each
alignment site.The KL information value is considered to reflect the difference in the func-
tional constraints at the site. The sites with the top 5% of KL information values were
selected and mapped on the structure of a CKR. The comparisons with decoy receptor
groups revealed that the detected sites were biased on the intracellular side. In contrast,
the sites detected from the comparisons with viral receptor groups were found on both the
extracellular and intracellular sides. More sites were found in the ligand binding pocket in
the analyses of the viral receptor groups, as compared to the decoy receptor groups. Some
of the detected sites were located in the GPCR motifs. For example, the DRY motif of the
decoy receptors was often degraded, although the motif of the viral receptors was basically
conserved. The observations for the viral receptor groups suggested that the constraints
in the pocket region are loose and that the sites on the intracellular side are different from
those for the decoy receptors, which may be related to the constitutive signaling activity
of the viral receptors.

Keywords: chemokine receptors, decoy receptors, viral receptors, GPCR, molecular evolution

INTRODUCTION
The members of the chemokine (CK) family play important roles
in regulating cell migration against inflammation, immune sur-
veillance, and oncogenesis in vertebrates (Zlotnik and Yoshie,
2000). The CKs are classified into four subfamilies: CC, CXC,
CX3C, and XC, based on the cysteine positions in their motifs
(Zlotnik and Yoshie, 2000). CKs exert their activities through
binding to their corresponding receptors. Presently, more than
40 CKs and 18 chemokine receptors (CKRs) have been identi-
fied in the human genome: 10 CCRs, six CXCRs, one XCR, and
one CX3CR (Nomiyama et al., 2011). The CKR homologs are
widely distributed among the vertebrate genomes. For example,
homologs have even been identified from sea lampreys, which are
one of the most primitive vertebrates (Nomiyama et al., 2011). The
amino acid sequence identities among the CKRs and the homologs
range from 25 to 80%, and the CKRs constitute a subfamily in
the class A G protein-coupled receptors (GPCRs). The CKRs have
broad ligand specificities (Nomiyama et al., 2011), and each recep-
tor is able to interact with several CKs, and vice versa. This binding
promiscuity makes it difficult to develop drugs to pinpoint the

specific function of each CKR. Among these receptors, only the
structure of CXCR4 has been solved by X-ray crystallography (Wu
et al., 2010). Like the other GPCRs, this structure is characterized
by the seven transmembrane (TM) helices, although T4 lysozyme
was inserted within the intracellular loop (ICL) 3 between the TM
helices 5 and 6, to stabilize the crystal. The extracellular cavity of
CXCR4 is reportedly larger and wide open, as compared to those
of other GPCR structures (Wu et al., 2010).

In addition to the traditional CKRs, five non-signaling CKR
homologs have been identified in vertebrate genomes: CCRL1
(also known as CCX-CKR), CCRL2, CCBP2 (D6), CXCR7, and
DARC (Duffy antigen receptor; Graham, 2009; Leick et al., 2010;
Naumann et al., 2010). They are called“decoy”or“silent”receptors,
because they are able to bind to several CKs without ligand-
induced signaling. Most of them are constitutively internalized
with or without ligands, and only the receptors are recycled to the
cell membrane. Their functions are considered to regulate inflam-
matory responses by controlling the volume of free extracellular
CKs, through internalization and degradation (Bonecchi et al.,
2010). Like the traditional CKRs, these decoy receptors show a
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broad CK-binding spectrum. CCRL1 interacts with several home-
ostatic CC-type CKs (Comerford et al., 2006), whereas CCBP2 and
DARC interact with inflammatory CKs (Graham, 2009). CXCR7
interacts with the dual-functional CXC-type CKs (Naumann et al.,
2010) without activating G proteins (Thelen and Thelen, 2008).
CCRL2 is known to be a multifunctional receptor (Yoshimura and
Oppenheim, 2011). Like other decoy receptors, it regulates the
amount of free CKs. At the same time, it functions as a recep-
tor for an adipokine called chemerin, although the ligand binding
does not induce signaling and the receptor is not internalized even
after ligand engagement. DARC is the most distantly related to the
CKRs among the five decoy receptors, and was originally identified
as a malarial parasite receptor (Bonecchi et al., 2010). The receptor
also binds to the CC- and CXC-type inflammatory CKs.

Chemokine receptors homologs have been detected in double
stranded DNA viruses, such as herpesvirus and poxvirus. These
viruses are considered to have gained these proteins by horizon-
tal gene transfer during the course of evolution (Slinger et al.,
2011). The viral receptors are constitutively active without lig-
ands, although some of them can bind to CKs. We studied five
groups of viral proteins as described below. E1 is derived only
from equid herpesvirus 2 of γ-herpesvirinae, which interacts with
CCL11 (Camarda et al., 1999). ORF74 is derived from several γ-
herpesviruses, and interacts with a broad range of CXC-type CKs
(Maussang et al., 2009). The β-herpesviruses also have several CKR
homologs. Among them, UL33 is encoded by the genomes of vari-
ous vertebrate viruses, although its ligands have not been identified
(Gruijthuijsen et al., 2002). On the other hand, the US27, US28,
and vGPCRs, which share high sequence similarity, have only been
identified in the primate β-herpesviruses (Sahagun-Ruiz et al.,
2004). US28 is characterized as a receptor for CC-type ligands
(Maussang et al., 2009). Several poxviruses, such as capripox virus,
deerpox virus, and yatapox virus, also encode CKR homologs in
their genomes. The receptors of poxviruses not only share high
amino acid sequence similarity to CCR8, but also the CCR8-like
CK-binding profile; that is, high affinity to CCL1 (Najarro et al.,
2006). These viral receptors are considered to contribute to the
escape from and/or the perturbation of the host immune system,
and are involved in inflammatory diseases and cancer (Slinger
et al., 2011), although the mechanisms of these receptors in viral
pathogenesis remain poorly understood.

The CKRs and their homologs have been classified into three
functionally different types, from the viewpoints of ligand bind-
ing and signaling. The traditional CKRs bind their ligands, which
induce signal transduction. The decoy receptors also bind ligands,
although the process does not induce signal transduction. In con-
trast, the viral receptors exhibit signaling activity without ligand
binding. The decoy receptors and the viral receptors are considered
to have functionally differentiated after their divergence from the
traditional CKRs, by gene duplication or horizontal gene trans-
fer. Therefore, the functional differentiation of these three types is
expected to have changed the functional constraints at the amino
acid sites responsible for the ligand binding and/or signaling. If the
sites involved in the functional differentiation can be identified,
then the information about the sites would be helpful to under-
stand the mechanisms for the signaling associated with ligand-
induced conformational changes. Several different methods have

been developed to detect the amino acid sites involved in the
functional differentiation of homologous proteins from a multiple
sequence alignment, and they are roughly classified into two types.
One of them examines the difference in the evolutionary rate at
each alignment site among the proteins with different functions
(Gu, 1999; Simon et al., 2002), while the other compares the amino
acid compositions at each alignment site among the proteins with
different functions (Landgraf et al., 1999; Hannenhalli and Rus-
sell, 2000). We applied the latter method, the comparison of amino
acid compositions, to identify the sites involved in the functional
differentiation of CKR homologs. The difference in the amino acid
composition at each alignment site between two groups (CKRs and
decoy receptors, or CKRs and viral receptors) was calculated as the
Kulback–Leibler (KL) information value (Hannenhalli and Rus-
sell, 2000; Ichihara et al., 2004). The sites with large KL information
values were selected as the candidates for the functional differenti-
ation. The amino acid residues corresponding to the selected sites
were mapped on the tertiary structure of CXCR4. The comparison
of the CKRs and decoy receptors revealed that the sites with large
KL information values were concentrated on the cytosolic side of
the CKR structure, with statistical significance. In contrast, there
was no such bias in the distribution of the sites with large KL val-
ues between the CKRs and viral receptors. Based on the detected
sites and the distribution of the corresponding residues on the
tertiary structure, the underlying mechanisms for the functional
divergence of the CKR homologs will be discussed.

MATERIALS AND METHODS
AMINO ACID SEQUENCE DATA
The amino acid sequences of the CKRs and their homologs,
including decoy receptors and viral receptors, were collected by
searching the non-redundant protein sequence database at the
NCBI site1 with BLAST version 2.2.25 (Altschul et al., 1997).
The amino acid sequence of human CXCR4 (GI number of
NCBI: 1705894) was used as the query for the BLAST search.
The sequence similarity search was also performed against the
Ensembl2 and elephant shark genome project3 genome databases.
When several amino acid sequences were almost identical, one of
them was selected as the representative. The sequences used in this
study are shown in Table 1.

AMINO ACID SEQUENCE ALIGNMENT AND PHYLOGENETIC ANALYSIS
A multiple amino acid sequence alignment was produced with
the alignment software MAFFT, version 6.857 (Katoh et al., 2002;
Katoh and Toh, 2008). At first, 444 traditional CKRs were aligned.
This result was manually refined, based on information about
the secondary structures. Subsequently, 178 sequences consisting
of decoy and viral receptors were added to the CKR alignment
one by one, using the profile option of Clustal W (version 1.83;
Thompson et al., 1994). Based on the alignment, an unrooted mol-
ecular phylogenetic tree was constructed by the neighbor-joining
(NJ) method (Saitou and Nei, 1987). The genetic distance between

1http://www.ncbi.nlm.nih.gov/BLAST/
2http://www.ensembl.org/index.html
3http://esharkgenome.imcb.a-star.edu.sg/
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every pair of aligned sequences was calculated as a maximum like-
lihood estimate (Felsenstein, 1996), under the JTT model (Jones
et al., 1992) for the amino acid substitutions. The sites including
gaps in the alignment were excluded from the calculation. The
statistical significance of the NJ tree topology was evaluated by
a bootstrap analysis (Felsenstein, 1985) with 1,000 iterative tree
reconstructions. Two software packages, PHYLIP 3.5c (Felsen-
stein, 1993) and MOLPHY 2.3b3 (Adachi and Hasegawa, 1996),
were used for the phylogenetic analyses. A cluster of decoy or
viral receptors with a bootstrap probability greater than 80% was
adopted as a group of receptors with different functions from the
traditional CKRs.

CALCULATION OF THE KULLBACK–LEIBLER INFORMATION VALUE
The multiple alignment thus obtained was reconstructed into 10
alignments, each consisting of two groups, the traditional CKRs
and one of the decoy receptor groups or viral receptor groups. We
then calculated the amino acid compositions of the two groups
at each alignment site, according to the multiple alignment. We
used the method adopted in PSI-BLAST (Altschul et al., 1997) to
estimate the site-specific amino acid composition. The weighting
method of Henikoff and Henikoff (1994) was used for the residue
count. The weight for the pseudocount β, was set to 0.1. For the
calculation of the pseudocount, λu, a parameter for ungapped
BLAST,was calculated for each alignment by the Newton–Raphson
method (Ewens and Grant, 2001). When more than half of the
sequences had gaps at an alignment site, the calculation of the site-
specific amino acid composition and the following investigation
were skipped. Next, the difference in the amino acid composition
between two groups at each alignment site was calculated as the KL
information value. The KL information value is defined as follows:

20∑
i=1

p(i) log
p(i)

q(i)
(1)

where p and q are the site-specific amino acid residue compositions
for the two groups, which are estimated by the method described
above. The parameter i indicates that the summation is obtained
over 20 amino acid residues. KL information does not satisfy one
of the distance axioms, symmetry. To satisfy this condition, the KL
information was modified as follows:

20∑
i=1

p(i) log
p(i)

q(i)
+

20∑
i=1

q(i) log
q(i)

p(i)
(2)

Formula 2 was used to predict the sites subjected to different
functional constraints between the two groups. In this study, the
functional constraint at a site of a protein sequence is defined as
the extent of intolerance to mutation at the site, due to a reduc-
tion of the protein function by the mutation. This is a special case
of the cumulative relative entropy developed by Hannenhalli and
Russell (2000), which is applicable to an alignment consisting of
multiple groups. When the KL information value of an alignment
site was located in the top 5% of the distribution of KL informa-
tion values for all of the sites, the site was regarded as a site under
different constraints between the groups (Ichihara et al., 2004).
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Among them, the sites that fell in the gap region of CXCR4 in the
alignment were neglected, because the subsequent analyses were
performed based on mapping onto the CXCR4 structure.

STATISTICAL EVALUATION FOR BIAS IN THE SPATIAL DISTRIBUTION OF
THE SITES UNDER DIFFERENT CONSTRAINTS
We examined the statistical significance for the bias in the posi-
tions of the selected sites by the KL information values on the
reference CXCR4 structure (PDB ID: 3ODU), using the follow-
ing procedure. At first, we calculated the geometric center of the
three extracellular loops (ECLs) and the N-terminal region, and
that of the three ICLs. The coordinates of the Cα atoms were used
for the calculation. The C-terminal region (residues 303–328) was
not used in the calculation of the geometric center of the intra-
cellular side, since this region extended into the cytosolic region.
The chimeric lysozyme region was also neglected from the cal-
culation. A unit vector on the axis connecting the two geometric
centers, which originated from the midpoint between the geomet-
ric centers toward the geometric center of the extracellular side,
was calculated. The inner product between the unit vector and a
vector from the midpoint to the Cα atom of every residue, except
for those of the chimeric lysozyme region, was then calculated.
The inner product score indicated the projected position of the
residue on the axis (see Figure 1). The positive or negative score
corresponded to the extracellular or cytosolic location of a residue,
respectively, relative to the geometric center. The distribution of
the inner product scores for the residues selected by the KL infor-
mation values was compared with those of the remaining residues
by the two-sided t -test. The null hypothesis was the same for all
of the tests: the average of the residues corresponding to the sites
with large KL information values is the same as that of the remain-
ing residues. For the statistical test, the function in the statistical
computing software R, “t -test,” was used for the evaluation.

RESIDUE INDICATION
The sites of each group selected by the KL information values are
indicated on the corresponding sites of CXCR4 in this study. When
the site has the number based on Ballesteros–Weinstein nomen-
clature (Ballesteros and Weinstein, 1995), the figure is also shown
in the superscript. In this notation, the first digit indicates the
number of the TM helix, and the following digit is the position
counted from the most conserved site in each TM, to which the
number 50 is assigned.

RESULTS
THE PHYLOGENETIC ANALYSIS
The multiple alignment of 622 sequences were constructed,
which is downloadable from the URL: http://seala.cbrc.jp/∼toh/
suppl.html. The alignment of the representative sequences is
shown in Figure 2. Based on the alignment, the phylogenetic
tree of the CKRs and the decoy and viral receptors was con-
structed (Figure 3). Several clusters with high bootstrap probabil-
ity (>80%) were identified in the tree, which included five decoy
receptor groups and five viral receptor groups. The decoy recep-
tor groups are referred to as CCRL1, CCRL2, CCBP2, CXCR7,
and DARC, according to the constituent receptors. The numbers
in each group were 23, 15, 15, 24, and 15, respectively. On the

FIGURE 1 | Projection of a residue on the axis connecting the
intracellular and extracellular sides of the receptor. The structure of
CXCR4 is shown by the ribbon model. The membrane spanning helices
indicated by the structural element page for CXCR4 in GPCRDB
(http://www.gpcr.org/7tm/) are colored yellow. The sphere colored cyan
indicates the geometric center of the alpha carbons of the membrane
spanning helices. The red axis connects the geometric center of
extracellular loops and the N-terminal loop and that of the intracellular
loops. The midpoint of the axis is indicated by a filled sphere colored red.
The distance between the cyan and red spheres is close (3.26 Å). That is,
the midpoint is considered to roughly reflect the geometric center of the
transmembrane helices. How to take the orthogonal projection of an amino
acid residue to the axis is shown by using Residue X. Consider a vector
from the midpoint to the Cα atom of the residue. By taking an inner product
between the vector and a unit vector, which runs along the axis and is
originated from the midpoint. The projected point is obtained by taking the
inner product.

other hand, the viral receptor groups are referred to as E1, ORF74,
UL33, βHV, and pox. The first three groups were named according
to the constituent receptors. The βHV group consists US28, US27,
and vGPCRs. Pox is a group of receptors derived from poxviruses.
The numbers in each viral group were 18, 14, 19, 16, and 19. The
evolutionary relationships between the CKRs and the decoy and
viral receptors shown in the figure were roughly similar to those
reported previously (Rosenkilde et al., 2001; Zlotnik et al., 2006).
Murphy et al. (2000) suggest that the evolutionary rates of the
CKRs are faster than those of the other GPCRs, because of the
immune functions of CKRs. The long branch lengths suggested
that the evolutionary rates of the receptors belonging to CCRL2,
DARC, ORF74, UL33, βHV, and pox may be higher than those of
the traditional CKRs, although we refrained from further exami-
nation of evolutionary rate accelerations in this study. In the sub-
sequent analyses, each group of the decoy and viral receptors thus
obtained was compared with the group of the traditional CKRs.

DETECTION OF SITES WITH LARGE KL INFORMATION VALUES
The differences in the amino acid composition at each align-
ment site were examined between the traditional CKRs and each
group of decoy and viral receptors. The sites with large KL infor-
mation values in the top 5% are summarized in Table 2. The
residues corresponding to such sites were mapped on the struc-
ture of CXCR4 (Figure 4). As shown in Table 2, about 11∼ 14
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FIGURE 2 | Multiple amino acid sequence alignment of CKRs, decoy,
and viral receptors. The GI number and protein name of the
representative protein from each group are shown at the left side of the
aligned amino acid sequence. In the case of CXCR4, the residue number
of the first residue of the aligned sequence is shown after the protein

name, and the TM regions described in the GPCRDB
(http://www.gpcr.org/7tm/) are indicated by underlines. The
corresponding sites for x.50 of Ballesteros–Weinstein nomenclature are
colored blue. Four motifs, TxP, DRY, CWxP, and NPxxY5-6F, are enclosed
by red line.
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FIGURE 2 | Continued.

sites were selected from each group with the comparison of
CKRs, and they included the sites in the sequences for GPCRs
or the CKR-specific motif. Several sites that have been experimen-
tally identified to be important for ligand binding or signaling
were also selected. In addition, many uncharacterized sites were
detected.

The DRY (Asp-Arg-Tyr) motif of the GPCRs is conserved as the
sequence DRYLAIV in the traditional CKRs, from the end of TM3
to ICL2 (Graham, 2009). The motif is related to signal transduc-
tion, through interactions with G proteins. The conserved R1343.50

is involved in the interchanges between the inactive and active
conformations of GPCRs. In the inactive conformation, this Arg

Frontiers in Microbiology | Virology July 2012 | Volume 3 | Article 264 | 94

http://www.frontiersin.org/Virology
http://www.frontiersin.org/Microbiology
http://www.frontiersin.org/Virology/archive


Daiyasu et al. Functional divergence of CKR homologs

FIGURE 3 | Phylogenetic tree of CKRs and their homologs. The tree for the
622 sequences listed inTable 1 is shown. The names of the CKRs (black), the
decoy receptor groups (magenta), and the viral receptor groups (blue) are

indicated near the receptor clusters. The bootstrap probabilities of the decoy
and viral receptor groups are shown at the nodes corresponding to the
common ancestors of the groups, which are indicated by circles.

interacts with its neighboring residue, D1333.49, but in the active
conformation, the residue interacts with Y2195.58 (Holst et al.,
2010). The sites in the DRY region of the DRYLAIV sequence
were only detected from the analyses with the decoy receptor
groups, CCRL2, CCBP2, and DARC. In addition, Y2195.58 was
also detected from the analysis with the DARC group. On the
other hand, the sites in the LAIV3.52∼ 3.55 region of the DRYLAIV
sequence were detected from the examinations with the decoy and
viral receptor groups, CCBP2, UL33, and βHV. The CWxP motif
is located in the middle of TM6. This W2526.48 is believed to
function as a micro-switch in the receptor activation mechanism,
and P2546.50 creates a kink in this helix, around which TM7 per-
forms its rigid body movements during activation (Nygaard et al.,
2009). The corresponding sites of this motif were detected from
the analyses of two decoy receptor groups, CCRL1 and CCRL2,
but not from those of any viral receptor group. The fifth site of the
NPxxY5-6F motif in TM7, Y3027.53 functions in the interchange
of an inactive rotamer conformation (Nygaard et al., 2009). The
sites of this motif were detected from the investigations with every
decoy receptor group and two viral receptor groups, ORF74 and
UL33. The TxP motif of TM2 is known as a specific motif of the
traditional CKRs. It is known that the TxP motif in TM2 is spe-
cific for traditional CKRs (Govaerts et al., 2001). The third site
of the TxP motif, P922.58, bends the helix, which determines the

intra-helical location that is involved in the receptor activation.
The sites of the motif were detected from the analyses of two
viral receptor groups, the ORF74 and pox groups, but not from
the assessment with any decoy receptor group. In addition, several
sites corresponding to highly conserved positions in GPCRs, which
are denoted as x.50 by the Ballesteros–Weinstein nomenclature,
such as N561.50 and D842.50, were detected from analyses of sev-
eral groups (see Table 2). Table 2 also shows the other important
residues experimentally identified as having binding or signaling
functions.

We examined which sites were commonly selected from the
comparisons. No site was shared in all of the comparisons. Further-
more, there was no site commonly detected from the analyses with
all of the decoy receptor groups or all of the viral receptor groups.
However, several sites were detected from the different compar-
isons. For example, the sites corresponding to D742.40, D842.50,
R1342.50,A1413.57, T1423.58, S1443.60, C2185.57, K2306.26, T2416.37,
C2516.47, G3068.47, and K3088.49 were detected from at least two
assessments with decoy receptor groups. Most of these sites are
located in ICL2, 3, and the C-terminal region. Among these sites,
D842.50, A1413.57, C2185.57, and K3088.49 were also detected from
at least one analysis with the viral receptor group. W942.60, W102
(ECL1), L1363.52, H1403.56, G2075.46, L2085.47, and K3088.49 were
detected from at least two analyses of the viral receptor groups.
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Table 2 | Selected sites with large KL information values.

Residue (CXCR4) Position Region B and W Remarks KL value Frequency (%) Reference

A. (Decoy receptors) CKRs

group

CCRL1

H203 Extra TM5 5.42 Pocket 7.03 (L) Scholten et al. (2012)

E 93.3

C251 Extra TM6 6.47 CWxP 6.71 C 39.7 F 31.7 (S) Nygaard et al. (2009)

T 93.5

A307 Intra C 8.48 NPxxY5-6F 7.29 E 33.8 V 32.0

A 49.5

K308 Intra C 8.49 NPxxY5-6F 8.07 K 73.0 (L) Scholten et al. (2012)

S 86.7

Y121 Intra TM3 3.37 Pocket 8.50 Y 67.0

V 40.3 S 34.3

L125 Intra TM3 3.41 7.19 L 55.6 F 38.0

Q 54.7

T142 Intra ICL2 3.58 6.67 T 33.2 V 32.2

P 59.7

S144 Intra ICL2 3.60 6.80 A 47.9

Q 36.5

K230 Intra ICL3 6.26 7.74 R 35.4

N 50.6

G231 Intra ICL3 6.27 8.26 N 39.9

I 43.4 W 31.8

R235 Intra ICL3 6.31 7.29 H 39.0

S 54.7

T241* Intra ICL3 6.37 8.78 I 67.5

L 92.8 W 30.3

I261 Extra TM6 6.57 8.35 L 47.1

C 48.8

L317 Intra C 8.58 7.44 L 44.9

A 89.6

CCRL2

T73* Intra ICL1 2.39 9.69 T 91.9 (L) Scholten et al. (2012)

E 38.7 G 34.7

D84 Intra TM2 2.50 8.20 D 95.4 (S) Rosenkilde et al. (2008)

N 92.9 (S) Nygaard et al. (2010)

D133 Intra ICL2 3.49 DRY 8.08 D 88.1 (L) Scholten et al. (2012)

Q 84.4

Y190 Extra ECL2 – Pocket 9.14 Y 47.5 (S) Zhou et al. (2001)

R 47.1 K 33.4

A237* Intra ICL3 6.33 9.72 A 79.1 (L) Scholten et al. (2012)

L 83.5

C251 Extra TM6 6.47 CWxP 9.27 C 39.9 F 31.5 (S) Nygaard et al. (2009)

M 72.8

F292 Extra TM7 7.43 10.56 F 46.3 (L) Scholten et al. (2012)

T 61.6 (L) Choi et al. (2005)

G306 Intra C 8.47 NPxxY5-6F 11.94 G 96.0

D 93.1

K308 Intra C 8.49 NPxxY5-6F 8.96 K 73.8 (L) Scholten et al. (2012)

T 36.3

E31 Extra N – Pocket 9.72

Y 78.0

(Continued)
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Table 2 | Continued

Residue (CXCR4) Position Region B and W Remarks KL value Frequency (%) Reference

CKRs

group

A141 Intra ICL2 3.57 8.63 A 82.2

I215 Intra TM5 5.54 8.31 M 72.6

F 69.4

I223 Intra ICL3 5.62 8.16 I 40.0 L 31.8

R 66.8

CCBP2

R134 Intra ICL2 3.50 DRY 10.75 R 99.0 (S) Deupi and Standfuss (2011)

K 65.9 (S) Holst et al. (2010)

A137 Intra ICL2 3.53 DRY 9.22 A 77.1

E 53.4

G306 Intra C 8.47 NPxxY5-6F 9.35 G 96.2

S 53.7

V59 Intra TM1 1.53 7.61 V 94.3

L 81.3

T142 Intra ICL2 3.58 10.12 T 33.2 V 31.9

Q 57.0

S144 Intra ICL2 3.60 7.54 A 48.0

H 33.5

A152 Intra ICL2 4.41 7.65

K 60.6

Y157 Intra TM4 4.46 7.47 C 49.1 S 36.1

S224 Intra ICL3 5.63 7.68

C 80.7

K230 Intra ICL3 6.26 7.89 R 36.1 Q 34.4

L 67.8

Q233 Intra ICL3 6.29 11.12 K 36.1

G 91.9

CXCR7

D74 Intra ICL1 2.40 11.53 D 72.0 (L) Scholten et al. (2012)

H 90.8

F87 Extra TM2 2.53 10.25 F 75.4 (L) Tian et al. (2005)

V 84.5

G306 Intra C 8.47 NPxxY5-6F 11.52 G 96.2

N 66.8

K38 Extra N 1.32 Pocket 10.59

Y 86.7

G55 Intra TM1 1.49 11.17 G 97.8

A 91.1

M63 Intra TM1 1.57 10.87 L 49.7

N 90.6

M72* Intra ICL1 2.38 10.57 M 41.0

E 54.2 D 37.3

L86 Extra TM2 2.52 9.89 L 79.1

C 55.5 W 38.4

A141 Intra ICL2 3.57 11.00 A 81.9

F 67.4

C218* Intra ICL3 5.57 10.28 C 94.0 R 41.7

F 79.9

(Continued)
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Table 2 | Continued

Residue (CXCR4) Position Region B and W Remarks KL value Frequency (%) Reference

CKRs

group

K236 Intra ICL3 6.32 10.01 K 56.4

S 54.7

L238* Intra ICL3 6.34 10.15 V 32.9 I 31.4

R 60.5

L244 Intra TM6 6.40 11.42 V 54.0

Y 92.6

K271 Extra ECL3 – 10.02

F 79.8

DARC

N56 Intra TM1 1.50 11.51 N 98.8 (S) Rosenkilde et al. (2008)

S 78.2 (S) Nygaard et al. (2010)

D74 Intra ICL1 2.40 11.91 D 72.3 (L) Scholten et al. (2012)

R 44.9 W 30.1

D84 Intra TM2 2.50 11.61 D 95.5 (S) Rosenkilde et al. (2008)

S 73.8 (S) Nygaard et al. (2010)

Y116 Extra TM3 3.32 Pocket 11.54 Y 57.9 (L) Scholten et al. (2012)

W 63.8 (L) Surgand et al. (2006)

R134 Intra ICL2 3.50 DRY 12.36 R 98.9 (S) Deupi and Standfuss (2011)

G 61.7 (S) Holst et al. (2010)

Y135 Intra ICL2 3.51 DRY 13.42 Y 92.6

P 83.1

Y219* Intra ICL3 5.58 12.72 Y 96.2 (S) Holst et al. (2010)

G 52.1

Y302 Intra TM7 7.53 NPxxY5-6F 11.86 Y 95.7 (L) Scholten et al. (2012)

L 75.4 (S) Rosenkilde et al. (2008)

F309 Intra C 8.50 NPxxY5-6F 12.49 F 98.7 (S) Rosenkilde et al. (2008)

A 54.7

V214 Intra TM5 5.53 11.34 V 52.4

P 93.5

C218* Intra ICL3 5.57 12.38 C 94.1

L 63.6

T241* Intra ICL3 6.37 13.28 I 67.3

W 75.7

L246 Intra TM6 6.42 12.77

W 96.0

C296 Intra TM7 7.47 11.56 C 88.7

V 64.4

B. (Viral receptors)

E1

Y116 Extra TM3 3.32 Pocket 7.62 Y 56.1 (L) Scholten et al. (2012)

C 88.6 (L) Surgand et al. (2006)

Q66 Intra ICL1 1.60 6.34

M 83.5

A95 Extra TM2 2.61 8.18 A 66.0

M 63.8

V99 Extra TM2 2.65 6.66 A 34.8

G 84.8

N106 Extra ECL1 3.22 6.48

I 71.1

(Continued)
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Table 2 | Continued

Residue (CXCR4) Position Region B and W Remarks KL value Frequency (%) Reference

CKRs

group

S123 Intra TM3 3.39 Pocket 8.02 G 49.6 S 36.4

Q 54.8

G207 Extra TM5 5.46 Pocket 7.77 G 90.7

S 84.3

C220 Intra ICL3 5.59 6.62

Y 47.3 W 41.2

G231 Intra ICL3 6.27 9.44 N 39.6

P 84.4

ORF74

D84 Intra TM2 2.50 11.25 D 95.6 (S) Rosenkilde et al. (2008)

S 63.3 (S) Nygaard et al. (2010)

P92 Extra TM2 2.58 TxP 11.63 P 98.4 (L) Govaerts et al. (2001)

L 59.7 (S) Wu et al. (2010)

W94 Extra TM2 2.60 Pocket 9.67 W 74.7 (L) Scholten et al. (2012)

(S) Rosenkilde et al. (2010)

V112 Extra TM3 3.28 Pocket 9.31 V 37.3 (L) Scholten et al. (2012)

E 38.4

W161 Intra TM4 4.50 W 99.3 (C) Ballesteros and Weinstein (1995)

F 32.9

N298 Intra TM7 7.49 NPxxY5-6F 11.57 N 94.9 (S) Rosenkilde et al. (2008)

V 38.2 (S) Nygaard et al. (2010)

F304 Intra C 8.45 NPxxY5-6F 9.17 F 94.6

L 57.4

A307 Intra C 8.48 NPxxY5-6F 10.63 E 33.4 V 32.2

S 94.5

K308 Intra C 8.49 NPxxY5-6F K 73.8 (L) Scholten et al. (2012)

L 48.0

Y76 * Intra ICL1 2.42 8.84 Y 60.6 F 32.7

L 81.9

A83 Intra m 2.49 10.43 A 55.3 S 40.1

N 62.9

H140 * Intra ICL2 3.56 9.90 H 49.5

F 50.0

A237 * Intra ICL3 6.33 9.31 A 79.4

V 65.4 I 30.2

UL33

L120 Extra TM3 3.36 Pocket 13.59 F 70.9 (L) Surgand et al. (2006)

C 96.4

L136 Intra ICL2 3.52 DRY 11.63 L 66.3

R 74.7

V139 Intra ICL2 3.55 DRY 12.66 V 90.5

H 74.4

L208 Extra TM5 5.47 Pocket 13.48 F 70.1 (S) Holst et al. (2010)

G 95.2

A291 Extra TM7 7.42 11.64 A 60.0 G 31.0 (L) Scholten et al. (2012)

P 95.1

K308 Intra C 8.49 NPxxY5-6F 11.86 K 73.3 (L) Scholten et al. (2012)

D 74.3

G55 Intra TM1 1.49 12.83 G 97.9

L 46.4 M 37.0

(Continued)
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Table 2 | Continued

Residue (CXCR4) Position Region B and W Remarks KL value Frequency (%) Reference

CKRs

group

W102 Extra ECL1 Pocket 12.73 W 96.3

L 34.3

A141 Intra ICL2 3.57 11.49 A 82.0

R 83.8

G207 Extra TM5 5.46 Pocket 15.89 G 90.4

W 96.7

C218 * Intra ICL3 5.57 11.64 C 93.6

F 96.2

I222 * Intra ICL3 5.61 11.47 I 75.4

F 96.2

Y256 Extra TM6 6.52 Pocket 11.30 N 77.3

V 48.6

C296 Intra TM7 7.47 12.72 C 88.6

L 59.0

βHV

T73 * Intra ICL1 2.39 9.04 T 92.5 (L) Scholten et al. (2012)

S 50.1

L136 Intra ICL2 3.52 DRY 10.76 L 66.1

S 32.8

D171 Extra TM4 4.60 Pocket 8.92 (L) Tian et al. (2005)

Y 47.7

Y190 Extra ECL2 – Pocket 11.26 Y 47.3 (S) Zhou et al. (2001)

N 70.6

C274 Extra ECL3 – 12.37 C 96.2 (C) Wu et al. (2010)

W102 Extra ECL1 – Pocket 11.59 W 96.5

F104 Extra ECL1 – 10.98 F 81.4

S 31.9

K110 Extra ECL1 3.26 10.19 K 85.5

I 44.8

N119 Extra TM3 3.35 8.46 N 48.1 G 33.1

P 37.0

H140 * Intra ICL2 3.56 8.66 H 49.0

W 38.6

W283 Extra TM7 7.34 9.65 A 76.5

F 37.0

pox

C28 Extra N – 9.87 C 90.9 (C) Wu et al. (2010)

Y 37.6

P42 Extra TM1 1.36 7.91 P 70.4 (L) Scholten et al. (2012)

I 62.2

T90 Extra TM2 2.56 TxP 6.79 T 68.6 (S) Govaerts et al. (2001)

(S) Alvarez Arias et al. (2003)

W94 Extra TM2 2.60 Pocket 10.13 W 74.6 (L) Scholten et al. (2012)

I 39.4 (S) Rosenkilde et al. (2010)

L208 Extra TM5 5.47 Pocket 8.06 F 70.8 (S) Holst et al. (2010)

M 67.6

F248 Intra TM6 6.44 Pocket 9.82 F 83.3 (S) Deupi and Standfuss (2011)

S 49.9 T 33.8 (L) Surgand et al. (2006)

P27 Extra N – 7.38 P 56.2

D 46.0 E 30.8

(Continued)
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Table 2 | Continued

Residue (CXCR4) Position Region B and W Remarks KL value Frequency (%) Reference

CKRs

group

E31 Extra N – Pocket 11.70

Y 95.2

F36 Extra N 1.30 7.00 F 64.3

V 35.1

L61 Intra TM1 1.55 6.93 L 41.2

T 44.2

I215 Intra TM5 5.54 7.28 M 73.4

L 65.3

I221 * Intra ICL3 5.60 6.16

K 85.4

S227 Intra ICL3 – 6.53 L 45.4

K 85.4

E277 Extra ECL3 7.28 6.16 S 33.3

L 33.8 F 30.7

(A)The list of the sites detected from the comparisons with five decoy receptor groups. (B)The list of the sites detected from the comparisons with five viral receptors.

Each row corresponds to a site with a large KL information value.The first column indicates the residue type and the residue number of CXCR4, to which the selected

site corresponded. “∗” Indicates a site located within 5 Å from the DRY motif in the CXCR4 structure. The second column indicates whether the site is located on

the extracellular or intracellular side. The location was determined for the t-test (see Materials and Methods). The third column shows the position of the site in the

primary structure of a GPCR (N-terminus, TM, ICL, ECL, and C-terminus). The fourth column indicates the site by the Ballesteros–Weinstein nomenclature. The fifth

column provides remarks about the site, such as experiments and motifs. The “pocket” in this column was calculated at the CASTp site (Liang et al., 1998). A blank

entry in the fifth column means that the site has not been characterized yet. The sixth column indicates the KL value of each site. The seventh column indicates the

frequencies of the residues at each site. The upper half of the column indicates the frequencies for CKRs, and the lower half indicates the frequencies for the group

under comparison. Only the residues with frequencies greater than 30% are shown. The eighth column indicates whether the site is involved in ligand binding (L),

signaling (S), or conservation (C).The literature for experimental evidence or observations of the characteristics is also shown in the column, although the experiments

were not always performed with the receptors under consideration, but with the homologs in the CKR family.

None of them, except for K3088.49, was detected from the analyses
of any decoy receptor group.

STATISTICAL TEST FOR THE SPATIAL BIAS OF THE SITES WITH LARGE
KL INFORMATION VALUES
As shown in Figure 4, the distribution of the sites selected from
the analyses with the decoy receptor groups seemed to be biased
toward the cytosolic side of the CKR structure. In contrast, there
did not seem to be any trends in the distribution of the sites
obtained from the analyses with the viral receptor groups. To quan-
titatively examine the observations, the residues corresponding to
the selected sites and the remaining residues were projected on the
axis connecting the center of gravity of the ECLs including the
N-terminal region, and that of the ICLs (see Figure 5). Based on
the projection on the axis, t -tests were performed as described in
the Section “Materials and Methods.”

The results of the t -tests are summarized in Table 3. As shown
in this table, the null hypothesis was rejected in three cases of the
analyses with decoy receptor groups, CCRL1, CCBP2, and DARC,
under the significance level of 5%. To examine the bias further, the
one-sided t -test was applied to the observations about the decoy
receptor groups. The null hypothesis was the same as that of the
two-sided test, but the alternative hypothesis was that the average
of the residue with the large KL value is smaller than that of the
remaining residues. We found that the null hypothesis was rejected

for four cases with decoy receptor groups, CCRL1, CCBP2, DARC,
and CXCR7 (data not shown). That is, the distribution of the
residues corresponding to the sites with large KL information val-
ues of the decoy receptor groups, except for CCRL2, was biased
toward the intracellular side of the receptor. The two-sided t -test
was also applied to the analyses of the viral receptor groups. In
all cases, the null hypothesis was not rejected. This result sug-
gested that the residues selected by the KL information values of
the viral receptors were distributed on both the extracellular and
intracellular sides.

DISCUSSION
DECOY RECEPTORS
The difference in the amino acid composition at an alignment site
between two receptor groups, as evaluated by the KL information
value,was considered to reflect the difference in the functional con-
straints at the site between the groups. As described above, decoy
receptors are able to bind to CKs, but do not induce signaling.
The sites detected by the KL information value would reflect the
functional difference. Actually, the sites included in several motifs,
such as DRY, CWxP, and NPxxY5-6F, which are involved in signal-
ing, were detected. The bias in the locations of the detected sites
on the intracellular side was statistically significant by the two-
sided or one-sided t -test in four out of five decoy receptor groups.
Especially, all of the sites detected from the analysis of CCBP2
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A

B

FIGURE 4 | Mapping of the sites with large KL information values on the
CXCR4 structure. The sites detected from the comparisons with (A) five
decoy receptor groups and with (B) five viral receptor groups are mapped on
the main chain structure of CXCR4. The residues corresponding to the
detected sites with information about function and/or motif are depicted by
space filling models, and are indicated according to the Ballesteros–Weinstein

nomenclature. The corresponding amino acid residue types and numbers of
CXCR4 are also shown in parentheses. On the other hand, the sites without
any information are indicated by line models. The four motif regions are
indicated by gray surface models. The residues that mapped on the
extracellular side are colored blue, and those that mapped on the intracellular
side are colored red.
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FIGURE 5 | Projection of the residues on the axis connecting the
intracellular and extracellular sides of the receptor. (A) Projections
corresponding to the five comparisons with the decoy receptor
groups. (B) Projections corresponding to the five comparisons with
the viral receptor groups. The axis generation method and the
projection method are described in the Section “Materials and

Methods.” In each figure, the vertical line indicates the axis.
Horizontal lines on the right side of the axis indicate the projected
positions of the residues corresponding to the sites selected based
on the KL information values. Horizontal lines on the left side indicate
the projected positions of the remaining residues. The filled circles
indicate the midpoint of the axis.

were located on the intracellular side. The test with the CCRL2
group was the only one that did not suggest a statistically signif-
icant bias in the distribution of the detected sites. As described
above, CCRL2 is also able to bind to chemerin (Yoshimura and
Oppenheim, 2011). The adaptation to the new ligand may have
introduced the change in the functional constraints on the extra-
cellular side, which may be the reason why the null hypothesis was
not rejected. This observation suggested that the functional diver-
gence of CCRL2 was induced under different selective pressure,
as compared to the other decoy receptors after gene duplication.
CCRL2 forms a gene cluster together with the genes for CCR1, 2,
3, and 5 in several mammalian genomes (Nomiyama et al., 2011).
The close relationship of CCRL2 to these CKRs and its distant
relationship to the other decoy receptors in the phylogenetic tree
(Figure 3) were consistent with the conservation of the gene orders
in the genomes, although the bootstrap probabilities for the rela-
tionships were not always high. The evolutionary relationship and
the conserved gene order, together with the acquisition of binding
activity to a new ligand, suggested a unique evolutionary position
of CCRL2 relative to the other decoy receptors.

The lack of signal transduction activity in the decoy receptors is
attributed to the degeneration of the DRY motif (Comerford et al.,
2007). Our study suggested that the degenerations of other motifs
and functional residues may also be related to functional changes.
For example, two decoy groups, CCRL1 and CXCR7, contained
the typical DRY motif. However, the sites in other motifs that are
related to the conformational change associated with the active-
inactive switch had large KL information values in these decoy

Table 3 | Results of t -tests.

DECOY RECEPTORS

CCRL1 3.87×10−3

CCRL2 0.142

CCBP2 3.37×10−7

CXCR7 0.066

DARC 1.51×10−4

VIRAL RECEPTORS

E1 0.981

ORF74 0.080

UL33 0.098

βHV 0.308

pox 0.144

The p-value for each two-sided t-test is shown. The details of the tests are

described in the Section “Materials and Methods.”

receptors. This observation suggested that the constraints for the
residue conservation at the sites in the traditional CKRs are looser
in the two decoy receptor groups (see Table 2). In addition to the
motif sites, the highly conserved sites in the TM regions of GPCRs,
including the traditional CKRs (x.50 in the Ballesteros–Weinstein
nomenclature), had large KL information values in the analyses
with several decoy receptor groups. The use of different amino
acid residues at such sites may lead to functional and/or structural
changes. Several sites with uncharacterized functional relation-
ships also showed large KL information values. Most of them were
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found in ICLs 2 and 3. As these loops are considered to interact
with G proteins, the sites detected on the loops may be involved in
the loss of the signaling function of the decoy receptors.

VIRAL RECEPTORS
We anticipated that the sites detected from the analyses with
the viral receptor groups would be found on the extracellular
side, since viral receptors exhibit signaling activity without lig-
and binding. As described above, however, the sites with the large
KL information values were found not only on the extracellular
side, but also on the intracellular side. We examined the detected
sites from the different viewpoint. CASTp4 (Liang et al., 1998) is
a program to identify pocket regions in a given tertiary structure.
When we applied CASTp to the coordinates of CXCR4, the pocket
region corresponding to the ligand binding cavities of GPCRs was
reported with the highest score. The residues consisting of the
pocket region were mainly projected on the extracellular side of
the axis (see Figure 1), although some residues were projected on
the intracellular side. The numbers of detected sites located in the
pocket regions of the five decoy receptor groups were 2, 2, 0, 1, and
1, whereas 3, 2, 5, 3, and 4 sites were located in the pocket regions
of the five viral receptor groups (see Table 2). The number of sites
was transformed into the ratio to the total number of detected
sites for each receptor group. The one-sided t -test showed that
the difference in the ratios between the decoy and viral receptor
groups was statistically significant (p-value= 0.003864). That is,
more sites were detected in the pocket region in the viral receptor
groups, as compared to the decoy receptor groups. As shown in
Table 2, in addition, about half of the sites in the pocket region have
been characterized as being involved in ligand recognition. These
sites are often occupied by conserved, bulky amino acid residues
in CKRs. The result suggested that the functional constraints at
the ligand binding region are different between the viral receptors
and the traditional CKRs, as we first expected.

The sites in the DRY motif were not detected in any of the viral
receptor groups. This motif was basically conserved in the viral
receptors, except for the ORF74 group. A previous study reported
that ORF74 performs signal transduction, despite the fact that the
DRY motif is changed to DTW (Rosenkilde et al., 2005). They also
showed that the introduction of the DRY sequence into ORF74
induces functional reduction. In our study, the sequences col-
lected as the ORF74 group showed variations in this region. For
example, equid herpesvirus 2 has DTW, whereas the rodent and
primate herpesviruses have xRC or xRY. Each variation includes

4http://sts.bioengr.uic.edu/castp/

the residues identical to those of the original DRY motif, which
may have reduced the KL information value and led to the fail-
ure in the detection of the sites. Instead, the sites in the TxP and
NPxxY5-6F motifs and the sites spatially surrounding the DRY
motif were detected from the analysis of the ORF74 group (see
Table 2). The amino acid replacements in the two motifs, which
are considered to be involved in the conformational change, and
those of the residues near the DRY motif may have contributed
to the maintenance of the signaling activity of ORF74, despite
the deviation from the typical DRY motif. In contrast, no sites in
any motif were detected from the comparison with the E1 group.
The E1 receptor reportedly lacks constitutive signaling activity
(Rosenkilde et al., 2008). The conservation of the motifs suggested
the difference in the signaling functions between the E1 group and
other viral receptor groups.

We had not expected to detect the sites on the intracellular
side from the comparisons with the viral receptor groups, since
these receptors exhibit signaling activity without ligand binding.
However, quite a few sites with large KL information values were
also found on the intracellular side. As described above, the over-
lap of the selected sites between the decoy receptors and the viral
receptors was small. The difference in the selected sites on the
intracellular side between the viral receptor groups and the decoy
receptor groups may be basically related to the difference in the
activities of the receptor groups. That is, the sites of the viral recep-
tor groups under the constraint to maintain the signaling without
ligand binding may be different from the sites of the decoy receptor
groups, where the functional constraints may have been weakened
due to the loss of the signaling activity.

CONCLUSION
We have identified the alignment sites (and the corresponding
amino acid residues) that may be responsible for the functional
changes from CKRs to decoy receptors or viral receptors. The
distributions of the identified residues on the tertiary structure
seemed to reflect the functional differences. This prediction could
be examined by an experimental study, such as amino acid replace-
ment, or a computational study with molecular dynamic simula-
tions. Such studies could provide deep insights into the mech-
anism of GPCR signaling through conformational changes. The
experimental and computational confirmations of our prediction
remain as future endeavors.

ACKNOWLEDGMENTS
Hiromi Daiyasu was supported by a Grant-in-Aid for Scientific
Research and MEXT SPIRE Supercomputational Life Science.
Hiroyuki Toh was supported by the Target Tanpaku program.

REFERENCES
Adachi, J., and Hasegawa, M. (1996).

MOLPHY (Programs for Molecu-
lar Phylogenetics), Version 2.3b3.
Tokyo: Institute of Statistical
Mathematics.

Altschul, S. F., Madden, T. L., Schäf-
fer, A. A., Zhang, J., Zhang, Z.,
Miller, W., and Lipman, D. J. (1997).
Gapped BLAST and PSI-BLAST: a

new generation of protein database
search programs. Nucleic Acids Res.
25, 3389–3402.

Alvarez Arias, D., Navenot, J. M., Zhang,
W. B., Broach, J., and Peiper, S. C.
(2003). Constitutive activation of
CCR5 and CCR2 induced by confor-
mational changes in the conserved
TXP motif in transmembrane helix
2. J. Biol. Chem. 278, 36513–36521.

Ballesteros, J. A., and Weinstein, H.
(1995). Integrated methods for the
construction of three-dimensional
models and computational probing
of structure-function relations in G
protein-coupled receptors. Methods
Neurosci. 25, 366–428.

Bonecchi, R., Savino, B., Borroni, E.
M., Mantovani, A., and Locati, M.
(2010). Chemokine decoy receptors:

structure-function and biological
properties. Curr. Top. Microbiol.
Immunol. 341, 15–36.

Camarda, G., Spinetti, G., Bernardini,
G., Mair, C., Davis-Poynter, N.,
Capogrossi, M. C., and Napolitano,
M. (1999). The equine herpesvirus
2 E1 open reading frame encodes
a functional chemokine receptor. J.
Virol. 73, 9843–9848.

Frontiers in Microbiology | Virology July 2012 | Volume 3 | Article 264 | 104

http://sts.bioengr.uic.edu/castp/
http://www.frontiersin.org/Virology
http://www.frontiersin.org/Microbiology
http://www.frontiersin.org/Virology/archive


Daiyasu et al. Functional divergence of CKR homologs

Choi, W. T., Tian, S., Dong, C. Z.,
Kumar, S., Liu, D., Madani, N.,
An, J., Sodroski, J. G., and Huang,
Z. (2005). Unique ligand binding
sites on CXCR4 probed by a
chemical biology approach: impli-
cations for the design of selec-
tive human immunodeficiency virus
type 1 inhibitors. J. Virol. 79,
15398–15404.

Comerford, I., Litchfield, W., Harata-
Lee, Y., Nibbs, R. J., and McColl, S.
R. (2007). Regulation of chemotac-
tic networks by “atypical” receptors.
Bioessays 29, 237–247.

Comerford, I., Milasta, S., Morrow, V.,
Milligan, G., and Nibbs, R. (2006).
The chemokine receptor CCX-CKR
mediates effective scavenging of
CCL19 in vitro. Eur. J. Immunol. 36,
1904–1916.

Deupi, X., and Standfuss, J. (2011).
Structural insights into agonist-
induced activation of G-protein-
coupled receptors. Curr. Opin.
Struct. Biol. 21, 541–551.

Ewens, W. J., and Grant, G. R. (2001).
Statistical Methods in Bioinformat-
ics: An Introduction (Statistics for
Biology and Health). New York:
Springer.

Felsenstein, J. (1985). Confidence lim-
its on phylogenies: an approach
using the bootstrap. Evolution 39,
783–791.

Felsenstein, J. (1993). PHYLIP (Phy-
logeny Inference Package), Version
3.5c. Seattle: University of Washing-
ton.

Felsenstein, J. (1996). Inferring phy-
logenies from protein sequences
by parsimony, distance, and likeli-
hood methods. Meth. Enzymol. 266,
418–427.

Govaerts, C., Blanpain, C., Deupi, X.,
Ballet, S., Ballesteros, J. A., Wodak,
S. J., Vassart, G., Pardo, L., and
Parmentier, M. (2001). The TXP
motif in the second transmem-
brane helix of CCR5. A structural
determinant of chemokine-induced
activation. J. Biol. Chem. 276,
13217–13225.

Graham, G. J. (2009). D6 and the atypi-
cal chemokine receptor family: novel
regulators of immune and inflam-
matory processes. Eur. J. Immunol.
39, 342–351.

Gruijthuijsen, Y. K., Casarosa, P.,
Kaptein, S. J., Broers, J. L., Leurs,
R., Bruggeman, C. A., Smit, M.
J., and Vink, C. (2002). The rat
cytomegalovirus R33-encoded G
protein-coupled receptor signals in
a constitutive fashion. J. Virol. 76,
1328–1338.

Gu, X. (1999). Statistical methods for
testing functional divergence after

gene duplication. Mol. Biol. Evol. 16,
1664–1674.

Hannenhalli, S. S., and Russell, R. B.
(2000). Analysis and prediction of
functional sub-types from protein
sequence alignments. J. Mol. Biol.
303, 61–76.

Henikoff, S., and Henikoff, J. G. (1994).
Position-based sequence weights. J.
Mol. Biol. 243, 574–578.

Holst, B., Nygaard, R., Valentin-Hansen,
L., Bach, A., Engelstoft, M. S.,
Petersen, P. S., Frimurer, T. M., and
Schwartz, T. W. (2010). A conserved
aromatic lock for the tryptophan
rotameric switch in TM-VI of seven-
transmembrane receptors. J. Biol.
Chem. 285, 3973–3985.

Ichihara, H., Daiyasu, H., and Toh,
H. (2004). How does a topologi-
cal inversion change the evolution-
ary constraints on membrane pro-
teins? Protein Eng. Des. Sel. 17,
235–244.

Jones, D. T., Taylor,W. R., and Thornton,
J. M. (1992). The rapid generation
of mutation data matrices from pro-
tein sequences. Comput. Appl. Biosci.
8, 275–282.

Katoh, K., Misawa, K., Kuma, K., and
Miyata, T. (2002). MAFFT: a novel
method for rapid multiple sequence
alignment based on fast Fourier
transform. Nucleic Acids Res. 30,
3059–3066.

Katoh, K., and Toh, H. (2008). Recent
developments in the MAFFT mul-
tiple sequence alignment program.
Brief. Bioinformatics 9, 286–298.

Landgraf, R., Fisher, D., and Eisen-
berg, D. (1999). Analysis of hereg-
ulin symmetry by weighted evo-
lutionary tracing. Protein Eng. 12,
943–951.

Leick, M., Catusse, J., Follo, M., Nibbs, R.
J., Hartmann, T. N., Veelken, H., and
Burger, M. (2010). CCL19 is a spe-
cific ligand of the constitutively recy-
cling atypical human chemokine
receptor CRAM-B. Immunology 129,
536–546.

Liang, J., Edelsbrunner, H., and Wood-
ward, C. (1998). Anatomy of protein
pockets and cavities: measurement
of binding site geometry and impli-
cations for ligand design. Protein
Science 7, 1884–1897.

Maussang, D., Vischer, H. F., Leurs, R.,
and Smit, M. J. (2009). Herpesvirus-
encoded G protein-coupled
receptors as modulators of cel-
lular function. Mol. Pharmacol. 76,
692–701.

Murphy, P. M., Baggiolini, M., Charo,
I. F., Hébert, C. A., Horuk, R.,
Matsushima, K., Miller, L. H.,
Oppenheim, J. J., and Power, C.
A. (2000). International Union of

Pharmacology. XXII. Nomenclature
for chemokine receptors. Pharmacol.
Rev. 52, 145–176.

Najarro, P., Gubser, C., Hollinshead,
M., Fox, J., Pease, J., and Smith,
G. L. (2006). Yaba-like disease virus
chemokine receptor 7L, a CCR8
orthologue. J. Gen. Virol. 87(Pt 4),
809–816.

Naumann, U., Cameroni, E., Pruen-
ster, M., Mahabaleshwar, H., Raz,
E., Zerwes, H. G., Rot, A., and
Thelen, M. (2010). CXCR7 func-
tions as a scavenger for CXCL12
and CXCL11. PLoS ONE 5, e9175.
doi:10.1371/journal.pone.0009175

Nomiyama, H., Osada, N., and Yoshie,
O. (2011). A family tree of vertebrate
chemokine receptors for a unified
nomenclature. Dev. Comp. Immunol.
35, 705–715.

Nygaard, R., Frimurer, T. M., Holst, B.,
Rosenkilde, M. M., and Schwartz,
T. W. (2009). Ligand binding and
micro-switches in 7TM receptor
structures. Trends Pharmacol. Sci. 30,
249–259.

Nygaard, R., Valentin-Hansen, L.,
Mokrosinski, J., Frimurer, T. M.,
and Schwartz, T. W. (2010). Con-
served water-mediated hydrogen
bond network between TM-I, -II,
-VI, and -VII in 7TM receptor
activation. J. Biol. Chem. 285,
19625–19636.

Rosenkilde, M. M., Benned-Jensen, T.,
Frimurer, T. M., and Schwartz, T. W.
(2010). The minor binding pocket: a
major player in 7TM receptor acti-
vation. Trends Pharmacol. Sci. 31,
567–574.

Rosenkilde, M. M., Kledal, T. N., and
Schwartz, T. W. (2005). High con-
stitutive activity of a virus-encoded
seven transmembrane receptor in
the absence of the conserved DRY
motif (Asp-Arg-Tyr) in transmem-
brane helix 3. Mol. Pharmacol. 68,
11–19.

Rosenkilde, M. M., Smit, M. J., and
Waldhoer, M. (2008). Structure,
function and physiological con-
sequences of virally encoded
chemokine seven transmem-
brane receptors. Br. J. Pharmacol.
153(Suppl. 1), S154–S166.

Rosenkilde, M. M., Waldhoer, M., Lüt-
tichau, H. R., and Schwartz, T. W.
(2001). Virally encoded 7TM recep-
tors. Oncogene 20, 1582–1593.

Sahagun-Ruiz, A., Sierra-Honigmann,
A. M., Krause, P., and Murphy, P.
M. (2004). Simian cytomegalovirus
encodes five rapidly evolving
chemokine receptor homologues.
Virus Genes 28, 71–83.

Saitou, N., and Nei, M. (1987).
The neighbor-joining method: a

new method for reconstructing
phylogenetic trees. Mol. Biol. Evol. 4,
406–425.

Scholten, D. J., Canals, M., Maussang,
D., Roumen, L., Smit, M., Wijt-
mans, M., de Graaf, C., Vischer, H.,
and Leurs, R. (2012). Pharmacologi-
cal modulation of chemokine recep-
tor function. Br. J. Pharmacol. 165,
1617–1643.

Simon, A. L., Stone, E. A., and Sidow,
A. (2002). Inference of functional
regions in proteins by quantifi-
cation of evolutionary constraints.
Proc. Natl. Acad. Sci. U.S.A. 99,
2912–2917.

Slinger, E., Langemeijer, E., Siderius,
M., Vischer, H. F., and Smit, M.
J. (2011). Herpesvirus-encoded
GPCRs rewire cellular signal-
ing. Mol. Cell. Endocrinol. 331,
179–184.

Surgand, J. S., Rodrigo, J, Kellen-
berger, E., and Rognan, D. (2006).
A chemogenomic analysis of
the transmembrane binding
cavity of human G-protein-
coupled receptors. Proteins 62,
509–538.

Thelen, M., and Thelen, S. (2008).
CXCR7, CXCR4 and CXCL12: an
eccentric trio? J. Neuroimmunol. 198,
9–13.

Thompson, J. D., Higgins, D. G., and
Gibson, T. J. (1994). CLUSTAL
W: improving the sensitivity of
progressive multiple sequence
alignment through sequence
weighting, position-specific gap
penalties and weight matrix
choice. Nucleic Acids Res. 22,
4673–4680.

Tian, S., Choi, W. T., Liu, D.,
Pesavento, J., Wang, Y., An, J.,
Sodroski, J. G., and Huang, Z.
(2005). Distinct functional sites
for human immunodeficiency virus
type 1 and stromal cell-derived fac-
tor 1alpha on CXCR4 transmem-
brane helical domains. J. Virol. 79,
12667–12673.

Wu, B., Chien, E. Y., Mol, C. D.,
Fenalti, G., Liu, W., Katritch, V.,
Abagyan, R., Brooun, A., Wells, P.,
Bi, F. C., Hamel, D. J., Kuhn, P.,
Handel, T. M., Cherezov, V., and
Stevens, R. C. (2010). Structures
of the CXCR4 chemokine GPCR
with small-molecule and cyclic
peptide antagonists. Science 330,
1066–1071.

Yoshimura, T., and Oppenheim, J. J.
(2011). Chemokine-like receptor 1
(CMKLR1) and chemokine (C-C
motif) receptor-like 2 (CCRL2);
two multifunctional receptors with
unusual properties. Exp. Cell Res.
317, 674–684.

www.frontiersin.org July 2012 | Volume 3 | Article 264 | 105

http://dx.doi.org/10.1371/journal.pone.0009175
http://www.frontiersin.org
http://www.frontiersin.org/Virology/archive


Daiyasu et al. Functional divergence of CKR homologs

Zhou, N., Luo, Z., Luo, J., Liu,
D., Hall, J. W., Pomerantz, R. J.,
and Huang, Z. (2001). Structural
and functional characterization of
human CXCR4 as a chemokine
receptor and HIV-1 co-receptor by
mutagenesis and molecular mod-
eling studies. J. Biol. Chem. 276,
42826–42833.

Zlotnik, A., and Yoshie, O. (2000).
Chemokines: a new classifi-
cation system and their role

in immunity. Immunity 12,
121–127.

Zlotnik, A., Yoshie, O., and Nomiyama,
H. (2006). The chemokine and
chemokine receptor superfamilies
and their molecular evolution.
Genome Biol. 7, 243.

Conflict of Interest Statement: The
authors declare that the research was
conducted in the absence of any
commercial or financial relationships

that could be construed as a potential
conflict of interest.

Received: 06 June 2012; paper pending
published: 17 June 2012; accepted: 05 July
2012; published online: 26 July 2012.
Citation: Daiyasu H, Nemoto W and
Toh H (2012) Evolutionary analysis of
functional divergence among chemokine
receptors, decoy receptors, and viral
receptors. Front. Microbio. 3:264. doi:
10.3389/fmicb.2012.00264

This article was submitted to Frontiers
in Virology, a specialty of Frontiers in
Microbiology.
Copyright © 2012 Daiyasu, Nemoto
and Toh. This is an open-access article
distributed under the terms of the
Creative Commons Attribution License,
which permits use, distribution and
reproduction in other forums, provided
the original authors and source are cred-
ited and subject to any copyright notices
concerning any third-party graphics etc.

Frontiers in Microbiology | Virology July 2012 | Volume 3 | Article 264 |106

http://dx.doi.org/10.3389/fmicb.2012.00264
http://creativecommons.org/licenses/by/3.0/
http://www.frontiersin.org/Virology
http://www.frontiersin.org/Microbiology
http://www.frontiersin.org/Virology/archive


ORIGINAL RESEARCH ARTICLE
published: 19 July 2012

doi: 10.3389/fmicb.2012.00254

An assembly model of Rift Valley fever virus

Mirabela Rusu1†, Richard Bonneau2,3, Michael R. Holbrook 4,5, Stanley J. Watowich6, Stefan Birmanns1,
Willy Wriggers7† and Alexander N. Freiberg4*
1 School of Biomedical Informatics, University of Texas Health Science Center at Houston, Houston, TX, USA
2 Center for Genomics and Systems Biology, Biology Department, New York University, New York, NY, USA
3 Computer Science Department, Courant Institute of Mathematical Sciences, New York University, New York, NY, USA
4 Department of Pathology, Institute for Human Infections and Immunity, University of Texas Medical Branch, Galveston, TX, USA
5 National Institute of Allergy and Infectious Diseases-Integrated Research Facility, Frederick, MD, USA
6 Department of Biochemistry and Molecular Biology, University of Texas Medical Branch, Galveston, TX, USA
7 Department of Physiology and Biophysics, Institute for Computational Biomedicine, Weill Medical College of Cornell University, New York, NY, USA

Edited by:
Hironori Sato, National Institute of
Infectious Diseases, Japan

Reviewed by:
Dale L. Barnard, Utah State
University, USA
Hiroyuki Toh, National Institute of
Advanced Industrial Science and
Technology, Japan

*Correspondence:
Alexander N. Freiberg, Department of
Pathology, University of Texas Medical
Branch, 301 University Boulevard,
Galveston, TX 77555-0609, USA.
e-mail: anfreibe@utmb.edu
†Present address:
Mirabela Rusu, Biomedical
Engineering Department, Rutgers
State University of New Jersey,
Piscataway, NJ, USA;
Willy Wriggers, D. E. Shaw Research,
New York, NY, USA.

Rift Valley fever virus (RVFV) is a bunyavirus endemic to Africa and the Arabian Peninsula
that infects humans and livestock.The virus encodes two glycoproteins, Gn and Gc, which
represent the major structural antigens and are responsible for host cell receptor bind-
ing and fusion. Both glycoproteins are organized on the virus surface as cylindrical hollow
spikes that cluster into distinct capsomers with the overall assembly exhibiting an icosa-
hedral symmetry. Currently, no experimental three-dimensional structure for any entire
bunyavirus glycoprotein is available. Using fold recognition, we generated molecular mod-
els for both RVFV glycoproteins and found significant structural matches between the RVFV
Gn protein and the influenza virus hemagglutinin protein and a separate match between
RVFV Gc protein and Sindbis virus envelope protein E1. Using these models, the poten-
tial interaction and arrangement of both glycoproteins in the RVFV particle was analyzed,
by modeling their placement within the cryo-electron microscopy density map of RVFV.
We identified four possible arrangements of the glycoproteins in the virion envelope. Each
assembly model proposes that the ectodomain of Gn forms the majority of the protruding
capsomer and that Gc is involved in formation of the capsomer base. Furthermore, Gc
is suggested to facilitate intercapsomer connections. The proposed arrangement of the
two glycoproteins on the RVFV surface is similar to that described for the alphavirus E1-E2
proteins. Our models will provide guidance to better understand the assembly process
of phleboviruses and such structural studies can also contribute to the design of targeted
antivirals.

Keywords: bunyavirus assembly, protein structure prediction, hybrid modeling, multi-body refinement,
multi-resolution registration

INTRODUCTION
Rift Valley fever virus (RVFV) is a member of the family Bun-
yaviridae (genus Phlebovirus), transmitted primarily by mosqui-
toes and is endemic throughout much of Africa and, in recent
years in the Arabian Peninsula. The virus causes outbreaks in
a wide range of vertebrate hosts, with humans and livestock
being the most affected. Infection of livestock can result in eco-
nomically disastrous abortion storms and high mortality among
young animals. In humans, the virus causes a variety of patho-
logic effects with less than 1% of infections thought to result in
fatal hemorrhagic fever or encephalitis (MMWR, 2007). However,
during the outbreak in Kenya, from November 2006 to January
2007, the fatality rate in humans reached nearly 30% (MMWR,
2007). RVFV is considered a high consequence emerging infec-
tious disease threat and is also of concern as a bioterrorism
agent. RVFV is classified as Category A select agent by CDC and
USDA. Currently, there are no commercially available vaccines or
therapeutics.

RVFV is a typical enveloped bunyavirus and has a tri-
segmented, negative-sense RNA genome, and most likely enters

the host cells via receptor-mediated endocytosis, which requires an
acid-activated membrane fusion step (Lozach et al., 2010, 2011).
The two glycoproteins, Gn and Gc, are expressed as a precur-
sor polypeptide, which is then co-translationally cleaved prior
to maturation of the envelope glycoproteins (Collett et al., 1985;
Wasmoen et al., 1988). For transport from the endoplasmic reticu-
lum to the Golgi apparatus, both newly synthesized glycoproteins
are required (Gerrard and Nichol, 2002). Within the virion, the
surface glycoproteins are anchored in the envelope membrane as
type-I integral membrane proteins and are responsible for receptor
recognition and binding, and entry into target cells through fusion
between viral and cellular membranes. In contrast to most other
negative-stranded RNA viruses, bunyaviruses lack a matrix protein
and the cytoplasmic tails of Gn and Gc likely interact directly with
the ribonucleoprotein complex inside the virus particle (Overby
et al., 2007; Piper et al., 2011). Gn and Gc form oligomers and
are organized on the virus surface as cylindrical hollow spikes that
cluster into distinct capsomers. The virus surface is covered with
122 capsomers arranged on an icosahedral lattice with a triangu-
lation number of 12 (Freiberg et al., 2008; Huiskonen et al., 2009;
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Sherman et al., 2009). Computational studies have predicted RVFV
Gc to be a class II viral fusion protein (Garry and Garry, 2004).
Owing to their importance in the process of virion maturation,
receptor binding, and fusion with the host cell, both glycoproteins
form attractive targets for the design of antiviral drugs blocking
the receptor binding and/or fusion processes.

Structural data for bunyavirus glycoproteins are available for
the hantavirus and Crimean–Congo hemorrhagic fever virus Gn
cytoplasmic tails (Estrada et al., 2009, 2011; Estrada and De Guz-
man, 2011). However, no crystallographic data are available for
any bunyavirus glycoprotein ectodomain. Bioinformatic investi-
gation and molecular homology modeling of the bunyavirus Gc
proteins of the five different genera revealed that they share a lim-
ited number of similar sequences with each other and that they
have sequence similarity with the alphavirus E1 protein, suggesting
that bunyavirus Gc proteins could be class II viral fusion proteins
(Garry and Garry, 2004; Tischler et al., 2005; Plassmeyer et al.,
2007; Hepojoki et al., 2010). Further, experiments with members
from other bunyavirus genera supported the major role Gc plays
during fusion with the host cell membrane and entry (Plassmeyer
et al., 2005, 2007; Shi et al., 2009). Three-dimensional (3D) mol-
ecular model structures for Gc have been described for members
of different genera, such as La Crosse virus (Orthobunyavirus),
Sandfly fever virus (Phlebovirus), Andes and Tula viruses (Han-
taviruses), and have been used successfully to study the function-
ality of fusion peptides and the interaction and oligomerization of
glycoproteins (Garry and Garry, 2004; Tischler et al., 2005; Hepo-
joki et al., 2010; Soldan et al., 2010). Most of these studies targeted
the Gc protein; much less information is available for the Gn pro-
tein. It has been suggested that the phlebovirus Gn plays a role in
receptor binding and that it might have structural similarity to the
alphavirus E2 protein (Garry and Garry, 2004).

To better understand the assembly of bunyaviruses and the
functional interaction between Gn and Gc glycoproteins, we
sought to generate 3D structure models for RVFV Gn and Gc
monomers using bioinformatic approaches. Specifically, homol-
ogy models were created following established virus protein pre-
diction strategies (Garry and Garry, 2004, 2008, 2009; Tischler
et al., 2005; Lee et al., 2009; Hepojoki et al., 2010). Subsequently, we
used these model structures to evaluate possible positions within
the existing cryo-electron microscopy (cryoEM) density map of
RVFV virions to predict protein–protein interaction interfaces and
to propose an assembly model for RVFV. We suggest that RVFV
Gn and Gc are arranged topologically within the virus particle,
with some similarity to the E1 and E2 proteins of alphaviruses.
Our model indicates that RVFV Gn could be involved in receptor
binding and covers the fusion loop of Gc at neutral pH, while Gc
is proposed to play a major role during the membrane fusion step.

MATERIALS AND METHODS
PROTEIN SEQUENCE ANALYSIS
For sequence and structural analysis, the RVFV vaccine strain
MP-12 glycoprotein encoding nucleotide sequence (GenBank
DQ380208) was used. The secondary structure of RVFV Gn and
Gc, respectively, were examined using Jpred31 (Cole et al., 2008).

1http://www.compbio.dundee.ac.uk/www-jpred/

Table 1 | Prediction of location of transmembrane domains.

RVFV Gna RVFV Gca

EXPASY 429–449 [21]b 470–490 [21]

HMMTOP 429–451 [23] 470–494 [25]

517–535 [19]c

SOSUI 433–455 [23] 469–491 [23]

515–536 [22]c

TMHMM 432–454 [23] 469–491 [23]

Average 429–455 [27] 469–494 [26]

515–536 [22]c

aRVFV MP-12 glycoprotein length [SwissProt #P21401] Gn: 536 aa; Gn: 507 aa.
bNumbers indicate the length of the transmembrane domains.
cSecond TMD in Gn corresponds to signal peptide.

To define the location of the glycoprotein transmembrane domains
(TMD) (Table 1), as well as cytoplasmic tail domains (CTD), the
EXPASY2, HMMTOP3, SOSUI4, and TMHMM5 servers were used
(Hirokawa et al., 1998; Tusnady and Simon, 1998; Krogh et al.,
2001). We used the NetN Glyc 1.0 Server6 to predict the locations
of N-glycosylation sites.

PROTEIN STRUCTURE PREDICTION
Initial backbone models were generated using the fold recog-
nition Meta Server7 (Kajan and Rychlewski, 2007), which used
alignments from the FFAS_03 program8 to the two templates
(Jaroszewski et al., 2005). These models agreed with alignments
found using other fold recognition methods, increasing our con-
fidence in these fold predictions. Side chains were added and
models were refined using Modeller9 (Eswar et al., 2006). The
atomic model of the Gn glycoprotein was generated based on
the 1918 influenza H1 hemagglutinin protein (PDB ID: 1RD8,
Stevens et al., 2004), specifically the HA1 chain, for which a 14.15%
sequence identity was observed. Similarly, the atomic model of the
Gc glycoprotein was built based on the Semliki Forest virus (SFV)
structural E1 protein fitted into the Sindbis virus cryoEM map
(PDB ID: 1LD4, Zhang et al., 2002) from an observed sequence
identity of 13.83%. In addition to these structures sub-optimal
FFAS_03 alignments and derived models were also evaluated in
the context of the cryoEM density including alignments of RVFV
Gc to PDB structures of the Chikungunya E1-E2 envelope glyco-
protein complex fitted into the SFV cryoEM map (PDB ID: 2XFC;
PDB ID: 1RER, Gibbons et al., 2004; Li et al., 2010), dengue virus E
protein (PDB ID: 1P58, Zhang et al., 2003), integrin binding frag-
ment of human fibrillin-1 (PDB ID: 1UZJ, Lee et al., 2004) and
alignment of Gn to the EAP45/ESCRT GLUE domain (PDB ID:
2HTH–chain A, Alam et al., 2006). All of the proteins identified

2http://expasy.org/
3http://www.enzim.hu/hmmtop/
4http://bp.nuap.nagoya-u.ac.jp/sosui/
5http://www.cbs.dtu.dk/services/TMHMM/
6http://www.cbs.dtu.dk/services/NetNGlyc/
7http://meta.bioinfo.pl/submit_wizard.pl
8http://ffas.ljcrf.edu/ffas-cgi/cgi/ffas.pl
9http://salilab.org/modeller/
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as similar to Gc are class II fusion proteins, and due to the similar
sequence identity between the different homologs, an alternative
atomic model of the RVFV Gc protein was built based on the struc-
ture of the Chikungunya virus E1 protein fitted into the cryoEM
reconstruction of SFV (PDB ID: 2XFC; chain A, Voss et al., 2010).
Since the overall shape of Gc is conserved between the models
based on the Sindbis virus and SFV E1 protein, we did not further
evaluate their positioning in the RVFV cryoEM map.

FITTING OF GLYCOPROTEIN STRUCTURES INTO THE cryoEM DENSITY
The 3D models of the RVFV Gn and Gc glycoproteins were fit-
ted into the RVFV vaccine strain MP-12 cryoEM map (Sherman
et al., 2009). The organization of the two glycoproteins within the
RVFV envelope was identified following a hybrid approach that
combined an interactive exploration of the exhaustive search out-
come with a multi-body refinement procedure. The multi-body
refinement is described in detail in Birmanns et al. (2011) and a
summary is provided here. The multi-step approach (Figure 2; see
Results) was applied to generate an atomic model for the triangular
face of the RVFV. First, an exhaustive search using the tool colores
from the package Situs10 (Wriggers, 2010) was applied to explore
possible placement for each of the Gc and Gn glycoproteins. The
molecular modeling software Sculptor11 (Birmanns et al., 2011)
was used for the interactive exploration of the exhaustive search
results to select placements that are in agreement with computed
Gn/Gc ratio within each capsomer type (Huiskonen et al., 2009;
Sherman et al., 2009) and that show reduced steric clashing. Sev-
eral such docking locations were identified for both Gc and Gn,
and multiple models were iteratively refined by searching for the
architecture that best described the density of the asymmetric unit.

RESULTS
FOLD RECOGNITION OF THE RVFV GLYCOPROTEINS
Both RVFV glycoproteins, Gn and Gc, are known to be type-I inte-
gral transmembrane proteins. Before obtaining fold recognition
and molecular model predictions of the two RVFV glycoproteins,
the primary amino acid sequences of the entire Gn and Gc were
analyzed for predicted TMD, ecto- and endo-domains (CTD),
glycosylation sites, and consensus secondary structure prediction
elements (Figure 1A). Gn is predicted to displays a mixture of α-
helical, β-strands, and random coil secondary structural elements
(Figure 1B). The N-terminus has a slightly higher content of β-
strands, while the C-terminus is rich in α-helical elements located
in the regions predicted for the TMD and CTD. Rift Valley fever
virus Gc exhibits predominantly β-strands, a very low content of
α-helices and a high content of random coiling (Figure 1C). Most
of the α-helical elements are found in the regions predicted for
the transmembrane and short CTD, as already described for the
Gn protein. Garry and Garry (2004) suggested that the Gc gly-
coproteins of bunyaviruses are class II viral fusion proteins. Class
II fusion proteins, such as the envelope glycoprotein E of tick-
borne encephalitis virus and the E1 protein of Sindbis virus, are
composed mostly of antiparallel β-sheets, similar to the secondary
structure prediction for RVFV Gc.

10http://situs.biomachina.org/
11http://sculptor.biomachina.org/

MODEL BUILDING AND STRUCTURAL DESCRIPTION OF THE RVFV Gn
AND Gc GLYCOPROTEINS
To model the 3D structures of Gn and Gc, and to verify that RVFV
Gc adopts a class II fusion protein fold, we initially focused on
the near full-length RVFV Gn (530 aa in length) and Gc (507
aa in length) protein sequences (Figure 1A). However, molec-
ular models could only be generated for the two glycoprotein
ectodomains, so the TMDs and CTDs were removed from fur-
ther analysis. Throughout the manuscript, the terms RVFV Gn
and Gc are used to describe the ectodomain for each glycoprotein
and not the entire glycoprotein itself.

The fold recognition revealed that the best matching profile for
RVFV Gn resulted in a hit which had structural similarity to the
Influenza 1918 human H1 hemagglutinin, specifically the receptor
binding domain HA1 (Figure 1B). The molecular model gener-
ated for RVFV Gc was obtained based on the Sindbis virus and
Chikungunya E1 proteins (Figure 1C). This result was expected,
since bioinformatic analysis had already predicted that the bun-
yavirus Gc protein has sequence similarity with the alphavirus E1
protein, suggesting that bunyavirus Gc proteins are class II viral
fusion proteins (Garry and Garry, 2004). Furthermore, all of the
proteins identified as similar to Gc are class II fusion proteins
(see Materials and Methods). As shown in Figure 1C, the modeled
structure for RVFV Gc resembles the overall fold of a class II fusion
protein (Kielian, 2006; Kielian and Rey, 2006).

The Gn and Gc model was evaluated in terms of stereochemi-
cal and geometric parameters such as bond lengths, bond angles,
torsion angles, and packing environment and was found to satisfy
all stereochemical criteria (assessed by VADAR statistics software
package; Willard et al., 2003). For the 3D models, the (Φ, Ψ) val-
ues calculated for each amino acid residue of the individual model
structures were within the allowed region of the Ramachandran
plot (Ramachandran and Sasisekharan, 1968; data not shown).

The Gc protein consists of three domains, with predominantly
β-strand content, which is in accordance with the amino acid
sequence analysis (data not shown). The nomenclature of these
three domains has been defined by analogy with the alphavirus
E1 protein, domain I (central domain), domain II and domain
III. Domain II contains two predicted glycosylation sites at posi-
tions N794 and N829 and also bears the predicted fusion loop
of RVFV Gc that potentially inserts into the target host mem-
brane during the pH-dependent virus fusion step (Garry and
Garry, 2004). The location of the fusion loop is highlighted in
purple in Figure 1C. Domain III, separated from the first two
domains by a short stretch, forms an Ig-like β-barrel structure and
contains two glycosylation sites at positions N1035 and N1077.
On-going studies in our laboratory found that removal of the
glycosylation sites in Gc has a negative effect on virus assembly
and maturation (ANF, unpublished results). In contrast, the pre-
dicted 3D model for the ectodomain of RVFV Gn represents an
elongated structure with a globular head domain (Figure 1B).
The membrane-distal domain consists of a globular head, which
displays a mixture of β-strands, and slightly less α-helical and
random coil content. A stem-like region connects the globular
domain with the TMD, which is not displayed in the 3D structure.
The head domain also contains the glycosylation site at position
N285.
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A

B C

FIGURE 1 |Three-dimensional structure models of RVFV Gn and Gc
proteins. (A) Schematic representation of the RVFV M-segment polyprotein.
Transmembrane and cytoplasmic tail domains are highlighted in dark gray or
white bars, respectively. N-Glycosylation sites are indicated with the position
of the respective Asn residue. The regions of the two glycoproteins used for
molecular modeling are indicated with N and C. 3D molecular models for

RVFV (B) Gn and (C) Gc are shown. Secondary structures are highlighted in
blue for β-strands, red for α-helices, and gray for turns. The predicted location
of the fusion peptide within Gc is represented in purple. The domain
nomenclature in modeled Gc were used in adoption to the alphavirus E1
protein. The molecular graphics in this paper were generated with Sculptor
(Birmanns et al., 2011) and Chimera (Pettersen et al., 2004).

The predicted N-glycosylation sites were in agreement with the
findings from Kakach et al., 1989; yellow spheres in Figures 1B,C).
All glycosylation sites on Gn and Gc are fully surface accessible,
which supports our model structures.

GLYCOPROTEIN MODELING IN THE RVFV PARTICLE
Recently, we determined the 3D structure of the RVFV vaccine
strain MP-12 by single-particle cryoEM at 27 Å resolution (Sher-
man et al., 2009). The reconstruction shows the T = 12 icosahedral
envelope of the virion, depicting different types of capsomers
(Freiberg et al., 2008; Sherman et al., 2009). Using the two model
structures of Gn and Gc, we sought to identify their organization
within capsomers by means of cross-correlation and built a model
for the entire glycoprotein layer of the virion.

The glycoprotein layer is composed of capsomers showing dif-
ferent symmetry order (Freiberg et al., 2008; Huiskonen et al.,
2009; Sherman et al., 2009). Pentons are located around the five-
fold symmetry axis while hexons organize around the threefold,
quasi threefold, and twofold axes. Although an icosahedral sym-
metry is imposed when reconstructing the cryoEM map of the
virus, the hexons show different symmetry orders and can be
averaged to increase the level of detail of the volumetric data.
Such practice is common in modeling structures at low resolution,
where averaging is applied to increase the signal-to-noise ratio of
the data. First, the three different types of hexons were extracted,
aligned, and then an averaged volume from the 11 copies was
computed (rotations included). This averaged hexon, displaying
a sixfold symmetry, was used to construct an average density for
the asymmetric unit and the corresponding triangular face. The

cryoEM density of the averaged face was utilized as target volume
inside the envelope for the global docking of the Gc and Gn gly-
coproteins, respectively, inside the envelope. An exploration of all
possible translations and rotations (9˚ step size) was performed
for each glycoprotein with the colores tool of the Situs package
(Wriggers, 2010). This exhaustive search allowed the estimation
of the optimal cross-correlation coefficient, providing the list of
top scoring placements. Colores also provided the optimal score
and corresponding rotation for each voxel in the cryoEM map.
This 3D scoring landscape was further investigated using inter-
active peak search, as described below. Due to the resolution of
the cryoEM map, the top scoring placements provided by the
exhaustive search were identified in the high-density regions of
the map. Such arrangement of glycoproteins generated an atomic
model with major steric clashes and prevented the assembly of the
capsomers according to the Gn/Gc ratios estimated by Sherman
et al. (2009). Therefore, we further investigated the results of the
exhaustive search using interactive exploration techniques (Heyd
and Birmanns, 2009) provided by the molecular modeling soft-
ware Sculptor (Birmanns et al., 2011). This approach permitted
us to augment the selection of cross-correlation peaks with expert
knowledge such as the Gn/Gc ratio inside the capsomers. Multiple
docking locations were thus selected for each type of glycoprotein
resulting in several Gn/Gc pairs considered for further modeling
steps. Each Gn/Gc pair was subjected to the procedure described
in Figure 2.

First, the interactively selected placements were employed to
create an initial model of the hexon located at the threefold
axis. This atomic model, composed of 6xGc and 6xGn units, was
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FIGURE 2 | Schematic representation of the modeling steps undertaken to create the atomic model of the RVFV envelope. A detailed description of the
individual steps is found in the text.

also placed in the neighboring capsomers. We proceeded with
a multi-body Powell refinement analysis of the raw volume of
these fragments (as described in Birmanns et al., 2011), while
at the same time applying boundary constraints. Such a local
optimization simultaneously refines the translation and rotation
of each glycoprotein in the capsomer by maximizing the cross-
correlation coefficient. As multiple fragments are considered at
the same time, the refinement prevents the glycoproteins from
overlapping or from causing major steric clashes. The technique
permits the introduction of boundary constraints in the form of
atomic models describing the neighboring capsomers. Such con-
straints were not well defined in the first steps of the modeling
and therefore the individual glycoproteins building the neighbor-
ing capsomers were also considered in the multi-body refinement.
As the different types of capsomers were identified, the neighbor-
ing capsomers became available and were utilized as constraints
in the refinement. No symmetry was technically considered dur-
ing the refinement, yet the units effectively adopted the symmetry
exhibited by the capsomer volume. For example, a threefold sym-
metry became apparent when refining the B capsomers which are
organized around the threefold symmetry axis. The multi-body
refinement was iterated several times until the placement of the
glycoproteins was stable. As an atomic model was generated for
each type of capsomer, a final multi-body refinement was under-
taken to create the asymmetric unit. Forty-six units, 23 Gc and 23
Gn glycoproteins, were simultaneously refined while constraining
the 15 neighboring capsomers.

INTRA- AND INTER-CAPSOMER PLACEMENT OF RVFV Gn AND Gc
We applied the described procedure (Figure 2) to 11xGn/Gc pairs
obtained by combining the interactively selected Gc and Gn glyco-
proteins. Some of these pairs were discarded during the modeling
as it become apparent that they prevented the generation of models
with good stereochemical quality and appropriate Gn/Gc ratios. At
the end of the procedure, four models were produced with cross-
correlation coefficients above 0.783 (Figures A1–A4 in Appendix).
The top scoring model had a correlation of 0.798 and is shown in
Figures 3 and 4. This model had an estimated volume of approx.
1,300,000 Å3 for the hexon and approximately 1,100,000 Å3 for the
pentons, in agreement with our previous calculations (Sherman
et al., 2009).

Although the resolution of the 3D map of RVFV was limited,
we were able to derive an assembly model through docking of
the molecular Gn and Gc models using an iterative refinement
and neighboring constraints (Figures 3A–C). In total, four possi-
ble arrangements of the glycoproteins in the virion envelope were
identified and the predicted arrangement of the two glycoproteins
leads to both, homo- and hetero-dimeric contacts between Gn and
Gc (Figures A1–A4 in Appendix).

While our approach generated four possible models for the
virion envelope, the organization of the glycoproteins is con-
served between these models (Figures A1–A4 in Appendix). The
Gc glycoprotein forms the icosahedral scaffold and remains con-
sistent in the four models. It can be ascribed to the density
identified as the viral “skirt” around the base of each capsomer.
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FIGURE 3 | Positioning of the Gn and Gc molecular models into the
RVFV cryoEM reconstruction for the top scoring model. (A,B) Show
the glycoprotein arrangement within a penton extracted from the cryoEM
density. The cryoEM density is represented as a gray transparent
capsomer and the glycoprotein monomer models are indicated in red (Gn)
and blue (Gc). Gn could only be positioned in the outer caldera of the
capsomer and Gc in the skirt region of the capsomer. Two different viewing
angles are shown (side-view, and top-view). (C) One structural unit (Gn-Gc

heterodimer) and an adjacent Gn monomer have been extracted from the
docking results shown in (A). Within the basic structural unit, the head
domain of the Gn model (red and yellow) covers domain II of Gc. The
predicted location of the fusion peptide shown in domain II of Gc is
highlighted in magenta and indicated by the black arrow. (D) Epitopes for
three monoclonal antibodies recognizing Gn (Keegan and Collett, 1986) are
highlighted. These epitopes are corresponding to the monoclonal
antibodies 4-32-8D (gray), 4-D4 (blue), and 3C-10 (green).

On the other hand, the Gn glycoprotein is placed in the pro-
truding envelope yet has different angles relative to the scaffold.
A close investigation of possible placements of Gn allowed us
to group our four models into two main classes, in which Gn
has a mirrored orientation with roughly ±45˚ relative to the
scaffold (Figures A1–A4 in Appendix). The two possible place-
ments are a result of the overall fold of the Gn glycoprotein as
derived from homology modeling. The large globular domain of
Gn drives the glycoprotein in the protruding capsomer, however
the C- and N-terminus form a stalk region of reduced dimen-
sion, that provides insufficient constraints for the registration and
thus the two different orientations. Moreover, the Gn model is
incomplete at the C-terminus due to the lack in similarity with
known protein structures (which prevented a homology based
modeling of the region). Current on-going research in the lab-
oratory is focused on providing experimental data to differen-
tiate between the two potential orientations of Gn reported on
the sequence similarity between the Gn proteins from two bun-
yavirus genera, namely hantaviruses and tospoviruses, with the
Sindbis virus E2 protein. However, no significant sequence sim-
ilarity was detected between the phlebovirus Gn and alphavirus

E2 proteins. This might explain why comparison of the struc-
tural model for RVFV Gn with the recently solved alphavirus
E2 protein structure (Li et al., 2010; Voss et al., 2010) did not
reveal any structural similarity. The location of the two RVFV
glycoproteins suggested in our model is plausible as Gn fits into
the outer density of the capsomers and the model is consistent
with the available biological data on RVFV. Keegan and Col-
lett (1986) localized distinct antigenic determinants on the Gn
glycoprotein and we chose three of these mapped epitopes and
highlighted them in our molecular model for Gn (Figure 3D).
Two of these epitopes, which are recognized by neutralizing mon-
oclonal antibodies, are surface exposed (highlighted in blue and
gray in Figure 3D). The epitope recognized by a non-neutralizing
and non-protective antibody is located within the predicted stem
region of Gn (highlighted in green in Figure 3D). In our model
for Gn, this region interacts with domain II of Gc and also cov-
ers the fusion loop (highlighted in Figure 3C). The placement
of Gc within the RVFV particle has similarities to that of the
alphavirus E2 arrangement (Roussel et al., 2006). Domain II of E2
is the main interacting domain with E1, E2 has a position within
the spike with a slight upward orientation on the virion surface
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FIGURE 4 | Intercapsomer connections for the top scoring model.
(A) Top-view of two neighboring capsomers (gray cryoEM density) with two
Gc monomers shown in blue. The domain III’s (red) are very well positioned
within the ridges connecting adjacent capsomers. The fusion peptide is
directed to the capsomer center. (B) Side-view of one capsomer along the
tunnel located beneath the connecting ridges. Two Gcs are shown and their
proposed position within the cryoEM density. The black arrow indicates the
location of the fusion peptide within domain II. The domain IIIs are highlighted
in red to indicate their placement within the ridges. (C) CryoEM density of
one extracted penton at a very low threshold (0.54). The outer region of the
capsomer is indicated in red (representing mainly Gn molecules), the

capsomer base in blue (representing mainly Gc molecules), the lipid envelope
in green, and the density corresponding to the RNP core is shown in yellow.
Densities spanning the gap between the lipid bilayer and the RNP core are
representing the glycoprotein cytoplasmic tails. (D) Surface-shaded
representation of the central section of the RVFV cryoEM map viewed along
the fivefold orientation. The sections show glycoprotein protrusions on virus
surface, lipid bilayer, and RNP core. In the lower right corner a blow-up of the
boxed area is shown. Red arrows point to clearly defined densities spanning
the lipid bilayer. These densities represent glycoprotein transmembrane
domains and are located either on the outer edge of the capsomer or directly
beneath the connecting channels.

and also forms the skirt of the spike (Li et al., 2010; Voss et al.,
2010).

In the cryoEM reconstructions of RVFV, a strong density bridg-
ing neighboring capsomers has been described (Freiberg et al.,
2008; Huiskonen et al., 2009; Sherman et al., 2009). These ridges
are located halfway between the rim of the capsomer and the
lipid bilayer of the virion. Inside these ridges a channel approx-
imately 18 Å in diameter runs between adjacent capsomers and
interconnects the inner cavities of the neighboring capsomers. In
our model of the glycoprotein arrangement, Gc can be placed
into the dense region of these ridges (Figure 4A). Specifically,
the domain III of two Gc molecules from adjacent capsomers
filled the density (highlighted in red in Figures 4A,B). In the side-
view of the structure, one can clearly see how domain III forms
the tunnel-like structure (Figure 4B). Further, the position of the
fusion peptide oriented to the capsomer center is displayed (arrow
in Figure 4B).

A similar model for the RVFV envelope was also obtained
when building the Gc glycoprotein structure based on that of
the Chikungunya virus E1 protein (Voss et al., 2010; data not
shown). Again, Gn forms the protrusion spikes of the capsomers,

while Gc is the main component of the icosahedral scaffold.
Similarly, the domain III of Gc is the main component of
the ridges between the capsomers. However, in this model the
stem-like region of Gn is partially involved in the formation
of the ridges as well (data not shown). Unlike in the previous
model, in this model the fusion peptide located within Gc, points
more outward from the capsomer but is still covered by the Gn
glycoprotein.

DISCUSSION
The family Bunyaviridae, the largest RNA virus family with more
than 350 named isolates, is organized into five genera based upon
genetic and antigenic differences (Elliott, 2009). While many stud-
ies have focused on molecular aspects of transcription, replication,
pathogenesis, and vaccine development, little is known about the
structural organization and physical interactions of bunyavirus
glycoproteins within the virion. Recently, cryoEM structures have
been solved for the phleboviruses RVFV (Freiberg et al., 2008;
Huiskonen et al., 2009; Sherman et al., 2009) and Uukuniemi
virus (Overby et al., 2008), and the hantaviruses Tula (Huisko-
nen et al., 2010) and Hantaan viruses (Battisti et al., 2011). These
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structures did not only increase our basic knowledge regard-
ing the assembly of the member viruses of this important virus
family but also revealed that the bunyavirus glycoproteins can
occur in multiple arrangements. While phlebovirus glycoproteins
are arranged on the virion surface in T = 12 icosahedral sym-
metry, the hantavirus glycoproteins are arranged in a grid-like
pattern. It is possible that the size of the glycoprotein mole-
cules and the number of their TMD are factors contributing to
the different arrangement of the glycoproteins on the surface
of the member viruses of the various genera. However, due to
the lack of an experimentally proven structure for any entire
bunyavirus glycoprotein, we applied fold recognition structure
prediction to generate 3D structural models for the RVFV Gn
and Gc ectodomain monomers. The glycoprotein structures have
been further analyzed in combination with the RVFV cryoEM
structure previously solved by our group and others. Identify-
ing the organization of the glycoproteins in the cryoEM enve-
lope was achieved by using a modeling framework involving
global and constrained local search. This framework was devel-
oped for RVFV, yet it may be applied to other multi-component
assemblies.

HYPOTHETICAL ASSEMBLY MODEL FOR RIFT VALLEY FEVER VIRUS
The two RVFV glycoproteins, Gn and Gc, are organized in 122
distinct capsomers on the virion surface, extending ∼96 Å above
the lipid envelope. Our docking framework (Figure 2) allowed
the identification of four potential arrangements of the glyco-
proteins Gn and Gc within the virion envelope (Figures A1–A4
in Appendix). These models are mainly intended to represent a
starting point for future research in analyzing the overall archi-
tecture of the phlebovirus envelope, as well as the virion assem-
bly and fusion process. While we are aware of the fact that the
described interactions between Gn and Gc homology models
cannot be used to draw detailed conclusions at the molecular
level, we can make the statement that Gn-Gc heterodimers form
the basic structural unit in the capsomers in each of our four
models. We hypothesize that hexons and pentons are comprised
of six and five Gn-Gc heterodimers, respectively, with Gn being
more solvent exposed and forming the capsomer spike and the
Gc protein lying partially underneath, closer to the lipid mem-
brane and forming the capsomer base. This arrangement is likely,
since neutralizing monoclonal antibodies against both Gn and Gc
have been described (Besselaar and Blackburn, 1991). In addi-
tion to interactions between Gn and Gc within each heterodimer,
there are also interactions between neighboring structural units.
A Gc molecule from one heterodimer contacts the stalk region of
an adjacent Gn molecule, which is part of the neighboring het-
erodimer (Figure 3C). A recent study has shown that hantavirus
glycoproteins form complex intra- and inter-molecular disulfide
bonds between Gn and Gc, which contributes to the assembly
and stability of the virus particle (Hepojoki et al., 2010). The
RVFV Gn and Gc ectodomains used for our molecular model-
ing have 23 and 20 cysteines, respectively, and it is possible that
similar inter- and intra-molecular disulfide bonds are present as
well.

For our generated molecular models, we found significant
structural matches between the RVFV Gn and the receptor binding

domain of the Influenza virus hemagglutinin protein, and a sep-
arate match between the RVFV Gc protein and the alphavirus
E1 protein. Since earlier bioinformatic investigation of the bun-
yavirus Gc protein has already predicted it to be a class II viral
fusion protein (Garry and Garry, 2004), our findings for RVFV Gc
were expected.

The alphavirus spike complex consists of a trimer of het-
erodimers [(E1-E2)3] and is mediated by interactions between
E2 and E1 TMDs (Lescar et al., 2001; Pletnev et al., 2001). Even
though we did not include the glycoprotein TMD and CTD in
our fold predictions, it is possible that the Gn and Gc proteins
interact with each other via their transmembrane regions and that
the glycoproteins interact with the ribonucleoprotein complex via
their Gn/Gc cytoplasmic tails. The interaction of the TMDs may
represent an additional determinant in the heterodimer assem-
bly. This hypothesis is strengthened by our description of pro-
tein densities spanning the space between the RNP core and the
lipid bilayer within the RVFV particle (Sherman et al., 2009;
Figure 4C). A recently published study by Piper et al. (2011)
described the requirement of the RVFV Gn protein for genome
packaging and showed that the Gn cytoplasmic tail is necessary
for this process. In our RVFV cryoEM reconstruction we noticed
the presence of densities spanning the virus envelope at the posi-
tions of capsomers (Sherman et al., 2009). These densities most
likely represent the Gn and Gc TMDs and seem to be situated
directly at the center of the ridges between neighboring cap-
somers and at the outer edges of the capsomers (red arrows in
Figure 4D).

In contrast to many other lipid enveloped RNA viruses, bun-
yaviruses do not contain a matrix protein that has the function
of linking and stabilizing the nucleocapsid and viral envelope
proteins. Based on our model, we suggest that a highly orga-
nized arrangement of the Gn and Gc glycoprotein ectodomains
is responsible for overall virion stability and that the capsomer–
capsomer interactions play a central role in defining the icosahe-
dral virion symmetry.

Multiple monoclonal antibodies against RVFV Gn and Gc have
been described (Besselaar and Blackburn, 1991, 1994) and the
epitopes on the ectodomain of Gn have been mapped (Keegan
and Collett, 1986). In our model, the epitopes for the monoclonal
antibodies 4-D4 and 4-32-8D, which have neutralizing and protec-
tive functions, are localized and surface-exposed in the globular
head domain of Gn (Figure 3D). This domain caps Gc domain
II and fusion loop and it may be that the neutralizing effect of
these two antibodies is explained by either preventing receptor
binding or potential rearrangement of Gn post-receptor attach-
ment and, hence, inhibition of fusion, since the fusion loop will
not be exposed to the host membrane. The epitope recognized by
another monoclonal antibody, 3C-10, which has been described
as non-neutralizing and non-protective in the mouse model has
been localized in the stalk region of the Gn model (Figure 3D).
In our model, this region can be found to be localized close to the
ridges, connecting adjacent capsomers (Figure 3A). It is possible
that this epitope is not freely accessible in the native conforma-
tion within the virion. The Gc domain III forming the capsomer
connections may represent a steric block preventing antibody
binding.
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FIGURE 5 | Overview of the RVFV glycoprotein shell. (A) The proposed
T =12 icosahedral protein layer formed by Gn and Gc. Individual subunits are
color coded. (B) Tilted representation as shown in (A). The red triangle
represents one triangular face. (C) Schematic representation of the Gn and
Gc contacts. Drawn is one of the 20 triangular faces of the icosahedrons
enclosing the RVFV particle and the distribution of the Gn and Gc
glycoproteins [corresponding to red triangle in (B)]. Black numbers denote
icosahedral two-, three-, and fivefold symmetry axes. Gn monomers are
represented as bulb-like structures in yellow, and Gc monomers as a tube-like
structure. The individual domains are represented in red (domain I), blue

(domain II), and green (domain III). The fusion peptides are indicated as red
circles, and are pointing to the capsomer center. (D) Hypothetical model of
the RVFV – host cell interaction. The RVFV glycoproteins Gn and Gc are
represented according to our model and show similarities to the alphavirus E1
and E2 proteins. (1) Gn is depicted as the receptor binding protein and binds
to the host cell receptor (green). (2) After receptor binding the uptake of the
RVFV particle is initiated and an acidification step of the endocytic vesicle
triggers the dissociation of Gn and Gc. This results in the formation of
potentially Gc trimers (in accordance with current models for class II fusion
proteins) and insertion of the fusion peptides into the host cell membrane.

In conclusion, structural models have been developed for
the RVFV glycoproteins, Gn and Gc. The structural aspects of
these protein models allowed us to generate four putative assem-
bly models indicating how Gn and Gc may interact within
and between capsomers. The top scoring model (as indicated
by the highest cross-correlation coefficient) for the icosahedral
shell of RVFV is presented in Figure 5. Our model has cer-
tain similarity to the described assembly model of alphaviruses,
in terms of the fact that in bunyavirus surface proteins the
receptor binding and membrane fusion activities most likely
reside in two different glycoproteins (similar to the E1 and E2
glycoproteins in alphaviruses). However, while the alphavirus
spike is formed by trimers of E1/E2 heterodimers, RVFV Gn/Gc
heterodimers are organized in pentameric and hexameric cap-
somers. In flaviviruses, the E protein is responsible for both
receptor binding and fusion. Further, the fusion peptide of the
RVFV Gc protein sticks up and is oriented against Gn, sim-
ilar to the findings for the alphavirus E1 and E2 proteins,
whereas in the flaviviruses the fusion peptides are held down
and are oriented against the interface of the E protein domain I
and III.

The presented arrangement of Gn and Gc and description of
their interactions may play an important role in glycoprotein fold-
ing and maturation, capsomer and virus assembly, virus fusion,
and neutralization of infection. On-going site-directed mutagen-
esis experiments using a reverse-genetics system (Ikegami et al.,
2005) are currently being used to evaluate the proposed glyco-
protein interactions. The new information reported in this study,
will not only impact our understanding of the assembly of phle-
boviruses and other bunyaviruses, but may also be exploited in
furthering our understanding of the complex antigenic interac-
tions of the many member viruses of the family Bunyaviridae.
Such structural studies are hoped also to contribute to the design
of effective antivirals.

ACKNOWLEDGMENTS
We thank Drs. Alan Barrett and Fred Murphy for helpful com-
ments and discussions. This work was supported by a training
fellowship from the W. M. Keck Foundation to the Gulf Coast
Consortia through the Keck Center for Virus Imaging (Alexander
N. Freiberg), and in part by a grant from the National Institutes of
Health (R01GM62968, Willy Wriggers).

www.frontiersin.org July 2012 | Volume 3 | Article 254 |115

http://www.frontiersin.org
http://www.frontiersin.org/Virology/archive


Rusu et al. Rift Valley fever virus assembly

REFERENCES
Alam, S. L., Langelier, C., Whitby, F. G.,

Koirala, S., Robinson, H., Hill, C. P.,
and Sundquist, W. I. (2006). Struc-
tural basis for ubiquitin recogni-
tion by the human ESCRT-II EAP45
GLUE domain. Nat. Struct. Mol. Biol.
13, 1029–1030.

Battisti, A. J., Chu, Y. K., Chipman, P.
R., Kaufmann, B., Jonsson, C. B., and
Rossmann, M. G. (2011). Structural
studies of Hantaan virus. J. Virol. 85,
835–841.

Besselaar, T. G., and Blackburn, N.
K. (1991). Topological mapping of
antigenic sites on the Rift Valley fever
virus envelope glycoproteins using
monoclonal antibodies. Arch. Virol.
121, 111–124.

Besselaar, T. G., and Blackburn, N.
K. (1994). The effect of neutraliz-
ing monoclonal antibodies on early
events in Rift Valley fever virus infec-
tivity. Res. Virol. 145, 13–19.

Birmanns, S., Rusu, M., and Wrig-
gers, W. (2011). Using Sculptor
and Situs for simultaneous assem-
bly of atomic components into low-
resolution shapes. J. Struct. Biol. 173,
428–435.

Cole, C., Barber, J. D., and Barton, G. J.
(2008). The Jpred 3 secondary struc-
ture prediction server. Nucleic Acids
Res. 36, W197–W201.

Collett, M. S., Purchio, A. F., Keegan,
K., Frazier, S., Hays, W., Anderson,
D. K., Parker, M. D., Schmaljohn,
C., Schmidt, J., and Dalrymple,
J. M. (1985). Complete nucleotide
sequence of the M RNA segment of
Rift Valley fever virus. Virology 144,
228–245.

Elliott, R. M. (2009). Bunyaviruses
and climate change. Clin. Microbiol.
Infect. 15, 510–517.

Estrada, D. F., Boudreaux, D. M., Zhong,
D., St Jeor, S. C., and De Guzman,
R. N. (2009). The hantavirus glyco-
protein G1 tail contains dual CCHC-
type classical zinc fingers. J. Biol.
Chem. 284, 8654–8660.

Estrada, D. F., Conner, M., Jeor, S.
C., and Guzman, R. N. (2011).
The structure of the hantavirus
zinc finger domain is conserved
and represents the only natively
folded region of the Gn cytoplas-
mic tail. Front. Microbiol. 2:251.
doi:10.3389/fmicb.2011.00251

Estrada, D. F., and De Guzman, R. N.
(2011). Structural characterization
of the Crimean-Congo hemorrhagic
fever virus Gn tail provides insight
into virus assembly. J. Biol. Chem.
286, 21678–21686.

Eswar, N., Webb, B., Marti-Renom, M.
A., Madhusudhan, M. S., Eramian,
D., Shen, M.Y., Pieper, U., and Sali,A.

(2006). Comparative protein struc-
ture modeling using Modeller. Curr.
Protoc. Bioinformatics Chap. 5, Unit
5.6.

Freiberg, A. N., Sherman, M. B.,
Morais, M. C., Holbrook, M. R.,
and Watowich, S. J. (2008). Three-
dimensional organization of Rift
Valley fever virus revealed by cry-
oelectron tomography. J. Virol. 82,
10341–10348.

Garry, C. E., and Garry, R. F. (2004).
Proteomics computational analyses
suggest that the carboxyl termi-
nal glycoproteins of Bunyaviruses
are class II viral fusion protein
(beta-penetrenes). Theor. Biol. Med.
Model. 1, 10.

Garry, C. E., and Garry, R. F. (2008).
Proteomics computational analy-
ses suggest that baculovirus GP64
superfamily proteins are class III
penetrenes. Virol. J. 5, 28.

Garry, C. E., and Garry, R. F. (2009).
Proteomics computational analyses
suggest that the bornavirus glyco-
protein is a class III viral fusion pro-
tein (gamma penetrene). Virol. J. 6,
145.

Gerrard, S. R., and Nichol, S. T. (2002).
Characterization of the golgi reten-
tion motif of Rift Valley fever virus
G(N) glycoprotein. J. Virol. 76,
12200–12210.

Gibbons, D. L., Vaney, M. C., Roussel,
A., Vigouroux, A., Reilly, B., Lep-
ault, J., Kielian, M., and Rey, F.
A. (2004). Conformational change
and protein–protein interactions of
the fusion protein of Semliki Forest
virus. Nature 427, 320–325.

Hepojoki, J., Strandin, T.,Vaheri, A., and
Lankinen, H. (2010). Interactions
and oligomerization of hantavirus
glycoproteins. J. Virol. 84, 227–242.

Heyd, J., and Birmanns, S. (2009).
Immersive structural biology: a new
approach to hybrid modeling of
macromolecular assemblies. Virtual
Real. 13, 245–255.

Hirokawa, T., Boon-Chieng, S., and
Mitaku, S. (1998). SOSUI: classifica-
tion and secondary structure predic-
tion system for membrane proteins.
Bioinformatics 14, 378–379.

Huiskonen, J. T., Hepojoki, J., Lau-
rinmaki, P., Vaheri, A., Lankinen,
H., Butcher, S. J., and Grunewald,
K. (2010). Electron cryotomogra-
phy of Tula hantavirus suggests
a unique assembly paradigm for
enveloped viruses. J. Virol. 84,
4889–4897.

Huiskonen, J. T., Overby, A. K., Weber,
F., and Grunewald, K. (2009). Elec-
tron cryo-microscopy and single-
particle averaging of Rift Valley
fever virus: evidence for GN-GC

glycoprotein heterodimers. J. Virol.
83, 3762–3769.

Ikegami, T., Won, S., Peters, C. J., and
Makino, S. (2005). Rift Valley fever
virus NSs mRNA is transcribed from
an incoming anti-viral-sense S RNA
segment. J. Virol. 79, 12106–12111.

Jaroszewski, L., Rychlewski, L., Li, Z., Li,
W., and Godzik, A. (2005). FFAS03:
a server for profile-profile sequence
alignments. Nucleic Acids Res. 33,
W284–W288.

Kajan, L., and Rychlewski, L. (2007).
Evaluation of 3D-Jury on CASP7
models. BMC Bioinformatics 8, 304.
doi:10.1186/1471-2105-8-304

Kakach, L. T., Suzich, J. A., and Collett,
M. S. (1989). Rift Valley fever virus
M segment: phlebovirus expression
strategy and protein glycosylation.
Virology 170, 505–510.

Keegan, K., and Collett, M. S. (1986).
Use of bacterial expression cloning
to define the amino acid sequences
of antigenic determinants on the
G2 glycoprotein of Rift Valley fever
virus. J. Virol. 58, 263–270.

Kielian, M. (2006). Class II virus mem-
brane fusion proteins. Virology 344,
38–47.

Kielian, M., and Rey, F. A. (2006). Virus
membrane-fusion proteins: more
than one way to make a hairpin. Nat.
Rev. Microbiol. 4, 67–76.

Krogh, A., Larsson, B., Von Hei-
jne, G., and Sonnhammer, E. L.
(2001). Predicting transmembrane
protein topology with a hidden
Markov model: application to com-
plete genomes. J. Mol. Biol. 305,
567–580.

Lee, M. S., Lebeda, F. J., and Olson, M. A.
(2009). Fold prediction of VP24 pro-
tein of Ebola and Marburg viruses
using de novo fragment assembly. J.
Struct. Biol. 167, 136–144.

Lee, S. S., Knott, V., Jovanovic, J., Har-
los, K., Grimes, J. M., Choulier, L.,
Mardon, H. J., Stuart, D. I., and
Handford, P. A. (2004). Structure of
the integrin binding fragment from
fibrillin-1 gives new insights into
microfibril organization. Structure
12, 717–729.

Lescar, J., Roussel, A., Wien, M. W.,
Navaza, J., Fuller, S. D., Wengler, G.,
and Rey, F. A. (2001). The fusion
glycoprotein shell of Semliki For-
est virus: an icosahedral assembly
primed for fusogenic activation at
endosomal pH. Cell 105, 137–148.

Li, L., Jose, J., Xiang, Y., Kuhn, R. J., and
Rossmann, M. G. (2010). Structural
changes of envelope proteins dur-
ing alphavirus fusion. Nature 468,
705–708.

Lozach, P. Y., Kuhbacher, A., Meier, R.,
Mancini, R., Bitto, D., Bouloy, M.,

and Helenius, A. (2011). DC-SIGN
as a receptor for phleboviruses. Cell
Host Microbe 10, 75–88.

Lozach, P. Y., Mancini, R., Bitto, D.,
Meier, R., Oestereich, L., Overby, A.
K., Pettersson, R. F., and Helenius, A.
(2010). Entry of bunyaviruses into
mammalian cells. Cell Host Microbe
7, 488–499.

MMWR. (2007). Rift Valley fever out-
break – Kenya, November 2006-
January 2007. MMWR Morb. Mortal.
Wkly. Rep. 56, 73–76.

Overby, A. K., Pettersson, R. F.,
Grunewald, K., and Huiskonen, J.
T. (2008). Insights into bunyavirus
architecture from electron cryoto-
mography of Uukuniemi virus.
Proc. Natl. Acad. Sci. U.S.A. 105,
2375–2379.

Overby,A. K., Popov,V. L., Pettersson, R.
F., and Neve, E. P. (2007). The cyto-
plasmic tails of Uukuniemi virus
(Bunyaviridae) G(N) and G(C) gly-
coproteins are important for intra-
cellular targeting and the budding
of virus-like particles. J. Virol. 81,
11381–11391.

Pettersen, E. F., Goddard, T. D., Huang,
C. C., Couch, G. S., Greenblatt, D.
M., Meng, E. C., and Ferrin, T. E.
(2004). UCSF Chimera – a visualiza-
tion system for exploratory research
and analysis. J. Comput. Chem. 25,
1605–1612.

Piper, M. E., Sorenson, D. R., and
Gerrard, S. R. (2011). Efficient
cellular release of Rift Valley
fever virus requires genomic
RNA. PLoS ONE 6, e18070.
doi:10.1371/journal.pone.0018070

Plassmeyer, M. L., Soldan, S. S.,
Stachelek, K. M., Martin-Garcia, J.,
and Gonzalez-Scarano, F. (2005).
California serogroup Gc (G1) gly-
coprotein is the principal determi-
nant of pH-dependent cell fusion
and entry. Virology 338, 121–132.

Plassmeyer, M. L., Soldan, S. S.,
Stachelek, K. M., Roth, S. M.,
Martin-Garcia, J., and Gonzalez-
Scarano, F. (2007). Mutagenesis of
the La Crosse virus glycoprotein sup-
ports a role for Gc (1066–1087)
as the fusion peptide. Virology 358,
273–282.

Pletnev, S. V., Zhang, W., Mukhopad-
hyay, S., Fisher, B. R., Hernandez,
R., Brown, D. T., Baker, T. S., Ross-
mann, M. G., and Kuhn, R. J. (2001).
Locations of carbohydrate sites on
alphavirus glycoproteins show that
E1 forms an icosahedral scaffold.
Cell 105, 127–136.

Ramachandran, G. N., and Sasisekha-
ran, V. (1968). Conformation of
polypeptides and proteins. Adv. Pro-
tein Chem. 23, 283–438.

Frontiers in Microbiology | Virology July 2012 | Volume 3 | Article 254 | 116

http://dx.doi.org/10.3389/fmicb.2011.00251
http://dx.doi.org/10.1186/1471-2105-8-304
http://dx.doi.org/10.1371/journal.pone.0018070
http://www.frontiersin.org/Virology
http://www.frontiersin.org/Microbiology
http://www.frontiersin.org/Virology/archive


Rusu et al. Rift Valley fever virus assembly

Roussel,A., Lescar, J.,Vaney, M. C.,Wen-
gler, G., and Rey, F. A. (2006). Struc-
ture and interactions at the viral
surface of the envelope protein E1
of Semliki forest virus. Structure 14,
75–86.

Sherman, M. B., Freiberg, A. N.,
Holbrook, M. R., and Watowich,
S. J. (2009). Single-particle cryo-
electron microscopy of Rift
Valley fever virus. Virology 387,
11–15.

Shi, X., Goli, J., Clark, G., Brauburger,
K., and Elliott, R. M. (2009).
Functional analysis of the Bun-
yamwera orthobunyavirus Gc
glycoprotein. J. Gen. Virol. 90,
2483–2492.

Soldan, S. S., Hollidge, B. S., Wag-
ner, V., Weber, F., and Gonzalez-
Scarano, F. (2010). La Crosse virus
(LACV) Gc fusion peptide mutants
have impaired growth and fusion
phenotypes, but remain neurotoxic.
Virology 404, 139–147.

Stevens, J., Corper, A. L., Basler,
C. F., Taubenberger, J. K., Palese,
P., and Wilson, I. A. (2004).

Structure of the uncleaved human
H1 hemagglutinin from the extinct
1918 influenza virus. Science 303,
1866–1870.

Tischler, N. D., Gonzalez, A., Perez-
Acle, T., Rosemblatt, M., and Valen-
zuela, P. D. (2005). Hantavirus Gc
glycoprotein: evidence for a class
II fusion protein. J. Gen. Virol. 86,
2937–2947.

Tusnady, G. E., and Simon, I. (1998).
Principles governing amino acid
composition of integral mem-
brane proteins: application to topol-
ogy prediction. J. Mol. Biol. 283,
489–506.

Voss, J. E., Vaney, M. C., Duquerroy,
S., Vonrhein, C., Girard-Blanc, C.,
Crublet, E., Thompson,A., Bricogne,
G., and Rey, F. A. (2010). Gly-
coprotein organization of Chikun-
gunya virus particles revealed by
X-ray crystallography. Nature 468,
709–712.

Wasmoen, T. L., Kakach, L. T., and Col-
lett, M. S. (1988). Rift Valley fever
virus M segment: cellular local-
ization of M segment-encoded

proteins. Virology 166,
275–280.

Willard, L., Ranjan, A., Zhang, H.,
Monzavi, H., Boyko, R. F., Sykes,
B. D., and Wishart, D. S. (2003).
VADAR: a web server for quanti-
tative evaluation of protein struc-
ture quality. Nucleic Acids Res. 31,
3316–3319.

Wriggers, W. (2010). Using Situs for the
integration of multi-resolution
structures. Biophys. Rev. 2,
21–27.

Zhang, W., Chipman, P. R., Corver,
J., Johnson, P. R., Zhang, Y.,
Mukhopadhyay, S., Baker, T. S.,
Strauss, J. H., Rossmann, M. G.,
and Kuhn, R. J. (2003). Visualiza-
tion of membrane protein domains
by cryo-electron microscopy of
dengue virus. Nat. Struct. Biol. 10,
907–912.

Zhang, W., Mukhopadhyay, S., Plet-
nev, S. V., Baker, T. S., Kuhn, R.
J., and Rossmann, M. G. (2002).
Placement of the structural pro-
teins in Sindbis virus. J. Virol. 76,
11645–11658.

Conflict of Interest Statement: The
authors declare that the research was
conducted in the absence of any com-
mercial or financial relationships that
could be construed as a potential con-
flict of interest.

Received: 25 April 2012; accepted: 29 June
2012; published online: 19 July 2012.
Citation: Rusu M, Bonneau R, Hol-
brook MR, Watowich SJ, Birmanns S,
Wriggers W and Freiberg AN (2012)
An assembly model of Rift Valley
fever virus. Front. Microbio. 3:254. doi:
10.3389/fmicb.2012.00254
This article was submitted to Frontiers
in Virology, a specialty of Frontiers in
Microbiology.
Copyright © 2012 Rusu, Bonneau, Hol-
brook, Watowich, Birmanns, Wriggers
and Freiberg . This is an open-access arti-
cle distributed under the terms of the
Creative Commons Attribution License,
which permits use, distribution and
reproduction in other forums, provided
the original authors and source are cred-
ited and subject to any copyright notices
concerning any third-party graphics etc.

www.frontiersin.org July 2012 | Volume 3 | Article 254 | 117

http://dx.doi.org/10.3389/fmicb.2012.00254
http://creativecommons.org/licenses/by/3.0/
http://www.frontiersin.org
http://www.frontiersin.org/Virology/archive


Rusu et al. Rift Valley fever virus assembly

APPENDIX
CAPSOMER ARCHITECTURE
Between the four models, the overall architecture is preserved, with RVFV Gc forming the scaffold of the capsomers (blue and green
ribbon representation in Figures A1–A4) and RVFV Gn being localized in the protruding envelope (red and yellow ribbon representa-
tion in Figures A1–A4). A close investigation of the different models revealed that the angle of the Gn monomers relative to the scaffold
is different between the four models. The cross correlation coefficient was estimated for each model relative to the entire envelope.
In order to construct the model of the entire envelope, 60 copies of the asymmetric unit were placed according to the icosahedral
symmetry. The cross correlation coefficients were 0.798, 0.790, 0.785, and 0.783, for the first, second, third, and fourth top-scoring
model.

FIGURE A1 | Capsomer twofold axis; (A,C) first; (B,D) second; (E,G) third; (F,H) fourth top-scoring model.
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FIGURE A2 | Capsomer threefold axis; (A,C) first; (B,D) second; (E,G) third; (F,H) fourth top-scoring model.
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FIGURE A3 | Capsomer quasi-threefold axis; (A,C) first; (B,D) second; (E,G) third; (F,H) fourth top-scoring model.
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FIGURE A4 | Capsomer fivefold axis; (A,C) first; (B,D) second; (E,G) third; (F,H) fourth top-scoring model.
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Sapovirus (SaV) protease catalyzes cleavage of the peptide bonds at six sites of a viral
polyprotein for the viral replication and maturation. However, the mechanisms by which
the protease recognizes the distinct sequences of the six cleavage sites remain poorly
understood. Here we examined this issue by computational and experimental approaches.
A structural modeling and docking study disclosed two small clefts on the SaV protease
cavity that allow the stable and functional binding of substrates to the catalytic cavity
via aromatic stacking and electrostatic interactions. An information entropy study and a
site-directed mutagenesis study consistently suggested variability of the two clefts under
functional constraints. Using this information, we identified three chemical compounds that
had structural and spatial features resembling those of the substrate amino acid residues
bound to the two clefts and that exhibited an inhibitory effect on SaV protease in vitro.These
results suggest that the two clefts provide structural base points to realize the functional
binding of various substrates.

Keywords: sapovirus protease, substrate recognition, P1 and P4 amino acid residues, 3-D models, amino acid
diversity, mutagenesis, 3-D pharmacophore, inhibitor screening

INTRODUCTION
Sapovirus (SaV) is a non-enveloped RNA virus that belongs to
the family Caliciviridae and causes gastroenteritis in humans and
swine (Chiba et al., 1979, 2000; Guo et al., 1999; Hansman et al.,
2007). The SaV genome is a single-stranded RNA that encodes
two or three open reading frames (ORFs; Liu et al., 1995; Noel
et al., 1997; Numata et al., 1997; Guo et al., 1999; Robinson et al.,
2002). The ORF1 encodes six non-structural proteins (NS1, NS2,
NS3, NS4, NS5, and NS6-7) and a structural protein, the capsid
protein (VP1; Oka et al., 2006, 2009). The NS6-7 protein contains
the chymotrypsin-like protease domain (the 3C-like protease; Oka
et al., 2005a,b, 2007; Robel et al., 2008) and the RNA-dependent
RNA polymerase domain (the 3-D-like polymerase; Fullerton
et al., 2007; Bull et al., 2011). The ORF1 precursor protein is post-
translationally cleaved at six sites by the 3C-like protease (Oka
et al., 2005b, 2006).

The SaV 3C-like protease domain comprises 146 amino acid
residues (Oka et al., 2007). This enzyme cleaves the peptide bonds
of specific dipeptides, such as the glutamic acid/glycine (E/G), glu-
tamine/glycine (Q/G), and glutamic acid/alanine (E/A; Oka et al.,
2006). However, these dipeptide motifs exist in the non-cleaved

sites of the ORF1 polyprotein, indicating that additional amino
acid residues are required for the specific recognition of sub-
strates (Oka et al., 2006). In this regard, calicivirus proteases
have a large cavity that can accommodate substrate peptides with
several amino acid in lengths (Nakamura et al., 2005; Zeitler
et al., 2006; Oka et al., 2007). It is conceivable that these sub-
strate amino acid residues around the cleavage sites, termed the
P4, P3, P2, P1, P1′, P2′, P3′, and P4′ sites, are all involved to
some extent, either directly or indirectly, in the recognition and
cleavage by protease. However, there must be a division of roles:
previous studies on the calicivirus proteases consistently suggest
more extensive involvement of the substrate amino acid residues
upstream of the peptide bond of the cleavage sites in the cleav-
age by proteases (Wirblich et al., 1995; Sosnovtsev et al., 1998;
Hardy et al., 2002; Belliot et al., 2003; Scheffler et al., 2007; Robel
et al., 2008). In the case of SaV, the substrate P1 and P4 amino
acid residues in particular are physicochemically more conserved
among different SaV strains (Oka et al., 2009) and more sensi-
tive to the substitutions (Robel et al., 2008; Oka et al., 2009).
Therefore, these amino acid residues may provide the specific con-
tact sites with SaV protease. However, due to the lack of structural
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information on SaV protease and its substrates, such interaction
remains unclear.

Recent advances in the hardware and software for biomolecular
simulation and bioinformatics have rapidly improved the preci-
sion and performance of these techniques. We have applied some
of these techniques, in combination with experimental methods,
to understand the structural and evolutionary basis of the viro-
logical phenomena (Oka et al., 2007, 2009; Motomura et al., 2008,
2010; Naganawa et al., 2008; Shirakawa et al., 2008;Yokoyama et al.,
2010, 2012; Ode et al., 2011; Sakuragi et al., 2012). In this study, by
combining methods of homology modeling, the automated ligand
docking, Shannon entropy analysis, site-directed mutagenesis, and
in silico screening of SaV inhibitors, we studied the structural basis
for the substrate recognition by SaV protease.

MATERIALS AND METHODS
STRUCTURAL MODELING OF SaV PROTEASE DOCKED TO THE
SUBSTRATE OCTAPEPTIDES
We first constructed a ligand-free protease domain model of the
SaV Mc10 strain (Oka et al., 2005b; GenBank accession number:
AY237420) by the homology modeling technique (Sanchez et al.,
2000; Baker and Sali, 2001) as described previously (Oka et al.,
2007). The modeling was performed using tools available in the
Molecular Operating Environment (MOE; Chemical Computing
Group, Inc., Montreal, QC, Canada). As the modeling template,
we used the high-resolution crystal structure of norovirus 3C-
like protease at a resolution of 1.50 Å [Protein Data Bank (PDB)
code: 2FYQ; Zeitler et al., 2006] because, like SaV, the norovirus
belongs to the family Caliciviridae, and thus the protease sequence
shows a higher identity to the SaV protease sequences (about 25%
identity) than to the other available 3C-like protease sequences
of viruses. We applied the multiple sequence alignment approach
(Baker and Sali, 2001) using the reported 3C-like proteases to
minimize misalignments of the target and template sequences, as
described previously (Oka et al., 2007; Shirakawa et al., 2008). The
sequences used for the alignment included those of the rhinovirus
3C-like protease (PDB code: 1CQQ; Matthews et al., 1999), the
poliovirus 3C-like protease (PDB code: 1L1N; Mosimann et al.,
1997), and the hepatitis A virus 3C-like protease (PDB code: 1QA7;
Bergmann et al., 1999). The alignment was done with the align-
ment tool MOE-Align, and homology modeling was done with the
tool MOE-Homology in MOE. We optimized the 3-D model ther-
modynamically via energy minimization using the MOE and an
AMBER99 force field (Ponder and Case, 2003). We further refined
the physically unacceptable local structure of the models based
on a Ramachandran plot evaluation using MOE. The 3-D models
of the six octapeptides corresponding to the six cleavage sites of
the ORF1 precursor protein of the SaV Mc10 strain (NS1/NS2,
NS2/NS3, NS3/NS4, NS4/NS5, NS5/NS6-7, and NS6-7/VP1) were
constructed using the Molecular Builder module in MOE. Subse-
quently, the thermodynamically and physically optimized protease
models were used to construct protease-substrate complex mod-
els. Individual octapeptide models were docked with the optimized
SaV protease domain model described above, using the automated
ligand docking program ASEDock2005 (Goto et al., 2008) oper-
ated in MOE as described previously (Yokoyama et al., 2010).
Default setting in ASEDock2005 was applied for the search of

the candidate docking structures, and the structures with the best
docking score expressed by the arbitrary docking energy (U dock)
in ASEDock2005 (Kataoka and Goto, 2008) were selected for the
analysis of the protease-substrate interaction sites.

ANALYSIS OF AMINO ACID DIVERSITY WITH INFORMATION ENTROPY
The amino acid diversity at individual sites of the SaV pro-
tease domain was analyzed with Shannon entropy scores as
described previously (Sander and Schneider, 1991; Mirny and
Shakhnovich, 1999; Oka et al., 2009). The amino acid sequences
of the protease domain of various human SaV strains from
different geographic regions in the world were obtained from
GenBank (the number of sequences is 19; accession numbers:
X86560, AY694184, AY237422, AY237423, AY646853, AY646854,
AJ249939, AY237420, AY237419, AY646855, AY603425, AJ786349,
DQ058829, DQ125333, AY646856, DQ125334, DQ366344,
DQ366345, DQ366346). The amino acid diversity within the
SaV protease population was calculated using Shannon’s formula
(Shannon, 1948):

H (i) = −
∑

xi

p (xi) log2p (xi) (xi = G, A, I , V , . . . . . .) ,

where H(i), p(xi), and i indicate the amino acid entropy (H ) score
of a given position, the probability of occurrence of a given amino
acid at the position, and the number of the position, respectively.
An H score of zero indicates absolute conservation, whereas 4.4
bits indicates complete randomness. The H scores were displayed
on the 3-D structure of the SaV protease model constructed above.

We also calculated the Shannon entropy by considering the
physicochemical properties of amino acid residues, i.e., the chem-
ical properties and size of side chains as described previously (Oka
et al., 2009). For analysis of the diversity in the chemical properties,
the amino acid residues were classified into seven groups: acidic
(D,E), basic (R,K,H), neutral hydrophilic (S, T, N, Q), aliphatic
(G, A, V, I, L, M), aromatic (F, Y, W), thio-containing (C), and
imine (P). For analysis of the diversity in the size of side chains,
the amino acid residues were classified into four groups: small (G,
A, C, S), medium-small (T, V, N, D, I, L, P, M), medium-large (Q,
E, R, K), and large (H, F, Y, W). The H scores were plotted on the
3-D structure of the SaV protease model.

SITE-DIRECTED MUTAGENESIS OF THE SaV PROTEASE DOMAIN
The detailed strategy of the mutagenesis for the SaV pro-
tease domain has been described previously (Oka et al., 2005b,
2006). Briefly, we used the full-length cDNA clone of the
genome of the SaV strain Mc10 (pUC19/SaV Mc10 full-
length; GenBank accession number: AY237420) as a start-
ing material for the mutagenesis. We constructed nine SaV
Mc10 full-length mutant cDNA clones. Site-directed mutagene-
sis was performed using a GeneTailor Site-Directed Mutagene-
sis System (Invitrogen). The oligonucleotides used for the site-
directed mutagenesis were as follows (the codons correspond-
ing to changed amino acid(s) are indicated in lowercase): for
T1085A, 5′-GTGGTTGTCACAGTTgcaCACGTGGCCTCTGCG-
3′; for Y1156A, 5′-ATCACGGTCCAGGGGgctCACCTGCGCATC
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ATA-3′; for K1167A, 5′-ATGGATACCCAACAgcgCGTGGGGACT
GTGGCAC-3′; for R1168A,5′-GATACCCAACAAAGgctGGGGAC
TGTGGCACAC-3′; for K1167E, 5′-ATGGATACCCAACAgagCGT
GGGGACTGTGGCAC-3′; for R1168E, 5′-ATGGATACCCAACAA
AGgagGGGGACTGTGGCACAC-3′; for K1167AR1168A, 5′-
ATGGATACCCAACAgcggcgGGGGACTGTGGCAC-3′; and for
K1167ER1168E, 5′-ATGGATACCCAACAgaggagGGGGACTGTG
GCAC-3′. The T1085AY1156A mutant was generated with the
above Y1156A primer using methylated DNA of the T1085A as
the template. All the mutant clones constructed were subjected to
the sequencing of the entire genomic cDNA region to verify the
absence of unnecessary mutations leading to amino acid changes.

IN VITRO TRANSCRIPTION-TRANSLATION ASSAY
In vitro transcription-translation with a rabbit reticulocyte
system was performed using the TNT T7 Quick for PCR
DNA kit (Promega, Madison, WI, USA) as described previ-
ously (Oka et al., 2005b). Briefly, a template for the in vitro
transcription-translation, containing the entire ORF1, was pre-
pared by PCR amplification using the full-length cDNA clone.
The primers used for the amplification were as follows. The for-
ward primer containing a T7 promoter sequence (underlined)
and a translation initiation codon (bold) was 5′-GGATCCTAA
TACGACTCACTATAGGGAACAGCCACCATG gcttccaagccattcta
cccaatagag-3′; and the antisense primer containing a stop codon
(bold) was 5′-T30TTA-ttctaagaacctaacggcccgg. The PCR product
(3 µl) was mixed with 20 µl of TNT T7 PCR Quick Master Mix
(Promega) and 2 µl of Redivue Pro-mix L- [35S] in vitro cell-
labeling mix (GE Healthcare Biosciences, Piscataway, NJ, USA).
The mixture was incubated at 30˚C for 3 or 16 h and subjected to
SDS-polyacrylamide gel electrophoresis (SDS-PAGE). The trans-
lation products separated by electrophoresis were blotted onto a
PVDF membrane (Immobilon-P; Millipore, Bedford, MA, USA)
using a semi-dry electroblotting apparatus (ATTO; Tokyo). The
radiolabeled proteins were detected by a BAS 2500 Bioimage
Analyzer (Fuji Film, Tokyo).

IMMUNOPRECIPITATION
For the detection of NS1 (p11) and NS5 (VPg), which were
undetectable with the above assay system, we performed immuno-
precipitation before the SDS-PAGE as described previously (Oka
et al., 2005b, 2006, 2009). Briefly, 10 µl of the in vitro transcription-
translation reaction mixture was diluted with 80 µl of RIPA lysis
buffer containing 50 mM Tris, pH 7.4, 150 mM NaCl, 0.25%
deoxycholic acid, 1% NP40, and 1 mM EDTA (Upstate, Lake
Placid, NY, USA) and incubated with 5 µg of anti-A (anti-NS1)
or ant-D (anti-NS5) antibodies raised against E. coli-expressed
recombinant proteins (aa 1–231 for NS1 and aa 941–1055 for
NS5; Oka et al., 2005b). After incubation for 1 h on ice, 25 µl
of a suspension of Protein A Magnetic Beads (New England
Biolabs) and 900 µl of RIPA buffer were added. The mixture
was gently rotated at 4˚C for 1 h and then washed three times
with 1 ml of RIPA lysis buffer. The immunoprecipitated pro-
teins were resuspended in 20 µl of SDS-PAGE sample buffer
and heated at 95˚C for 5 min prior to analysis with 5 to 20%
Tris-Gly polyacrylamide gel. The proteins were blotted onto an
Immobilon-P polyvinylidene difluoride membrane (Millipore).

Immunoprecipitated radioactive proteins were detected with a
Bioimage Analyzer BAS 2500 (Fuji Film).

THE CHEMICAL COMPOUND LIBRARY
Chemical compounds (139,369 compounds, molecular weights
42–2986) were obtained from the Open Innovation Center for
Drug Discovery (The University of Tokyo, Tokyo, Japan). The
compound library database of this center provides information
on the molecular formula, molecular weight, hydrogen-bond
donor-acceptor numbers, topological polar surface area (TPSA),
and other physicochemical parameters of the compounds for
pharmacophore-based in silico drug screening.

PHARMACOPHORE-BASED IN SILICO SCREENING
Pharmacophore-based in silico screening was done using tools
available in the MOE. We created a pharmacophore query with
a substrate feature using the Pharmacophore Query Editor tool
in MOE. Pharmacophore-based in silico screening was done by
the Pharmacophore Search module in the MOE using the created
query.

DRUG SUSCEPTIBILITY ASSAY
The susceptibility of SaV protease to the synthetic small chem-
ical compound was determined by means of an in vitro trans
cleavage assay as follows. A radiolabeled full-length Mc10 ORF1
polyprotein containing a defective protease (Promut; Oka et al.,
2005b) or a non-radiolabeled partial Mc10 ORF1 polyprotein
(NS6-7-VP1) containing a functional protease (Prowt; Oka et al.,
2006) was separately expressed using the in vitro transcrip-
tion/translation system (Oka et al., 2011). The PCR primer pairs
used for the preparation of DNA template for the expression
of the NS6-7-VP1 were as follows. The forward primer was 5′-
GGATCCTAATACGACTCACTATAGGGAACAGCCACCATGgctc
ccacaccaattgttac-3′, including the T7 promoter sequence (under-
lined) and a start codon (bold); and the antisense primer was
5′-T30TTA-ttctaagaacctaacggcccgg, including a stop codon (bold).
Twenty microliter of the non-radiolabeled products containing
Prowt was mixed with 1 µl of 2 mM inhibitor candidate in DMSO
and incubated for 10 min at room temperature. Then 10 µl of the
radiolabeled full-length ORF1 polyprotein (Promut) was added to
the Prowt-inhibitor mixture and incubated at 30˚C for 20 h, and
subjected to the SDS-PAGE analysis as described above. To quan-
titate the proteolytic activity of the SaV protease, we measured the
intensity of the band corresponding to the NS4-NS5 intermediate
processing product with Typhoon 7500 (GE Healthcare), due to
the lack of overlapping non-specific products of the in vitro trans-
lation around the NS4-NS5. The chemical compound concentra-
tions resulting in a 50% reduction of the NS4-NS5 intermediate
protein production of the drug-free control were determined on
the basis of the dose-response curve and defined as the IC50 values
of the SaV proteolysis activity.

STRUCTURAL MODELING OF SaV PROTEASE DOCKED TO CHEMICAL
COMPOUNDS
Structural models of the chemical compounds were constructed
using the Molecular Builder tool in MOE. Individual compounds
were docked with the SaV protease domain model using the auto-
mated ligand docking program ASEDock2005 (Goto et al., 2008)
operated in MOE as described above.
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RESULTS
STRUCTURAL MODELING OF SaV PROTEASES DOCKED TO THE
SUBSTRATE OCTAPEPTIDES
To obtain structural insights into the protease-substrate interac-
tions at the atomic level, we constructed a 3-D model of the intact
protease domain of the SaV Mc10 strain, which were docked to
octapeptides corresponding to the six authentic cleavage sites (P4–
P4′ sites) of the ORF1 polyprotein of the Mc10 strain (see Materials
and Methods for details; Figure 1). The amino acid sequences of
the six octapeptides are very different from each other (Figure 1A).
Despite the variation, the octapeptides bound to the protease with
the same orientation in the clefts of the protease (Figure 1B);
the P1–P4 amino acid residues bound to the cleft between the
N- and C-terminal domains, whereas the P1′–P4′ amino acid
residues bound to the cleft on the C-terminal domain. The dock-
ing positions were functionally reasonable, because they allowed
the cleavage sites of the octapeptides to be placed near the amino
acids essential for the catalytic activity of the SaV protease, i.e.,
H31, E52, C116, and H131 (Oka et al., 2005b). Other docking posi-
tions caused docking results with very poor docking scores and did
not fulfill the functional requirement for the catalytic reaction.

The protease-peptide complex models disclosed two interac-
tion sites that were common to the six bound peptides. First, the
substrate amino acid residues at the P4 position were exclusively
placed in a thin cleft, termed cleft 1, that was formed by threo-
nine (T), glutamic acid (E), and tyrosine (Y) at positions 30, 52,
and 101 of the protease domain (T30, E52, and Y101, respectively;
Figures 2A–C). An aromatic ring of the phenylalanine (F) or Y
at P4 of the octapeptides of the NS1/NS2, NS2/NS3, NS3/NS4,
NS5/NS6-7, and NS6-7/VP1 cleavage sites (Figure 1A) was posi-
tioned such that an aromatic stacking could be generated with the
Y101 in the protease cleft 1 (Figures 2A–C). The steric configura-
tion of the aromatic rings of the P4 amino acid residues in the
bound state was very similar except for the Y of the NS5/NS6-7
cleavage site (Figure 2C). In the case of the NS4/NS5 peptide, the
P4 amino acid is the arginine (R; Figure 1A) and was arranged
near the side chain of the E52 (Figure 2C).

Second, the substrate amino acid residues at the P1 site were
exclusively placed in a small positively charged cleft, termed cleft
2, that was formed by the histidine (H), H, lysine (K), and R at
positions 14, 31, 112, and 113 of the protease domain (H14, H31,
K112, and R113, respectively; Figures 2D–F). In four out of the
six cleavage sequences the P1 amino acid is negatively charged (E;
Figure 1A) that could interact electrostatically with the side chains
of the positively charged cleft 2 of the protease (Figure 2D). In the
case of the NS2/NS3 and NS3/NS4, the P1 amino acid was glut-
amine (Q; Figure 1A) which is hydrophilic and thus could cause
electrostatic interactions via a polarized charge. The steric configu-
ration of the side chains of the P1 amino acid residues at the bound
state was very similar (Figure 2F). The simulated docking between
the protease and the substrate having alanine substitutions at P1
and P4 positions resulted in a docking position similar to that for
the wild-type substrate, whereas the docking score was reduced to
about 1/2. Collectively, these results suggest that the interactions at
the P1 and P4 sites of the substrates play a key role in the substrate
recognition, as suggested in the previous experiments (Robel et al.,
2008; Oka et al., 2009).

FIGURE 1 | Structural models of SaV protease docked to the substrate
octapeptides. (A) Sequences of the six cleavage sites of the SaV ORF1
polyprotein are shown with one-letter amino acid codes. Slashes represent
the peptide bonds cleaved by the protease. (B) Structural models of the
SaV protease-substrate complex. The 3-D structural model of the protease
domain was constructed by homology modeling and thermodynamically
and physically refined as described previously (Oka et al., 2007). The 3-D
structural models of the octapeptides corresponding to the six authentic
cleavage sites of the SaV Mc10 ORF1 were constructed by using the
Molecular Builder tool in MOE. The optimized protease model was docked
to individual octapeptides using the automated ligand docking program
ASEDock2005 (Goto et al., 2008) operated in MOE as described previously
(Yokoyama et al., 2010). Red and orange sticks indicate main and side chains
of the octapeptides, respectively.

AMINO ACID DIVERSITY OF HUMAN SaV PROTEASE
To obtain evolutionary insights into the protease-substrate inter-
actions, we analyzed the amino acid diversity of the protease
domain among various human SaV strains in the public data-
base. Full-length human SaV protease domain sequences were
collected from GenBank (N = 19) and used to calculate the Shan-
non entropy scores, H (Shannon, 1948), in order to analyze the
diversity of individual amino acid residues in the SaV population
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FIGURE 2 | Close-up views of the interaction sites in the
protease-substrate complex models. The sites of interactions between
the SaV Mc10 protease and the side chains of octapeptides at the P4 (A–C)
and P1 (D–F) sites are highlighted. Upper panels show the cleft formed by
T30, E52, and Y101, and the positively charged cleft formed by the H14, H31,
K112, and R113 of the proteases that are bound to a side chain of the
NS6-7/VP1 octapeptide at the P4 (A) and P1 (D) sites. Middle panels show
the relative configurations of side chains of the protease bound to a side
chain of the NS6-7/VP1 octapeptide at the P4 (B) and P1 (E) sites. Bottom
panels show the superposed structures of the side chains of the P4 (C) and
P1 (F) amino acid residues of the 6 cleavage sites in the SaV
protease-substrate complex models. (C) Green, magenta, and blue sticks
represent the side chains of phenylalanine, tyrosine, and arginine,
respectively, at the P4 site in the substrate-protease complexes. (F) Red
and magenta sticks represent the side chains of glutamic acid and
glutamine, respectively, at the P1 site in the substrate-protease complexes.

as described previously (Oka et al., 2009). The H scores generally
ranged from 0.0 to 0.6 bits (Figure 3A), indicating that the diver-
sity of the SaV protease is relatively small, as seen in many viral
enzymes. The variable sites were essentially located on the surface
region, indicating that some exposed regions of the SaV protease
allow amino acid changes (Figure 3A, greenish sites). Although less
extensive, some variation was detected at Y101 and R113 in the clefts
1 and 2, respectively (Figure 3A, two dotted circles). However,
when the H scores were calculated on the basis of chemical prop-
erties or the size of the amino acid residues, they were nearly zero
throughout the substrate-binding cleft (Figures 3B,C). Similarly,
the protease amino acid residues, which constitute a large cav-
ity for the binding of entire octapeptides, were sometime variable
but highly conserved in the context of the chemical properties

FIGURE 3 | Diversity of SaV protease amino acid residues. The amino
acid diversity at individual sites of the SaV protease domain was analyzed
with information entropy as described previously (Oka et al., 2009). The
Shannon entropy H was calculated with Shannon’s formula (Shannon, 1948)
based on amino acid residues (A), chemical properties (B), and the size of
the side chain (C) using amino acid sequences of the SaV full-length
protease domain from GenBank (N =19). For analysis of the diversity in the
chemical properties, the amino acid residues were classified into seven
groups: acidic (D,E), basic (R,K,H), neutral hydrophilic (S, T, N, Q), aliphatic
(G, A, V, I, L, M), aromatic (F, Y, W), thio-containing (C), and imine (P). For
analysis of the diversity in the size of the side chain, the amino acid
residues were classified into 4 groups: small (G, A, C, S), medium-small (T,
V, N, D, I, L, P, M), medium-large (Q, E, R, K), and large (H, F, Y, W). The H
scores are plotted on the 3-D structure of the SaV protease model, where
an H score of zero indicates absolute conservation. Yellow and orange
dotted circles indicate clefts 1 and 2, respectively.
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and sizes of the side chains (Figures 1B and 3). Thus the
SaV protease appears to restrict extensive changes in the shape
and chemical properties of the substrate-binding surface for its
survival.

SITE-DIRECTED MUTAGENESIS OF SaV PROTEASE
Consistent with the above structural and diversity data, we pre-
viously reported that the E52 in cleft 1, as well as H14 and H31

in cleft 2, are essential to maintain proper processing by SaV
protease (Oka et al., 2007). To obtain further insights into the
biological roles of clefts 1 and 2 in the proteolysis of the SaV pre-
cursor polyprotein, we performed additional site-directed muta-
genesis using a full-length clone of SaV Mc10 strain (Oka et al.,
2005b). The Mc10 ORF1 encodes a polypeptide of 2278 amino

acid residues, where the six cleavage sites have been experimen-
tally determined (Oka et al., 2006; Figure 4A). A total of nine
mutants of the SaV protease domain were constructed using the
Mc10 ORF1. Full-length ORF1 precursor proteins having a sin-
gle or double mutations in the protease domain were expressed
using the in vitro transcription-translation system, and the pro-
cessing products were analyzed by gel electrophoresis as described
previously (Oka et al., 2005b, 2006, 2007, 2009). The Mc10 func-
tional protease (Prowt) and a defective mutant completely lacking
the proteolysis activity (Promut; Oka et al., 2005b) were used as
positive and negative controls of the proteolysis, respectively.

When the ORF1 containing the Prowt was expressed, nine prod-
ucts corresponded in size to the mature proteins NS1, NS2, NS3,
NS4, NS5, and VP1, and relatively stable intermediate proteins,

FIGURE 4 | Site-directed mutagenesis of the substrate interaction sites
of SaV Mc10 protease. (A) Proteolytic cleavage map of the SaV Mc10 ORF1
polyprotein and the processing intermediates (Oka et al., 2006). Black bars
indicate the protein segments, A and D, used to raise polyclonal antibodies for
detection of the NS1 and NS5 proteins, respectively. (B) SDS-PAGE of
35S-labeled in vitro translation products of SaV Mc10 ORF1 containing various
protease mutants. NS1 and NS5 were detected by immunoprecipitation using

anti-A or anti-D polyclonal antibodies as described previously (Oka et al.,
2005b, 2006, 2009). Mc10 ORF1 containing functional protease (Prowt) and a
defective mutant lacking in the proteolysis activity (Promut) were included as
described previously (Oka et al., 2005b). Newly appearing products when
compared to Prowt are indicated by asterisks. Size markers are shown on the
left. Mc10 ORF1-specific proteins (Oka et al., 2005b, 2006) are shown on the
right.
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such as NS2-3, NS4-5, and NS4-5-6-7 were detected (Figure 4B,
lane Prowt, black arrowheads; Oka et al., 2005b, 2006, 2009).
These products were undetectable in the Promut ORF1 sample,
and instead a product corresponding to the ORF1 polyprotein
was detected (Figure 4B, lane Promut, open triangle; Oka et al.,
2005b, 2006, 2009). A single alanine substitution at T30 in the cleft
1, K112 in the cleft 2, or R113 in the cleft 2 of viral protease resulted
in a processing pattern similar to that of Prowt (Figure 4B, lanes
T30A, K112A, and R113A). On the other hand, a single alanine
substitution at Y101 in the cleft 1 (Y101A), a single acidic substitu-
tion at K112 or R113 in the cleft 2 (K112E and R113E), and double
mutations in each cleft (T30AY101A and K112ER113E) resulted
in abnormality of the precursor processing, i.e., an increase in
accumulation of the full-length ORF1 polyprotein and/or the
NS4-5-6-7-VP1 intermediate protein (Figure 4B, asterisks). In
the samples expressing ORF1 with T30A/Y101A or K112E/R113E
double mutations, processing products corresponding to the NS5
and NS4-5 disappeared almost completely (Figure 4B, lanes 5 and
11, respectively).

PHARMACOPHORE-BASED IN SILICO SCREENING FOR THE LEAD
COMPOUNDS OF SaV PROTEASE INHIBITORS
To further assess the role of the clefts 1 and 2 in the ligand bind-
ing, we performed a pharmacophore-based in silico screening
of protease inhibitors. A total of 139,369 compounds (molecu-
lar weights 42–2986) were screened for the lead molecules that
contain an aromatic-ring-like portion resembling the P4 amino
acid, a negatively charged portion resembling the P1 amino acid,
and a hydrophobic portion resembling the P1′ amino acid, being
arranged at similar 3-D positions with the authentic substrates
(Figure 5). The hydrophobic portion resembling the P1′ amino
acid was included to better mimic the authentic substrate struc-
tures. A total of 151 lead compounds matched to the category
were then subjected to the in vitro trans cleavage assay of the SaV
Mc10 ORF1 polyprotein. With this screening, we could obtain
three compounds that inhibited processing of the SaV ORF1 at
IC50 values of 18.4–26.5 µM (Figure 6).

We then analyzed how the lead compounds bound to the SaV
Mc10 protease by docking simulation (Figure 7). As expected,
these compounds were predicted to bind to the protease at the
same interaction sites by which the authentic substrates bound
to the protease. The aromatic-ring-like portion resembling the P4
amino acid bound to the thin cleft formed by T30, E52, and Y101 for
the binding of the side chain of the P4 amino acid. The negatively
charged portion resembling the P1 amino acid bound to the small
positively charged pocket formed by the H14, H31, K112, and R113

for the binding of the side chain of the P1 amino acid.

DISCUSSION
The viral proteins that support viral replication and make up the
viral particle are often translated as part of polyprotein precursors.
Viral protease catalyzes cleavage of the precursor protein and thus
plays an essential role in the viral life cycle. In this study, by com-
bining computational and experimental approaches, we studied
the structural basis for the substrate recognition by SaV protease.
The results obtained in this study were consistent with each other

FIGURE 5 | Flow chart for screening chemical compounds against SaV
protease. Pharmacophore-based in silico screening (Schuster et al., 2006a,b;
Kirchmair et al., 2007) was applied to extract the lead compounds having
structural features that resembled those of the substrates of SaV protease.
One hundred and fifty-one compounds exhibiting some similarities to the
authentic substrates were further assessed with respect to their inhibitory
activity against SaV protease. With this strategy, we could obtain three
compounds that inhibited the processing of the SaV ORF1 polyprotein.

and disclosed novel structural base points of the protease for the
attractive interactions with specific structures of ligands.

Using a homology modeling and a docking tool, we first
examined the physical interactions of SaV protease and octapep-
tides corresponding to the six authentic cleavage sites of the SaV
ORF1 polyprotein. Despite the marked sequence variation of the
octapeptides, they were bound to the protease in the same orien-
tation in the structural models (Figure 1). The results suggested
that there might be common interaction sites that served as ful-
crums to direct the orientation of the octapeptides. Consistently,
the models disclosed two interaction sites that were shared with the
six peptides and support the stable and functional binding of sub-
strates to the catalytic cavity; the variable side chains at the P4 and
P1 sites of the peptides were consistently bound to the two small
clefts, termed clefts 1 and 2, respectively (Figure 2). The former
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FIGURE 6 | Dose-response curves of the inhibitors against SaV
protease. The inhibitory effects of the three chemical compounds that were
screened for their structural similarity to the authentic substrates of SaV
protease were determined with an in vitro trans cleavage assay. A
radiolabeled full-length Mc10 ORF1 polyprotein containing a defective
protease (Promut; Oka et al., 2005b) or a non-radiolabeled partial Mc10 ORF1
polyprotein (NS6-7-VP1) containing a functional protease (Prowt; Oka et al.,
2006) was separately expressed using the in vitro transcription/translation
system. The translation products were mixed and incubated in the presence
of increasing concentrations of the indicated compounds at 30˚C for 20 h.
The intensity of the radioactive band corresponding to the NS4-NS5 product
was measured with Typhoon 7500 and plotted in relation to the compound
concentrations. (A) Compound No.50. (B) Compound No.100. (C)
Compound No.116.

participated in aromatic stacking interactions, whereas the latter
participated in electrostatic interactions. These results are consis-
tent with the previous findings that the P4 and P1 amino acid
residues of the substrates play key roles in efficient proteolysis by
SaV protease (Robel et al., 2008; Oka et al., 2009) and predicted that
these two clefts could play a key role in substrate recognition via
interactions with the P4 and P1 amino acid residues of substrates.

This prediction was assessed by several analyses. If the clefts
played essential roles in recognition of substrates, spontaneous
mutations that alter profoundly the physicochemical properties of
the clefts should be suppressed for viral survival. Consistently our
Shannon entropy study using protease sequences of various SaV

FIGURE 7 | Structural models of SaV protease docked to the inhibitors.
Molecular formulas of the inhibitors (left) and structural models of the
inhibitor-protease complexes (right) are shown. Molecular models of the
three chemical compounds having anti-SaV-protease activity were
constructed using the Molecular Builder tool in MOE. Individual compounds
were docked to the SaV protease domain model using the automated
ligand docking program ASEDock2005 (Goto et al., 2008). Light blue sticks
in the protease indicate inhibitors. Greenish and bluish portions of the
protease indicate an aromatic and hydrophobic site and positively charged
site, respectively. (A) Compound No.50. (B) Compound No.100. (C)
Compound No.116.

strains from the world shows that the amino acid residues forming
the clefts 1 and 2 are variable but highly conserved in terms of the
chemical properties or the sizes of side chains (Figure 3). The
results indicate that these clefts tolerate mutations in nature but
resist a range of mutations that markedly alter the chemical prop-
erties or the shapes of the cleft surface. The findings are consistent
with the above structure-based prediction on the function of the
clefts 1 and 2. These clefts are located on the surface of the large
cavity of the protease. Therefore, the restrictions in the variation
in two clefts are likely to be caused by functional constraints for
the essential interactions.

Moreover, we examined whether a range of mutations that
markedly alter the physicochemical properties of the clefts indeed
could result in aberrant processing of the SaV precursor polypro-
tein. Our site-directed mutagenesis study showed that a single
mutation in cleft 1 (T30A) or in cleft 2 (K112A or R113A) caused
little detectable damage in the processing of the viral precursor
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polyprotein, showing a tolerance to mutations as indicated by our
information entropy study. Notably, however, (i) a single mutation
that causes a loss of aromatic stacking interaction (Y101A) in the
cleft 1, (ii) a single mutation that causes a loss of the electrosta-
tic interaction in the cleft 2 (K112E or R113E), and (iii) double
mutations within the clefts unexceptionally resulted in incomplete
processing (Figure 4). The results indicate that the abnormal pro-
cessing was caused only by single mutations that could extensively
alter the chemical properties of the clefts. The data agree with the
entropy data and again suggest the acceptability of variation in the
two clefts under functional constraints.

Finally, we performed in silico screening of SaV protease
inhibitors on the basis of the above structural and biological infor-
mation. The screening of the 139,369 compounds in silico led to
the identification of the 151 compounds that resembled the struc-
tural and spatial features of the P4 and P1 amino acid residues
of authentic substrates (Figure 5). From them, we could experi-
mentally identify the three compounds that inhibited proteolysis
of the SaV precursor polyprotein in vitro (Figure 6). As expected,
these compounds were predicted to bind to the SaV protease at
the two clefts via similar attractive interactions with the authentic
ligands (Figure 7). These results provide additional evidence that
two clefts on the SaV protease cavity play a key role in the ligand
recognition by providing the structural base points for the specific
attractive interactions.

Notably, six cleavage sites of SaV precursor polyprotein also
differ with respect to their susceptibility to the SaV protease, with
the NS2/NS3, NS4/NS5, and NS5/NS6-7 sites being consistently
more resistant to the cleavage than the NS1/NS2, NS3/NS4, and
NS6-7/VP1 sites (Oka et al., 2005b, 2006, 2009). In this regard,
it is of note that the P4 position of the NS4/NS5 site of human
SaV is exclusively arginine instead of an aromatic amino acid
(Figure 1A) and that this arginine is conserved in all human
SaV strains reported thus far (Oka et al., 2005b, 2006, 2009). This
substitution at P4 position will abolish the aromatic stacking inter-
action in the cleft 1 and thus will attenuate attractive interactions

between protease and the NS4/NS5 cleavage site. This possibility
is well consistent with the experimental findings; the cleavage of
the NS4/NS5 site is less efficient than that of the other sites (Oka
et al., 2005b, 2006, 2009) and is more sensitive to the cleft 1 muta-
tions than the other cleavage sites are (Figure 4, lane 5, NS5).
Moreover, the attenuation of cleavage of the NS4/NS5 site was
reversed simply by replacing the arginine with phenylalanine at
the P4 site (Oka et al., 2009). These findings strongly suggest that
the well-preserved arginine at the P4 position of the SaV NS4/NS5
cleavage site plays a key role in maintaining the distinct cleavability
of precursor polyprotein by SaV protease.

In this study, we disclosed a novel 3-D pharmacophore con-
taining two clefts on the cavity of the SaV protease, which can be
used to identify the lead compounds of SaV protease inhibitors.
SaV is one of the commonly detected pathogens in the acute gas-
troenteritis of both children and adults (Johansson et al., 2005;
Harada et al., 2009; Iturriza-Gomara et al., 2009; Pang et al., 2009).
Diarrhea is one of the greatest causes of mortality in children
under age 5 in many countries (Boschi-Pinto et al., 2008), and
the outbreaks of the acute gastroenteritis often seriously affects
the clinical, economic, and social activities. Therefore, anti-viral
compounds against SaV may be beneficial to some at-risk pop-
ulations or communities. Thus far no anti-SaV inhibitors for
the clinical use have been developed. Our findings will provide
important clues to the unique specificity of the SaV protease, the
regulation of SaV maturation, and the rationale design of anti-SaV
inhibitors.

ACKNOWLEDGMENTS
We thank Mami Yamamoto and Kana Miyashita for their techni-
cal assistance with the mutagenesis. This work was supported by
a grant from the Japan Health Science Foundation for Research
on Health Sciences Focusing on Drug Innovation, and grants for
Research on Emerging and Re-emerging Infectious Diseases and
Food Safety from the Ministry of Health, Labour and Welfare
of Japan.

REFERENCES
Baker, D., and Sali, A. (2001). Protein

structure prediction and structural
genomics. Science 294, 93–96.

Belliot, G., Sosnovtsev, S. V., Mitra,
T., Hammer, C., Garfield, M., and
Green, K. Y. (2003). In vitro pro-
teolytic processing of the MD145
norovirus ORF1 nonstructural
polyprotein yields stable precursors
and products similar to those
detected in calicivirus-infected cells.
J. Virol. 77, 10957–10974.

Bergmann, E. M., Cherney, M. M., Mck-
endrick, J., Frormann, S., Luo, C.,
Malcolm, B. A., Vederas, J. C., and
James, M. N. (1999). Crystal struc-
ture of an inhibitor complex of
the 3C proteinase from hepatitis A
virus (HAV) and implications for
the polyprotein processing in HAV.
Virology 265, 153–163.

Boschi-Pinto, C., Velebit, L., and
Shibuya, K. (2008). Estimating child
mortality due to diarrhoea in

developing countries. Bull. World
Health Organ. 86, 710–717.

Bull, R. A., Hyde, J., Mackenzie, J. M.,
Hansman, G. S., Oka, T., Takeda, N.,
and White, P. A. (2011). Compari-
son of the replication properties of
murine and human calicivirus RNA-
dependent RNA polymerases. Virus
Genes 42, 16–27.

Chiba, S., Nakata, S., Numata-
Kinoshita, K., and Honma, S.
(2000). Sapporo virus: history
and recent findings. J. Infect. Dis.
181(Suppl. 2), S303–S308.

Chiba, S., Sakuma, Y., Kogasaka, R., Aki-
hara, M., Horino, K., Nakao, T., and
Fukui, S. (1979). An outbreak of
gastroenteritis associated with cali-
civirus in an infant home. J. Med.
Virol. 4, 249–254.

Fullerton, S. W., Blaschke, M., Coutard,
B., Gebhardt, J., Gorbalenya, A.,
Canard, B., Tucker, P. A., and
Rohayem, J. (2007). Structural
and functional characterization of

sapovirus RNA-dependent RNA
polymerase. J. Virol. 81, 1858–1871.

Goto, J., Kataoka, R., Muta, H., and
Hirayama, N. (2008). ASEDock-
docking based on alpha spheres
and excluded volumes. J. Chem. Inf.
Model. 48, 583–590.

Guo, M., Chang, K. O., Hardy, M. E.,
Zhang, Q., Parwani,A. V., and Saif, L.
J. (1999). Molecular characterization
of a porcine enteric calicivirus genet-
ically related to Sapporo-like human
caliciviruses. J. Virol. 73, 9625–9631.

Hansman, G. S., Oka, T., Katayama,
K., and Takeda, N. (2007). Human
sapoviruses: genetic diversity,
recombination, and classification.
Rev. Med. Virol. 17, 133–141.

Harada, S., Okada, M., Yahiro, S.,
Nishimura, K., Matsuo, S., Miyasaka,
J., Nakashima, R., Shimada, Y.,
Ueno, T., Ikezawa, S., Shinozaki, K.,
Katayama, K., Wakita, T., Takeda,
N., and Oka, T. (2009). Surveillance
of pathogens in outpatients with

gastroenteritis and characterization
of sapovirus strains between 2002
and 2007 in Kumamoto Prefecture,
Japan. J. Med. Virol. 81, 1117–1127.

Hardy, M. E., Crone, T. J., Brower, J.
E., and Ettayebi, K. (2002). Substrate
specificity of the Norwalk virus 3C-
like proteinase. Virus Res. 89, 29–39.

Iturriza-Gomara, M., Elliot, A. J., Dock-
ery, C., Fleming, D. M., and Gray,
J. J. (2009). Structured surveillance
of infectious intestinal disease in
pre-school children in the commu-
nity: “The Nappy Study.” Epidemiol.
Infect. 137, 922–931.

Johansson, P. J., Bergentoft, K., Lars-
son, P. A., Magnusson, G., Widell,
A., Thorhagen, M., and Hedlund, K.
O. (2005). A nosocomial sapovirus-
associated outbreak of gastroenteri-
tis in adults. Scand. J. Infect. Dis. 37,
200–204.

Kataoka, R., and Goto, J. (2008). ASE-
Dock – docking based on the shape
of binding site. Mol. Sci. 2, NP008.

www.frontiersin.org September 2012 | Volume 3 | Article 312 | 130

http://www.frontiersin.org
http://www.frontiersin.org/Virology/archive


Yokoyama et al. Substrate recognition by SaV protease

Kirchmair, J., Ristic, S., Eder, K., Markt,
P., Wolber, G., Laggner, C., and
Langer, T. (2007). Fast and efficient
in silico 3D screening: toward max-
imum computational efficiency of
pharmacophore-based and shape-
based approaches. J. Chem. Inf.
Model. 47, 2182–2196.

Liu, B. L., Clarke, I. N., Caul, E. O.,
and Lambden, P. R. (1995). Human
enteric caliciviruses have a unique
genome structure and are distinct
from the Norwalk-like viruses. Arch.
Virol. 140, 1345–1356.

Matthews, D. A., Dragovich, P. S., Web-
ber, S. E., Fuhrman, S. A., Pat-
ick, A. K., Zalman, L. S., Hendrick-
son, T. F., Love, R. A., Prins, T. J.,
Marakovits, J. T., Zhou, R., Tikhe,
J., Ford, C. E., Meador, J. W., Ferre,
R. A., Brown, E. L., Binford, S. L.,
Brothers, M. A., Delisle, D. M., and
Worland, S. T. (1999). Structure-
assisted design of mechanism-based
irreversible inhibitors of human rhi-
novirus 3C protease with potent
antiviral activity against multiple
rhinovirus serotypes. Proc. Natl.
Acad. Sci. U.S.A. 96, 11000–11007.

Mirny, L. A., and Shakhnovich, E. I.
(1999). Universally conserved posi-
tions in protein folds: reading evolu-
tionary signals about stability, fold-
ing kinetics and function. J. Mol.
Biol. 291, 177–196.

Mosimann, S. C., Cherney, M. M.,
Sia, S., Plotch, S., and James, M.
N. (1997). Refined X-ray crystallo-
graphic structure of the poliovirus
3C gene product. J. Mol. Biol. 273,
1032–1047.

Motomura, K., Oka, T., Yokoyama,
M., Nakamura, H., Mori, H., Ode,
H., Hansman, G. S., Katayama, K.,
Kanda, T., Tanaka, T., Takeda, N.,
and Sato, H. (2008). Identifica-
tion of monomorphic and diver-
gent haplotypes in the 2006–2007
norovirus GII/4 epidemic popu-
lation by genomewide tracing of
evolutionary history. J. Virol. 82,
11247–11262.

Motomura, K., Yokoyama, M., Ode, H.,
Nakamura, H., Mori, H., Kanda, T.,
Oka, T., Katayama, K., Noda, M.,
Tanaka, T., Takeda, N., and Sato,
H. (2010). Divergent evolution of
norovirus GII/4 by genome recom-
bination from May 2006 to Feb-
ruary 2009 in Japan. J. Virol. 84,
8085–8097.

Naganawa, S., Yokoyama, M., Shi-
ino, T., Suzuki, T., Ishigatsubo, Y.,
Ueda, A., Shirai, A., Takeno, M.,
Hayakawa, S., Sato, S., Tochikubo,
O., Kiyoura, S., Sawada, K., Ikegami,
T., Kanda, T., Kitamura, K., and
Sato, H. (2008). Net positive charge
of HIV-1 CRF01_AE V3 sequence
regulates viral sensitivity to humoral

immunity. PLoS ONE 3, e3206.
doi:10.1371/journal.pone.0003206

Nakamura, K., Someya, Y., Kumasaka,
T., Ueno, G., Yamamoto, M., Sato,
T., Takeda, N., Miyamura, T., and
Tanaka, N. (2005). A norovirus pro-
tease structure provides insights into
active and substrate binding site
integrity. J. Virol. 79, 13685–13693.

Noel, J. S., Liu, B. L., Humphrey, C. D.,
Rodriguez, E. M., Lambden, P. R.,
Clarke, I. N., Dwyer, D. M., Ando, T.,
Glass, R. I., and Monroe, S. S. (1997).
Parkville virus: a novel genetic vari-
ant of human calicivirus in the Sap-
poro virus clade, associated with an
outbreak of gastroenteritis in adults.
J. Med. Virol. 52, 173–178.

Numata, K., Hardy, M. E., Nakata,
S., Chiba, S., and Estes, M. K.
(1997). Molecular characterization
of morphologically typical human
calicivirus Sapporo. Arch. Virol. 142,
1537–1552.

Ode, H., Yokoyama, M., Kanda, T., and
Sato, H. (2011). Identification of
folding preferences of cleavage junc-
tions of HIV-1 precursor proteins
for regulation of cleavability. J. Mol.
Model. 17, 391–399.

Oka, T., Katayama, K., Ogawa, S., Hans-
man, G. S., Kageyama, T., Miyamura,
T., and Takeda, N. (2005a). Cleavage
activity of the sapovirus 3C-like pro-
tease in Escherichia coli. Arch. Virol.
150, 2539–2548.

Oka, T., Katayama, K., Ogawa, S., Hans-
man, G. S., Kageyama, T., Ushi-
jima, H., Miyamura, T., and Takeda,
N. (2005b). Proteolytic processing
of sapovirus ORF1 polyprotein. J.
Virol. 79, 7283–7290.

Oka, T., Murakami, K., Wakita, T., and
Katayama, K. (2011). Comparative
site-directed mutagenesis in the cat-
alytic amino acid triad in calicivirus
proteases. Microbiol. Immunol. 55,
108–114.

Oka, T., Yamamoto, M., Katayama, K.,
Hansman, G. S., Ogawa, S., Miya-
mura, T., and Takeda, N. (2006).
Identification of the cleavage sites
of sapovirus open reading frame
1 polyprotein. J. Gen. Virol. 87,
3329–3338.

Oka, T., Yamamoto, M., Yokoyama,
M., Ogawa, S., Hansman, G. S.,
Katayama, K., Miyashita, K., Takagi,
H., Tohya, Y., Sato, H., and Takeda,
N. (2007). Highly conserved con-
figuration of catalytic amino acid
residues among calicivirus-encoded
proteases. J. Virol. 81, 6798–6806.

Oka, T., Yokoyama, M., Katayama,
K., Tsunemitsu, H., Yamamoto, M.,
Miyashita, K., Ogawa, S., Motomura,
K., Mori, H., Nakamura, H., Wakita,
T., Takeda, N., and Sato, H. (2009).
Structural and biological constraints
on diversity of regions immediately

upstream of cleavage sites in cali-
civirus precursor proteins. Virology
394, 119–129.

Pang, X. L., Lee, B. E., Tyrrell, G. J.,
and Preiksaitis, J. K. (2009). Epi-
demiology and genotype analysis
of sapovirus associated with gas-
troenteritis outbreaks in Alberta,
Canada: 2004–2007. J. Infect. Dis.
199, 547–551.

Ponder, J. W., and Case, D. A. (2003).
Force fields for protein simulations.
Adv. Protein Chem. 66, 27–85.

Robel, I., Gebhardt, J., Mesters, J. R.,
Gorbalenya, A., Coutard, B., Canard,
B., Hilgenfeld, R., and Rohayem, J.
(2008). Functional characterization
of the cleavage specificity of the
sapovirus chymotrypsin-like pro-
tease. J. Virol. 82, 8085–8093.

Robinson, S., Clarke, I. N., Vipond,
I. B., Caul, E. O., and Lamb-
den, P. R. (2002). Epidemiology of
human Sapporo-like caliciviruses in
the South West of England: mole-
cular characterisation of a geneti-
cally distinct isolate. J. Med. Virol. 67,
282–288.

Sakuragi, J. I., Ode, H., Sakuragi, S.,
Shioda, T., and Sato, H. (2012). A
proposal for a new HIV-1 DLS struc-
tural model. Nucleic Acids Res. 40,
5012–5022.

Sanchez, R., Pieper, U., Melo, F., Eswar,
N., Marti-Renom, M. A., Mad-
husudhan, M. S., Mirkovic, N., and
Sali, A. (2000). Protein structure
modeling for structural genomics.
Nat. Struct. Biol. 7(Suppl.), 986–990.

Sander, C., and Schneider, R. (1991).
Database of homology-derived pro-
tein structures and the structural
meaning of sequence alignment.
Proteins 9, 56–68.

Scheffler, U., Rudolph, W., Gebhardt, J.,
and Rohayem, J. (2007). Differential
cleavage of the norovirus polypro-
tein precursor by two active forms
of the viral protease. J. Gen. Virol.
88, 2013–2018.

Schuster, D., Laggner, C., Steindl, T. M.,
Palusczak, A., Hartmann, R. W., and
Langer, T. (2006a). Pharmacophore
modeling and in silico screening for
new P450 19 (aromatase) inhibitors.
J. Chem. Inf. Model. 46, 1301–1311.

Schuster, D., Maurer, E. M., Lag-
gner, C., Nashev, L. G., Wilck-
ens, T., Langer, T., and Oder-
matt, A. (2006b). The discovery
of new 11beta-hydroxysteroid dehy-
drogenase type 1 inhibitors by com-
mon feature pharmacophore mod-
eling and virtual screening. J. Med.
Chem. 49, 3454–3466.

Shannon, C. E. (1948). A mathematical
theory of communication. Bell Syst.
Tech. J. 27, 379–423, 623–656.

Shirakawa, K., Takaori-Kondo, A.,
Yokoyama, M., Izumi, T., Matsui,

M., Io, K., Sato, T., Sato, H., and
Uchiyama, T. (2008). Phosphory-
lation of APOBEC3G by protein
kinase A regulates its interaction
with HIV-1 Vif. Nat. Struct. Mol.
Biol. 15, 1184–1191.

Sosnovtsev, S. V., Sosnovtseva, S. A.,
and Green, K. Y. (1998). Cleavage of
the feline calicivirus capsid precur-
sor is mediated by a virus-encoded
proteinase. J. Virol. 72, 3051–3059.

Wirblich, C., Sibilia, M., Boniotti, M.
B., Rossi, C., Thiel, H. J., and Mey-
ers, G. (1995). 3C-like protease of
rabbit hemorrhagic disease virus:
identification of cleavage sites in
the ORF1 polyprotein and analysis
of cleavage specificity. J. Virol. 69,
7159–7168.

Yokoyama, M., Mori, H., and Sato,
H. (2010). Allosteric regulation
of HIV-1 reverse transcrip-
tase by ATP for nucleotide
selection. PLoS ONE 5, e8867.
doi:10.1371/journal.pone.0008867

Yokoyama, M., Naganawa, S.,
Yoshimura, K., Matsushita, S.,
and Sato, H. (2012). Structural
dynamics of HIV-1 envelope
Gp120 outer domain with V3
loop. PLoS ONE 7, e37530.
doi:10.1371/journal.pone.0037530

Zeitler, C. E., Estes, M. K., and
Venkataram Prasad, B. V. (2006).
X-ray crystallographic structure of
the Norwalk virus protease at 1.5-A
resolution. J. Virol. 80, 5050–5058.

Conflict of Interest Statement: The
authors declare that the research was
conducted in the absence of any com-
mercial or financial relationships that
could be construed as a potential con-
flict of interest.

Received: 11 June 2012; paper pend-
ing published: 10 July 2012; accepted:
08 August 2012; published online: 05
September 2012.
Citation: Yokoyama M, Oka T, Kojima
H, Nagano T, Okabe T, Katayama
K, Wakita T, Kanda T and Sato
H (2012) Structural basis for specific
recognition of substrates by sapovirus
protease. Front. Microbio. 3:312. doi:
10.3389/fmicb.2012.00312
This article was submitted to Frontiers
in Virology, a specialty of Frontiers in
Microbiology.
Copyright © 2012 Yokoyama, Oka,
Kojima, Nagano, Okabe, Katayama,
Wakita, Kanda and Sato. This is an
open-access article distributed under the
terms of the Creative Commons Attribu-
tion License, which permits use, distrib-
ution and reproduction in other forums,
provided the original authors and source
are credited and subject to any copy-
right notices concerning any third-party
graphics etc.

Frontiers in Microbiology | Virology September 2012 | Volume 3 | Article 312 | 131

http://dx.doi.org/10.1371/journal.pone.0003206
http://dx.doi.org/10.1371/journal.pone.0008867
http://dx.doi.org/10.1371/journal.pone.0037530
http://dx.doi.org/10.3389/fmicb.2012.00312
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
http://www.frontiersin.org/Virology
http://www.frontiersin.org/Microbiology
http://www.frontiersin.org/Virology/archive


ORIGINAL RESEARCH ARTICLE
published: 04 September 2012
doi: 10.3389/fmicb.2012.00319

Identifying viral parameters from in vitro cell cultures
Shingo Iwami1,2*, Kei Sato 3, Rob J. De Boer4, Kazuyuki Aihara5,6, Tomoyuki Miura3 and
Yoshio Koyanagi3

1 Faculty of Sciences, Department of Biology, Kyushu University, Higashi-ku, Fukuoka, Japan
2 Precursory Research for Embryonic Science and Technology, Japan Science and Technology Agency, Kawaguchi, Saitama, Japan
3 Institute for Virus Research, Kyoto University, Kyoto, Japan
4 Theoretical Biology and Bioinformatics, Utrecht University, Utrecht, Netherlands
5 Institute of Industrial Science, The University of Tokyo, Meguro-ku, Tokyo, Japan
6 Graduate School of Information Science and Technology, The University of Tokyo, Meguro-ku, Tokyo, Japan

Edited by:
Hironori Sato, National Institute of
Infectious Diseases, Japan

Reviewed by:
Takao Masuda, Tokyo Medical and
Dental University, Japan
Yoshinao Kubo, Nagasaki University,
Japan

*Correspondence:
Shingo Iwami, Faculty of Sciences,
Department of Biology, Kyushu
University, 6-10-1 Hakozaki,
Higashi-ku, Fukuoka, Fukuoka
812-8581, Japan.
e-mail: siwami@kyushu-u.org

Current in vitro cell culture studies of viral replication deliver detailed time courses of
several virological variables, like the amount of virions and the number of target cells,
measured over several days of the experiment. Each of these time points solely provides
a snap-shot of the virus infection kinetics and is brought about by the complex interplay
of target cell infection, and viral production and cell death. It remains a challenge to
interpret these data quantitatively and to reveal the kinetics of these underlying processes
to understand how the viral infection depends on these kinetic properties. In order to
decompose the kinetics of virus infection, we introduce a method to “quantitatively”
describe the virus infection in in vitro cell cultures, and discuss the potential of the
mathematical based analyses for experimental virology.

Keywords: virus infection, mathematical modeling, in vitro experiment, quantification

INTRODUCTION
The recent rapid development of experimental techniques in
molecular biology and cell biology has revealed many new
insights into the complexed interactions between viruses and
their target cells. Most of these studies are of a qualitative nature
and describe the cellular and molecular details of the interactions.
To learn more about the quantitative features of virus replica-
tion, we can now generate time courses tracking the dynamics of
viruses and target cells in experiments. Each of the time points
during a series of experiment provides a snap-shot of the num-
ber of target cells, the number of infected cells, and the amount
of virions in the culture. The whole time course reflects the
results of a complex process consisting of consecutive interac-
tions between viruses, their target cells, infected cells, and viral
production. It is difficult to translate these data quantitatively
into the parameters identifying the multi-composed kinetics of
viral infection. To decompose and quantify the kinetics of virus
infection, it will be an extremely useful to rely on mathemati-
cal modeling, mathematical analysis, and numerical simulation
of the experimental data (Ho et al., 1995; Perelson et al., 1997).
Modeling the whole time courses mathematically, we can esti-
mate several parameters underlying the kinetics of virus infection
(e.g., the burst size and the basic reproductive number). These
parameters cannot be obtained directly by experiments only.
Comparing the parameter values between viruses allows one to
identify the major functional differences between viruses, and to
understand why one is more virulent than the other, and why
their time courses are so different. This approach is particularly
useful for analyzing data from in vitro experiments using cell
cultures, because we can nowadays obtain frequent samples of

several kinetic variables in a relatively simple environment (as
compared to an in vivo infection). Indeed, it is now possible to
fully parameterize our mathematical models on such in vitro data,
and to realize quite robust quantification of the virus infection
kinetics (Mohler et al., 2005; Beauchemin et al., 2008; Iwami et al.,
2012).

The importance and significance of modeling work is slowly
becoming recognized in the community of experimental virolo-
gists. Starting with the landmark papers revealing the turnover of
HIV-1 infected cells in vivo from the decline in the viral load in
patients following initiation of antiretroviral therapy (Ho et al.,
1995; Wei et al., 1995), mathematical modeling has evolved into
an important tool in modern biology (Perelson, 2001). Here we
introduce our recently developed approach to “quantitatively”
describe the kinetics of virus infection in cell cultures employing
the full time-course of the data. And we will discuss the potential
of such approaches combining experimental and mathematical
analyses to address unsolved question in virology by identifying
viral parameters.

MATERIALS AND METHODS
In vitro cell culture experimental data on the infection of HSC-F
cells with SHIV-KS661 were collected over time courses of 10
consecutive days. Each day most of virus (85.4%), and a small
percentage of the cells (5.5%) was removed from the culture
supernatant for measurement, and fresh medium was added.
The measurement consisted of the concentrations of HSC-F
cells positive or negative for a viral antigen, Nef, [cells/ml],
and the SHIV-KS661viral load [RNA copies/ml] (Table 1). The
experiment was repeated for two different values of the initial
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Table 1 | Experimental data for the in vitro experiment.

MOI Measurement day

0 1 2 3 4 5 6 7 8 9

CONCENTRATION OF Nef-NEGATIVE HSC-F CELLS (cells/ml)

2 × 10−4 6400000 6570000 6240000 4795608 4826259 1234110 463638 156560 40843 16200

2 × 10−5 6400000 7300000 7690000 5790000 5233650 6005620 2404116 575240 231420 123641

CONCENTRATION OF Nef-POSITIVE HSC-F CELLS (cells/ml)

2 × 10−4 d.l. d.l. d.l. 15392 483741 1865890 866362 223440 69157 13800

2 × 10−5 d.l. d.l. d.l. d.l. 36350 424380 3315884 1394760 468580 46359

TOTAL VIRAL LOAD OF SHIV-KS661 (RNA copies/ml)

2 × 10−4 150096 2110000 12000000 322000000 7090000000 26000000000 23400000000 8430000000 1560000000 511000000

2 × 10−5 16439 160814 621353 17700000 362000000 2180000000 21600000000 21300000000 9000000000 2360000000

d.l., designates samples in which the concentration was below the detection limit.

viral inoculum (MOI: multiplicity of infection). The time courses
were analyzed with the model described below.

VIRUS INFECTION
The virus solution of SHIV-KS661 (Shinohara et al., 1999) was
prepared in a CD4+ human T lymphoid cell line, M8166 (a sub-
clone of C8166) (Clapham et al., 1987), and was stored in liquid
nitrogen until use. The HSC-F cell line (Akari et al., 1996) was
cultured in a culture medium (RPMI-1640 supplemented with
10% fetal calf serum) at 37◦C and 5% CO2 in humidified condi-
tions. Each experiment was performed using 2 wells of a 24-well
plate with a total suspension volume of 2 ml (1 ml per well) and
an initial cell concentration of T0 = 6.46 × 106 cells/ml in each
well. Because the initial cell concentration is close to the carry-
ing capacity of 24-well plates, and HSC-F cells replicate slowly,
in the absence of SHIV-KS661 infection, the population of tar-
get cells, changes very little on the timescale of our experiment
(data not shown). We therefore neglected the effects of potential
regeneration of HSC-F cells when constructing the mathemat-
ical model. For virus infection, cultures of HSC-F cells were
inoculated with two different MOIs [MOI 2.0 × 10−4 and MOI
2.0 × 10−5, where a MOI of 1 means one 50% tissue culture infec-
tious dose (TCID50) per cell] of SHIV-KS661, and were incubated
at 37◦C. Four hours after inoculation, the cells were washed to
remove the remaining viruses and were replaced into a fresh cul-
ture medium. The culture supernatant was harvested daily for 10
days, and was replaced with fresh medium. On a daily basis 5.5%
of the cells in the culture were harvested to measure the number of
target cells and infected cells. Cells were counted by staining them
with an anti-SIV Nef monoclonal antibody (04–001, Santa Cruz
Biotechnology, Santa Cruz, CA) labeled by Zenon Alexa Fluor 488
(Invitrogen, Carlsbad, CA), as previously described (Iwami et al.,
2012). Each harvested supernatant, including 85.4% of the cul-
ture virus was stored at −80◦C, and the amount of viral RNA
was quantified by RT-PCR, as previously described (Iwami et al.,
2012).

MATHEMATICAL MODELING
To describe the in vitro kinetics of virus infection, we used a
classical mathematical model that is used widely for analyzing

viral kinetics (Perelson and Nelson, 1999; Nowak and May, 2000;
Perelson, 2001):

dT

dt
= −βTV,

dI

dt
= βTV − δI,

dV

dt
= pI − cV, (1)

where T and I are the numbers of target (susceptible) cells, and
infected (virus-producing) cells per ml of medium, respectively,
and V is the number of RNA copies of virus per ml of medium.
The parameters δ, c, β and p represent the death rate of infected
cells, the degradation rate of viral RNA, the rate constant for
infection of target cells by virus, and the viral production rate
of an infected cell, respectively. The basic model (1) is a sim-
plified version of the previously developed mathematical model
in (Iwami et al., 2012), because we here use the time-course
data including only viral RNA (but not both viral RNA and
infectivity). A schematic of the basic model is shown in Figure 1.

DATA FITTING
Due to the daily harvesting of cells and virus, in our model
the concentrations of target and infected cells must be reduced
by 5.5% per day, and the viral loads (RNA copies) have to be
reduced by 85.4% per day. We approximate these losses by adding

FIGURE 1 | A schematic representation of the mathematical model.

The variables T and I are the number of target and infected cells,
respectively, and V is the number of RNA copies of virus. The parameters δ,
c, β and p represent the death rate of infected cells, the degradation rate of
viral RNA, the rate constant for infection of target cells by virus, and the
viral production rate of an infected cell, respectively.
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continuous exponential decay terms, −dT, −dI, and −rV , to
the equations, respectively, where d = 0.057 per day to account
for the harvesting of cells, and r = 1.93 per day for the collec-
tion of virus. The degradation rate of virus was estimated to
be c = 0.039 per day in separate experiments (data not shown).
The remaining three parameters (δ, β, p), along with the 6 ini-
tial (t = 0) values for the variables (three for each of the two
MOI values), were determined by fitting Equation (1) to the
data. We simultaneously fit Equation (1) to the concentrations
of Nef-negative and Nef-positive HSC-F cells and the viral loads
for both MOIs, using nonlinear least-squares regression [using
the FindMinimum package of Mathematica8.0 that minimizes
the sum of squared residuals (SSR)]. Experimental measure-
ments below the detection limit were excluded when computing
the SSR.

RESULTS AND DISCUSSION
In total we obtained 53 data points for quantifying the kinetics of
SHIV-KS661 in vitro cell cultures. Using a previously established
estimate for the degradation rates of RNA (c) in vitro culture, we
estimated the values of the three remaining unknown parame-
ters (δ, β, p) and the six initial values. The parameter estimates
obtained by fitting Equation (1) to the full in vitro dataset simul-
taneously as described in “Materials and Methods” are given in
Tables 2 and 3. These estimates are similar to our previous param-
eter estimates in (Iwami et al., 2012). The behavior of the model
using these best-fit parameter estimates is shown together with
the data in Figure 2, which reveals that the relatively simple model
of Equation (1) describes these in vitro data very well. This sug-
gests that the parameters that were estimated are representative
for the various processes underlying the viral kinetics. Let us
discuss what we can learn from these data.

HALF-LIFE OF INFECTED CELLS (log2/δ)
The death rate of infected cells was estimated to be δ = 1.75 per
day. Since in differential equations the time to death is expo-
nentially distributed (Holder and Beauchemin, 2011), this death
rate corresponds to a half-life of log 2/δ = 0.40d, and an average
life-span of 1/δ = 0.57 d, of productively infected HSC-F cells.
Because the Nef protein is primarily produced at a late phase of
the viral replication in a cell, and since we do not distinguish
between an early eclipse phase and a late phase of virus produc-
tion in our model, the “infected cells” that our model describes
should largely correspond to cells at a relatively late stage of

infection (Iwami et al., 2012). The half-life that we estimate
should therefore apply primarily for infected cells at a late stage of
infection, and need not apply for cells in the early eclipse phase.

BURST SIZE (p/δ)
The viral production rate of an infected cell was estimated to be
p = 3.26 × 104 RNA copies per day. Because an infected cell in
the model produces virus over an average of 1/δ days, the total
viral burst size can be estimated as p/δ = 1.87 × 104 RNA copies
per cell. This in vitro estimate is in reasonable agreement with
recent in vivo estimates obtained using single-cycle SIV (Chen
et al., 2007). The total burst size is defined as the total number
of virions produced by any one infected cell during its life-time
(Nowak and May, 2000; Beauchemin et al., 2008; Iwami et al.,
2012) (see Figure 3), and is often considered as a normalized
viral replication property reflecting the trade-off between viral
production (p) and its cytopathic effects (δ).

BASIC REPRODUCTIVE NUMBER (R0)
The average number of newly infected cells produced from any
one infected cell, under conditions where the most of the target
cells are uninfected, is known as the basic reproductive number
R0, and is an important parameter predicting the course of infec-
tion (Nowak et al., 1997; Nowak and May, 2000; Ribeiro et al.,
2010). Any one infected cell produces a progeny of p/(δ + d)

viruses before the cell dies, or is removed from the culture, and
each produced virus will infect target cells at a constant rate β,
until the virus is cleared or harvested (i.e., over 1/(r + c) days
on average). At the beginning of the experiment there are T0 tar-
get cells. Thus, using our parameter estimates, the reproductive
number is calculated as R0 = βpT0/[(δ + d)(r + c)] = 5.10 in
in vitro culture experiments (Nowak and May, 2000; Beauchemin
et al., 2008; Iwami et al., 2012) (see Figure 3). The basic repro-
ductive number characterizes the course of the infection in cell

Table 3 | Fitted initial values for the in vitro experiment.

Variable Unit Fitted initial value at MOI of

2 × 10−4 2 × 10−5

T(0) cells/ml 8.36 × 106 8.18 × 106

I(0) cells/ml 1.13 3.45 × 10−4

V(0) RNA copies/ml 1.50 × 105 1.41 × 104

Table 2 | Parameters values and derived quantities.

Parameter Name Symbol Unit Value

PARAMETERS OBTAINED FROM SIMULTANEOUS FIT TO FULL in vitro DATASET

Rate constant for infection β (RNA/ml · day)−1 8.61 × 10−11

Death rate of infected cells δ day−1 1.75

Production rate of total virus p RNA copies · day−1 3.26 × 104

QUANTITIES DERIVED FROM FITTED VALUES

Half-life of infected cells log 2/δ days 0.40

Viral burst size p/δ RNA copies 1.87 × 104

Basic reproductive number of virus R0 – 5.10
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FIGURE 2 | The mathematical model describes the data well. HSC-F
cells were inoculated with SHIV-KS661 24 h before t = 0 and each in vitro
experimental quantity was measured daily from t = 0 d to 9 d. The curves
depict the best fit of the model (Equation 1), to the experimental data of
SHIV-KS661 infection in vitro (symbols) for the target cells, infected cells,
and the viral load for the two different experiments conducted at different
MOIs. All data were fitted simultaneously as described in “Materials and
Methods.”

FIGURE 3 | The burst size and the basic reproductive number of a

virus. The burst size is defined as the expected number of virions produced
by one infected cell over its life-time (e.g., p/δ = 9 in the figure). The basic
reproductive number, R0, is defined as the expected number of newly
infected cells resulting from one infected cell during its life-time
(e.g., R0 = 6 in the figure).

culture. For example, one can predict the fraction of target cells
that will be removed by the infection through the recursive rela-
tion 1 − f I = e−R0 fI , which is called the “final size equation”
(Anderson, 1991; Iwami et al., 2012). Here the parameter fI corre-
sponds to the fraction of target cells that are eventually removed
by the infection (i.e., fI = 1 − T(∞)/T0). Using the R0 = 5.1 we

find that fI = 0.9937, and that the fraction of surviving target cells
at the end of the infection should approach 1-fI = 0.0063. In our
experiments this implies a final target cell population of approx-
imately T (∞) = 4.03 × 104 cells/ml. This value agrees well with
the final size of Nef-negative HSC-F cells in the MOI 2.0 × 10−4

experiment, where T (9) = 1.62 × 104 cells/ml. Thus, the basic
reproductive number provides valuable information about the
expected course of infection. Note that at the MOI of 2.0 × 10−5

the infection is so slow that the final target cell value has not yet
been approached at day 9 (see Figure 2).

CONCLUSION
Combining mathematical modeling with experimental data, we
have been able to estimate several parameters defining the kinetics
of SHIV-KS661 infecting HSC-F cells, from just two time courses
of an in vitro infection. For this it was essential that we had the
full time-course of the infection available for fitting the model.
The data before the peak of virus infection, i.e., the up-slope
of the number of viral RNA copies in the culture supernatant,
reflects virus production, while the data after the peak, i.e., the
down-slopes of the viral load and the infected cells, reflect the
death of infected cells and viral clearance. Thus to reliably esti-
mate the kinetic parameters, one needs to collect time-course data
throughout the infection.

PERSPECTIVE
Our results of an SHIV infection in an in vitro cell culture are
a simple example of a quantitative analysis of virus infection
dynamics employing on mathematical and computational meth-
ods. Our approach can be applied regardless of viral family and
genus. To further explore how our approach of modeling time-
course data can be used in future work we will discuss a number of
hypothetical examples, emphasizing how quantitative estimates
can be used to address unsolved question in virology.

IDENTIFYING THE MAJOR DIFFERENCES AMONG SEVERAL
VIRAL STRAINS
After fitting time-course data from different virus strains, one
can compare the estimated parameters of each viral strain, such
as its half-life of infected cells, burst size and basic reproductive
number, to reveal the quantitatively largest differences between
the strains (Mitchell et al., 2011). For example, let us denote
SHIV-KS661 as “virus-A,” which brings about a half-life of 0.4
days in infected cells, and consider a less cytopathic variant
“virus-B” extending the half-life 1.5-fold to 0.6 days. The expected
time-courses of these two variants are depicted in Figure 4, and
reveal a major difference in the target cell dynamics and minor
differences in the number of infected cells and the viral load
(compare the solid line with the dashed lines, depicting virus A
and B, respectively). If one were to fit the in silico data from virus
A and B in Figure 4 with our mathematical model, one would
correctly conclude that the half-life of infected cells of virus-B
is 1.5 times longer than that of cells infected with virus-A, and
therefore that virus B is less cytopathic than virus A. It is diffi-
cult to arrive at that result by just visual inspection of the data,
however. The effect of cytopathicity on the time courses of target
cells, infected cells, and virus load are difficult to predict intu-
itively. Additionally, there is no experimental technique available
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FIGURE 4 | Predicted virus infection kinetics with different parameters.

The solid curves show the predicted kinetics of target cells (left), infected
cells (middle) and virus load (right) following infection with SHIV-KS661 at an
MOI 2 × 10−4 using the parameters in Tables 2 and 3. The time t = 0
corresponds to 24 h after inoculation of SHIV-KS661 to HSC-F. In the text we
call this virus-A. The dashed and dotted curves show those of the variants

virus-B and virus-A∗ , respectively. Virus-B is less cytopathic and has a 1.5-fold
decreased death rate of infected cells (δ = 1.16). Cells infected with the
more virulent “mutant” virus-A∗ die 3-fold faster than those infected with
the wild-type A (i.e., δ = 5.25 vs. δ = 1.75, respectively), but produce 2-fold
more virus (p = 6.72 × 104) per day than those infected with “wild-type”
virus-A.

to measure quantities like the cytopathicity directly as an abso-
lute value. For the production rate, the burst size and the basic
reproductive number of the virus, similar arguments apply, and
one has to rely on modeling to identify quantitative differences
between viral strains.

IDENTIFYING THE FUNCTION OF VIRAL PROTEINS OR AMINO
ACIDS IN INFECTION
Using molecular cell biology techniques, we are currently able
to investigate the function of individual viral proteins in sev-
eral aspects of viral replication. However, it remains difficult to
interconnect those particular results and to integrate the roles of
different molecules in terms of the overall parameters defining a
virus infection, like a replication rate or a burst size. By modeling
in vitro time courses, and comparing the estimated parameters
between a wild-type virus and several particular mutants, one can
quantify the role of every amino acid mutation on the several
parameters defining a virus infection. For example, if one were
to take SHIV-KS661 as a “wild-type virus-A,” with an estimated
half-life of infected cells of 0.40 days and a viral production rate of
3.26 × 104 RNA copies per day (see Table 2), and find by fitting
that a more virulent mutant “virus-A∗” has a 3-fold shorter half-
life of its infected cells, but a 2.0-fold increased production rate
of 6.52 × 104 RNA copies per day, one would be able to conclude
that this particular mutation decreases the total viral production
per generation to 2/3 of that of the wild-type. Thus, the more
virulent virus is less fit, i.e., has a lower R0, because the total
burst sizes of virus-A and virus-A∗ are 1.87 × 104 and 1.25 × 104

RNA copies per generation, respectively. For the function of the
mutated protein one would be able to conclude that it plays a
role in the production of novel viral particles, and that increased
production apparently brings about a shorter expected life-span
of infected cells. The solid and dotted curves in Figure 4 show
the virus kinetics predicted by Equation (1) for virus-A (solid
line) and virus-A* (dotted line), respectively. Similar approaches
allow us to also investigate the functions of multiple mutations in
possibly several proteins quantitatively.

FINDING THE TARGET OF NOVEL ANTIVIRAL COMPOUNDS
Calculating and comparing parameter estimates in the absence
and presence of an antiviral compound, allows one to investi-
gate the function of the compound in a very similar manner
(Baccam et al., 2006; Beauchemin et al., 2008). For instance, if
the daily viral production rate is reduced to half but the half-
life of infected cells has remained similar, one concludes that
the compound inhibits viral production without affecting cyto-
pathicity. In addition, if a dose-dependent basic reproductive
number, Ro, were obtained, one would estimate how effectively
the compound inhibits total viral replication. From the value of
1 − 1/R0 (Anderson, 1991), one can calculate the critical com-
pound concentration at which the infection should die out. Note
that this value is not the same as the conventional IC50, the half
maximal (50%) inhibitory concentration. Identifying the precise
mode of action of novel compounds may help the development
of novel antiviral drugs.

FUTURE DIRECTION
As discussed above, an approach of combining experiments with
mathematical modeling has broad applications in virology. One
possible extension of our model is to also consider the “eclipse”
phase of the infection of a cell to allow for a period in which
no virus is produced and the cell may have a different death rate
(Baccam et al., 2006; Beauchemin et al., 2008; Iwami et al., 2012).
Another extension is to divide the viral population into infectious
and non-infectious virus, because the virus that is produced by
most of the cells is non-infectious (Schulze-Horsel et al., 2009;
Iwami et al., 2012). In Equation (1), it is assumed all virus is infec-
tious, and the non-infectious fraction is in fact incorporated by a
lower infection rate β. If one were to have data on the amounts
of infectious and non-infectious virions, and/or on the frac-
tion of infected cells in the eclipse phase, one can extend the
mathematical model accordingly and obtain even more detailed
quantification of the characteristics of any virus studied in par-
ticular culture conditions. Furthermore, it is challenging but
very interesting to distinguish cell-free and cell-to-cell infection,
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which are two different mode of viral infection, and to quantify
the efficacy of each mode. Sourisseau et al. reported that in a
continuously shaken culture in a HIV replication assay cell-to-
cell infection is blocked (Sourisseau et al., 2007). Combining
a novel mathematical model including both a cell-free and
a cell-to-cell infection mode, and fitting that to shaken and
non-shaken HIV replication assays, we might be able to quan-
titatively identify the two infection modes. Summarizing, our
method of modeling time courses of viral infection is effec-
tively capable of describing the data, and therefore provides
a new approach of characterizing and comparing viruses in a

quantitative manner to better understand their infection kinetics
under in vivo circumstances.
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In mature HIV-1 particles, viral capsid (CA) proteins form the conical core structure that
encapsidates two copies of the viral RNA genome. After fusion of the viral envelope
and cellular membranes, the CA core enters into the cytoplasm of the target cells. CA
proteins then interact with a variety of viral other protein as well as host factors, which
may either support or inhibit replication of the virus. Recent studies have revealed that CA
proteins are important not only for the uncoating step but also for the later nuclear import
step. Identification of proteins that interact with CA to fulfill these functions is, therefore,
important for understanding the unknown HIV-1 replication machinery. CA proteins can
also be targets of the host immune response. Notably, some HLA-restricted cytotoxic
T-lymphocyte (CTL) responses that recognize CA functional regions can greatly contribute
to delay in AIDS progression. The multi-functionality of the CA protein may limit the flexible
virus evolution and reduce the possibility of an escape mutant arising. The presence of
many functional regions in CA protein may make it a potential target for effective therapies.

Keywords: HIV-1, capsid, host factor, immune response, functional constraints

INTRODUCTION
The HIV-1 gag gene encodes the Gag protein, major structural
component of virus particles (Vogt, 1997; Scarlata and Carter,
2003; Engelman and Cherepanov, 2012). The Gag protein con-
sists of six functionally different proteins. Capsid (CA) is the
largest component of Gag protein, and forms core structure of
the mature HIV-1 particle. Recent studies have revealed that the
CA protein has multiple roles in the virus-host interaction at the
cellular or individual levels. In this mini-review, we are sum-
marizing the interaction of the CA and host cellular proteins
such as cyclophilin A (CypA), Nuclear pore proteins (Nups),
TRIM5alpha, and/or host immune response.

HIV-1 CAPSID PROTEINS CONSTITUTE THE VIRAL CORE
STRUCTURE
The HIV-1 Gag proteins are synthesized as Pr55Gag polypro-
tein in cytoplasm of the virus-producing cell, and are then
translocated to the plasma membrane. Subsequently, they are co-
assembled into virus particles, which bud and are then released
from the plasma membrane. Right after the budding and release
step from the virus producing cells, virus particles undergo a pro-
cess of maturation (Morikawa, 2003). The viral protease (PR)
cleaves the Gag polyprotein into six proteins: matrix (MA), CA,
nucleocapsid (NC), p6, p2, and p1. Virus morphology dramati-
cally changes as a result of the maturation process. In the mature
virus particles, CA proteins form a conical core structure encapsi-
dating two copies of the viral RNA genome associated by NC pro-
teins. The CA protein has N-terminal and C-terminal domains
(NTD and CTD, respectively), and the short flexible linker con-
nects between the two regions (Gitti et al., 1996; Momany et al.,
1996; Gamble et al., 1997). The CA proteins assemble into the
small units containing five or six monomers (Figure 1A) (Li et al.,

2000; Pornillos et al., 2009, 2011; Yeager, 2011). The core structure
is composed of approximately 250 units of hexamers, and 12 units
of pentamers at the both conical ends.

The mature virus particles can then infect to the new target
cells. The binding of the Env and receptors/co-receptors leads to
fusion of the viral envelope and cellular membranes, and sub-
sequently, the CA core enters the cytoplasm of the target cell.
The CA core interacts with a variety of cellular proteins at this
step (Mascarenhas and Musier-Forsyth, 2009). Before penetration
into new target cells, the viral core should be stable to pro-
tect the viral RNA genome from the outer environment (Koh
et al., 2000). However, after penetration, the core must be desta-
bilized to uncoat and release the viral genome at the correct time
for replication. Although spatial and temporal regulation of the
uncoating process is not yet well understood, this process presum-
ably depends on the interaction of CA with several host factors.
The identification of such host proteins is, therefore, likely to be
essential for understanding the HIV-1 replication cycle.

INTERACTION OF CA AND HOST FACTORS
CYCLOPHILIN A
Cyclophilin A (CypA) is a host cellular protein that car-
ries peptidyl-prolyl cis-trans isomerase (PPIase) activity and
is abundantly expressed in various types of cell, including T-
lymphocytes. CypA incorporates into HIV-1 particles via interac-
tion with pr55Gag protein (Luban et al., 1993; Franke et al., 1994;
Luban, 1996), binding at a site in the CA protein NTD, termed
the CypA-binding loop (Figures 1B and 2). The CypA-binding
loop is a proline-rich loop located between helices 4 and 5 in the
CA protein, with the proline residue at position 90 considered to
be the most important amino acid for CypA-binding (Grättinger
et al., 1999). Interference in CA-CypA-binding reduces HIV-1
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FIGURE 1 | CA proteins form hexamers and pentamers and schematic

model of CA interacting domains. (A) Hexameric/pentameric models
proposed from structural analysis of the HIV-1 core. Each core comprises
approximately 250 hexamers and exactly 12 pentamers. The accession
numbers of protein Databases are 3H47, 3P05. (B) Functional surfaces in the

CA protein. The gray circles indicate monomers of CA. NTD-NTD or CTD-NTD
interacting surfaces, CypA-binding loops, and hexamer-hexamer/pentamer
interacting surfaces are shown. CA; viral capsid; NTD; N-terminal domain,
CTD; C-terminal domain. The accession numbers of protein Database are
3DIK. The detailed map including each component is shown in Figure 2.

infection efficiency (Franke et al., 1994; Luban, 1996). Initial
studies to determine the role of CypA in HIV-1 infection focused
on CypA incorporated into virions, but later studies showed that
the target cellular CypA is more important for HIV-1 infection
(Sokolskaja et al., 2004; Hatziioannou et al., 2005). The exact role
of CypA in the HIV-1 replication is still unclear and remains a
subject of debate (Luban, 2007; Mascarenhas and Musier-Forsyth,
2009). One hypothesis is that the proline isomerase activity
induces a conformational change in the core structure, which
results in its destabilization and efficient viral uncoating in the
target cell cytoplasm. Interestingly, CypA is required for the repli-
cation HIV-1 group M virus, but not always necessary for the
HIV-1 group O or other simian immunodefficiency virus (SIV)
replication (Braaten et al., 1996). Besides, Takeuchi et al. (2012)
reported the opposing response to the CypA in HIV or SIV infec-
tion in different host cell species. Identification of the molecular
basis of CypA-dependent HIV-1 infection may also contribute to
understand the evolution of the HIV-1.

Nup358 AND OTHER FACTORS SUPPORTING NUCLEAR IMPORT
The lentiviruses, including HIV-1, are able to infect non-dividing
cells such as macrophages. The viral genome, consisting the
pre-integration complex (PIC), must move into the nucleus of

the target cell even in the non-dividing state, but molecular
mechanism of the nuclear import step has yet to be deter-
mined. Numerous studies have examined the requirements for
specific cellular proteins during HIV-1 nuclear import, including
nuclear transport proteins such as some importin family pro-
teins and Nups. It has been proposed that the PIC goes through
the nuclear pore on the nuclear membrane (De Iaco and Luban,
2011). One of the Nups, Nup358 (also known as RanBP2 or
RAN binding protein 2), is a cellular co-factor for the HIV-1
infection at the PIC nuclear import step (Hutten et al., 2009;
Zhang et al., 2010; Ocwieja et al., 2011; Schaller et al., 2011).
Nup358 is a relatively large protein (358 kDa) located on the cyto-
plasmic surface of the nuclear pore. Nup358 controls the cell
cycle, nuclear export, and transportin-dependent nuclear import.
Interestingly, Nup358 has a cyclophilin-like domain on its C-
terminal end. Schaller et al. (2011) revealed that Nup358 directly
binds to HIV-1 CA protein, with the viral acceptor being the
CypA-binding loop described above. The knockdown of Nup358
in target cells impairs HIV-1 infection at the nuclear import step,
and the migration of the PIC through the nuclear pore depends
on interaction of Nup358 and CA (Schaller et al., 2011). Although
the direct interaction of CA and Nup358 has now been iden-
tified, it is still unclear how Nup358 supports HIV-1 nuclear
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FIGURE 2 | Mapping of CA functional domains and two major protective

CTL alleles. Gray boxes show β-hairpin (amino acids 4–14) or helix structures
(H1–H11). Thick black bars indicate the CTL epitopes restricted by each allele (Llano
et al., 2009). The NTD-NTD, CTD-NTD, or hexamer-hexamer/pentamer interacting

regions are indicated. Three amino residues (N74, A105, and R132), which are
reported to change CypA dependency, are shown in circles (Schneidewind et al.,
2007; Yang and Aiken, 2007; Ambrose et al., 2012). The reference amino acids
sequences are from HXB2 (accession number; AB50258.1).

import. Furthermore, transportin-SR2 (TNPO3) was identified
as a HIV-1 co-factor that supports the nuclear import step by a
series of genome-wide siRNA screens, and TNPO3 interacts with
CA (Brass et al., 2008; Krishnan et al., 2010; Lee et al., 2010;
De Iaco and Luban, 2011). These observations suggest that the
functional analysis of CA should be expanded to include nuclear
import steps. Also, a recent study proposed a model in which
reverse transcription and uncoating processes are regulated by
each other or occurring at almost same time, at the perinuclear
location in the target cells (Hulme et al., 2011). Further analysis
into the role of CA in these steps, and their interactions with other
host proteins including Nups should help to clarify the molecular
mechanism of HIV-1 replication.

TRIM5alpha
HIV-1 infection is strikingly restricted in the non-human primate
cells. It had been predicted that the CA targeting dominant-
acting inhibitory factor(s) expressed in these cells (Kootstra
et al., 2003; Goff, 2004; Towers, 2007; Luban, 2012). Stremlau
et al. (2004) identified TRIM5alpha as a species-specific HIV-1
restriction factor from the cDNA library of rhesus monkey cells.

The other ortholog of TRIM5 gene (known as TRIM-Cyp), which
restricts HIV-1 infection, was also identified from owl mon-
key cells (Nisole et al., 2004; Sayah et al., 2004). TRIM5alpha
is a member of the tripartite motif-containing protein fam-
ily, and the N-teminal domain has E3 ubiquitin ligase activity
(Diaz-Griffero et al., 2006; Stremlau et al., 2006; Luban, 2012).
Since the TRIM-Cyp carries a CypA-like domain in the C-
terminal, it can targets the HIV-1 CA via the CypA-binding
loop (Sayah et al., 2004). Although, the C-terminal domain of
TRIM5alpha also has a function to recognize CA, its mecha-
nism had not been clarified despite of the numerous studies.
Ganser-Pornillos et al. (2011) proposed the TRIM5alpha lattice
model, in which a spontaneously formed cellular TRIM5alpha
hexameric lattice recognizes a surface of the incoming CA
core. The detailed mechanism of TRIM5alpha- or TRIM-
Cyp-mediated HIV-1 restriction after recognition of the core
structure is still unclear. Two distinct restriction stages have
been observed in both TRIM5alpha- or TRIM-Cyp-mediated
HIV-1 restriction (Anderson et al., 2006; Yap et al., 2006).
The unknown host factor may contribute to their restriction
mechanism.
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CA PROTEIN AND THE HOST IMMUNE RESPONSE
CAN THE CA ACTIVATE HOST INNATE IMMUNE SENSOR?
Manel et al. (2010) reported that the interaction of CypA and
newly synthesized Gag proteins induces the type I interferon
response to activate T-cells. They showed that the CypA-Gag
interaction in dendritic cells activates the IRF3 pathway. This was
the first report of an interaction between HIV-1 Gag (or CA)
and CypA playing a role in inducing the host innate immune
response. More recently, Pertel et al. (2011) showed that the
interaction of host cellular TRIM5 and CA stimulates AP-1 and
NF-κB signaling via the TAK-1 (also known as MAP3K7) path-
way. The proposed mechanism for this immune sensor is rather
complicated. In the presence of the heterodimeric E2 ubiquitin-
conjugating enzyme, UBC13/UEV1A, TRIM5alpha catalyzes the
synthesis of unattached K63-linked ubiquitin chains. The free
K63-linked ubiquitin chain activates the TAK1 kinase complex,
and the TAK-1-mediated signal then activates the inflamma-
tory cytokine transcription via the NF-κB and AP-1 pathway.
These two findings suggest that the Gag protein or core struc-
ture may be recognized by the TRIM5alpha or CypA that is acting
as a pathogen recognition receptor for the host innate immune
response. Further work in this area may contribute to the devel-
opment of new therapeutic strategies utilizing the host immune
response.

MAJOR PROTECTIVE CYTOTOXIC T-LYMPHOCYTE (CTL) ALLELES
TARGETING CA PROTEIN
The host cytotoxic T-lymphocyte (CTL) response is a major
effector to control HIV-1 replication in vivo (Borrow et al.,
1994; Goulder and Watkins, 2008). CD8+ CTLs recognize the
antigenic peptides in the context of the class I major histocom-
patibility complex (MHC). The CTL escape mutations occur-
ring HIV-1 infection has been well documented (Leslie et al.,
2004; Gao et al., 2005). In many cases, the replication fitness
of the escape mutants is lower than that of the parental viruses
(Leslie et al., 2004). Since the CTLs recognize the target viral
peptides presented by the MHC on the surface of the virus-
infected cells, the efficiency of the CTL response closely depends
on the host MHC (human leukocyte antigen, HLA, in human)
alleles. Numerous studies show that some HLA alleles, such as
HLA-B∗27 and HLA-B∗57, have stronger protective effects than
that of other HLA alleles (Carrington and O’Brien, 2003; Gao
et al., 2005; Goulder and Watkins, 2008). HIV-1-specific CD8+
T-cell responses restricted by these alleles provide a probable
mechanism for the protection of HIV-1 infected carriers from

disease progression. Notably, HLA-B∗27 and HLA-B∗57 target-
ing epitopes are located in the viral CA protein (mapped in
Figure 2). The major escape variant from HLA-B∗27, R132K, has
been altered CypA dependency for viral infection (Schneidewind
et al., 2007). The three major highly conserved epitopes of HLA-
B∗57, IW9, KF11, and TW10 are located distant regions in CA.
In these epitopes, IW9 and KF11 locate the region that has
been identified as the CA NTD-NTD interacting surface. Escape
mutations in those regions may confer a structural disadvan-
tage on the virus, one which impairs infectivity (Llano et al.,
2009; Pornillos et al., 2009; Brennan et al., 2012). TW10 locates
the outer surface of the CA core structure, and Brockman et al.
(2007) showed that escape mutants in this region also alter the
CypA dependency for its replication. In addition, Battivelli et al.
(2011) reported that the mutations in TW10 increase the sensi-
tivity to the potent host cellular restriction factor TRIM5alpha.
Thus, escape mutations in CA often induce impairment of viral
replication as a result of a failure of interactions with viral or
host factors. More generally, it could be said that the interaction
between CA and viral or host proteins limits the evolutionary
flexibility of the virus. The CTL efficiency is not solely depend-
ing on the choice of the epitopes. Even though various factors
impact on effective CTL responses such as presentation efficiency
of the epitopes, the low evolutional flexibility of the target epi-
tope regions could be important factor for selecting effective CTL
responses.

PERSPECTIVE
For optimization of anti-HIV-1 therapies, much remains to
be studied about the function of each HIV-1 encoded pro-
tein and its interacting partner. It is widely known that escape
mutants arising under selective pressure from the host immune
response or anti-viral therapies often lose the fitness for repli-
cation. Recent advances in structural and genomic analyses
expand our understanding of viral and host protein interac-
tions. When the host immune response targets such a multi-
functional protein, like CA, the possibilities for generating a
successful escape mutation may be limited. In fact, two major
protective CTL alleles target a region that is functionally impor-
tant for HIV-1 replication. It can be considered that the multi-
functionality of the protein limits the “robustness” of the HIV-1
as a living organism. From this point of view, further func-
tional analysis of the CA protein, as well as CA-host protein
interactions, may contribute to establish better therapies for
HIV-1.
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Virus-specific cytotoxic T lymphocytes (CTLs) are major effectors in acquired immune
responses against viral infection. Virus-specific CTLs recognize specific viral peptides pre-
sented by major histocompatibility complex class-I (MHC-I) on the surface of virus-infected
target cells via their T cell receptor (TCR) and eliminate target cells by both direct and
indirect mechanisms. In human immunodeficiency virus (HIV) and simian immuno-
deficiency virus (SIV) infections, host immune responses fail to contain the virus and allow
persistent viral replication, leading to AIDS progression. CTL responses exert strong sup-
pressive pressure on HIV/SIV replication and cumulative studies have indicated association
of HLA/MHC-I genotypes with rapid or slow AIDS progression.

Keywords: CTL, HIV, HLA, Mamu, MHC-I, MHC-I haplotype, SIV

INTRODUCTION
Innate and acquired immune responses play an important role in
the control of infectious pathogens. Pathogenic microbes are able
to escape from the host innate immune responses and replicate
in the hosts. After the acute growth phase, pathogen-specific neu-
tralizing antibody and cytotoxic T lymphocyte (CTL) responses
are induced and prevent the onset of pathogenic manifestations in
most of acute infectious diseases. In HIV and simian immunode-
ficiency virus (SIV) infections, these acquired immune responses
are induced but fail to contain the virus and allow persistent viral
replication, leading to AIDS progression, while persistent SIVsm
infection of natural hosts, sooty mangabeys, does not result in
disease onset (Silvestri et al., 2003). Effective neutralizing anti-
body responses are not efficiently induced in the acute phase
(Burton et al., 2004). In contrast, virus-specific CTL responses
play a main role in the reduction of viral loads from the peak to
the set-point levels (Borrow et al., 1994; Koup et al., 1994; Matano
et al., 1998; Jin et al., 1999; Schmitz et al., 1999). Previous studies
suggest that, among various viral antigen-specific CTL responses,
those directed against the viral structural protein Gag contribute
to the control of viral replication (Edwards et al., 2002; Zuniga
et al., 2006; Borghans et al., 2007; Kiepiela et al., 2007).

In virus-infected cells, antigenic peptides that are processed
from viral proteins via the proteasome pathway and bound to
MHC-I (HLA class I) molecules are presented on the cell surface.
CTLs recognize antigenic peptide (epitope)-MHC-I complexes on
the cell surface by their TCRs and eliminate the virus-infected cells
by inducing apoptosis or lysis. Because presentation of antigenic
peptides is restricted by MHC-I molecules, CTL efficacy is affected
by MHC-I (HLA class I) genotypes.

ASSOCIATION OF HLA ALLELES WITH HIV PROGRESSION
HIV-infected individuals without anti-retroviral therapy (ART)
mostly develop AIDS in 5–10 years after HIV exposure

(Lui et al., 1988; Farewell et al., 1992). Humans have a single poly-
morphic HLA-A, HLA-B, and HLA-C locus per chromosome.
A number of studies on HIV-infected individuals reported the
association of HLA genotypes with disease progression (Tang
et al., 2002; Kiepiela et al., 2004; Wang et al., 2009; Leslie et al.,
2010). Indeed, association of HLA-B*57 (Migueles et al., 2000;
Altfeld et al., 2003; Miura et al., 2009) and HLA-B*27 (Goulder
et al., 1997; Feeney et al., 2004; Altfeld et al., 2006; Schnei-
dewind et al., 2007) with lower viral loads in the chronic phase
and slow disease progression has been indicated. HLA-B*57-
restricted Gag240−249 TW10 (TSTLQEQIGW) and HLA-B*27-
restricted Gag263−272 KK10 (KRWIILGLNK) epitope-specific CTL
responses exert strong suppressive pressure on HIV replication and
often select for viral genome mutations resulting in viral escape
from these CTL recognition with viral fitness costs (Goulder et al.,
1997; Feeney et al., 2004). Some HIV-infected individuals possess-
ing those HLA alleles associating with slower disease progression
control viral replication for long periods, while the frequency of
such elite controllers is under 1% (Lambotte et al., 2005; Grabar
et al., 2009). In contrast, HLA genotypes such as HLA-B*35 asso-
ciating with rapid disease progression have also been reported
(Carrington et al., 1999; Gao et al., 2001). HLA-B*35 subtypes
are divided into HLA-B*35-Px and HLA-B*35-Py based on the
specificity of binding ability to epitope peptides in the P9 pocket.
The former group, HLA-B*35-Px alleles including HLA-B*3502,
B*3503, and B*3504 associate with rapid disease progression,
whereas the latter HLA-B*35-Py alleles including HLA-B*3501
and HLA-B*3508 associate with relatively slower progression (Gao
et al., 2001). Such differences in disease progression among HLA-B
subtypes are also known in HLA-B*58 (Leslie et al., 2010).

ANIMAL AIDS MODELS
Robust non-human primate AIDS models showing high
pathogenic homology to human HIV infections are essential for
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AIDS research. While it is difficult to analyze the early phase in
human HIV infection, animal models have considerable advan-
tages in immunological analysis in the acute phase. Furthermore,
comparisons among the hosts infected with the same virus strain
are possible in animal AIDS models, although highly diversi-
fied HIVs are prevalent in humans. An important characteristic
of HIV infection is selective loss of memory CCR5+ CD4+
T lymphocytes in the acute phase leading to persistent virus
replication (Connor et al., 1997; Zhang et al., 1999; Brenchley
et al., 2004). HIV tropism for CCR5+ CD4+ memory cells is
considered as one central mechanism for persistent infection.
R5-tropic SIVmac251/SIVmac239 or SIVsmE660/SIVsmE543-
3 infection of rhesus macaques inducing the acute, selective
loss of memory CD4+ T lymphocytes is currently considered
the best AIDS model for analysis of AIDS pathogenesis and
evaluation of vaccine efficacy (Veazey et al., 1998; Nishimura
et al., 2004; Bontrop and Watkins, 2005; Mattapallil et al., 2005;
Morgan et al., 2008). Recent studies indicated an associa-
tion of restriction factor TRIM5α genotypes with disease
progression in macaques infected with pathogenic SIVs such
as SIVsmE660/SIVsmE543-3 but not in SIVmac239 infection
(Kirmaier et al., 2010; Lim et al., 2010; de Groot et al., 2011; Fenizia
et al., 2011; Letvin et al., 2011; Reynolds et al., 2011; Yeh et al.,
2011). Macaque AIDS models of chimeric simian-human immun-
odeficiency virus (SHIV) infection are also known. Infection with
X4-tropic SHIVs such as SHIV89.6P results in acute CD4+ T cell
depletion, while R5-tropic SHIVs such as SHIV162P3 induce per-
sistent infection leading to chronic disease progression (Tsai et al.,
2007; Nishimura et al., 2010; Zhuang et al., 2011). These SHIVs are
useful especially for the analysis of Env-specific antibody responses
(Ng et al., 2010; Watkins et al., 2011).

GENETIC FEATURES OF MHC-I IN MACAQUES
Human classical MHC-I alleles are composed of a single polymor-
phic HLA-A, HLA-B, and HLA-C locus per chromosome. MHC-I
haplotypes in rhesus macaques, however, have variable num-
bers of Mamu-A and Mamu-B loci (Boyson et al., 1996; Adams
and Parham, 2001; Daza-Vamenta et al., 2004; Kulski et al., 2004;
Otting et al., 2005; Figure 1). A number of studies described SIV
infections in macaques sharing one or two MHC-I alleles, while
few studies have examined SIV infection in macaques sharing an
MHC-I haplotype.

PROTECTIVE MHC-I ALLELES IN INDIAN RHESUS
MACAQUES AGAINST SIV INFECTION
Simian immunodeficiency virus infections of Indian rhesus
macaques are widely used as an AIDS model. Mamu-A*01,
Mamu-B*08, and Mamu-B*17 are known as protective alleles and
macaques possessing these alleles tend to show slow disease pro-
gression after SIVmac251/SIVmac239 challenge (Muhl et al., 2002;
Mothe et al., 2003; Yant et al., 2006; Loffredo et al., 2007b). Four-
teen Mamu-A*01-restricted SIVmac239 CTL epitopes have been
reported (Allen et al., 2001; Mothe et al., 2002b). Mamu-A*01-
restricted Tat28−35 SL8 (STPESANL)-specific and Gag181−189

CM9 (CTPYDINQM)-specific CTL responses are induced dom-
inantly in SIVmac239 infection. Both epitope-specific CTLs
show strong suppressive capacity against SIVmac239 replication

FIGURE 1 | Comparison of genome structures of MHC-I sub-regions

in humans and rhesus macaques. Humans have a single polymorphic
HLA-A, HLA-B, and HLA-C locus per chromosome, while rhesus macaques
have variable numbers of Mamu-A and Mamu-B loci per chromosome.

in vitro (Loffredo et al., 2005), while the latter but not the for-
mer play a major role in suppression of viral replication in vivo
(O’Connor et al., 2002; Loffredo et al., 2007c). In SHIV89.6P infec-
tion, Mamu-A*01-positive macaques elicit CM9-specific CTL
responses and show slower disease progression than Mamu-
A*01-negative animals (Zhang et al., 2002). Eight Mamu-B*08-
restricted SIVmac239 CTL epitopes have been reported; previous
studies indicated that Vif123−131 RL9 (RRAIRGEQL), Vif172−179

RL8 (RRDNRRGL), and Nef137−146 RL10 (RRHRILDIYL)
epitope-specific CTL responses contribute to viral control
(Loffredo et al., 2007a; Loffredo et al., 2008; Valentine et al.,
2009; Mudd et al., 2012). SIVmac239 Vif66−73 HW8 (HLEVQ-
GYW), Nef165−173 IW9 (IRYPKTFGW), and Nef195−203 MW9
(MHPAQTSQW) have been reported as Mamu-B*17-restricted
CTL epitopes (Mothe et al., 2002a). In addition, cRW9 (RHLAFK-
CLW) in an alternate reading frame is known as a cryptic epitope
(Maness et al., 2007). The cRW9-coding region [nucleotides 6889–
6915 in SIVmac239 (accession number M33262)] is located in the
same open reading frame that encodes exon 1 of the Rev protein
but is downstream of the splice donor site. So, it is not predicted
to be translated under normal biological circumstances. However,
SIVmac239-infected Mamu-B*17-positive macaques efficiently
induce cRW9-specific CTL responses.

ASSOCIATION OF MHC-I HAPLOTYPES WITH DISEASE
PROGRESSION AFTER SIVmac239 CHALLENGE IN
BURMESE RHESUS MACAQUES
We accumulated groups of Burmese rhesus macaques sharing indi-
vidual MHC-I haplotypes (Tanaka-Takahashi et al., 2007; Naruse
et al., 2010). SIVmac239 challenge of Burmese rhesus macaques
mostly results in persistent viremia (geometric means of setpoint
plasma viral loads: about 105 copies/ml) leading to AIDS (mean
survival periods: about 2 years; Nomura et al., 2012). Further anal-
ysis revealed the association of MHC-I haplotypes with disease
progression after SIVmac239 challenge.
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Table 1 | Association of MHC-I haplotypes with disease progression in SIV infection (Nomura et al., 2012).

MHC-I Mean survival Geometric means of setpoint Peripheral CD4+ Predominant

haplotypes periods plasma viral loads (copies/ml) T cell decline CTL responses

90-120-Ia >40 months 104 Slow Gag/Nef

90-010-Ie 23 months 105 Intermediate Nef

90-120-Ib 24 months 105 Intermediate Nef

90-088-Ij 15 months 106 Rapid -

In our study (Nomura et al., 2012), the group of Burmese rhe-
sus macaques possessing MHC-I haplotype 90-010-Ie (dominant
MHC-I alleles: A1*066:01 and B*005:02) exhibited a typical pat-
tern of disease progression after SIVmac239 challenge (Table 1).
These animals showed predominant Nef-specific CTL responses,
approximately 105 copies/ml of setpoint plasma viral loads
(geometric means), and 2 years of mean survival periods. Another
group of macaques possessing 90-120-Ib (dominant MHC-I alle-
les: A1*018:08 and B*036:03) showed similar setpoint viral loads
and survival periods. However, the group of Burmese rhe-
sus macaques possessing MHC-I haplotype 90-088-Ij (dominant
MHC-I alleles: A1*008:01 and B*007:02) showed higher setpoint
plasma viral loads (geometric means: about 106 copies/ml) and
shorter survival periods (means: about 15 months; Table 1). These
animals mostly showed poor CTL responses.

In contrast, the group of Burmese rhesus macaques pos-
sessing MHC-I haplotype 90-120-Ia (dominant MHC-I alleles:
A1*043:01 and B*061:03), referred to as A+ animals, showed
lower setpoint plasma viral loads (geometric means: about 104

copies/ml) and slower disease progression (means of survival
periods: more than 40 months; Table 1). These animals predom-
inantly elicited Gag-specific and Nef-specific CTL responses after
SIVmac239 challenge. Mamu-A1*043:01-restricted Gag206−216

(IINEEAADWDL) and Mamu-A1*065:01-restricted Gag241−249

(SSVDEQIQW) were determined as dominant CTL epitopes.
SIVmac239-infected A+ animals selected viral escape mutations
from these epitope-specific CTL responses with viral fitness costs
in the chronic phase (Kobayashi et al., 2005; Kawada et al., 2006).
These mutations are GagL216S, a mutation leading to a leucine
(L)-to-serine (S) substitution at the 216th amino acid in SIV-
mac239 Gag, and GagD244E, aspartic acid (D)-to-glutamic acid
(E) at the 244th, or GagI247L, isoleucine [I]-to-L at the 247th. A+
animals immunized with a prophylactic prime-boost vaccine con-
sisting of a DNA prime followed by a boost with a recombinant
Sendai virus vector expressing SIVmac239 Gag controlled an

SIVmac239 challenge (Matano et al., 2004). However, vaccinated
A+ animals failed to control a challenge with a mutant SIVmac239
carrying GagL216S and GagD244E, indicating that Gag206−216-
specific and Gag241−249-specific CTL responses are responsible for
the control of the wild-type SIVmac239 replication (Kawada et al.,
2006, 2008). Interestingly, the Mamu-A1*065:01-restricted SIV-
mac239 Gag241−249 epitope is located in a region corresponding
to the HLA-B*57-restricted HIV Gag240−249 epitope TW10 and
TW10-specific CTL responses have also been indicated to exert
strong suppressive pressure on HIV replication. An SIVmac239
Gag241−249-specific CTL escape mutation, GagD244E, results in
loss of viral fitness similarly with an HIV TW10-specific CTL
escape mutation. Both of the Mamu-A1*065:01-restricted SIV-
mac239 Gag241−249 epitope and the HLA-B*57-restricted HIV
TW10 epitope are considered to have the same anchor residues,
S at position 2 and tryptophan (W) at the carboxyl termi-
nus. Additionally, anchor residues of CTL epitopes presented
by Mamu-B*17/Mamu-B*08 were indicated to be similar to
those restricted by HLA-B*57/HLA-B*27 (Loffredo et al., 2009;
Wu et al., 2011).

CONCLUDING REMARKS
Human HLA genotypes largely affect disease progression in HIV
infection, reflecting that CTL responses play a central role in sup-
pression of HIV replication. Animal AIDS models are required for
understanding of the interaction between highly diversified viruses
and the hosts with polymorphic MHC-I genotypes. SIV infection
of Indian rhesus macaques are widely used as an AIDS model, and
association of certain MHC-I alleles with slower disease progres-
sion has been indicated. We have recently reported SIV infection of
Burmese rhesus macaques as a robust AIDS model and indicated
association of MHC-I haplotypes with disease progression. Accu-
mulation of those macaque groups sharing MHC-I haplotypes
could lead to constitution of a more sophisticated AIDS model
facilitating analysis of virus-host immune interaction.
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Cell surface receptors are responsible for regulating cellular function on the front line, the
cell membrane. Interestingly, accumulating evidence clearly reveals that the members of
cell surface receptor families have very similar extracellular ligand-binding regions but oppo-
site signaling systems, either inhibitory or stimulatory. These receptors are designated as
paired receptors. Paired receptors often recognize not only physiological ligands but also
non-self ligands, such as viral and bacterial products, to fight infections. In this review,
we introduce several representative examples of paired receptors, focusing on two major
structural superfamilies, the immunoglobulin-like and the C-type lectin-like receptors, and
explain how these receptors distinguish self and non-self ligands to maintain homeostasis
in the immune system. We further discuss the evolutionary aspects of these receptors as
well as the potential drug targets for regulating diseases.

Keywords: paired receptor, immunoglobulin-like receptor, c-type lectin-like receptor, infectious diseases, tumorige-
nesis, ITIM, ITAM, structural biology

PAIRED RECEPTORS
Paired receptors are related membrane proteins that are mainly
expressed on immune cells. They share significantly conserved
amino acid sequences within the extracellular domains, but have
both activating and inhibitory members. The inhibitory recep-
tors possess the immunoreceptor tyrosine-based inhibitory motif
(ITIM) within the cytoplasmic region. In contrast, the activat-
ing receptors have short cytoplasmic regions and a positively
charged residue (Arg or Lys) in the transmembrane domain to
associate with an adaptor protein possessing the immunorecep-
tor tyrosine-based activation motif (ITAM). They are located in
small gene clusters on a chromosome, and are usually expressed
on overlapping immune cells.

Although most of the inhibitory receptors can bind to the
endogenous ligands, it has been somewhat more difficult to iden-
tify the ligands of the activating receptors (Table 1), and their
functions have not been determined. The typical immune cell
receptor-ligand interaction is quite weak (K d in the µM range;
Table 2), with fast association and dissociation. When the activat-
ing and inhibitory receptors specifically recognize the same ligand,
the inhibitory receptors usually have higher affinity (Table 2). This
indicates that the inhibitory receptors function in the maintenance
of immunological tolerance by the recognition of self-ligands, such
as major histocompatibility complex class I molecules [MHCIs,
also referred to as human leukocyte antigen class I molecules
(HLAIs)]. Especially, in natural killer (NK) cells, which lack a gene
arrangement system to recognize foreign antigens, the inhibitory
receptors for MHCIs recognize and eliminate cells that fail to
express MHCIs, due to viral infections or tumor formation. This
hypothetical mechanism is known as the “missing-self hypothesis”
(Ljunggren and Karre, 1990). Based on this hypothesis, Valiante

et al. (1997) suggested a model in which each NK cell expresses
at least one inhibitory receptor for the classical MHCIs, to avoid
killing healthy self-cells. However, a subpopulation of human NK
cells that lack inhibitory receptors for self-MHCIs was identi-
fied (Cooley et al., 2007). Furthermore, there are populations of
“licensed” and “unlicensed” NK cells, which are exposed and not
exposed to self ligands for inhibitory receptors, respectively. Unli-
censed NK cells are basically hyporesponsive, but seem to have
important roles in tumor elimination and viral clearance.

The immune system is considered to be tightly regulated by
the balance between the activating and inhibitory signals through
these paired receptors, and dysregulation of this balance often
causes autoimmunity, allergy, and various infectious diseases.

IMMUNOGLOBULIN-LIKE RECEPTORS
The immunoglobulin (Ig)-like receptors include the killer cell Ig-
like receptors (KIRs), leukocyte Ig-like receptors (LILRs), murine
paired Ig-like receptors (PIRs), Fc receptor, leukocyte-associated
inhibitory receptors (LAIRs), NKp46, and so on. They have sev-
eral conserved extracellular domains possessing a characteristic
Ig-fold, consisting of 70–110 amino acids with a sandwich-like
structure formed by two sheets of antiparallel β strands. A large
number of Ig-like receptor genes are located within the leuko-
cyte receptor complex (LRC) on human chromosome 19 and on
mouse chromosome 7, the syntenic region in the mouse. Here, we
discuss the ligands and the molecular recognition of several Ig-like
receptors.

KILLER CELL IMMUNOGLOBULIN-LIKE RECEPTORS
The KIRs are expressed on NK cells and some subsets of T cells,
and consist of 15 functional inhibitory (KIR2DL and KIR3DL) and
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Kuroki et al. Molecular aspects of paired receptors

Table 1 | Paired receptors and their ligands.

Receptor Function Endogenous ligand Non-self ligand

KIR2DL1 Inhibitory HLA-C (group 2)

KIR2DL2 Inhibitory HLA-C (group 1, a subset of group 2), some HLA-B

KIR2DL3 Inhibitory HLA-C (group 1, a subset of group 2), some HLA-B

KIR2DL4 Activating? HLA-G

KIR2DL5 Inhibitory ?

KIR3DL1 Inhibitory HLA-Bw4, a subset of HLA-A

KIR3DL2 Inhibitory HLA-A3, A11 CpG ODN

KIR3DL3 Inhibitory ?

KIR2DS1 Activating HLA-C (group 2)

KIR2DS2 Activating HLA-C (group 1)?

KIR2DS3 Activating HLA-C (group 2)?

KIR2DS4 Activating A subset of HLA-Cw4, A11

KIR2DS5 Activating ?

KIR3DS1 Activating HLA-Bw4, a subset of HLA-A?

LILRB1 Inhibitory HLA-A, B, C, E, F, G CMV UL18

LILRB2 Inhibitory HLA-A, B, C, E, F, G, ANGPTLs (Zheng et al., 2012)

LILRB3-5 Inhibitory ?

LILRA1 Activating HLA-B27, HLA-CfHC

LILRA2, 4–6 Activating ?

LILRA3 Soluble HLA-CfHC, HLA-A, HLA-G

PIR-B Inhibitory MHCI (Nakamura et al., 2004)

Nogo, MAG, OMgp (Atwal et al., 2008)

ANGPTLs (Zheng et al., 2012)

PIR-A Activating MHCI (Nakamura et al., 2004)

PILRα Inhibitory CD99, PANP, NPDC1, COLEC12 HSV-1 gB

PILRβ Activating CD99 HSV-1 gB

SIRPα Inhibitory CD47, SP-A, SP-D

SIRPβ Activating SP-D

SIRPγ No signal CD47

DCIR Inhibitory ?

DCAR Activating ?

NKRP1-A Activating LLT1

NKRP1-D Inhibitory Clrb (Iizuka et al., 2003)

NKRP1-C, F Activating Clrg (Iizuka et al., 2003)

Ly49A, C, I, etc Inhibitory H-2 CMV m157

Ly49D, H, etc Activating CMV m157, others?

CD94/NKG2A Inhibitory HLA-E (Qa-1)

CD94/NKG2C, E Activating HLA-E (Qa-1) Others?

MAIR-I Inhibitory ?

MAIR-II Activating ?

CD200R1 Inhibitory CD200 (Wright et al., 2003)

CD200R3,4 Activating ?

ANGPTLs, angiopoietin-like proteins; fHC, free heavy chain; Nogo, neurite outgrowth inhibitor; MAG, myelin-associated glycoprotein; OMgp, oligodendrocyte myelin

glycoprotein; Clrb, C-type lectin-related molecule b.

activating (KIR2DS and KIR3DS) receptors. The KIRs are divided
into two major haplotypes (haplotype A and haplotype B) and
are encoded together with the LILRs (described later), forming a
gene cluster within the LRC (Figure 1A). The KIR family is highly
polymorphic, with not only nucleotide sequence polymorphisms
but also the presence/absence of each locus. The KIRs basically rec-
ognize the classical MHCIs (HLA-A, -B, or -C) in an allele-specific
fashion. The KIRs are classified into two structural groups, KIR2D

and KIR3D, which have two and three Ig-like domains (D1–D2,
D0–D2, or D0–D1–D2) in the extracellular region, respectively
(Figure 2).

KIR2DL1 specifically binds to HLA–C group 2 molecules
(Asn77 and Lys80), while KIR2DL2/2DL3 bind to HLA–C group
1 molecules (Ser77 and Asn80; Parham, 2005). The ligands of the
KIR2DSs reportedly recognize the same MHCI molecules as those
bound by their related inhibitory KIRs (Parham, 2005). In contrast
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Kuroki et al. Molecular aspects of paired receptors

Table 2 | Examples of binding affinities of receptor-ligand interactions.

Receptor Ligand K d (µM) Reference

LILRB1 HLA-G1 2.0 Shiroishi et al. (2003)

LILRB1 HLA-B35 8.8 Shiroishi et al. (2003)

LILRB1 HLA-Cw4 6.5 Shiroishi et al. (2003)

LILRB1 UL18 0.0021 Chapman et al. (1999)

LILRB2 HLA-A11 45 Shiroishi et al. (2003)

LILRB2 HLA-G1 4.8 Shiroishi et al. (2003)

LILRB2 HLA-B35 26 Shiroishi et al. (2003)

LILRB2 HLA-Cw4 14 Shiroishi et al. (2003)

LILRB2 HLA-Cw7 26 Shiroishi et al. (2003)

KIR2DL1 HLA-Cw4 7.2 Stewart et al. (2005)

KIR2DS1 HLA-Cw4 30 Stewart et al. (2005)

KIR2DL3 HLA-Cw7 7.0 Maenaka et al. (1999)

KIR3DS1 HLA-B27 7.0 Li et al. (2010)

PILRα CD99 2.2 Tabata et al. (2008)

PILRβ CD99 85 Tabata et al. (2008)

SIRPα CD47 ∼2.0 Brooke et al. (2004)

SIRPγ CD47 ∼23 Brooke et al. (2004)

NKRP1 LLT1 48 Kamishikiryo et al. (2011)

NKG2A/CD94 HLA-E 0.8–12.4 Kaiser et al. (2008)

NKG2C/CD94 HLA-E 5.2–18.2 Kaiser et al. (2008)

to the T cell receptors (TCRs), which recognize a wide area of the
bound peptide and its surrounding area (α1 and α2 helices) of the
MHCIs (Figure 3A), KIR2Ds bind to the C-terminal site of the
bound peptide (Maenaka et al., 1999; Boyington et al., 2000; Fan
et al., 2001). This peptide-dependent recognition (Figure 3B) is
relatively less specific than that of the TCRs.

KIR3DL1 binds to HLA–B with the Bw4 epitope, determined
by amino acid positions 77–83 (Parham, 2005). KIR3DL2 rec-
ognizes some HLA-A alleles (Parham, 2005). A recent structural
study of the KIR3D-MHCI complex revealed that, while the addi-
tional N-terminal Ig-like domain (D0) bound to the bottom of the
α2 and α3 domains, the C-terminal two Ig-like domains (D1 and
D2) exhibited essentially the same binding mode as the KIR2Ds
(Vivian et al., 2011). This explains the common peptide-dependent
MHCI recognition of the KIR members. On the other hand, the
KIRs have both inhibitory and activating members, and basically
the activating KIRs exhibit much lower or non-detectable affinity
to MHCIs than the inhibitory ones. It is potentially possible that
some peptides can bind more strongly to the activating KIRs than
the inhibitory ones, even though Stewart et al. (2005) demon-
strated that most (or maybe all) peptides did not follow this
characterization. Interestingly, recent reports demonstrated that
the peptide mutations are likely to play a pivotal role in regulating
human immunodeficiency virus (HIV) infection, by mediating
KIR recognition (Thananchai et al., 2009; Alter et al., 2011). This
illustrates some similarity between the KIR and TCR functions,
but in the opposite way (KIR may have a more inhibitory role, but
that of TCR is stimulatory).

Unexpectedly, KIR3DL2 was recently found to bind to the
microbial CpG oligonucleotide (ODN), and the D0 domain is
primarily involved in this recognition. The internalization of the
KIR3DL2-ODN complex causes the activation of NK cells through

toll-like receptor 9 (TLR9) signals (Sivori et al., 2010). As a novel
ligand recognition system, KIR would directly bind to microorgan-
isms and take advantage of non-self ligands in order to regulate
the host immune system.

Recently, KIR2DS2 and KIRDS4 were reported to be up-
regulated after hematopoietic cell transportation, and their up-
regulations were significant in cytomegalovirus viremia (Gallez-
Hawkins et al., 2011). This suggested that the expression levels of
KIRs are also important for controlling NK cell or T cell func-
tion. Furthermore, the KIR expression on cord blood T cells was
induced during a human congenital infection with Trypanosoma
cruzi, possibly by epigenetic mechanisms.

LEUKOCYTE IMMUNOGLOBULIN-LIKE RECEPTORS
The Leukocyte immunoglobulin-like receptor (LILR; LIR, ILT,
CD85) family was initially identified as the cellular counter struc-
ture to the viral UL18 protein, an MHCI homolog expressed
by human cytomegalovirus (hCMV; Cosman et al., 1997). To
date, 13 LILR family genes, including two pseudogenes (LILRP1
and LILRP2), have been identified. The LILR family members
can be divided into three classes: the inhibitory LILRs (LILRB1,
-B2, -B3, -B4, -B5) with ITIM-like sequences, the activating
LILRs (LILRA1, -A2, -A4, -A5, -A6) with a positively charged
Arg residue in the transmembrane domain pairing with the
FcRγ chain containing an ITAM, and the soluble LILR (LILRA3)
with no transmembrane region. The LILRs have a broad cellu-
lar distribution that includes NK, T, and B lymphocytes, as well
as myelomonocytic cells such as macrophages, mast cells, and
dendritic cells.

The LILR family genes are encoded within the LRC on human
chromosome 19q13 (Figure 1A). In the syntenic region of the
mouse, at the proximal end of chromosome 7, the LILR gene-
orthologous Pir-a and Pir-b are located. There are two clusters of
LILR genes (LILR centromeric and LILR telomeric) that are tran-
scribed in opposite directions (Figure 1A). The similarity of their
amino acid sequences with that encoded by KIR suggests that the
LILRs and KIRs are related by a recent gene duplication event.
LILR genes have been found in a wide variety of species and are
more stable in number, in contrast to the KIR genes. However,
in addition to the deletion of the LILRA3 gene which is absent in
some individuals, recent studies revealed that LILRA3 and LILRA6
show high levels of genetic diversity, with decreased copy num-
bers in Asians (Hirayasu et al., 2008) and increased variability in
Africans (Sudmant et al., 2010).

Although the KIR and LILR protein families are structurally and
functionally comparable, there are some distinguishing character-
istics. LILRB1 and LILRB2 bind to a variety of MHCIs through
two N-terminal extracellular domains (D1 and D2; Borges et al.,
1997; Colonna et al., 1997; Cosman et al., 1997). They recognize
MHCIs on target cells to mediate inhibitory signals, to prevent
the killing of normal cells expressing MHCIs. In other words,
abnormal cells expressing few or no MHCIs can activate the
cellular function of LILRB1/B2-positive leukocytes, due to the
lack of the LILRB1/B2-mediated inhibitory signal. LILRA1 and
LILRA3 also bind to some MHCIs (Allen et al., 2001; Ryu et al.,
2011). Whereas most KIRs recognize discrete polymorphic epi-
topes within the α1 and α2 domains of MHCIs (Figure 3B),

www.frontiersin.org December 2012 | Volume 3 | Article 429 | 152

http://www.frontiersin.org
http://www.frontiersin.org/Virology/archive


 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Kuroki et al. Molecular aspects of paired receptors

FIGURE 1 | (A) Schematic representation of the LRC on human
chromosome 19q13.4. A large number of Ig-like receptor genes,
including two clusters of LILR loci and a cluster of KIR loci, are encoded
within the LRC. Arrows indicate the direction of transcription for each
gene.These loci have evolved by multiple duplications, and the two LILR
clusters are likely to have been generated by the inverse duplication of
an ancient one. (B) The hypothesis of paired receptor family evolution. I)
The NK cell possesses at least one inhibitory receptor (cyan), and the

inhibitory signals through it protect the normal self-cells from NK cell
killing. II) In the infected cells, the low level expression of MHCIs
induces the NK killing, in a system called the “missing-self hypothesis.”
III) In order to escape the host NK cytotoxicity, some viruses acquired
the expression of MHCI-like molecules (purple), which bind to the
inhibitory receptors. IV) On the other hand, NK cells express activation
receptors (orange), which evolved from the related inhibitory receptors
to trigger NK cell activation.

FIGURE 2 | Domain configuration of the KIRs. The extracellular Ig-like domain is classified into three types, D0, D1, and D2, dependent on the sequence
homology. KIR2DL4 possesses an ITIM motif, but also associates with the FcRγ chain.
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Kuroki et al. Molecular aspects of paired receptors

FIGURE 3 | Comparison of the recognition modes of the MHCI/MHCI
receptors. The complex structures of HLA-A2 and TCR (red; A, PDB ID:2VLR),
HLA-Cw4 and KIR2DL1 (orange; B, PDB ID:1IM9), and HLA-G and LILRB2
(yellow; C, PDB ID: 2DYP). The MHCIs (heavy chain in green, β2m in cyan,
peptide in magenta) are recognized in different manners. (A) TCR binds to the

center of the peptide and the α1–α3 domain of HLA-A2. (B) KIR2DL1 binds to
both the α1 and α2 helices of HLA and the C-terminal end of the peptide. This
binding region contains the 77N/S and 80K/N residues, which determine the
ligand specificity. (C) LILRB2 binds to the α3 domain and β2m, which are
conserved regions among the MHCIs.

a characteristic consistent with their narrow binding specifici-
ties, LILRB1/B2 binding is mediated via a site in the conserved
α3 and β2m domains of the MHCI molecule (Figure 3C; Will-
cox et al., 2003; Shiroishi et al., 2006). Moreover, LILRB1/B2
effectively compete with CD8 for MHCI binding, and modulate
CD8+ T cell activation by blocking CD8 binding as well as by
recruiting inhibitory molecules through their ITIMs (Shiroishi
et al., 2003). This system was also observed in the binding of
the mouse LILRB homolog, PIR-B, to MHCIs (Shiroishi et al.,
2003).

As described above, LILRB1 also binds to the UL18 protein
with much higher affinity than the MHCIs (Cosman et al., 1997),
but LILRB2 and LILRA1 do not (Borges et al., 1997). UL18 is a
highly glycosylated protein (Figure 4A) sharing 25% sequence
identity with MHCIs (Beck and Barrell, 1988). Although the
LILRB1/UL18 complex structure revealed that the binding mode
was conserved with those of the LILRB1/MHCIs (Figures 4A,B),
the residues within the α3 domain differed and created a more
favorable binding region at the interface with LILRB1 (Yang and
Bjorkman, 2008). Moreover, the 13 potential N -glycosylation sites
effectively covered the interaction sites for the potential UL18
binding partners, including the α1–α2 domain binding to KIR
and TCR and the part of α3 domain binding to CD8. On the
other hand, only the binding region of LILIRB1 remains exposed
(Figure 4A). These structural features demonstrated how the viral
protein UL18 can effectively compete with the host ligands for
LILRB1, to regulate the host’s immune response.

PAIRED TYPE 2 IMMUNOGLOBULIN-LIKE RECEPTORS
The Paired type 2 immunoglobulin-like receptors (PILRs) are
expressed mainly on immune cells and have one Ig-like domain
in the extracellular region, with either an ITIM in the intracellu-
lar domain (inhibitory receptor, PILRα) or a positively charged
amino acid in the transmembrane region associated with the
activating subunit, DNAX activating protein of 12 kDa (DAP12;
activating receptor, PILRβ; Fournier et al., 2000). The PILRs rec-
ognize sialylated O-linked sugar-modified mucin and mucin-like
molecules, such as CD99 (Wang et al., 2008), PILR-associating
neural protein (PANP; Kogure et al., 2011), and two newly iden-
tified ligands, neuronal differentiation and proliferation factor-
1 (NPDC1), and collectin-12 (COLEC12; Sun et al., 2012), as
physiological ligands. Notably, the PILR-ligand family is further
expanding, as the report by Sun et al. (2012) described that the
PILRs can also bind to immune cells that do not express any
identified PILR-ligands. As mentioned above, PILRα shows higher
affinity to these ligands than PILRβ, which is typical for paired
receptors in the immune system (Table 2). On the other hand,
recent reports revealed that PILRα is the receptor for herpes
simplex virus 1 (HSV-1), by binding to its glycoprotein B (gB;
Satoh et al., 2008). HSV-1 gB can utilize the inhibitory mem-
ber, PILRα, as an entry receptor, and thus it is probably benefi-
cial for HSV-1 infection. The PILRs recognize physiological and
viral proteins in similar but non-identical manners, and notably
exhibit both sugar- and peptide-dependent binding modes, which
are quite unique for sugar-protein interactions. Even though the
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Kuroki et al. Molecular aspects of paired receptors

FIGURE 4 | Structure of UL18/LILRB1 and comparison with the
HLA-A2/LILRB1 complex. (A) The crystal structure of the
UL18/LILRB1 complex (UL18 in green, β2m in cyan, peptide in
magenta, LILRB1 in yellow; PDB ID: 3D2U) with complex carbohydrate
models attached to the 13 potential N -glycosylation sites. The α1–α2

domains recognized by TCR or KIRs are highly glycosylated, and steric
hindrance inhibits effective interactions. Meanwhile, the interface with
LILRB1 still is exposed. (B) The crystal structure of the HLA-A2/LILRB1
complex (HLA-A2 and peptide in purple, β2m in cyan, LILRB1 in yellow;
PDB ID: 1P7Q).

structural information about the PILRs is still lacking, mutage-
nesis studies suggested that the PILR-ligand recognition modes
are somewhat similar to those of the sialic acid-binding Ig-like
lectins (Siglec) family, which can bind to sialic acid (Tabata et al.,
2008; Wang et al., 2008). However, the significant and unusual
characteristic, that the PILRs cannot bind to either sugars or
peptides only, and require both for binding, is largely unknown
and rather unique. Future studies, especially crystallographic and
NMR analyses, will clarify the molecular mechanisms of these
binding systems.

SIGNAL REGULATORY PROTEINS
The Signal regulatory proteins (SIRP) family has three mem-
bers, SIRPα, SIRPβ, and SIRPγ. SIRPα (SHPS-1, BIT, CD172A)
is broadly expressed on myeloid cells, such as neutrophils,
macrophages, and dendritic cells, as well as on neurons (Adams
et al., 1998). SIRPα interacts with CD47, which expresses in hemo-
poietic cells, epithelial cells, and endothelial cells, as well as in
brain and mesenchymal cells, resulting in the transmission of
the inhibitory signal through the SH2-domain-containing pro-
tein tyrosine phosphatases 1 and 2 (SHP1 and 2, respectively), and
finally causes reduced phagocytosis activity in macrophages and
cytokine production in various cells (Barclay and Brown, 2006). In
this sense, SIRPα plays an important role in immune suppression.
In contrast, SIRPβ can potentially generate activation signaling
by associating with DAP12, but it cannot interact with CD47. In
addition, SIRPγ binds to CD47 with 10-fold lower affinity as com-
pared to SIRPα, but lacks a signaling motif (Barclay and Brown,
2006). An X-ray crystallographic analysis indicated that the dif-
ference in the binding affinities of the SIRPs with CD47 is due to
the subtle differences in the loops, with direct and indirect effects
(Hatherley et al., 2008).

The other function of the SIRPs is to bind with Surfactant
Protein D (Sp-D). Sp-D is an important component of the pul-
monary surfactant involved in host innate immunity, and is
capable of binding most Gram-negative bacteria as well as sev-
eral Gram-positive bacteria, leading to increased opsonization
of bacteria. On the other hand, the binding of Sp-D to SIRPα

transmits the immune suppression signals, resulting in decreased
cytokine production (Gardai et al., 2003). Interestingly, the SIRPα

binding to SP-D was competed with lipopolysaccharide (LPS;
Fournier et al., 2012). These observations indicated that the anti-
inflammation signals through SIRPα are present in the absence
of pathogens, and once pathogens are present, Sp-D binds prefer-
ably to LPS or other bacterial carbohydrates, and then induces
the host innate immunity. Under such conditions, the absence of
ligand binding to SIRPα also elicits an increase in inflammation
(Gardai et al., 2003). One recent report demonstrated that SIRPβ

also binds to Sp-D, but with slightly lower affinity as compared to
SIRPα (Fournier et al., 2012). These results suggested that SIRPs
exhibit self/non-self discrimination and cooperatively modulate
the immuneresponses.

C-TYPE LECTIN-LIKE RECEPTORS
C-type lectin-like receptors (CLRs) are expressed on the cell sur-
face of various immune cells, to regulate the innate immune
systems. The term “C-type lectin” means Ca2+ dependent
carbohydrate-binding lectin. The CLRs contain a conserved motif,
either EPN (Glu-Pro-Asn) or QPD (Gln-Pro-Asp). This motif
is located in a structurally conserved loop, which is stabilized
by a disulfide bond with another conserved loop. The EPN
motif confers specificity for mannose-based ligands, whereas
the QPD motif is typical of the galactose-specific Carbohy-
drate Recognition Domain (CRD; Zelensky and Gready, 2005).
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The carbonyl side chains of these amino acid residues coor-
dinate Ca2+, form hydrogen bonds with individual monosac-
charides, and determine binding specificity. Due to the versa-
tile recognition ability of the CLRs (described in below), they
are known as pathogen associated molecular patterns (PAMPs)
recognition receptors. The CLRs are primarily involved in detect-
ing pathogens and subsequently triggering signaling pathways
to evoke various immune reactions. Meanwhile, a few CLRs are
known to act as immuno-repressive receptors. Interestingly, it
was demonstrated that Macrophage inducible C-type lectin (Min-
cle, also called CLEC4E) recognized not only the sugar compo-
nents from pathogens through the CRD but also proteins from
pathogens or self, through sites other than the CRD (discussed
in detail below). Here, we describe the detailed functions and
structures of several CLRs, including orphan CLRs that have
yet to be characterized, to shed light on the molecular mech-
anisms of the ligand recognition by the paired-receptor-type
CLRs.

CD94/NKG2
The CD94/NKG2 receptors are expressed on the surfaces of a
greater part of NK cells and some subsets of CD8+ T cells, and
belong to the CLRs. While CD94 is encoded by a single gene
and has extremely low polymorphism, the NKG2 molecules have
five isotypes (NKG2A, C, D, E, and F) and two splice variants,
NKG2B and NKG2H, derived NKG2A and NKG2E, respectively.
Five NKG2 molecules (NKG2A, B, C, E, and H) have been shown
to form disulfide-linked heterodimers with CD94. CD94/NKG2A
and B mediate inhibitory signaling through the ITIM of the
cytosolic region in NKG2s. In contrast, CD94/NKG2C, E, and
H induce activation signaling through the interaction between

a Lys residue within their transmembrane region and a nega-
tively charged residue in the ITAM-containing adaptor molecule,
DAP12.

The ligand of most CD94/NKG2s is the non-classical MHCI,
HLA-E (Borrego et al., 1998; Braud et al., 1998; Lee et al.,
1998; Brooks et al., 1999; Table 1). HLA-E is expressed in all
nucleated cells and has few polymorphisms, as compared to the
classical MHCI. HLA-E mainly presents the peptides derived
from the leader sequences of other MHCIs. Therefore, NK cells
monitor the MHCI expression level through the interactions
between the inhibitory NKG2A/CD94s and HLA-E. Thus, NK
cells interact with healthy cells, which show normal expression
levels of HLA-E, resulting in the inhibition of NK cell killing
activity.

The structure of CD94/NKG2A in complex with HLA-E loaded
with an HLA-G derived peptide has been determined (Kaiser et al.,
2008; Petrie et al., 2008; Figure 5A). NKG2A and CD94 interact
with the α1 and α2 helices of the peptide-binding region of HLA-E,
respectively, with charge complementarity. The presented peptide
is also recognized by CD94/NKG2A, while CD94 is mainly recog-
nized HLA-E and the peptide, as compared to NKG2A. The Arg
(P5) and Phe (P8) residues of the peptides contribute to bind-
ing with CD94/NKG2A (Figure 5B). P5Arg is conserved in the
leader sequence of MHCI, and its replacement with a Lys abol-
ished the interaction with CD94/NKG2A. Hydrophobic amino
acid residues, such as Phe and Leu, are conserved in P8 of the
leader sequence, and their replacement with Lys led to a dramatic
reduction in the binding ability of HLA-E with CD94/NKG2.
These data indicated that the Arg in P5 and the hydrophobic amino
acid residue in P8 are both indispensable for the interaction with
CD94/NKG2A.

FIGURE 5 |The complex structure of NKG2A/CD94 and HLA-E. (A) The
overall structure of the NKG2A/CD94/HLA-E complex (PDB ID: 3CDG).
NKG2A/CD94 recognizes the α1–α2 domain of HLA-E containing a peptide.

(B) The interface of NKG2A/CD94 and HLA-E. The residues interacting with
P5Arg of the peptide are depicted by red stick models, and P8Phe is shown
by a blue stick model.
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The interaction between CD94/NKG2 and HLA-E is associ-
ated with a wide range of diseases, such as virus infection and
cancer. For instance, HCMV utilizes the host’s CD94/NKG2 sys-
tem to grow. The leader sequence of the HCMV protein, UL40, is
identical to that of HLA-Cw3. The CD94/NKG2A on NK cells rec-
ognizes the HLA-E associated peptide, which is derived from the
leader sequence of the HCMV protein, on the infected cells, and
therefore its interaction inhibits NK cells from attacking infected
cells (Tomasec et al., 2000; Ulbrecht et al., 2000). In addition, in
renal cell carcinoma-infiltrating NK cells, the expression level of
CD94/NKG2A is relatively high. This led to the proposal that
tumor cells control the expression level of CD94/NKG2A, and
consequently the function of NK cells (Schleypen et al., 2003). It
might be plausible that other intracellular pathogens can also uti-
lize the CD94/NKG2A systems to escape from the host’s immune
system.

DENDRITIC CELL IMMUNORECEPTOR/DENDRITIC CELL
IMMUNOACTIVATING RECEPTOR
Dendritic cell immunoreceptor (DCIR; CLEC4A) is one of the
repressive CLRs. DCIR is expressed on the surface of various
immune cells, such as dendritic cells, monocytes, macrophages, B
cells and neutrophils (Bates et al., 1999). Although DCIR report-
edly binds HIV-1, no physiological ligands for DCIR have been
identified (Lambert et al., 2008). The ITIMs in the cytoplasmic
tails of DCIR serve to recruit SHP1 or SHP2 after ligand binding
(Richard et al., 2006). The Syk and Src kinases (i.e., Src, Fyn, and
Hck), as well as the PKC-γ MAP kinases (i.e., Erk1/2 and p38),
are reportedly involved in the subsequent signaling pathway and
finally inhibit TLR8-mediated IL-12 and TNF-α production sig-
nificantly (Lambert et al., 2011). However, the precise mechanism
of this inhibition is still unknown.

DCIR expression on neutrophils was reportedly down-
regulated by TNF-α, IL-1α, and LPS stimulation, but was not
affected by anti-inflammatory stimuli, including IL-4, IL-10, and
IL-13 (Bates et al., 1999; Richard et al., 2002). These results
suggested that DCIR may be down-regulated during pathogen
exposure and inflammation.

A recent study showed that Dcir−/− mice developed joint
abnormalities, such as swelling and redness, at an early age,
and these abnormalities eventually progressed to joint defor-
mity and ankylosis (Fujikado et al., 2008). The Dcir−/− mice
developed sialadenitis, which is characterized by the accumu-
lation of lymphocytes in the interstitium and the destruc-
tion of the small duct associated with mononuclear cell
infiltration. The number of activated CD4+ T cells, the
expression of IL-4 and IL-10, and the production of IgG1
and IgG3 were increased in Dcir−/− mice. Furthermore, in
Dcir−/− mice, stimulation with granulocyte-macrophage colony–
stimulating factor (GM-CSF) activated the phosphorylation
of STAT5 and effectively differentiated bone marrow-derived
cells to dendritic cells, as compared to wild type mice. These
results suggested that DCIR regulates the proliferation of
dendritic cells and is involved in maintaining immune self-
tolerance.

On the other hand, mouse DCIR shares substantial sequence
homology (91% aminoacid identity) in the extracellular region

with its activating counter member, Dendritic cell immunoacti-
vating receptor (DCAR). DCAR is expressed similarly in tissues
to DCIR, but its short cytoplasmic portion lacks a signaling motif
such as an ITIM (Fujikado et al., 2008). Instead, an Arg residue
is present in the transmembrane region of DCAR, which partici-
pates in the association with the FcRγ chain and finally activates
immune cells. Neither the human ortholog nor the ligands for
DCAR have been identified yet.

NKR-P1 (CD161)
NKR-P1 (CD161) is expressed on the surfaces of NK cells and sub-
sets of T cells. Human NKR-P1 reportedly interacts with Lectin-
like transcript-1 (LLT1, also called CLEC2D), which is expressed
on many cell lines and on activated primary B cells (Aldemir et al.,
2005; Rosen et al., 2005). The NKR-P1 and LLT1 genes are adjacent
on human chromosome 12, and coordinately regulate the immune
response. Rodents possess several Nkrp1 genes for the activating
(NKRP1-A, C, and F) and inhibitory (NKRP1B and G) receptors,
while in contrast, there is only a single inhibitory NKR-P1A gene
in human. LLT1 (also known as Clr-b in mouse) on target cells
can inhibit NK cytotoxicity, by interacting with NKR-P1 on NK
cells (Rosen et al., 2008). In rodents, NKR-P1C reportedly asso-
ciates with the FcRγ chain, inducing not only cytotoxicity but also
IFN-γ production. These data suggested that, although anon-self
ligand has not been identified, the components of pathogens or
dead cells may potentially stimulate NK cells through NKR-P1,
and are eliminated by NK cells themselves and by other immune
cells (Arase et al., 1997). The detailed molecular mechanisms of
both the activating and inhibitory signaling pathways via NKR-P1
have not been characterized, but interestingly, the acid sphin-
gomyelinase reportedly binds to the cytosolic region of NKR-P1
and participates in NK cell resistance to apoptosis (Pozo et al.,
2006). We recently analyzed the molecular basis of the inter-
action between NKR-P1A and LLT1 (Figure 6A; Kamishikiryo
et al., 2011), and proposed a model of the NKR-P1/LLT complex.
The constructed model suggested that the membrane-distal head
region of NKR-P1 is a new target to inhibit the NKR-P1-LLT1
interaction, potentially leading to the regulation of autoimmune
and chronic inflammatory disorders.

OTHER C-TYPE LECTIN-LIKE RECEPTORS
Other CLRs have been identified and functionally investigated.
Macrophage inducible C-type lectin (Mincle, also called CLEC4E)
is a type II transmembrane C-type lectin receptor expressed in
macrophages, dendritic cells and monocytes. Mincle was initially
identified as a gene up-regulated by LPS stimulation (Matsumoto
et al., 1999). The first identified ligand of Mincle was the spliceo-
some associated protein 130 (SAP130), the endogenous protein
released from necrotic cells (Yamasaki et al., 2008). Intriguingly,
Mincle also reportedly recognized malassezia species and Mycobac-
terium tuberculosis (Ishikawa et al., 2009; Yamasaki et al., 2009).
While the ligand structures of the malassezia species are not
known, that of M. tuberculosis was identified as trehalose-1,1-
dimycolate (TDM). The malassezia species and M. tuberculosis
are both recognized through the CRD of Mincle. Following the
binding of either SAP130, malassezia species or TDM, Mincle asso-
ciates with the ITAM-bearing FcRγ chain. This association leads
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FIGURE 6 | Schematic model of LLT1 recognition by NKRP1 and
comparison of the structures of the Ly49-MHCI complex and m157. (A)
The model structures of LLT1 (cyan) and NKRP1 (blue) are shown by ribbon
models. Residues that may contribute to the interaction with LLT1 are shown
as spheres, with detrimental effects in red, and modest effects in orange.
Magenta spheres indicate the pair of residues that showed detrimental
effects when mutated independently, but restored the binding when mutated

simultaneously (Kamishikiryo et al., 2011). (B) The crystal structure of Ly49C
with H-2Kb (H-2Kb in green, β2m in cyan, Ly49C in blue; PDB ID: 1P4L). Ly49C
interacts with the β2m subunit and the α3 domain of H-2Kb, but not with the
peptide-binding region. The crystal structure of m157 (PDB ID; 2NYK). (C) The
mutation sites that identified the Ly49H binding residues are mapped and are
shown in stick style (red). The residues did not overlap with the interface of
the Ly49-MHCI complex structure.

to the phosphorylation of the ITAM of the FcRγ chain and the
subsequent recruitment of Syk, activating the caspase recruitment
domain family, member 9 (CARD9)-mediated NF-κB signaling
pathway to promote the expression of TNF and IL-6. A recent
report revealed that Mincle would likely playa non-redundant role
for T cell immune responses to infection by microbes (Schoenen
et al., 2010).

The Dendritic Cell-Specific Intercellular adhesion molecule-
3-Grabbing Non-integrin (DC-SIGN, also called CLEC4L and
CD209) proteins have been extensively studied, due to their broad
range recognition of pathogens and ligands from viruses to par-
asites, such as HIV-1, measles, dengue, SARS, Helicobacter pylori,
E. coli, Leishmania spp., and Schistosoma egg (Sancho and Reis
e Sousa, 2012). The binding of DC-SIGN with ligands from
pathogens activates human myeloid dendritic cells through var-
ious pathways. Mannose-expressing M. tuberculosis and HIV-1
promote the activation of LARG and RhoA, which function as
upstream activators of Raf-1 via DC-SIGN (Gringhuis et al., 2007,
2009; Hodges et al., 2007). This activation is mediated by the phos-
phorylation and acetylation of NF-κB subunit p65, which greatly
enhances the transcriptional activity of NF-κB and results in the
modulation of TLR4 signaling and the enhanced expression of
IL-10, IL-12, and IL-6 (Gringhuis et al., 2007). In contrast, fucose-
expressing pathogens, such as H. pylori, actively dissociated the
KSR1–CNK–Raf-1 complex and enhanced the expression of IL-10,
but down-regulated the expression of IL-12 and IL-6 in a Raf-
1-independent, but LSP1-dependent, manner (Gringhuis et al.,
2009). Notably, DC-SIGN cannot activate NF-κB by itself, and it
modulates the p65 activity only when p65 is induced by another
receptor upon the stimulation of mannose-expressing pathogens
(Gringhuis et al., 2007). In summary, the signaling via DC-SIGN
is tightly regulated by the characteristics of the ligands.

DC NK lectin group receptor-1 (DNGR, also called CLEC9A)
was previously shown to function as a Syk-coupled C-type lectin
receptor, to mediate the sensing of necrosis (Sancho et al., 2009).
A recent report demonstrated that DNGR recognized exposed

actin filaments from necrotic or damaged cells (Ahrens et al.,
2012; Zhang et al., 2012). Mutational and crystallographic studies
indicated that two exposed tryptophan residues in DNGR, which
are conserved between human and mouse, are involved in the
recognition of the actin filament. These residues are far from
the C-type lectin domains, which function in stabilizing the
structure of the protein, rather than being directly involved
in the receptor-ligand interaction. So far, most of the ligands
from pathogens are carbohydrate or carbohydrate-related prod-
ucts. However, several studies have clearly proved that CLR can
interact with ligands through other regions than the C-type
lectin domains. These results imply that non-carbohydrate lig-
ands of the CLRs from pathogens will be discovered in the
future.

DISCUSSION
Paired receptors are potentially dangerous, because activating
receptors can disrupt homeostasis, thus threatening life. In the
immune system, immune cells express such activating receptors
on their cell surfaces; however, the education or licensing of these
cells has been considered to require the expression of at least one
inhibitory receptor to suppress inappropriate activation, at least
in fully responsive mature cells. On the other hand, Arase et al.
(2002) clearly showed excellent evidence for one paired recep-
tor family, the Ly49 family. The susceptibility to mouse CMV
(MCMV) depends on the mouse strain, and the protection of this
virus is mediated by NK cells. Mice harboring only the inhibitory
Ly49 family members, which bind to MHCIs (Held et al., 1996;
Yu et al., 1996; Hanke et al., 1999) as well as the CMV MHCI
homolog, m157 (Arase et al., 2002; Smith et al., 2002), cannot
survive the CMV infection. However, other mice with the acti-
vating member, Ly49H, which binds to its m157 to activate the
immune response, can evade CMV infection. Thus, m157 is the
only known viral ligand binding to both inhibitory and activat-
ing receptors. Based on these observations, we have developed a
scenario in which the activation receptor evolved from the related
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inhibitory receptor in response to selective pressure imposed by
the pathogen, thus providing the presence of diversified, paired
receptors (Figure 1B). In accordance with this scenario, the acti-
vating receptor, KIR2DS2, has a relic of the ITIM sequence, which
is inactivated by the direct introduction of a stop codon (Arase
and Lanier, 2004). This hypothesis suggests that other activating
receptors will also recognize pathogen-derived ligands. Although
m157 forms a typical MHCI-fold, it neither presents a peptide
nor associates with β2m (Adams et al., 2007; Figures 6B,C).
A comparison of the crystal structures of the Ly49/H-2 com-
plexes and m157 revealed that a different interaction interface
from that of Ly49/H-2 would exist upon the binding of Ly49s
to m157.

Furthermore, Barclay and Hatherley (2008) proposed an ele-
gant counterbalance theory. Accumulating mutations on paired
receptors are often unrelated to the binding regions to physio-
logical ligands, which may support the idea that these mutations
are targeted to the non-self molecules of infectious microorgan-
isms. As described above, the ancestral paired receptors are likely
inhibitory to suppress undesired immune responses, but this is
essentially beneficial for microorganisms, if they can be used as
not only entry receptors but also inhibitory ones to facilitate
immune evasion. The KIRs are considered to have co-evolved
with their ligands, the MHCIs. For example, different human
populations have a reciprocal relationship between the KIR and

HLA-C frequencies (Hiby et al., 2004), and the frequency of the
KIR2DL3-HLA-C1 combination could be reduced in populations
highly exposed to malaria, by natural selection (Hirayasu et al.,
2012). These observations suggested that the paired receptors and
their ligands co-evolved. Therefore, the precise understanding of
the on-going activating and inhibiting balance of paired recep-
tors can provide insight into the extent of the importance of
each set of paired receptors for immune defense. In this sense,
the development of small molecular-weight compounds or bio-
pharmaceuticals targeting paired receptors can more easily and
finely regulate the immune responses, as advanced therapy for
either infectious diseases or tumorigenesis. Especially, we believe
that future accumulating information relating the genetic, mole-
cular, and structural bases for paired receptors will greatly con-
tribute to the development of novel therapies with fewer side
effects.
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Viral infections by sexual and droplet transmission routes typically spread through
a complex host-to-host contact network. Clarifying the transmission network and
epidemiological parameters affecting the variations and dynamics of a specific pathogen is
a major issue in the control of infectious diseases. However, conventional methods such
as interview and/or classical phylogenetic analysis of viral gene sequences have inherent
limitations and often fail to detect infectious clusters and transmission connections.
Recent improvements in computational environments now permit the analysis of large
datasets. In addition, novel analytical methods have been developed that serve to infer
the evolutionary dynamics of virus genetic diversity using sample date information
and sequence data. This type of framework, termed “phylodynamics,” helps connect
some of the missing links on viral transmission networks, which are often hard to
detect by conventional methods of epidemiology. With sufficient number of sequences
available, one can use this new inference method to estimate theoretical epidemiological
parameters such as temporal distributions of the primary infection, fluctuation of
the pathogen population size, basic reproductive number, and the mean time span
of disease infectiousness. Transmission networks estimated by this framework often
have the properties of a scale-free network, which are characteristic of infectious
and social communication processes. Network analysis based on phylodynamics has
alluded to various suggestions concerning the infection dynamics associated with a
given community and/or risk behavior. In this review, I will summarize the current
methods available for identifying the transmission network using phylogeny, and present
an argument on the possibilities of applying the scale-free properties to these existing
frameworks.

Keywords: phylodynamics, transmission network, phylogenetic inference, infection dynamics, scale-free network

In their natural habitat, various pathogen groups exist in geneti-
cally and environmentally diverse human populations. Amongst
the many infectious agents, droplet- or sexually transmitted
viruses spread most rapidly through complex human networks.
To control these types of viral diseases, we have to learn about
the behavior of pathogens in relation to their host populations.
Factors that influence and determine the incidence and distribu-
tion of infectious diseases have been investigated extensively in
the field of epidemiology.

LIMITATIONS OF THE CLASSICAL METHODS FOR
ESTIMATING TRANSMISSION NETWORKS
Conventionally, epidemiological researchers have generally
derived interpretations of the contact network by using inter-
view or other measures available in the clinic. However, these
methods have inherent issues in cases where the virus causes
long-term chronic infections or short-term rapid transmissions.
Diagnoses of infection cases of chronic viruses in early phase
are usually made in only a small population of individuals
(Pao et al., 2005; Pilcher et al., 2005). Clinical surveillance can
also acquire a small number of patients as compared with a
whole population of person who is infected in virus with very
rapid spreading, such as pandemic influenza. Therefore, the

clinic-based analyses of viral epidemiology have been restricted
to low-density samples and this factor may cause a bias in
the results towards under-reporting of infection networks or
“clusters” (Brown et al., 1997; Lewis et al., 2008). One solution
to detect these infection clusters in virus transmission net-
works is a phylogenetic analysis of population-based samples
of viral genetic sequences. A number of studies have identified
the clusters by elucidating the evolutionary relationship of
human immunodeficiency virus (HIV) (Salminen et al., 1993;
Brown et al., 1997; Yirrell et al., 1997), hepatitis C virus (HCV)
(Aitken et al., 2004) and the influenza virus (Nelson et al.,
2007; Nelson and Holmes, 2007). Nevertheless, in the phylogeny
that exhibits a star-like divergence pattern, the analysis using
sequences from population survey can only provide limited
evidence for the cluster. Sexually-transmitted populations of
HIV-1 are representative of diseases showing this type of diver-
gence patterns. For example, a population-based phylogenetic
analysis of HIV-1 in the UK (Brown et al., 1997) could only
identify a limited number of clusters even though the primary
infected individuals were recruited from a cohort. A similar
study conducted in Quebec (Brenner et al., 2007) showed to
a certain extent evidence for the cluster, however most of the
findings were gathered from intravenous drug users or from the
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sexual transmission patterns of a men who has sex with men
(MSM). These major risk factors are still relatively unexplored
and therefore poorly elucidated. These challenges are mostly
due to the fact that most of the patients recruited were in the
phase of chronic infection, despite the fact that in both of
these research studies the recently (<6 month) seroconverted
individuals were recruited from cohorts. Because a diagnosis of
acute infection is usually made in only a small proportion of
individuals with HIV-1 (Pilcher et al., 2005), the samples will
inevitably contain viruses at chronic infection phase. Moreover,
multiple introductions into target populations (Korber et al.,
2000) will result in higher diversity amongst each virus group. In
these situations, simple phylogenetic analyses that only employ
sequences of virus at the chronic infection phase will generate
inaccurate outputs due to computational bias, and skew the
results thus underestimating the number of clusters (Brown
et al., 1997). To resolve this supposed bias, it is necessary to
obtain a larger number of sequences for analysis and/or use more
sophisticated methods to infer evolutionary relationships from
the sequences.

Contact tracing by interview data, which plays a key role in
establishing the etiology of some infectious diseases (Klovdahl,
1985), may be difficult to carry out at the sites of epidemics.
Transmission networks reconstructed by phylogenetic analysis
have been considered as the standard host contact network in
many studies. However, results gained by using both of the cur-
rent methods have often been inconsistent due to long-term
infections, a low average risk of transmission, and a relatively
high rate of exposure to the virus (Wawer et al., 2005). The
contact tracing method cannot effectively identify the specific
instances of contact detected in the interviews associated with the
infection, while the conventional sequence-based analysis cannot
sufficiently confirm the results to provide quantitative descrip-
tions concerning the transmission networks due to the above
mentioned reasons.

These difficulties could potentially be overcome by acquir-
ing an adequate number of viral sequences and also by an
improved method for estimating the divergence time for each
phylogenetic node. A number of recent advances in clinical and
computational science have introduced the possibility of devel-
oping a novel more efficacious approach. Rapid developments
in DNA sequencing technology have catalyzed the advent of
medical diagnostics using viral genome sequences. In particu-
lar, genotype-based resistance tests are commonplace in anti-
viral therapeutics for patients infected with HIV, HBV or HCV.
Progress made in computational technologies has also facilitated
large-scale sequence analysis of clinical diagnostic data. With
advancements in evolutionary biology, the evolutionary dynam-
ics of a population can now be inferred from sequence data and
incorporated with sampling dates. Such evolutionary dynamics
information of a pathogen derived from these analyses can then
be combined with epidemiological data to illustrate the influences
of host transmission dynamics, immunity, and treatments against
specific genetic variations of pathogen. Such a series of analyses is
now referred to as “phylodynamics” (Grenfell et al., 2004; Holmes
and Grenfell, 2009). Phylodynamic frameworks require sufficient
sequence diversities of the sample dataset with respect to spatial

as well as temporal variations. Thus, RNA viruses, which have
high substitution rate, high growth rate, and a short generation
time, are especially advantageous and amenable to investigation
(Grenfell et al., 2004; Kühnert et al., 2011).

SEEKING TRANSMISSION NETWORKS USING
PHYLODYNAMICS
Identifying transmission networks is one major issue in the
epidemiological analysis of infectious diseases. In research per-
formed on HIV sexual transmission networks, drug resistance
tests accompanied by HARRT have helped to provide a suf-
ficient number of sequences. Even in other viral diseases, the
sequence datasets accepted in the framework may be available
under an arrangement of surveillance system with the sequence
database. The divergence time, another piece of the frame-
work, has been estimated from the time of the most recent
common ancestors (tMRCAs) for each node of phylogeny, and
dating of phylogenetic tree, including tMRCA estimation, is
one of the recent achievements of modern theoretical biology
(Drummond et al., 2005, 2006). Currently, phylogenetic infer-
ence using Bayesian coalescent Markov Monte Carlo (Bayesian
MCMC) method (Pybus et al., 2003; Drummond and Rambaut,
2007) is commonly performed in this step. It is well-known that
due to their high mutation and proliferation rates, the sequence
evolution of an RNA virus occurs on a time scale when any
public health measures are being conducted, suggesting that a
time-based phylogenetic inference, which usually requires sam-
ples taken in extremely different ages such as fossil-derived PCR
sequence, is easily applicable to RNA viral sequences (Pybus
et al., 2003). An excessive number of sequences would increases
the probability of acquisition of the transmission networks in a
phylogeny, and a relative date of infection estimated by each diver-
gence time in a phylogeny provides the missing links for contact
cases.

Quantitative description of a transmission network using phy-
lodynamics represents a temporal and spatial profile for cer-
tain viral epidemics. For example, intra-national epidemiological
study of pandemic influenza A(H1N1) in 2009 was analyzed by
this framework (Shiino et al., 2010). In this study, an endemic
transmission network detected in the phylogeny was regarded
as a single transport case of A(H1N1) virus in Japan. The local
spreading profile of 12 cases was illustrated by the date (when
the case was introduced) and locality (how the virus was spread)
of the infection (Figure 1). This type of approach is performed
in a more detailed manner on sexual-HIV epidemics in the UK
using partial pol regions from over 10,000 patients (Lewis et al.,
2008; Hughes et al., 2009). A large majority of MSM persons were
linked to more than one other individual and 25% engendered
large transmission networks (Lewis et al., 2008), whereas only 5%
of individuals generated large clusters in heterosexual transmis-
sions (Hughes et al., 2009). On the issue of transmission intervals
estimated from tMRCA, the median interval for by MSM [i.e., 13
months; (Lewis et al., 2008)] was less than half of that estimated
for heterosexual individuals [i.e., 27 months; (Hughes et al.,
2009)]. Thus, the phylodynamics revealed an aspect of a viral
spreading pattern that was associated with a given community or
risk behavior that had not been previously elucidated.
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FIGURE 1 | Transmission dynamics of A(H1N1)pdm epidemic in Japan

estimated by phylodynamics. The vertical and horizontal axes show
geographic localities and the times of virus collection, respectively.
Chronological phylogeny was inferred by BEAST v1.5.4 using the general
time reversible model, taking into account site heterogeneity and
invariant sites (GTR+I+G) and the logistic population model (Drummond and

Rambaut, 2007). Seventy-five isolates of A(H1N1)pdm viruses from
Japan are plotted with the small symbols. The MRCA of each transmission
network inferred from the phylodynamics are plotted with the large
symbols. The numbers below the large symbols display the tMRCA
date. This figure is cited from Figure 4 in our previous report
(Shiino et al., 2010).

ESTIMATING EPIDEMIOLOGICAL PARAMETERS FROM
SEQUENCE DIVERSITY
Another area of interest for epidemiologists is the estimation
of parameters affecting the dynamics of a particular pathogen.
Predicting the population dynamics of a pathogen requires pre-
cious quantification of the key parameters in the population
model. Although generally, it has been derived from enumer-
ation of data on the disease incidence, parameters inferred by
phylodynamics are also applicable in describing complex popu-
lation dynamics of an RNA virus. When a sequence variation in
a gene population primarily depends on the neutral mutation,

the expected value of mean nucleotide diversity is proportional
to Neυ, where Ne indicates an effective population size and υ

signifies the total mutation rate per loci (Kimura, 1969). Since
υ is uniform for long time-scales (although the generation time
of the transmitted virus may fluctuate), the observed nucleotide
diversity is thought to be a relative size of the viral popula-
tion (Drummond et al., 2005). The coalescent tree analysis in a
phylodynamic framework allows measurement of the nucleotide
diversity for each time unit from a time-slice of the chronological
phylogeny. The consequence of this slicing is the Bayesian skyline
plot (BSP), which represents a piecewise graphical demonstration
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of population dynamics of the virus (Drummond et al., 2005).
Note that the BSP does not demonstrate population dynamics of
the host individual but rather for the pathogen itself, although
both are consistent in the case of a fixed number of transmitted
viruses to the host. As shown in Figure 2, the BSP can illus-
trate a feature of the epidemic along with a temporal component
(Rambaut et al., 2008). Moreover, the BSP is useful in analyz-
ing the intra-host virus struggle against an immune response
(Bernini et al., 2011). Additionally, better precise estimates of the
parameters are now capable of improved assessment using the
phylodynamic framework. The population growth rate (r) can
be estimated by the Bayesian MCMC inference (Drummond and
Rambaut, 2007) as well as the maximum likelihood phylogeny
with branch length correction for the sampling date (Pybus and
Rambaut, 2002). The mean time of infectiousness (D) is depen-
dent on a function of distribution of the generation time periods
that elapsed between transmission processes [w(t)] (Grassly and
Fraser, 2008), although this can also be inferred from the phylo-
genies, it is difficult to determine one estimates due to the various
properties of viral infections (i.e., fluctuating viral load, and the
wide range of transmission probability with respect to risk behav-
ior) (Sherlock, 1993; Chevaliez and Pawlotsky, 2007; Romano
et al., 2010). When we have obtained r and D, we can approx-
imately estimate the basic reproductive number (R0) using the

relation R0 = 1 + rD (Pybus et al., 2001). Estimating r and R0

in HCV-infected individuals revealed that subtype 1b, which is
found chiefly amongst elderly individuals with a history of blood
transfusions, spreads slower than the compared to other subtypes
(Romano et al., 2010).

RANDOM GRAPH ANALYSIS OF VIRAL TRANSMISSION
DYNAMICS AND PHYLODYNAMICS
Since Watts and Strogatz (1998), Barabási and Albert (1999),
introduced the “small-world” and “scale-free” network mod-
els (Figure 3) to random graph theorem, respectively, it have
been elucidated that the scale-free and small-world properties
are observed in many human-intervened communicative net-
works such as the internet and infectious diseases. Pastor-Satorras
and Vespignani (2001) demonstrated that computer viruses ram-
pant on the internet spread through a scale-free network, which
can drive the viruses to spread even when infection probabilities
are negligibly small. This prediction can be applied to not only
computer systems but also human pathogenic viruses. Scale-free
properties are observed in transmission networks reconstructed
by the phylodynamic framework, e.g., connectivities of the indi-
viduals in the network often follow a power law (Figure 4). Such
features have been found in the phylodynamic network of HIV
both in MSM (Lewis et al., 2008) and heterosexual populations

FIGURE 2 | Population dynamics inferred by Bayesian skyline plot

analysis of HIV-1 epidemics in Japan. This graph represents the median
estimate of the genetic diversities, i.e., relative population sizes, of HIV-1
Subtype B (blue line) and CRF01_AE (pink line) in Japan, with 95% posterior
intervals (dotted line) estimated by BSP. The green line shows the number of
HIV-1 infection cases in Japan. The horizontal axis indicates days after the

first day of 1970 with the arrows showing approximate date. BSP is
performed using BEAST v.1.5.4 with GTR+I+G (Drummond and Rambaut,
2007), 50 million states of MCMC runs, and burn-in of 4 million states. The
sequence dataset was provided by the research program of Japanese Drug
Resistance HIV-1 Surveillance Network Group (Gatanaga et al., 2007; Hattori
et al., 2010) making use of over 2000 protease-RT sequences from Japan.
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FIGURE 3 | Example of a scale-free network. The graph consisting of
1000 nodes was generated with the Barabási and Albert model (Barabási
and Albert, 1999). Large and deeper-colored nodes show higher
connectivity. Note the majority of nodes have few connections. The graph
was generated by igraph 0.6 using ba-model and visualized in
Cytoscape 2.5.

(Hughes et al., 2009) and in HCV groups (Romano et al., 2010).
Moreover, the transmission network for the HIV epidemic among
MSM in the UK was recently reanalyzed using fine distribu-
tion model with the preferential attachment process. Observed
distribution specifically fitted to the Waring distribution at all
time-depths of the phylodynamic clusters (Leigh Brown et al.,
2011). These findings give a significant message for preparation
of a public health measures; Lloyd et al. stated in their perspective
in Science (Lloyd and May, 2001) that “the study highlights the
potential importance of studies on communication and other net-
work, especially those with scale-free and small world properties,
for those seeking to manage epidemics within human and other
animal population.” Under the scale-free and small-world condi-
tion, an infection will spread regardless of its transmissibility and
a control program targeted at highly connectable individuals (i.e.,
super-spreaders) is important to curb the epidemic (Keeling and
Eames, 2005). A phylodynamic framework would help to decide
a target population for the treatment and allow a decrease in the
cost of treatment.

IDENTIFICATION OF THE TRANSMISSION NETWORK
USING THE SCALE-FREE FEATURE
From previous discussions, it is evident that phylodynamics can
engender important knowledge about the epidemiology of infec-
tious diseases. The problem is that no accurate and consistent
process for deciding the transmission network on the phylogeny
is present in this framework. Before conducting Bayesian MCMC

FIGURE 4 | Power-law plot of HIV-1 transmission network in Japan.

The graphs depict log-log plots of the numbers of patients with k contacts
[N(k)] against the number of contacts (k) in HIV-1 clusters of Japan subtype
B (A) and CRF01_AE (B). Regression line was calculated using the
least-square method. The adjusted coefficients of determination (R2)
were 0.5548 (p = 0.04) and 0.6155 (p < 0.01), respectively. The
Neighbor-Joining trees were reconstructed using MEGA version 5.0.5

(Tamura et al., 2011), and >80% bootstrap probabilities adhering to
the criteria in a previous report (Shiino et al., 2010) were adopted in the
significant clades. The statistic analyses were calculated using R version
2.10.0. The sequence dataset was provided by the research program of
Japanese Drug Resistance HIV-1 Surveillance Network Group (Gatanaga
et al., 2007; Hattori et al., 2010) using over 2000 protease-RT sequences
from Japan.
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analysis, which is a core process in phylodynamics, one has
to identify transmission networks from monophyletic groups
(clade) inferred by the conventional phylogenetic tree analysis. It
is difficult to evaluate the credibility of the clade in the pathogen
phylogeny, especially in star-like trees observed in chronic
(e.g., HIV-1) and/or pandemic (e.g., novel influenza) infections.
While it is common to use the bootstrap probability method for
verifying the reliability of the clade, this is a dubious index in
the case of viral sequence analyses since it may be different from
the probability distribution of error when it is applied to the
viral sequences that widely fluctuate their base substitution rate
along with the site or host environment. Although the posterior
probability of nodes calculated in the Bayesian tree inference
was sometimes used as phylogenetic support for each clade
(Lewis et al., 2008), this method has a computational issue, as
the MCMC search with large datasets requires a huge resource of
computational power. In the case of imported infectious disease,
robustness of the cladding is also examined by supplying a large
number of closely related reference sequences (Hughes et al.,
2009; Shiino et al., 2010). However, this type of method depends
on whether these reference sequences are freely available or other-
wise. Consequently, here I wish to propose a method considered
to be more effective in determining the cutoff value of bootstrap
probability for transmission network reconstruction. As men-
tioned above, assuming that nearly all viruses transmitted along

with the scale-free network, degree distribution of the number of
members in valid networks estimated from the clades in a phy-
logeny should follow the power law. Therefore, if the relationship
between the results of each bootstrap value of the observed phy-
logenetic cluster and fitting of the degree distribution to power
law plot is investigated, a bootstrap probability for selecting the
network to be adopted may be clear. Figure 5 showed the rela-
tionship between bootstrap probability of the neighbor-joining
tree and the coefficient of determination (R2) in linear regression
of log-log plots of the member distribution of the significant
clades, using 1882 sequences of the pol domain of HIV-1 subtype
B in Japan collected by the Japanese Drug Resistance HIV-1
Surveillance Network Group (Hattori et al., 2010). The R2 with
regard to the power law fitting shows highest values at bootstrap
probabilities between 76 and 82%, and decreased in both higher
and lower the probabilities. On the other hand, the number
of infected persons included in the significant clades decreased
consistently as the bootstrap probability increased. This result
suggests that the optimal bootstrap probabilities for the scale-free
property, which is approximately 80% in this case, is present in a
viral sequence data.

CONCLUSION
In order to manage and control infectious diseases, it is impor-
tant for epidemiologists to monitor and comprehensively analyze

FIGURE 5 | Bootstrap-scanning on power-law fitting of clusters in the

Neighbor-Joining tree. The adjusted coefficients of linear regression
determination of log-log plots and the number of individuals in the clusters
are plotted on the bootstrap cut-off probability for the clade distinction. The
blue line with square symbols and the red line with lozenge symbols show
the coefficients of determination and the numbers of individuals included

among the clusters, respectively. The phylogenies were reconstructed using
MEGA version 5.0.5 (Tamura et al., 2011). MEGA output was analyzed using a
combination of PERL and R scripts. This analysis was performed using 1882
sequences of the protease-RT regions of HIV-1 Subtype B in Japan; the data
was provided by the research program of Japanese Drug Resistance HIV-1
Surveillance Network Group (Gatanaga et al., 2007; Hattori et al., 2010).
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representative epidemiological indices. The phylodynamic frame-
work proposed here can serve as a powerful tool for handling such
data by integrating related areas of epidemiology such as popu-
lation dynamics, genetics and molecular evolutionary research.
Additionally, this framework is relevant with respect to aspects
of pathogen evolution against immunological responses, drug
administration and pathological development. Remaining chal-
lenges pivotal in the eventual success of the framework include
necessary improvements in data sampling for both disease inci-
dence and pathogenic sequences. At present, these types of
data are only collected periodically. In addition, public sequence

databases such as GenBank should begin to stringently record
the collection date, location, and the accompanying clinical
information. Achieving these objectives will allow the phylo-
dynamic framework to future contribute to successful disease
control.
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Live vaccination against polio has effectively prevented outbreaks in most developed coun-
tries for more than 40 years, and there remain only a few countries where outbreaks of
poliomyelitis by the wild strain still threaten the community. It is expected that worldwide
eradication will be eventually achieved through careful surveillance and a well-managed
immunization program.The present paper argues, however, that based on a simple stochas-
tic model the risk of outbreak by a vaccine-derived strain after the cessation of vaccination
is quite high, even if many years have passed since the last confirmed case. As vaccinated
hosts are natural reservoirs for virulent poliovirus, the source of the risk is the vaccination
itself, employed to prevent the outbreaks.The crisis after stopping vaccination will emerge
when the following two conditions are met: the susceptible host density exceeds the
threshold for epidemics and the vaccinated host density remains large enough to ensure
the occurrence of virulent mutants in the population. Our estimates for transmission, recov-
ery, and mutation rates, show that the probability of an outbreak of vaccine-derived virulent
viruses easily exceeds 90%. Moreover, if a small fraction of hosts have a longer infectious
period, as observed in individuals with innate immunodeficiency, the risk of an outbreak
rises significantly. Under such conditions, successful global eradication of polio is restricted
to a certain range of parameters even if inactivated polio vaccine (IPV) is extensively used
after the termination of live vaccination.

Keywords: vaccine-derived strain, live vaccination, risk of re-emergence, silent circulation, poliovirus, branching

process, demographic stochasticity, epidemiological dynamics

INTRODUCTION
The World Health Organization (WHO) has a target to inter-
rupt wild poliovirus transmission throughout the world by 2013
(World Health Organization, 2010). The number of patients with
poliomyelitis by wild-type poliovirus infection has decreased dras-
tically due to a program using live oral polio vaccine (OPV).
Immunity by OPV is defensible against excreted viruses because
the major antigenic sites on the viral genome are relatively con-
served between serotypes during replication (Minor, 1992). How-
ever, nucleotide substitutions responsible for increased neuroviru-
lence frequently occur during replication in the human gut (Poyry
et al., 1988; Dunn et al., 1990; Abraham et al., 1993; Kew et al.,
1998; Matsuura et al., 2000; Shulman et al., 2000). It has been
reported since the 1960s that the vaccine-derived strain excreted
from humans can exhibit pathogenicity (Benyesh-Melnick et al.,
1967; Marker Test Subcommittee. The Japan Live Poliovaccine
Research Commission, 1967). This suggests the possibility that
vaccine-derived viruses could cause a poliomyelitis outbreak in
a susceptible population after the cessation of an OPV program
(Wood et al., 2000). The objective of this study was to estimate
the risk of outbreak of vaccine-derived strains after stopping OPV.
While the number of attenuated virus carriers, the source of neu-
rovirulent viruses, would decline after the discontinuation of OPV,

the number of susceptible hosts would increase and may finally
exceed the threshold for an outbreak. Therefore, successful eradi-
cation depends on which of these processes is faster. We calculated
the probability of successful global eradication, that is, the proba-
bility that the last carrier will be recovered before the population
could experience an outbreak.

It will be shown below that the mean excretion period from
an infected individual is one of the key factors that determine
whether or not eradication fails. Except for immunodeficient indi-
viduals, virus is excreted from humans for ∼1–3 months after
OPV administration to a susceptible host (Alexander et al., 1997).
Excreted viruses are often virulent. For example, Yoshida et al.
(2000) showed that type 3 vaccine-derived polioviruses isolated
from an environment in Japan had high neurovirulence. These
strains were isolated from river or sewage waters ∼3 months
after routine OPV administration, showing that vaccine-derived
strains could circulate in the human community. Other studies
showed silent circulation of vaccine-derived strains occurred in
the human community (Zdrazilek et al., 1982; Miyamura et al.,
1992).

To avoid risks such as contact infection or vaccine-associated
paralysis (VAP), inactivated polio vaccine (IPV) has been used
in several countries (Murdin et al., 1996). The USA switched its
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immunization strategy from OPV to IPV in 2000 (American Acad-
emy of Pediatrics Committee on Infectious Diseases, 1999). As
IPV-immunized hosts can be infected by polioviruses and excrete
infectious virus, IPV is less effective than OPV in preventing infec-
tion, though numbers of excreted viruses are greatly reduced
(Fine and Carneiro, 1999). Our study also investigated whether
switching to IPV after the cessation of OPV effectively reduced
outbreak risk.

The Pan American Health Organization (PAHO) reported a
poliomyelitis outbreak by a type 1 vaccine-derived strain in Haiti
and the Dominican Republic in July 2000 (Centers for Disease
Control and Prevention, 2000). In the Latin American region,
poliomyelitis caused by a wild strain was last reported in Peru
in 1991, and eradication of poliomyelitis was declared in 1994.
The recent outbreak in Haiti and the Dominican Republic could
be ascribed to the decreased rate of OPV coverage and the spread
of a neurovirulent vaccine-derived strain.

The polio eradication program plans to stop administering
OPV after disappearance of the wild strain. If vaccine-derived
strains remain when herd immunity falls below the epidemic
threshold, outbreak by these strains could occur. In this paper,
we study the probability of disease re-emergence caused by a
vaccine-derived strain using a simple mathematical model. Epi-
demiological and genetic parameters, such as transmission rate,
mean excretion period, mutation rate from attenuated to neurovir-
ulent strains, are varied around estimated values (Gelfand et al.,
1959; Benyesh-Melnick et al., 1967; Dunn et al., 1990; Fine and
Carneiro, 1999), and dependence on the probability of eradication
detailed. In assessing the risk we assumed the following:

1. That the excretion period of vaccine-derived neurovirulent
viruses can be longer than that of the attenuated viruses used in
live immunization. Likewise, the transmission rates of vaccine-
derived strain can be greater than that of the attenuated strain.
When hosts recover from infection by either viral strain, the
degree of immunity is as effective as that raised by OPV
immunization.

2. That infection by either the vaccine-derived or attenuated
poliovirus can occur in IPV-immunized hosts. However, the
number of secondary transmissions from a previously IPV-
immunized host is smaller than that from a susceptible host,
and the mean excretion period is shorter in an IPV-immunized
host than in a susceptible host.

3. That when re-infection occurs in an individual immunized by
OPV, excretion from the re-infection is ignored because the
amount of virus excretion is negligibly small (Abraham et al.,
1993).

4. That antigenic drift does not occur. The focus of the study is on
the risk of outbreak by a neurovirulent vaccine-derived strain
with unchanged antigenic properties.

5. That a constant fraction (e.g., 70%) of hosts is efficiently
immunized (seroconverted) before OPV is stopped, and that
the population at that time is in endemic equilibrium under
constant OPV coverage.

We first examine the risk of outbreak after OPV cessation (in
the absence of an alternate program); second, we evaluate the effect

of host heterogeneity on excretion duration; and third, we exam-
ine outbreak risk where extensive IPV immunization follows OPV
cessation.

Mathematical modeling is a powerful tool in the understanding
of epidemiological dynamics (Anderson and May, 1991). Pre-
vious models of polio eradication have considered neither the
re-infection by vaccine-derived strains of IPV-immunized hosts
nor mutation giving rise to neurovirulent strains (Eichner and
Hadeler, 1995; Eichner and Dietz, 1996). Our model allows for the
mutation of attenuated strains to virulent strains while replicating
in the human gut (Poyry et al., 1988; Dunn et al., 1990; Abra-
ham et al., 1993; Kew et al., 1998; Matsuura et al., 2000; Shulman
et al., 2000), and also allows both strains to infect IPV-immunized
hosts. The probability for the success of global eradication is
then calculated based on the stochastic model of epidemiological
dynamics.

MATERIAL AND METHODS
We attempted to determine the risk of virulent poliovirus out-
breaks after stopping live vaccination. Time t = 0 represents the
point at which immunization by live-poliovirus vaccine (OPV) is
stopped. With a sufficiently high rate of immunization, the great
majority of the population at time would be OPV-immunized
hosts, which neither the attenuated (Sabin) nor virulent strain
could infect. We first examined the risk where no alternative pro-
gram followed OPV cessation. The effect of extensive administra-
tion of inactivated vaccine (IPV) following OPV discontinuation
will be discussed later.

DETERMINISTIC EPIDEMIOLOGICAL DYNAMICS
The number of carriers of attenuated virus would decline after
the end of a live vaccination program. Poliovirus is considered to
have been eradicated when the last carrier had recovered. How-
ever, while the number of carriers declines, the number of hosts
immunized by the live vaccine declines also. When the number of
susceptible hosts exceeds a certain threshold, the way is opened
for the spread of a virulent poliovirus. Thus, the risk of outbreak
critically depends on the speed at which carrier numbers, as the
source of virulent mutant virus, decrease, and the speed at which
susceptible hosts increase. Therefore, we need to keep track of
the changes over time of the following demographic variables:
the fraction of susceptible hosts (x), hosts infected with or car-
rying attenuated virus (y), virulent virus infected hosts (v), and
recovered and immune hosts (z), with x + y + v + z = 1. The pop-
ulation size K is kept constant over time. A virulent virus strain can
emerge through mutation in attenuated virus carriers. The proba-
bility of successful eradication, or conversely, the probability of an
outbreak by a virulent virus, can be evaluated by constructing a sto-
chastic process for the change in the number of infected hosts. To
construct the stochastic process, we first derive the corresponding
deterministic dynamics.

Deterministic dynamics before the cessation of OPV
Under the immunization of OPV to newborns the dynamics for x,
y, v, and z are

dx

dt
= −(βay + βv v)x − ux + u(1 − p), (1a)

Frontiers in Microbiology | Virology May 2012 | Volume 3 | Article 178 | 171

http://www.frontiersin.org/Microbiology
http://www.frontiersin.org/Virology
http://www.frontiersin.org/Virology/archive


Sasaki et al. Risk of polio re-emergence

dy

dt
= βaxy − (u + γa)y − μy + up, (1b)

dv

dt
= βv xv − (u + γv )v + μy , (1c)

dz

dt
= γay + γv v − uz , (1d)

where t denotes the time variable in units of weeks, p is the immu-
nization fraction to newborns (the fraction to be immunized times
the seroconversion rate), u denotes both the natural mortality
and the birth rate of the host where we assume that host pop-
ulation is at demographic equilibrium so that the numbers of
births and deaths are balanced, βa and βv are the transmission
rates of attenuated and virulent virus, respectively, 1/γa and 1/γv

are the mean durations of attenuated and virulent virus infection,
respectively, and μ is the mutation rate from attenuated to vir-
ulent virus (Figure 1). As the numbers of births and deaths are
balanced [d(x + y + v + z)/dt = 0 follows from Eq. (1)], the total
population is kept constant (K ), and we can focus on the changes
in the fraction of each class. As z(t ) = 1 − x(t ) − y(t ) − v(t ), we
omit Eq. 1d from the analysis. If μ = 0, the condition for virulent
or wild polio virus being wiped out from the population is that
the immunization fraction p is smaller than the threshold pc:

p > pc =
(

1 − 1

Rv

) (
1 − Ra

Rv

)
, (2)

where Rv = βv/(u + γv) and Ra = βa/(u + γa) are the basic repro-
ductive ratios of virulent and attenuated viruses (see, for example,
Nowak and May, 2000). The threshold immunization fraction pc

necessary for the eradication of virulent viruses is lower than that
without circulation of attenuated viruses (p̃c = 1 − 1/Rv ). Thus
silent circulation of attenuated virus can significantly increase the
efficiency of vaccination. With non-zero mutation rate μ > 0, both
the attenuated and the virulent virus can be maintained in the
population. The fractions of susceptible host x̂ , attenuated virus
infected hosts ŷ , virulent virus infected hosts v̂ (and recovered and
immune hosts ẑ = 1 − x̂ − ŷ − v̂) at endemic equilibrium of

x

susceptible

y

attenuated-virus infected

z

recovered and immune

v

virulent-virus infected

βaxy

βvxv

γay

γvv

μy

u(1 − p) up

FIGURE 1 |The schematic diagram of the epidemiological dynamics. βa

and βv: the transmission rate of attenuated and virulent virus, γa and γv: the
recovery rate of attenuated and virulent virus, μ: the mutation rate from
attenuated to virulent virus, u: the host birth rate (=death rate), p: the
fraction of newborns immunized by OPV. The flows by natural host mortality
are omitted.

dynamics (1) are defined as

ŷ = u

(u + γa)

p{
(1 − Rax̂) + μ̃

} , (3a)

v̂ = u

(u + γv )

p{
(1 − Rax̂) + μ̃

} μ̃

(1 − Rv x̂)
, (3b)

where μ̃ = μ/(u + γa) and x̂ being defined as a positive root of

RaRv x̂3 − (Ra + Rv + RaRv + μ̃Rv )x̂2

+ [
(1 + μ̃) + Ra + (1 − p + μ̃)Rv

]
x̂ − (1 − p)(1 + μ̃) = 0.

(3c)

Figure 2 shows how the equilibrium numbers defined above
depend on the immunization fraction p and the mutation rate μ,
together with the mean number of virulent virus infections per
week, βv x̂ v̂ , under immunization.

As we will see later, the success or failure of global eradica-
tion after the cessation of OPV critically depends on the equi-
librium densities of susceptible, attenuated virus infected, and
virulent virus infected hosts at the time of stopping OPV illus-
trated above. Their parameter dependences are best described if
there was no significant difference in transmission rates and recov-
ery rates between attenuated and virulent polio strains, such that
we can assume β = βa = βv, and γ = γa = γv. This is an impor-
tant special case that is also partly supported from the data (see
later). Substituting βa = βv = β and γa = γv = γ into Eqs 3a–3c
then yields the equilibrium factions under OPV immunization in
symmetric case:

x̂ =
[

R0 + 1 −
√

(R0 − 1)2 + 4pR0

]
/2R0, (4)

and

ŷ = u

(u + γ)

p{
(1 − R0x̂) + μ̃

} ,

v̂ = u

(u + γ)

p{
(1 − R0x̂) + μ̃

} μ̃

(1 − R0x̂)
, (5)

where R0 = β/(u + γ) is the basic reproductive ratio of both
strains. If R0 is sufficiently large (R0 >> 1), the equilibrium
fractions are approximated as

x̂ ≈ 1 − p

R0
,

ŷ ≈ u

u + γ

p

p + μ̃
, (6)

v̂ ≈ u

u + γ

μ̃

p + μ̃
,

which describe well how the equilibrium densities change with the
immunization fraction p and mutation rate μ = (u + γ)μ̃ in the
right panels of Figure 2 (for βa = βv).

Deterministic dynamics after the cessation of OPV
The epidemiological dynamics for x, y and v after stopping
OPV are

dx/dt = −(βay + βv v)x − ux + u,
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A B

C D

E F

G H

FIGURE 2 |The densities in endemic equilibrium under the

immunization fraction p. The number, Kβv x̂ v̂ of hosts newly infected by
virulent virus in a week (top row), the equilibrium number K x̂ of susceptible
hosts (second row), that K ŷ of attenuated virus infected hosts (third row),
and that K v̂ of virulent virus infected hosts (bottom row) are plotted as a
function of immunization fraction p for varying mutation rates μ for the
emergence of virulent virus from an attenuated virus (sold: μ = 0.1, dashed:
μ = 0.01, dot dashed: μ = 0.001). The population size K is 100 million,
βv = 2.5 is the transmission rate of virulent virus. (A,C,E,G)The transmission
rate of attenuated virus is half of that of virulent virus: βa = 1.25. (B,D,F,H) βa

is the same as βv. Other parameters are γa = γv = 0.25, u = 0.00025.

dy/dt = βaxy − (u + γa)y − μy , (7)

dv/dt = βv xv − (u + γv )v + μy ,

where t is now the number of weeks after OPV is stopped
(Figure 3). We assume that the population was in endemic

A

B

FIGURE 3 | Deterministic trajectory after stopping OPV. Deterministic
trajectory of epidemiological dynamics (8) in the text. The fraction x (t ) of
susceptibles (A) and the fraction w (t ) of infecteds (B) are plotted as
functions of the time t = 0 since the cessation of OPV. The dotted line
indicates the threshold host density for outbreak: xc = (u + γ)/β. The initial
fractions x 0 and w 0 at time t = 0 are assumed to be in endemic equilibrium
under OPV immunization to a constant fraction, p, of newborns. The time
t = tc at which the fraction of infecteds is minimized in deterministic
trajectory is indicated, together with time t = ts and t = te defined for the
calculation of the global eradication probability (Eq. 11). Parameters are:
p = 0.7, β = 3.7, γ = 0.18, u = 0.00025.

equilibrium at time t = 0 under a constant fraction p of new-
borns immunized by OPV. As before, if we can assume that the
transmission rates and recovery rates of attenuated and virulent
polio strains are the same:β = βa = βv and γ = γa = γv, the dynam-
ics can be described by only two variables: x (the fraction of
susceptible hosts) and w = y + v (the fraction of hosts infected
by either attenuated or virulent virus),

dx/dt = −βxw − ux + u, (8a)

dw/dt = βxw − (u + γ)w . (8b)

The susceptible density increases with time, while the densi-
ties of attenuated or virulent virus infected hosts decrease with
time as long as t > tc, where tc is the time at which the suscep-
tible density hits the epidemiological threshold: x(tc) = (u + γ)/β
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(see Figure 3). The poliovirus infected density then starts increas-
ing again. The question we ask in the following is whether the
poliovirus goes to extinction around the time t = tc where its den-
sity approaches the minimum. In the following we derive the global
eradication probability of poliovirus by analyzing the stochastic
analog of dynamics (7) for βa < βv or γa > γv, and that of the
dynamics (8) for the special case of βa = βv and γa = γv.

PROBABILITY OF SUCCESSFUL ERADICATION
We then examine the probability of poliovirus eventually being
lost from a population without causing an outbreak. To calcu-
late extinction probabilities, we consider discrete time dynamics
corresponding to (8) with weeks as time units. We assume that
the number of secondary infections from a virulent virus infected
host per week follows the Poisson distribution with mean βKx(t ),
where K is the total population size and x(t ) is the fraction of sus-
ceptible hosts defined as the solution to (8). The probability that
the progeny of a virulent virus strain found in an infected host at
time t eventually goes to extinction by chance before causing an
outbreak is defined as q(t ). We also define 1 − q(t ) as the mar-
ginal risk of outbreak at time t, which is the probability that an
infected host present at time t harbors the viruses whose progeny
will cause outbreaks in the future. If βa = βv = β and γa = γv γ, the
extinction probability q(t ) then satisfies the recursive equation

q(t ) = [
(1 − δ)q(t + 1) + δ

]
exp

[−βKx(t )(1 − q(t + 1))
]

, (9)

where δ = u + γ (see Appendix for the derivation). The extinction
probability q(t ) for arbitrary time t can be determined by solving
(9), with x(t ) obtained from (5) and (8). The boundary condition
for the recursion (9) is chosen at the time at which the fraction
x of susceptibles first approaches a local maximum xe at t = te

(such xe and te exist because susceptible hosts as unvaccinated
newborns should first be boosted after stopping live vaccination
until x exceeds the epidemic threshold xc – see Figure 3):

qe = [
(1 − δ)qe + δ

]
exp

[−βK xe(1 − qe)
]

, (10)

where qe = q(te) is the extinction probability at t = te. In deriving
(10), we used the approximation q(te) ≈ q(te + 1), as the change
in x(t ) is negligibly small around its maximum xe.

The probability of eventual eradication can then be calculated
as follows. We choose a reference time point t = ts before the deter-
ministic trajectory for w reaches its minimum (see Figure 3), at
which the number of infected hosts Kws = Kw(ts) was large enough
so that eradication before that time point could be ignored, but
small enough so that competition between different viral lines
could be ignored. According to extensive Monte Carlo simulations
we found that the stochastic loss of the infecteds may occur only
after their expected number falls below 100 or less. Noting this and
the fact that the competition between viral strains can be ignored
when Kws/K<<1, we chose Kws = 100. The probability of eventual
extinction is then

Pext = q(ts)
K ws , (11)

i.e., poliovirus eventually goes to extinction without causing out-
breaks if and only if all progenies of the viruses present at t = ts

go to extinction. Note that if the total population is subdivided
into mutually isolated communities (e.g., 100 cities each with
one million population), then the probability that none of the
cities experiences the outbreak is given by (11) with K = 100×
one million.

We conducted extensive Monte Carlo simulations of the fully
stochastic process to check the accuracy of formula (11). For the
Monte Carlo simulations, week by week changes in numbers of
susceptibles, attenuated virus infecteds, and virulent virus infect-
eds in population of size K were followed. The changes between
weeks caused by infection, recovery, mutation, and host mortal-
ity were generated by binomial pseudo-random numbers with
the rates given by the dynamics (7). As shown below, the for-
mula (11) for the probability of eventual eradication agreed quite
well with that observed in the Monte Carlo simulations for 1000
independent runs.

EPIDEMIOLOGICAL PARAMETERS
The probability of global eradication depends on epidemiological,
host demographic, and genetic parameters. Thus, estimates of the
recovery rate γ, the transmission rate β, and the mutation rate μ

are critical. All parameters used in the model were scaled in units
of weeks.

Recovery rate γ, or the reciprocal of the mean excretion period.
The mean excretion duration after challenge with 6 logs of Sabin
type 1 virus has been estimated to be 20.4 days for hosts not
previously immunized, 12.3 days for previously IPV-immunized
hosts, and 4.6 days for previously OPV-immunized hosts (Fine
and Carneiro, 1999). Thus, the mean infectious period of a type
1 primary infection is about 3 weeks. While type 2 poliovirus
showed a similar excretion period to type 1, type 3 has a sig-
nificantly longer excretion period (Vaccine Administration Sub-
committee. The Japan Live Poliovaccine Research Commission,
1966). Mean excretion periods are estimated as 20.5, 20.6, and
38.6 days for types 1, 2, and 3, respectively, for TOPV (trivalent
oral polio vaccination; Gelfand et al., 1959). Regarding the risk of
re-emergence, type 3 poliovirus would be the most likely agent to
persist and circulate longest after stopping OPV, and hence cause
outbreaks. Therefore we adopted the excretion period for type
3 in assessing outbreak risk. Thus, we varied the recovery rate
around γa = 0.18/week, corresponding to 5.5 weeks as the mean
excretion period. We assume that the recovery rates are similar
between attenuated (γa) and virulent (γv) polio infections, and
set as γv = 0.18. Indeed, durations of excretion of attenuated type
1 polioviruses showed no significant difference from that of wild
polioviruses (compare Figures 2 and 3 of Alexander et al., 1997).
A constant recovery rate assumed here implies that the infectious
period has the long tail in an exponential distribution. The effect
of tail in the infectious period will be examined later.

Transmission rate β, or the mean number of secondary infections.
While the probability of within-family infection was estimated to
be 0.5 per case (Benyesh-Melnick et al., 1967), we also needed
to evaluate the mean transmission rate to other members of the
community. The mean transmission rate was estimated from the
basic reproductive rate: R0 = β/(u + γ) ≈ β/γ. The basic repro-
ductive ratio of wild polioviruses in England and Wales during
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the pre-vaccination period has been estimated to be R0 = 10–
12 (Anderson and May, 1991). More recent estimates have been
R0 = 10–15 in countries with poor sanitation and hygiene, and R0

less than 10 in countries with good sanitation and hygiene (Fine
and Carneiro, 1999). If we assume γ = 0.18, this gives estimates
of β = 1.8–2.7/week in developing countries. Much higher R0

’s of
more than 20 have been reported by studies of poliomyelitis out-
breaks over the past 20 years (Patriarca et al., 1997). Because of
this large variance in the estimated β, we varied the value rather
widely, from 2 to 6, to evaluate eradication probability.

Mutation rate μ from the attenuated to the virulent virus
Oral polio vaccine produced from Sabin 1 to 3 strains is a highly
attenuated vaccine. It is known that virulent mutants appear after
replication in the human gut after OPV given. Such virulent strains
have caused outbreaks in populations with low OPV coverage in
Haiti, the Dominican Republic, and Egypt, accumulating muta-
tions through human to human transmission (Centers for Disease
Control and Prevention, 2000, 2001). Several nucleotide mutations
responsible for attenuation have ever been reported (Plotkin et al.,
2008). Of them, the critical and unstable attenuating mutations
in 5′-UTR (A480G in Sabin 1, G481A in Sabin 2, and C472U in
Sabin 3) appear initially during viral replication. Dunn et al. (1990)
reported that at least one viral serotype excreted from a susceptible
individual immunized by OPV had mutated completely in 5′-UTR
within 28 days. The average contents of revertants (virulent forms)
from OPV recipients were 28–40% in type 1, 97% in type 2, and
67% in type 3 at 3 weeks after the most recent dose (Laassri et al.,
2006). Similar estimates were reported by Minor et al. (2005) and
Martinez et al. (2004). Thus, the mutation rate from attenuated to
virulent viruses appeared to be high, in the order no smaller than
μ = 0.1/week.

RESULTS
Before proceeding to specific parameter dependences, it should
be noted that the time at which the fraction of susceptible hosts
exceeds the threshold for epidemics is crucial in understanding the
problem. The number of virulent virus infected hosts increases
if the fraction of susceptible hosts is larger than the threshold
xc = (u + γ)/β, which is the reciprocal of the basic reproductive
rate R0 = β/(u + γ), and decreases when x is smaller than xc.
During the initial period, when the fraction of OPV-vaccinated
individuals is large, the fraction of susceptibles is less than the
threshold xc, so that the risk of an outbreak is negligible, even
though considerable numbers of virulent mutants are being gen-
erated at each time step. The number of virus carriers decreases
during the period from the cessation of OPV to time tc at which
the susceptible density exceeds the threshold xc. If the number of
carriers becomes zero around tc, polio will be globally eradicated.
However, if virus survives this “endangered” period around tc, the
infected density increases again and a future outbreak becomes
certain. The following formula (derived in Appendix) provides
an approximate time tc and minimum infected fraction wc as a
function of epidemiological parameters:

tc ≈ Lp/R0, (R0 >> 1), (12a)

K wc ≈ K
D

L
exp

[
− p2

2R0

L

D

]
, (R0 >> 1, L >> D) , (12b)

where D = 1/γ is the mean duration of infection, L = 1/u the life
expectancy of the host, and R0 = β/(u + γ) the basic reproductive
ratio. There is a high probability of global eradication if Kwc is suffi-
ciently smaller than 1; whereas, there is a high-risk of re-emergence
if Kwc is greater than 10. Although assessment of outbreak risk
should be based on the probability of global viral extinction as
discussed below, the above approximate formula gives insights
into the likelihood of re-emergence and parameter dependence
on eradication probability. It also gives an accurate estimate of
the critical time tc at which either global eradication occurs or an
outbreak starts.

PATHS TO EXTINCTION AND PATHS TO OUTBREAK
Figure 3 shows deterministic changes in fraction x of susceptibles
and fraction w = y + v of poliovirus carrying hosts after cessa-
tion of live vaccination. The fraction of susceptibles exceeded the
epidemiological threshold xc around time t = tc(=150) weeks after
live vaccination discontinuation. When the fraction of susceptibles
exceeds the epidemiological threshold, the fraction of infecteds is
at its minimum. The public health objective is to make the num-
ber of infecteds zero around time t = tc. Figure 4 illustrates sample
paths for the stochastic process corresponding to the deterministic
trajectory in Figure 3. In this example, 61 out of 100 independent

A

B

FIGURE 4 | Sample paths for the number of infecteds observed in

Monte Carlo simulations. Sample paths for the number of infecteds
observed in Monte Carlo simulations of the stochastic process
corresponding to dynamics (7). One hundred independent runs are
illustrated by thin lines. Thick broken lines indicate the deterministic
trajectory (A). The histogram shows the distribution for the times at which
viruses went to extinction (B). 38 out of 100 runs never go to extinction, and
cause outbreaks. The parameters are the same as in Figure 3, and K = 108.
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runs led to the global eradication of poliovirus (i.e., the number
of infected hosts hit the absorbing boundary at zero). However, in
the remaining runs, poliovirus escaped extinction around t = tc,
increased again, leading to an outbreak by a virulent strain. The
probability of successful eradication is thus 61% by the parameter
set used in Figure 4.

PARAMETER DEPENDENCE
Figure 5 illustrates how the probability of the failure of global
eradication P fail = 1 − Pext depends on each parameter, which
we discuss in turn below. We set the following values as “stan-
dards,” and varied each of the parameters to see its effect. The
fraction of immunized newborns before t = 0: p = 0.7; transmis-
sion rate of virulent virus: βv = 3.7, that of attenuated virus: either
βa = βv or βa = βv/2; recovery rate: γ = 0.18 (in both viruses);
mutation rate from attenuated to virulent viruses: μ = 0.1; nat-
ural host mortality: u = 0.00025 (all measured in units of weeks),
and total population: K = 100 million. With the chosen values
of β, u, and γ, the basic reproductive rate of polioviruses was
R0 = 20. In Figure 5, lines indicate the eradication probabil-
ity calculated from Eqs 8–11 for βa = βv, the dots indicate the
observed eradication probability for 1000 independent runs of
the stochastic process corresponding to the deterministic model
(7) for βa = βv, and the crosses indicate that for βa = βv/2. We
first discuss the results for βa = βv in Section “The Immuniza-
tion Fraction p Before Stopping OPV, The Recovery Rate γ, The
Transmission Rate β, The Mutation Rate μ From the Attenuated

to Virulent Viruses, and The Total Population Size K ” below, and
discuss the effect of a lower transmission rate of attenuated virus
in 3.2.6.

The immunization fraction p before stopping OPV
The effect of fraction p of OPV-immunized newborns before stop-
ping the live vaccination is illustrated in Figure 5A. While the
probability of failing eradication is low when p is sufficiently high,
it rises drastically around p = 0.7 when p is decreased. For example,
if the immunization fraction is 60% or less before OPV is stopped,
future outbreak by virulent poliovirus is almost certain. There are
two reasons why a lower p before stopping OPV enhances the risk
of future outbreaks: first, it shortens the time for the susceptible
host density to reach the epidemiological threshold, and second,
it increases the initial infected density w0, thereby keeping the
minimum density from extinction.

The recovery rate γ

The success of global eradication greatly depends on the recovery
rate, or its reciprocal, the mean infectious period (Figure 5B). The
higher the recovery rate, the more rapidly the number of poliovirus
carriers decreases after supply by OPV is stopped. It is then pos-
sible to make the expected number of infecteds negligibly small
when the susceptible fraction exceeds the epidemiological thresh-
old. Conversely, by having a longer infectious period (a lower
recovery rate), viruses safely persist over the endangered period
around t = tc. In examples shown in Figure 5B, infectious periods

A B C

D E

FIGURE 5 |The probability of the failure of global eradication as a

function of epidemiological and genetic parameters. Each panel shows
how the probability of failing the global eradication P fail = 1 − P ext depends on
a chosen parameter, where lines show analytical results drawn from P ext

defined in Eq. 11, and dots show Monte Carlo simulation results. Except for
the varying parameter in each panel, the parameters are fixed as p = 0.7,
β = 3.7 (βv = βa = β for dots and lines, and βv = β, βa = β/2 for cross-hatched),

γ = γv = γa = 0.18, m = 0.1, K = 108, and u = 0.00025. Varying parameters are:
(A) fraction p of OPV immunization before its cessation, (B) recovery rate γ,
(C) transmission rate β, (D) mutation rate μ, (E) total population size K. Lines:
the probability of failure obtained from formula (11) in the text (for βv = βa = β),
dots: the proportion of failing eradications in 1000 independent runs of the
Monte Carlo simulation for βv = βa = β, and cross-hatched: that for βv = β,
βa = β/2.
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of 7 weeks or longer are disastrous for eradication. In reality, the
infectious period varies between hosts, such that in hosts with
innate immunodeficiency the infectious period can be typically
longer than 1 year (Hara et al., 1981; Kew et al., 1998). Even a tiny
fraction of such hosts significantly increases the risk of virulent
virus outbreaks, as we show later.

The transmission rate β

The effect of increasing the transmission rate (Figure 5C) is paral-
lel to decreasing the recovery rate described above, and both can be
regarded as having the effect of increasing R0. However, decreasing
the recovery rate affects eradication probability more sensitively
than increasing the transmission rate, as the former contributes to
slowing the decay rate for the number of virus carriers as well as
increasing R0 (see also Eq. 12).

The mutation rate μ from the attenuated to virulent viruses
The eradication probability is insensitive to the mutation rate from
attenuated to virulent viruses for the case of βv = βa (Figure 5D).
If viruses persist during the period around t = tc, it does not mat-
ter which type survived as eventually the virulent virus increases
its relative frequency in the viral population (if βv = βa). Quite
different results follow when the attenuated virus has a lower
transmission rate than the virulent virus (the crosses), where the
probability of failing eradication is maximized for an intermediate
mutation rate.

The total population size K
This has an obvious dependence on the risk of outbreaks. The
larger the population size, the larger the probability that viruses
are not lost during the endangered period, and hence, the larger
the risk of outbreaks. In the example shown in Figure 5E, a popu-
lation of 10 million individuals has a more than 90% of chance for
successful eradication, but communities of 100 and 1000 million
have only 50% and less than 5% chances, respectively, using the
same epidemiological parameters.

The transmission rate βa of attenuated virus smaller than that βv of
virulent virus
In each panel of Figure 5, the probability of failing global erad-
ication when the transmission rate βa of attenuated virus is half
of that of virulent virus βv is plotted as the cross-hatches. In all
cases except for the dependence of mutation rate, a lower transmis-
sion rate of attenuated viruses increases the risk of virulent virus
outbreak after the cessation of OPV. This rather counter-intuitive
results follow from the fact that silent circulation of attenuated
viruses under live vaccination helps increasing the efficiency of
immunization, as we have seen in the comparison between the
threshold immunization fractions with and without silent circu-
lation [see (2)], and the equilibrium densities for βa < βv (left
panels of Figure 2) and for βa = βv (right panels). Decreasing the
transmission rate of attenuated virus increases the density of sus-
ceptibles in the equilibrium population under vaccination, thus
shortening the time until the susceptible density hits the epidemi-
ological threshold after the cessation of OPV (compare Figure 2C
with Figure 2D).

TAIL OF INFECTIOUS PERIOD
A constant recovery rate assumed in the previous sections implies
that the infectious period is exponentially distributed. One may
suspect that an outbreak of vaccine-derived viruses a few years
after the cessation of OPV might be the artifact caused by this
long tail in the infectious period. We found, however, that the
long tail in the infectious period is not necessary for this to hap-
pen – it is the silent circulation of avirulent polio viruses in the
population, commonly observed in nature and occurring in our
model as well, that is responsible for the outbreak that occurs
long after the cessation of OPV. To show this, we conducted
numerical simulations in which we assume that the host recovers
exactly 4 weeks after the infection, i.e., the distribution of infec-
tious period has no tail at all. The infected hosts nevertheless persist
in the population far longer than 4 weeks (the infectious period
of an individual) after stopping OPV, which allows the outbreak
of vaccine-derived strain to occur a few years after the cessation
(Figure 6).

MARGINAL RISK OF OUTBREAK
Figure 7 illustrates change over time in the marginal risk of viruses
found at time t. Marginal risk is defined as 1 − q(t ) – the proba-
bility that an infected host present at time t harbors viruses whose
progeny will cause a future outbreak. Marginal risk is negligibly
small just after t = 0, and rapidly increases with t near t = tc. In
the parameters used in Figure 7, the rate of increase in prob-
ability is the highest around t = 150 when the susceptible host
density exceeds the threshold (see Figure 3). However, the mar-
ginal risk of viruses before this point is by no means negligible as
there is notable probability that progenies of viruses found during
t = 100–150 would later cause an outbreak.

EFFECT OF A HIGH-RISK GROUP
We here examine the case where a small fraction r of hosts has
a recovery rate, γ′, much lower than γ for other hosts. In the
simulation shown in Figure 8, the recovery rate of most individ-
uals was γ = 0.2. Using this value, successful eradication is certain
(other parameters: transmission rate, β = 2.5; natural mortality,
u = 0.00025; immunization fraction before stopping OPV, p = 0.7;
total population, K = 100 million). When we assume only 0.01%
of newborns have a 10-times longer infectious period than other
members, i.e., γ′ = 0.1γ, due to innate (World Health Organiza-
tion, 1989; Fine and Carneiro, 1999), or acquired immunodefi-
ciency, the probability of failure in global eradication rises to 79%
(Figure 8). Thus even a tiny fraction of high-risk group drastically
makes the global eradication difficult.

EFFECTIVENESS OF IPV
What if extensive IPV immunization follows the cessation of OPV?
We assume in this case that all newborns are immunized by inac-
tive vaccine before eventual eradication. The probability of global
eradication is then evaluated in the light of the results obtained so
far by replacing the transmission rates and recovery rates with val-
ues for previously IPV-immunized hosts instead of the values for
susceptible hosts. IPV cannot prevent infection by either attenu-
ated or virulent viruses, although it can reduce disease severity, and
fewer viruses are excreted from IPV-immunized hosts than from
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A B

FIGURE 6 |The effect of tail in the infectious period. (A) The probability
that the host remains infectious after it is infected at time 0. Dotted curve:
the exponential distribution assumed in the previous sections with a
constant recovery rate γ = 0.25/week. Solid curve: the truncated
distribution in which all the hosts recovers exactly 4 weeks after the
infection. (B) The Monte Carlo simulation results assuming the truncated

distribution of the infectious period. The time change in the number of
virus infected hosts since OPV is stopped. Twenty-six out of 100 runs
never go to extinction, and cause outbreaks. The emergence of virulent
virus occurs after 50–60 weeks after the secession of OPV. The parameters
are βa = 2.5, βv = 5, u = 0.00025, p = 0.6, μ = 0.1, and K = 108. The “mean”
infectious period is 4 weeks.

FIGURE 7 | Marginal risk 1 − q(t ) of outbreaks as a function of time t

since OPV cessation. The marginal risk 1 − q(t ) is defined as the
probability that an infected host present at time t harbors viruses whose
progeny will cause outbreaks in the future. p = 0.7, β = 3.7, γ = 0.18,
u = 0.00025, K = 108.

unvaccinated hosts (Henry et al., 1966). IPV vaccination would
therefore reduce the transmission rate and increase the global
eradication probability (see Figure 5C). Also, IPV immunization
reduces the infectious period, again increasing the probability of
successful eradication (Figure 5B). However, these considerations
assume that all hosts are IPV-immunized after the cessation of
OPV. The actual amount of risk reduction by IPV depends on cov-
erage, vaccine efficiency, and host heterogeneity in the excretion
period.

DISCUSSION
The PAHO and WPRO (Regional Office for the Western Pacific)
declared the eradication of poliomyelitis in 1994 and 2000, respec-
tively. Nevertheless, an outbreak of poliomyelitis caused by a type

1 vaccine-derived strain was reported in Haiti and the Dominican
Republic in 2000 (Centers for Disease Control and Prevention,
2000), and an outbreak by a type 2 vaccine-derived strain has
been reported in Egypt (Centers for Disease Control and Preven-
tion, 2001), in Nigeria (Wassilak et al., 2011). It is assumed that
both cases were due to the low rate of vaccine coverage. Although
OPV or IPV immunization have been effective in controlling the
transmission of wild-type strains, cases of re-emergence by wild-
type strains have been reported in several countries (Patriarca
et al., 1997) in which inadequate vaccine potency or a high rate
of unimmunized individuals led to low herd immunity in the
population.

According to a review by Patriarca et al. (1991) rates of sero-
conversion by OPV approached 100% for each serotype in indus-
trialized countries, but were ∼70% for types 1 and 3 in developing
countries. Many studies have demonstrated that interference by
enteroviruses in human gut and other factors in OPV administra-
tion affect the seroconversion rate (Triki et al., 1997). Thus, even if
OPV coverage is as high as 90%, the immunized fraction p in our
model becomes 62%, under the 70% seroconversion rate observed
in developing countries. This should invoke serious concern if we
recall that the reduction in immunization fraction p before cessa-
tion of OPV drastically increases the risk of outbreak, as shown in
Figure 5A).

Our results have specifically shown that a herd immunity level
of less than 60% before the cessation of OPV led to the failure of
poliovirus eradication under typical epidemiological parameters
adopted in this paper. This suggests that maintaining more than
90% OPV coverage is not enough to ensure successful eradication,
and that every effort should be made to increase the seroconver-
sion rate in developing countries. Another important parameter
affecting the probability of eradication is the recovery rate γ esti-
mated from the mean infectious period. Most data concerning
virus excretion rates available from field studies were for the type
1 vaccine strain (Alexander et al., 1997), while much less infor-
mation is available for types 2 and 3. As type 2 and particularly
type 3 have longer excretion periods than type 1, these strains are
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FIGURE 8 |The effect of a high-risk group on global eradication. One in
10,000 (0.01%) of hosts are assumed to be born having a longer excretion
period (lower recovery rate γ′) when infected by virus. Remaining hosts
have the recovery rate γ. γ′ = 0.1γ and γ = 0.2 is assumed and values
p = 0.7, β = 2.5, μ = 0.1, u = 0.00025, K = 108 are used for other
parameters. Without the high-risk group, i.e., when all hosts have the
recovery rate γ = 0.2, global eradication is certain. However, with the
addition of a fraction 0.01% of high-risk group in the population, eradication
fails in 79 out of 100 independent runs, allowing the outbreak of virulent
virus. (A) Sample paths for the number of infecteds for 100 independent
runs. Thick broken lines show the deterministic trajectory. (B) Deterministic
trajectories for the fraction of infected w (t ) when all hosts have the
recovery rate γ (broken line), and when 0.01% of hosts have lower recovery
rate γ′ (solid line).

more likely to persist after cessation of OPV and be the causative
agents of outbreaks. In assessing risk, we varied the recovery rate
in the range γ = 0.1 − 0.25, based on estimates for the excretion
period of type 3 poliovirus, which appears to have the longest
excretion period. Whether this overestimates the risk will eventu-
ally be settled by more accurate estimations of excretion periods.
However, there may not be enough time to allow the necessary
studies, and action may need to taken now assuming the worst
possible scenario.

We have shown that even when the mean infectious period
is far below the fatal level for eradication failure (e.g., less than
7 weeks in the example shown in Figure 5B), the presence of
a tiny fraction of immunodeficient individuals greatly increases

the risk of disease re-emergence. This was because the primary
immunodeficient group acts as a long-term viral reservoir, allow-
ing the virus to persist through the endangered period around
tc (which comes typically 150–200 weeks after the cessation of
OPV). At present, no evidence exists whether secondary immun-
odeficient groups, such as HIV infected patients, could act as
a long-term reservoir of poliovirus, but it is possible. Monitor-
ing virus excretion from such high-risk groups would become
critically important.

Another factor that drastically increases the risk of polio out-
break after the cessation of OPV is lower transmission rate βa of
attenuated viruses than that βv of vaccine-derived virulent viruses,
as we have shown in Figure 5 where the results for βa = βv/2 is
compared with the case βa = βv. If we further reduces the trans-
mission rate of attenuated viruses to βa = βv/4, the risk of outbreak
rises up still more (not shown). This rather unexpected and haz-
ardous dependency comes from the fact that silent circulation of
attenuated viruses under vaccination is beneficial in increasing the
efficiency of herd immunity. The more is the transmission rate of
attenuated viruses, the less is the fraction of hosts that remain sus-
ceptible under a fixed vaccination rate. Reducing the transmission
rate of attenuated viruses thus increases the susceptible density
under vaccination, and hence shortens the time until the suscep-
tible density hits the epidemiological threshold after the cessation
of OPV.

Transmission rates (β) can be estimated from R0, which in turn
have been estimated from the mean host age at infection (Ander-
son and May, 1982; Patriarca et al., 1997; Fine and Carneiro, 1999).
Such surveys indicate that R0 of vaccine-derived poliovirus lies in
the range 5–25, depending on the hygiene levels of the region.
This is well above the threshold R0 = 1 that allows circulation
in susceptible hosts. Eradication probability can be increased by
reducing the transmission rate, i.e., by preventing vaccine-derived
viruses from circulating in the population as much as possible.
Public health attempts to reduce contact with infectious individ-
uals becomes important in reducing the transmission rate β. At
the same time, monitoring the circulation of shed virus in the
healthy human population and environment becomes even more
important after the last round of OPV.

Many studies have shown that immunity by IPV cannot pre-
vent re-infection by poliovirus (Murdin et al., 1996). However,
IPV immunization reduces mean excretion duration by 40% com-
pared to unimmunized cases, thus increasing the recovery rate γ

by 67% (Henry et al., 1966). IPV also reduces the transmission rate
because the number of excreted viruses per unit time also declines.
As a result of the increased γ and decreased β, the probability of
eradication is higher if IPV immunization follows the cessation
of OPV than if no program follows it. Although eradication can-
not be achieved without OPV, IPV should be considered, together
with its high seroconversion rate, as the primary follow-up strat-
egy after OPV cessation to prevent the secondary transmission of
vaccine-derived virus (Ghendon and Robertson, 1994; Sutter et al.,
2000).

Neither escape-mutation by antigenic drift (Nowak and
May, 1991; Nowak et al., 1991; Sasaki, 1994; Haraguchi and
Sasaki, 1997; Sasaki and Haraguchi, 2000) nor the emergence
of vaccine-resistant strains (Anderson and May, 1991; McLean,
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1995) is considered in this paper, though, in our analysis of
IPV immunization, both attenuated and virulent viruses can
be regarded as IPV-resistant strains. The presence of multiple
serotypes in the viral population complicates the eradication strat-
egy (Lipsitch, 1997). The reason we have ignored such factors in
this model of polio eradication is the observation that nucleotide
divergence within the VP1 region, which includes the antigenic
site, is less than 1.4% in vaccine strains, enabling the protec-
tion by OPV or IPV immunization (Matsuura et al., 2000). In
a study using a monoclonal antibody toward a vaccine strain,
substitutions in the VP1 region did affect neutralization (Wiegers
et al., 1989). However, these vaccine-derived strains could still be
neutralized by polyclonal antiserum (Matsuura et al., 2000), or
be prevented under well-maintained herd immunity (Iwai et al.,
2008).

Our model suggests that susceptible host density exceeds the
threshold around the time tc ≈ Lp/R0 after the cessation of OPV
(e.g., tc = 140 weeks when life expectancy L = 1/u = 4000 weeks,
immunization fraction p = 0.7 and basic reproductive ratio
R0 = 20). During the dangerous period around tc, additional
surveillance systems other than normal AFP (acute flaccid paral-
ysis) surveillance should be organized to reduce the risk of
re-emergence:

1. Seroepidemiological surveillance of the seroconversion rate
within a population. For communities with low seroconver-
sion rates, additional immunization by IPV should be offered.
Herd immunity should be maintained at a level over 80%
seroconversion.

2. Surveillance of the environment and of shed virus from the
source of infection. Upon poliovirus isolation, immunization
by IPV is to be administrated to the risk area.

3. Public health administration. A hygiene control program (hand
washing practice, use of disposal diapers, etc.) would contribute
to the reduction in transmission rate β, preventing the virus
from circulating.

4. Monitoring of high-risk groups such as immunodeficient indi-
viduals. It is very difficult to use IPV globally due to eco-
nomic reasons and other administrative difficulties. IPV immu-
nization in restricted regions and in at-risk communities,
together with good surveillance systems and hygiene control
programs,would be more practical tactics to globally extinguish
vaccine-derived viruses.
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APPENDIX
DERIVATION OF EQ. 9
Here we derive Eq. 9 in the text. This is derived by noting that there
may be i infected hosts in the next time step either if an infected
host gives rise to i − 1 secondary infections and itself remains
infected, or if it gives rise to i secondary infections and itself dies
or recovers. Thus

q(t ) = (1 − δ)

∞∑
i=1

λ(t )i−1

(i − 1)! e−λ(t )q(t + 1)i

+ δ

∞∑
i=0

λ(t )i

i! e−λ(t )q(t + 1)i

= [
(1 − δ)q(t + 1) + δ

]
e−λ(t )(1−q(t+1))

×
∞∑

j=0

{
λ(t )q(t + 1)

}j

j! e−λ(t )q(t+1)

= [
(1 − δ)q(t + 1) + δ

]
e−λ(t )(1−q(t+1)) (A1)

with λ(t ) = βKx(t ), which then leads to (9) in the text.

APPROXIMATE TIME AND NUMBER OF INFECTEDS AT THE MINIMUM
POINT
It is useful to obtain an explicit formula for the minimum number
of infecteds and the time at which this number reaches its mini-
mum in the deterministic trajectory. This clarifies the parameter
dependence on the risk of re-emergence. We found the following
approximation useful. We ignore the first term in the right hand of
(8a), because it remains very small during the time interval from
t = 0 to t = tc, to give

x(t ) = 1 − (1 − x0)e−ut , (A2)

(see, for example, Anderson and May, 1991). Integrating (8b) we
have

w(t ) = w0exp

[∫ t

0
[βx(s) − (u + γ)] ds

]
. (A3)

Clearly w(t ) attains the local minimum when t = tc where
βx(t ) = u + γ. Letting

a = β − (u + γ)

u
= k(R0 − 1), b = β(1 − x0)

u
= kR0(1 − x0),

(A4)

with k = (u + γ)/u and R0 = β/(u + γ), we therefore have

tc ≈ 1

u
log

[
b

a

]
= Llog

[
R0(1 − x0)

R0 − 1

]
, (A5a)

wc ≈ w0

(
b

a

)a

ea−b = w0

(
R0(1 − x0)

R0 − 1

)k(R0−1)

exp [R0x0 − 1] ,

(A5b)

where L = 1/u is the life expectancy, and R0 = β/(u + γ) the basic
reproductive rate. We expect a high probability of eradication if
Kwc is sufficiently smaller than 1, and show significant risk of re-
emergence if it is 10 or more. The deviation of wc from the true
minimum is small in logarithmic scale, though it is as large as 50%
in normal scale. However, for the purpose of quickly checking the
likelihood of successful eradication, this formula is useful. If we
assume that x0 and w0 take the values at the endemic equilib-
rium with the vaccination rate p (Eq. 5 in the text), we obtain the
asymptotic formula for large R0:

tc ≈ Lp/R0, (R0 >> 1) , (A6a)

K wc ≈ K
D

L
exp

[
− p2

2R0

L

D

]
, (R0 >> 1, L >> D) , (A6b)

where D = 1/γ is the mean duration of infection.
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