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Robust optimal dispatchingmodel
and a benefit allocation strategy
for rural novel virtual power plants
incorporating biomass waste
energy conversion and carbon
cycle utilization

Liwei Ju1*, Qingqing Zhou1, Miao Pan1, Wanting Wei2, Yi Wang1,
Jie Sun3 and Yushu Pan1

1School of Economics and Management, North China Electric Power University, Beijing, China, 2Beijing
New Energy Smart Internet Technology Co., Ltd., Beijing, China, 3Beijing Key Laboratory of New Energy
and Low-Carbon Development, North China Electric Power University, Beijing, China

To optimize the utilization of rural biomass waste resources (e.g., straw and solid
waste), biomass waste energy conversion (BWEC) and carbon cycle utilization
(CCU) are integrated into a traditional virtual power plant, i.e., a rural BWEC-CCU-
based virtual power plant. Furthermore, a fuzzy robust two-stage dispatching
optimal model for the BWEC-CCU-based virtual power plant is established
considering the non-determinacy from a wind power plant (WPP) and
photovoltaic (PV) power. The scheduling model includes the day-ahead
deterministic dispatching model and real-time uncertainty dispatching model.
Among them, in the day-ahead dispatching phase, the dispatching plan is
formulated with minimum operating cost and carbon emission targets. In the
real-time dispatching phase, the optimal dispatching strategy is formulated aiming
at minimum deviation adjustment cost by applying the Latin hypercube sampling
method. The robust stochastic theory is used to describe the uncertainty. Third, in
order to achieve optimal distribution of multi-agent cooperation benefits, a
benefit distribution strategy based on Nash negotiation is designed considering
the three-dimensional interfering factor of the marginal benefit contribution,
carbon emission contribution, and deviation risk. Finally, a rural distribution
network in Jiangsu province, China, is selected for case analysis, and the
results show that 1) the synergistic optimal effect of BWEC and CCU is
obvious, and the operation cost and deviation adjustment cost could decrease
by 26.21% and 39.78%, respectively. While the capacity ratio of WPP + PV, BWEC,
and CCU is 5:3:2, the dispatching scheme is optimum. 2) This scheduling model
can be used to formulate the optimal scheduling scheme. Compared with the
robust coefficient Γ = 0, when Γ = 1, the WPP and PV output decreased by 15.72%
and 15.12%, and the output of BWEC and CCU increased by 30.7% and 188.19%,
respectively. When Γ∈ (0.3, 0.9), the growth of Γ has the most direct impact on the
dispatching scheme. 3) The proposed benefit equilibrium allocation strategy can
formulate the most reasonable benefit allocation plan. Compared with the
traditional benefit allocation strategy, when the proposed method is used, the
benefit share of the WPP and PV reduces by 5.2%, and the benefit share of a small
hydropower station, BWEC, and CCU increases by 1.7%, 9.7%, and 3.8%,
respectively. Overall, the proposed optimal dispatching and benefit allocation
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strategy could improve the aggregated utilization of rural biomass waste resources
and distributed energy resources while balancing the benefit appeal of different
agents.

KEYWORDS

virtual power plant, robust dispatching, benefit allocation, biomass waste energy, two-
stage optimal

1 Introduction

1.1 Research background

There is a large amount of biomass waste resources in the rural
areas in China, such as straw, waste, and domestic sewage. The total
biomass waste resources in 2021 were 1.2 × 109 tons (Yang et al.,
2022). The traditional extensive utilization method causes great
ecological damage and has low economic efficiency. Biomass waste
energy conversion (BWEC) could improve the environmental
protection and economy of resource utilization, which will
become a new way of utilizing biomass waste resources (Ning
and You, 2019). At the same time, the lower population density
provides abundant space resources for the rural distributed power
generation sources. The rooftop-distributed photovoltaics pilot
program in the whole county (city and district) has already been
carried out in China. It has greatly promoted the development of
rural-distributed photovoltaics (National Energy Administration,
2021). Energy consumption in the agricultural sector is significant,
reaching 20% of the total energy consumption in China (Fu and Niu,
2022). However, because the interconnection foundation is weak
and the interconnection foundation is low, the decentralized energy
resources are hardly directly connected to the power network. To
solve the aforementioned problem, the concept of the virtual power
plant (VPP) is proposed with the development of the advanced
communication technology and software architecture (Daniel and
Juan, 2023). Therefore, how to apply the VPP to realize the
aggregation management of the geographically distributed
resources in rural areas is important.

In 2021, China proposed a “double-carbon” target of “peak
carbon emissions by 2030 and 2060 carbon neutralization” and
launched the national carbon trading market (Zhang et al., 2021).
The deployment of rural energy projects is an effective way to
achieve dual-carbon goals and accelerate agricultural
modernization in rural areas (Fu and Zhou, 2023). Rural areas
have low energy consumption density and strong environmental
bearing space. If the carbon emissions produced by BWEC can be
handled properly, the environmental advantages of rural areas
will be turned into economic benefits (Bokde et al., 2020). In fact,
BWEC mainly includes pyrolysis power generation (PG),
anaerobic biogas (AB), sewage treatment (ST), and biogas to
gas (B2G). During the energy conversion process of biomass
waste, the energy cascade utilization could be realized by
coordinately providing electricity, heating, and gas output.
However, the energy conversion process will also lead to
carbon emission, and the gas-power plant carbon capture
(GPPCC) could be used to capture CO2, which could be
converted into CH4 by the power-to-gas (P2G) conversion (Ju
et al., 2022). Therefore, this study proposes a new concept of a

BWEC-CCU-based VPP (BECU-VPP) for rural areas, which
could control carbon emissions while fully converting and
utilizing rural biomass waste resources.

1.2 Literature review

At present, domestic and foreign scholars have put forward
some research studies on the integration of BWEC and CCU with
the power system. For instance, the combination of BWEC and
combined heating and power (CHP) can solve the problem of
“following the thermal load” of CHP units (Wang and Duan,
2020). Middelhoff et al. (2022 established hybrid concentrated
solar biomass systems for cogeneration. Chen et al. (2022)
studied the mathematical model of energy supply for waste
incineration power plants. On the other hand, CCU is mainly
used to capture CO2 of gas-fired generator sets and convert it
into CH4 for power generation. China’s first GPPCC industrial-
scale demonstration plant has been put into operation in Datang
International Beijing Gaojing Thermal Power Plant successfully
(Panah et al., 2020). Rahimi et al. (2022) proposed a stochastic
optimal dispatching model incorporating a carbon capture power
plant. Budny et al. (2015) proposed a coordinated model for peak
shaving and valley filling through P2G and gas turbines. BWEC and
CCU have been proved to be feasible in urban power systems.
However, the distribution of rural energy resources is significant,
and the traditional network-centralized control mode is difficult to
achieve. It is necessary to perform aggregation control from the
communication level by using a VPP (Cavazzini et al., 2021). This
brings a new challenge of how to integrate BWEC and CCU into the
conventional VPP. Therefore, this study focuses on the optimal
dispatching and benefit equilibrium allocation strategy of the rural
BECU-VPP.

The research of VPP optimal dispatching mainly focuses on how
to deal with uncertain factors and the introduction of specific
optimization methods, such as a wind power plant (WPP),
photovoltaic (PV) power, and load, and construct the optimal
uncertainty dispatching scheme (Ju et al., 2016). Fu (2022)
introduced statistical machine learning (SML) techniques to carry
out multi-scenario-based probabilistic power flow calculations. Cao
et al. (2022) proposed an equivalent mixed-integer linear
programming reformulation method to cope with the original
non-linear partial differential optimization problem for
computational tractability improvements. Generally speaking, the
uncertainty could be handled by the probabilistic planning method
or the robust optimization theory. The former mainly describes
system constraints as chance constraints based on the probability
distribution of the uncertainty variables (Ahmad, 2022). For
example, Tan et al. (2017)and Ahn and Han (2018) described the
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uncertainty risk by using the Latin hypercube sampling method and
stochastic programming approach, respectively. However, this
method depends on the information of probability distribution,
and it is difficult to obtain the probability distribution accurately.
This method depends on the information of probability distribution,
and it is difficult to obtain the probability distribution accurately.
The latter mainly uses the parameter interval to describe the
uncertainty and only requires little parameter information. For
example, Ju et al. (2016) and Kong et al. (2020) discussed the
impact of uncertainty factors on the VPP’s dispatching strategy.
The development of the uncertainty analysis methods has been
promoted as a scheme to satisfy the scheduling requirements.
However, the proposed method can only be used for single-time-
scale uncertainty analysis. In reality, rural BECU-VPP scheduling is
a multi-time-scale optimization problem, dispatching, and real-time
deviation adjustment (Rahimi et al., 2022). Therefore, how to
integrate the robust stochastic optimal methods into multi-time-
scale dispatching is a key issue. This study constructs a robust two-
stage optimal dispatching method by dividing the dispatching phase
into the day-ahead stage and real-time stage.

In addition, the BECU-VPP mainly includes three modules:
BWEC, CCU, and VPP. There are multiple unit agents in each
module, and how to establish the optimal cooperative operation
benefit allocation method is the key premise for the mutual
cooperation of different agents (Li et al., 2022). The existing
research studies mainly use the Shapley value algorithm to carry
out the allocation of cooperation benefits. For example, Sui et al.
(2019)and Voswinkel et al. (2022) applied this concept, and the cost
of congestion management can be shared among grid elements and
the revenue of the building-integrated-photovoltaics community. As
can be seen, the development of the Shapley value method has been
promoted as an available benefit allocation strategy of the virtual
power plant. The aforementioned research mainly measures the
contribution of different agents to incremental costs or benefits from
the perspective of cost or benefit. However, the VPP needs to balance
multidimensional objectives such as economy, environment, and
risk, rather than a single-dimensional benefit allocation problem (Ju
et al., 2019). In fact, from the perspective of the optimal process of
the BECU-VPP, different agents are adjusting their output plans
according to their own operating demands to achieve the overall
optimal goal. This process is similar to the negotiation process, and
the Nash negotiation theory can just reflect the multidimensional
negotiation needs. The aforementioned multidimensional benefit
allocation problem can be solved by applying Nash negotiation to
benefit allocation. Therefore, this study introduces the Nash
negotiation theory to form an operation benefit allocation
strategy combining three factors: marginal benefit contribution,
carbon emission contribution, and deviation risk factor.

1.3 Main contributions and novelty

On the basis of the aforementioned analysis, optimal dispatching
of the rural BECU-VPP has been studied. Most of these studies have
already discussed the feasibility of the integration of BWEC and
CCU with the power system, while existing studies rarely consider
the distribution features of rural energy resources and the weak
interconnection foundation. The aforementioned work has also

made some progress in the optimal dispatching model and
benefit allocation method, especially the application of the
Shapley value on the allocation of cooperation benefits. However,
through the comparison of relevant research results, it is found that
there are some prominent problems in the optimal dispatching of
the rural BECU-VPP, which are as follows:

1 The existing studies have discussed the impact of BWEC and
CCU on urban energy systems. However, the features of rural
energy distribution are significant, and the traditional network-
centralized control mode is difficult to achieve. This brings a new
challenge of how to integrate BWEC and CCU into the
conventional VPP, i.e., the rural BECU-VPP.
2 The existing research is more restricted to optimal scheduling
on a single time scale, although it is proven that robust stochastic
optimal methods can better describe the uncertainty. In fact, the
scheduling of the BECU-VPP is a two-stage decision problem,
and the combination of two-stage optimization and robust
stochastic optimization is the key issue.
3 The optimal scheduling of the BECU-VPP depends on the
cooperative operation of multiple agents. The Shapley value
method can only consider the cost or benefit of a single
dimension and cannot integrate multidimensional influences,
although the method has been validated for cooperative benefit
allocation.

In a word, all the aforementioned analyses prompt us to try to
integrate BWEC and CCU into a traditional VPP. Then, a robust
two-stage optimal dispatching method is developed with embedded
day-ahead deterministic scheduling and real-time uncertainty
scheduling. Then, a cooperation benefit allocation strategy
considering marginal benefit contribution, carbon emission
contribution, and deviation risk factors is prepossessed on the
basis of the Nash negotiation method. The main innovations of
this study are summarized as follows.

• Different from the traditional configuration strategy of the
VPP (Panah et al., 2020; Chen et al., 2022; Middelhoff et al.,
2022), which only discussed the feasibility of BWEC and CCU
in an urban power system, a novel rural BECU-VPP is
designed by integrating BWEC and CCU into a traditional
VPP. BWEC can classify and treat rural biomass waste
resources and provide electricity, heating, and gas output.
CCU includes a GPPCC, P2G, and carbon storage (CS). The
GPPCC captures CO2 produced by BWEC and performs
methanation with H2 produced by P2G to generate CH4.

• Unlike some studies (Budny et al., 2015; Ju et al., 2016; Tan
et al., 2017; Cavazzini et al., 2021; Ahmad, 2022; Cao et al.,
2022; Fu, 2022), which are limited to the uncertainty analysis
of a single time scale, this study discussed the multi-time-scale
optimal scheduling problem and constructs a fuzzy robust
two-stage optimal scheduling model. In the day-ahead
scheduling phase, the dispatching plan is formulated with
minimize operating costs and carbon emissions. In the real-
time dispatching phase, the optimal dispatching strategy is
formulated aiming at the minimum deviation adjustment cost
by applying the Latin hypercube sampling method and the
robust stochastic theory to describe the uncertainty.
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• Compared with previous studies (Ju et al., 2019; Sui et al.,
2019; Wang et al., 2021; Voswinkel et al., 2022), carbon
emission contribution and deviation risk factors are also
introduced into the tradition cooperation benefit allocation.
To achieve the reasonable benefit allocation strategy, this
study proposes a BECU-VPP benefit distribution strategy
based on Nash negotiation considering the contribution of
the marginal income, carbon emission, and deviation risk
factor. The utility functions of risk preference, risk neutrality,
and risk aversion for different types of unit agents are set to
calculate the contribution to the marginal benefit, carbon
emissions, and deviation risk. The comprehensive
negotiation score and the final share of cooperation benefit
obtained by different agents could be obtained.

1.4 Main structure of the paper

The remaining parts of this paper are as follows. Section 2
designs a rural BECU-VPP. Then, Section 3 constructs a fuzzy
robust two-stage optimal scheduling model, including a day-ahead
deterministic dispatching model, real-time uncertainty dispatching
model, and fuzzy robust two-stage dispatching model solution.
Furthermore, Section 4 proposes a benefit equilibrium

distribution strategy based on Nash negotiation considering
marginal income contribution and the deviation risk factor.
Finally, Section 5 selects a rural distribution network in Jiangsu
province, China, as the simulation example. Section 6 emphasizes
the conclusions of the study.

2 Rural BECU-VPP structure and
modeling

2.1 Structure description

This study integrates BWEC and CCU into a conventional VPP,
i.e., a novel rural BECU-VPP, for the abundant biomass waste
resources and decentralized energy resources in rural areas. In
the BWEC module, PG pyrolyzes biomass waste to generate
electricity, AB-ST gasifies biomass waste into biogas, and B2G
converts biogas into natural gas. The VPP module integrates the
WPP and photovoltaic and small hydropower station (SHS). An
electric vehicle-to-grid aggregator (EVA) is set as an agent of rural
electric vehicles, and demand response integrators are set as an agent
of small-scale industrial load, agricultural load, and resident
flexibility load. In the CCU module, the GPPCC captures CO2

emitted by BWEC and converts CO2 to CH4 by P2G and generates

FIGURE 1
Structure diagram of a rural BECU-VPP.
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electricity again. Figure 1 is a schematic structural diagram of a rural
BECU-VPP.

As shown in Figure 1, the BECU-VPP operates in three main
areas, i.e., collecting the operation information of different units in
the physical space, transmitting to the cyber space, and realizing the
system modeling of the BECU-VPP. After system modeling is
completed, according to the input information of different units,
the virtual space introduces a robust two-stage optimal method to
construct a day-ahead deterministic scheduling model and real-time
uncertain dispatching model. Finally, the optimal dispatching
scheme is passed to the multi-agent Nash negotiation-based
benefit equilibrium allocation method, which could be used to
share the cooperative operation benefits of different agents.

2.2 Operation modeling

2.2.1 VPP operation modeling
The VPP mainly includes three parts: distributed power

generation sources, EVA, and flexible response to load demand.
The main modeling is as follows.

2.2.1.1 Distributed power generation sources
Due to uncertain external weather conditions, the output of the

WPP and photovoltaics is uncertain, and how to describe the
uncertainties is important for the dispatching of the VPP. Daniel
and Juan (2023) proved that the Weibull distribution can describe
the natural wind speed, and the Beta distribution can describe the
solar radiation intensity. The output model is constructed as follows:

gWPP,t �
0, vt < vcut−in&vt ≥ vcut−out

v3t − v3cut−in
v3R − v3cut−in

gWPP,R , vcut−in < vt < vR

gWPP,R , vR < vt < vcut−out

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
, (1)

gPV,t � 1 − γT Tair + Tn − 20
800

Rt − Tref( )[ ]ηrefNPVAPVRt. (2)

The power generation of the SHS mainly depends on river
runoff and water head height. If the water supply can be adjusted
when equipping the regulating reservoir, the output model of the
SHS is as follows:

gSHS,t � ηSHS × ρ × Qt × Ht. (3)
According to Eqs 1–3, when the wind speed, solar radiation

intensity, and initial data of the regulating reservoir are known, the
power output of the WPP, PV, and SHS can be calculated at time t.

2.2.1.2 Electric vehicle aggregator
There are a large number of electric tricycles and electric

motorcycles and a small number of electric vehicles in rural
areas. If the electric vehicle is represented by the aggregator and
charge according to the distribution of the net load, it can provide
flexibility adjustment capability. Then, the recursive relationship
between the quantity of electric vehicles connected to the EVA at
time t + 1 and at time t is as follows (Wang et al., 2021):

Nplug
t+1 � Nplug

t −Nleave
t +Narrive

t . (4)

Assuming that electric vehicle types are the same, the electricity
stored in the EVA is calculated as follows:

Et+1 � Et + gch
EVA,tηch − Eleave

t + Earrive
t , (5)

Eleave
t � ∑N

leave
t

n�1
ken

max � Nleave
t e max, (6)

Earrive
t � ke maxNarrive

t − Econs
t . (7)

Eqs 5–7 calculate the stored and released electricity of the EVA
at time t.

2.2.1.3 Flexible load demand response
The flexible load in rural areas mainly comes from resident load,

small industrial load, and agricultural load. There is almost no
adjustable commercial load in rural areas. The response mode of
these flexible loads is shiftable, incentive, cut, etc. For example, the
industrial load is relatively flexible, and the production plan can be
adjusted on the basis of the real-time electricity price to realize load
cut and load incentive. The resident load belongs to the necessary
electricity load, some temperature control load can be shifted, and
some lighting load can be cut. The agricultural load belongs to the
rigid load, and the load shift can only adjust the production working
time or the charging time of the power storage equipment. Table 1
shows the demand response modes for different flexible loads in
rural areas.

According to the demand response modes of the resident load,
small industrial load, and agricultural load given in Table 1, the
demand response of the flexible load in rural areas is modeled
(Huang et al., 2019).

2.2.1.3.1 Small industrial load demand response. Industrial
high-energy load could take part in the optimal scheduling of the
VPP because it has strong flexibility, and the main form includes
interruptible and incentive load.

ΔLi � −ηi,of fαi,of fLi + ηi,onαi,onLi, (8)

ηi,of f , ηi,on[ ] � 1, 0[ ], gRE − LVPP ≥ αi,onLi

0, 1[ ], LVPP − gRE ≥ αi,of fLi.
0, 0[ ], Others

⎧⎪⎨⎪⎩ (9)

Eq. 8 calculates the power output from the small industrial load
demand response including two terms, namely, the power output
from interruptible load and the power output from incentive load.

2.2.1.3.2 Agricultural load demand response. Some
agricultural loads are necessary, and some are shiftable, but they
are difficult to cut. It can only participate in the coordinated control
of the VPP by the shifting load.

ΔLa � ηaαaLa, (10)

ηa � 1, gRE − LVPP − Li > 0
0, LVPP − gRE + Li ≤ 0

{ . (11)

Eq. 9 calculates the power output from the agricultural load
demand response.

2.2.1.3.3 Resident load demand response. Part of the resident
load is the necessary load and part is the shiftable load. There are also
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some interruptible loads, which can only participate in the
coordinated control of the VPP by interruptible and shifting loads.

ΔLr � −ηr,cutαr,cutβr,cutLr + ηr,pyαr,pyLr, (12)

ηr,cut, ηr,py[ ] � −1, 1[ ], LVPP + Li + La − Lr ≥ 0
1, 0[ ], LVPP + Li − Lr < αr,pyLr

0, 0[ ], others

⎧⎪⎨⎪⎩ . (13)

Eq. 12 calculates the power output from resident load demand
response including two terms, namely, the power output from the
interruptible load and the power output from the shiftable load.

2.2.2 BWEC operation modeling
Referring to the literature (Teng et al., 2021), a rural biomass

waste energy conversion system is constructed considering multiple
waste disposal methods. BWEC mainly includes units such as PG,
AB, ST, and B2G. Figure 2 shows the energy conversion system of
rural biomass waste.

According to Figure 2, PG is used to pyrolyze and gasify
biomass waste for generating electricity and heating supply. The
supply and demand balance of electricity load is mainly
considered. Therefore, PG is set to operate in the following
electricity load (FEL) mode.

2.2.2.1 PG operation modeling
Rural biomass waste resources could be input into a pyrolysis

and gasification system for power generation. Under anoxic
conditions, high temperature is used to decompose organic
matter in straw and waste into combustible gases such as
hydrogen and natural gas. Burning at 900–1,000 C makes the
internal combustion engine provide electricity, which includes
the following two steps:

Part 1 is thermal gasification:

Vfuel,t � Mgarbage,tβgarbageβgarbage,R2FηPF. (14)

Part 2 is the gasified gas which generates power:

gPG,t � Vfuel,tLfuelηPG. (15)
Eqs 14, 15 are the operation model of PG including two parts,

namely, pyrolysis gasification and the gasified gas to generate power.

2.2.2.2 AB-ST operation modeling
Biomass waste gas production includes two steps, namely, the

mixing of manure and organic waste to generate biogas and
converting methane into natural gas.

1 Biogas production model for the mixing of manure and organic
waste

Rural organic waste has high carbon content, and manure has
high nitrogen content. If the two factors are combined, the
appropriate C/N ratio can be adjusted for microbial
production and increases the gas yield of anaerobic digestion
(Teng et al., 2021). ST will stand the rural domestic sewage. The
sludge and the organic waste will be mixed and fermented. The
static sewage will be used in B2G and P2G units to generate new
natural gas.

VST,t � gST,tβSTηAB
Msludge,t � VST,tβsludgeρsludge
VBG,t � Msludge,t +Mwet−garbage,t( )βBG

⎧⎪⎪⎨⎪⎪⎩ . (16)

2 Digester model

Heat preservation of biogas digesters needs heating for
maintenance, which consumes heat to ensure the temperature of
biogas digesters.

QBD,t � gBD,tηEQ. (17)

Eqs 16, 17 are the operation models of AB-ST including the
biogas production model for the mixing of manure and organic
waste and the digester.

2.2.2.3 B2G operation modeling
B2G adopts water washing, membrane separation, and other

methods. Desulfurization and decarburization of biogas shall be
carried out to make the biogas (methane content is about 60%) meet

TABLE 1 Rural flexible load demand response modes.

Type Response modes Load characteristics

Shiftable Incentive Cut

Small industrial load √ √ Large electricity demand, flexible distribution, and active response. Electricity cost-sensitive

Agricultural load √ Rigid load, can be shifted, cannot be increased or decreased

Resident load √ √ Necessary load, the time period is relatively fixed, part of the load can be shifted, and part of the load can be cut

FIGURE 2
Structure of an energy conversion system of rural biomass waste.
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the requirements of standard natural gas (methane content >95%) (Teng
et al., 2021).

VNG,t � VBG,tηB2G, (18)
gB2G,t � VNG,tLNGηPG. (19)

Eqs 18, 19 are the operation models of B2G

2.2.3 CCU operation modeling
CCU conducts methanation of CO2 captured by the GPPCC and

H2 generated by P2G to form CH4, which could be used for PG to
generate electricity. Figure 3 shows the operation flowchart of CCU.

As shown inFigure 3, CO2 produced by BWEC could be
captured by the GPPCC and then flow to the carbon storage
equipment, P2G, and atmosphere.

QCO2
GPPCC,t � eCO2 ,tηGPPCC,t gPG,t + gB2G,t( ), (20)

ginput
GPPCC,t � λCO2 ,tQ

CO2
GPPCC,t, (21)

VCH4 ,t � ηP2G,tg
input
P2G,t/HL. (22)

According to Eqs 20, 22, the CH4 produced by the GPPCC and
P2G can be determined, and the process is accompanied by fixed
power consumption:

ginput
CCU,t � ginput

GPPCC,t + ginput
P2G,t + gA, (23)

goutput
CCU,t � VCH4 ,tHLηPG. (24)

Eqs 23, 24 are the input power and output power of CCU at time
t, respectively.

3 Fuzzy robust two-stage optimal
dispatching model for the rural
BECU-VPP

3.1 Two-stage optimal dispatching
framework system

The formulation of the dispatching plan of the BECU-VPP
belongs to pre-dispatching and is also a two-stage optimal

dispatching decision-making problem. Correspondingly, the
scheduling phase is split into two stages, namely, day-ahead stage
and real-time stage. Then, this study proposes a two-stage optimal
dispatching framework system. Figure 4 shows the two-stage
optimal dispatching framework.

As shown in Figure 4, according to the day-ahead forecast
output and real-time output, the optimal scheduling scheme
could be established in two stages:

• Stage 1: Day-ahead deterministic optimal scheduling model:
Considering the total biomass straw, residual waste, organic
waste, and domestic wastewater, the forecasted output of the
WPP and PV is taken as random variables to formulate a day-
ahead optimal scheduling plan with the objective of
minimizing operating costs and carbon emissions by
coordinating different units.

• Stage 2: Real-time uncertainty optimal dispatching model: The
uncertainty variable sets of the WPP and PV are constructed
by scenario sampling. The redundancy of the dispatching
strategy is constrained by the robust coefficient. An
uncertainty optimal dispatching model is proposed by
revising the deviation correction of the day-ahead
scheduling plan, which could establish the optimal
operating scheme.

3.2 Robust two-stage stochastic optimal
dispatching model

In this study, a robust two-stage optimal scheduling model is
established, and the fuzzy satisfaction theory is applied to deal with
different dimension levels of the objective functions in two
dispatching stages.

3.2.1 Stage 1: day-ahead deterministic dispatching
model
3.2.1.1 Objective function

The marginal cost of the WPP and PV output is low, but the
output is highly volatile. To overcome the volatility, the flexible

FIGURE 3
Operation flowchart of CCU.
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output of BWEC and CCU will be dispatched. However, since
BWEC will generate carbon emission, the key problem of the
BECU-VPP is how to balance operating costs and carbon
emissions. Therefore, the objective is to minimize operating costs
and carbon emissions.

1 Minimum operation cost objective

min Fcost
BECU−VPP � ∑T

t�1
CBWEC,t + CVPP,t + CCCU,t + CGrid,t{ }. (25)

Eq. 25 calculates the operation cost Fcost
BECU−VPP of the BECU-

VPP. CGrid,t is the energy interaction cost between the BECU-VPP
and external grid. When CGrid,t is negative, it means the electricity
sales revenue; otherwise, it is the electricity purchase cost.

CBWEC,t �
cgarbageQgarbage,t + ∑

i� PG,ST,B2G{ }
max 0, ci ui,t − ui,t−1( ){ }+

ofuelVfuel,t + oBGVBG,t + oSTgST,t + oNGVNG,t( )
⎧⎪⎨⎪⎩

⎫⎪⎬⎪⎭,

(25a)
CVPP,t � cWPP,tgWPP,t + cPV,tgPV,t + cSHS,tgSHS,t + cEVA,tg

ch
EVA,t, (25b)

CCCU,t � φGPPCC,tg
input
GPPCC,t + φP2G,tg

input
P2G,t. (25c)

Eq. 25 calculates the operation cost of BWEC. Since the EVA
needs time to gather electric vehicles as an agent, it is difficult to
respond instantaneously, so the BWEC-VPP is set to dispatch the
EVA in the day-ahead stage.

2 Minimum carbon emissions objective

min Fcarbon
BECU−VPP � ∑T

t�1
eCO2 gPG,t + gB2G,t + goutput

CCU,t( ) + egridCO2
ggrid,t{

−QP2G,CO2
GPPCC,t − QCS,CO2

GPPCC,t}. (26)

Eq. 26 calculates the carbon emission Fcarbon
BECU−VPP of BECU-VPP

operation.

3.2.1.2 Constraint condition
The BECU-VPP mainly includes three important modules:

BWEC, VPP, and CCU. The dispatching model will face the
constraints including the co-ordination of supply and demand,
operation of different modules, and reserve capacity limitation.

3.2.1.2.1 Supply and demand balance constraints.

gday−ahead
WPP,t + gday−ahead

PV,t + gSHS,t − gch
EVA,t VPP

+ gPG,t + gB2G,t − gST,t BWEC + goutput
CCU,t − ginput

CCU,t CCU + ggrid,t

� Li,t + La,t + Lr,t.

(27)
In Eq. 27, gB2G,t and goutput

CCU,t are the power output by using CH4

generated by B2G and CCU, respectively, for PG.

3.2.1.2.2 VPP module constraints.
The power output of different units in the VPP module cannot

exceed the maximum power output. Similar to electric energy
storage devices, the EVA is regarded as a negative power output
at the charging period, which should satisfy the maximum charging
power and storage capacity constraints.

0≤gch
EVA,t ≤ ∑N

plug
t

n�1
gch,max
n , (27a)

Et ≤ ∑N
plug
t

n�1
en

max, (27b)

FIGURE 4
Two-stage optimal dispatching framework system.
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k1Et
max + Eleave

t ≤ ∑N
plug
t

n�1
en

max. (27c)

Eqs 27a, b, c are the operation constraints of the VPP module
including themaximumcharging power and storage capacity constraints.

3.2.1.2.3 BWEC module operation constraints. The BWEC
module should consider the greatest and smallest power output
restrain of devices such as PG, AB, ST, and B2G. The waste disposal
amount of BWEC cannot exceed the maximum available amount
(Teng et al., 2021). The total PG output is set
as gtotal

PG,t � gPG,t + gB2G,t + goutput
CCU,t .

uPG,tΔ�g−
PG,t ≤gtotal

PG,t − gtotal
PG,t−1 ≤ uPG,tΔ�g+

PG,t, (28a)
Ton
PG,t−1 −Mon

PG( ) uPG,t−1 − uPG,t( )≥ 0, (28b)
Tof f
PG,t−1 −Mof f

PG,t( ) uPG,t − uPG,t−1( )≥ 0. (28c)

Eqs 28a, b, c are the operation constraints of the BEWC module
including constraints of the maximum and minimum power output
and startup and shutdown time.

3.2.1.2.4 CCU module operation constraints. The CCU
module includes the GPPCC, P2G, and CS, and different units
should satisfy the maximum and minimum power output limits. In
terms of CS, the maximum gas storage capacity should also be
considered as follows:

QCO2
GPPCC,t � QCO2 ,P2G

GPPCC,t + QCO2 ,CS
GPPCC,t + QCO2 ,other

GPPCC,t , (29a)
SCS,t � SCS,t−1 + QCO2 ,CS

GPPCC,t − QCO2 ,P2G
CS,t . (29b)

Eqs 29a, b are the operation constraints of the CCU module.

3.2.1.2.5 Reserve capacity constraints. Part of the capacity
space is reserved to handle the uncertainty factors, i.e., the up-
and down-spinning reserve constraints:

gPG
max − gPG,t + gSHS

max − gSHS,t + gch
EVA,t + ΔLDR,t ≥ ρLLt

+ ρupWPPgWPP,t + ρupPVgPV,t, (30a)
gPG,t − gPG

min + gSHS,t − gSHS
min − gch,max

EVA,t − gch
EVA,t( )

− ΔLDR,t ≥ ρdnWPPgWPP,t + ρdnPVgPV,t. (30b)

Eqs 30a, b are the reserve capacity constraints including the up-
spinning reserve constraint and the down-spinning reserve constraint.

3.2.2 Stage 2: real-time uncertainty dispatching
model
3.2.1.1 Uncertainty variable set construction

In this study, the uncertainty variables are described in the form
of uncertainty sets. To obtain the typical output scenarios of the
uncertainty variables, the Latin hypercube sampling method is used
to simulate the maximum fluctuation range of uncertain output
(Wang et al., 2022).

gRE,t � gday−ahead
RE,t + Δgreal−time

RE,t . (31)

Eq. 31 divides the power output into the day-ahead
predicted output and the real-time output deviation. If the
deviation obeys the normal distribution Δgreal−time

RE,t ~ [0, δ2RE,t],

then gRE,t obeys the normal distribution
gRE,t ~ [gday−ahead

RE,t , δ2RE,t]. Then, gRE,i,t and pRE,i,t are the
output and probability, respectively, of scenario i at time t. If
the number of initial sampling scenarios is N, the new energy
unit sampling scenario [gRE,i,t]T×N and scenario probability
[pRE,i,t]T×N of the output can be obtained.

Furthermore, to eliminate the repetition and redundancy of the
sampling scenario, this study introduces the Kantorovich distance
for scenario reduction. The specific definition of the Kantorovich
distance is as follows:

DK Sorigin, Sf inal( ) � inf ∑∑ ηijcT gRE,i,t, gRE,j,t( ): ηij ≥ 0{ },
∑
j�1

~Nηij � pRE,i,t,∑N
i�1
ηij � pRE,j,t, cT gRE,i,t, gRE,j,t( ) � ∑T

t�1
gRE,i,t − gRE,j,t

∣∣∣∣ ∣∣∣∣,∀i,∀j.
(32a)

Eq. 32a defines the Kantorovich distance. Let Scut be the scenario
tree to be deleted; then, the scenario reduction process is as follows
(Wang et al., 2022):

min ∑
j∈J

pRE,i,t min
j ∉ J

cT gRE,i,t, gRE,j,t( ): J ⊂ 1, 2, . . . , ~N{ }, S � N − ~N⎡⎢⎢⎣ ⎤⎥⎥⎦.
(32b)

According to Eq. 32b, the typical scenario of the output can be
obtained, and the maximum fluctuation range Δĝreal−time

RE,t in the
random scenario can be obtained as follows:

Δĝreal−time
RE,t � max gRE,j,t − gRE,t( ), j ⊂ J{ }. (33a)

According to the maximum fluctuation value in Eq. 33a, the
output uncertainty is expressed as the uncertainty set U.

U � gRE ∈ RT×T: ∑T
t�1

gRE,t − gday−ahead
RE,t

∣∣∣∣∣ ∣∣∣∣∣/Δĝreal−time
RE,t ≤ Γ,

gday−ahead
RE,t − ΓΔĝreal−time

RE,t ≤gRE,t ≤g
day−ahead
RE,t + ΓΔĝreal−time

RE,t

⎧⎪⎪⎨⎪⎪⎩
⎫⎪⎪⎬⎪⎪⎭.

(33b)
The gRE represents the vector form of the new energy output

gRE,t. Γ is the uncertainty redundancy of the alternative energy
output, which is used to adjust the conservative degree of the
uncertainty set. When the value of Γ is larger, the new energy
unit output fluctuation is more severe, and the dispatching result is
more robust.

3.2.1.2 Real-time deviation adjustment optimal model
In the real-time phase, the operation plans of BWEC and CCU

need to be modified reasonably, and flexible load demand response
is dispatched tomeet the deviation of the day-ahead scheduling plan.
Therefore, the objective is to minimize the deviation adjustment
cost.

max
U

min
Ω

Fadjust
BECU−VPP

� ∑T
t�1

c+PG,tΔg+
PG,t + c−PG,tΔg−

PG,t( ) + c+B2G,tΔg+
B2G,t + c−B2G,tΔg−

B2G,t( )
+ coutput,+CCU,t Δgoutput,+

CCU,t + coutput,−CCU,t Δgoutput,−
CCU,t( )

+ c+DR,tΔL+
DR,t + c−DR,tΔL−

DR,t( ) + c+Grid,tΔg+
Grid,t + c−DR,tΔg−

Grid,t( )
⎧⎪⎪⎨⎪⎪⎩

⎫⎪⎪⎬⎪⎪⎭. (34)

The maximum in the formula refers to the worst-case scenario
with the largest cost in the uncertainty set. min means the quadratic
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decision variable to minimize the adjustment cost. Fadjust
BECU−VPP

represents the adjustment cost of the BECU-VPP in the real-time
phase. Ω represents the set of decision variables in the real-time
stage.

ΔL+
DR,t � ΔL+

i,t + ΔLtran,+
a,t + ΔLtran,+

r,t , (34a)
ΔL−

DR,t � ΔL−
i,t + ΔLtran,−

a,t + ΔLtran,−
r,t + ΔL−

r,t. (34b)

Eqs 34a, b are the load demand response output at time t.
Based on the real-time deviation of Eq. 34, some constraints

should be modified as follows.

3.2.1.2.1 Deviation adjustment balance constraints.

gRE,t − gday−ahead
WPP,t − gday−ahead

PV,t
ΔgRE,t

+ Δg+
PG,t − Δg−

PG,t + Δg+
B2G,t{

−Δg−
B2G,tΔgBWEC,t + Δgoutput,+

CCU,t − Δgoutput,−
CCU,t ΔgCCU,t

+ Δg+
Grid,t − Δg−

Grid,t gGrid,t}

� ΔL+
DR,t − ΔL−

DR,t. LDR,t (35)

Eq. 35 is the deviation adjustment balance constraints.

3.2.1.2.2 Flexibility load demand response constraints. The
rural flexible load needs to meet the demand of different types of
users and respond to output constraints. Among them, the shiftable
mode requires the same amount of load before and after the shift,
and both the incentive and reduced mode need to be performed
within a certain range; otherwise, the load curve will be more volatile
(Ju et al., 2022).

uDR,tΔLDR,t
min ≤ΔLDR,t ≤ uDR,tΔLDR,t

max, (36a)
ΔLDR,t

min ≤ΔLDR,t − ΔLDR,t−1 ≤ΔLDR,t
max, (36b)

u+
DR,t + u−

DR,t ≤ 1, (36c)

∑T
t�1
u+
DR,t ΔL+

DR,t

∣∣∣∣ ∣∣∣∣ +∑T
t�1
u−
DR,t ΔL−

DR,t

∣∣∣∣ ∣∣∣∣≤∑T
t�1
ηDR Li,t + La,t + Lr,t( ). (37)

Eqs 36a, 37 are the flexibility load demand response constraints.

3.2.1.2.3 BWEC module operation constraints. In the real-
time dispatching stage, PG in the BWEC module will adjust the
power output, including three channels: self-adjustment, originating
from B2G, and originating from P2G. We set the total output of PG
in the real-time stage as ~gtotal

PG,t, and then, the following constraints
need to be satisfied:

~gtotal
PG,t � gPG,t + gB2G,t + goutput

CCU,t + Δg+
PG,t − Δg−

PG,t + Δg+
B2G,t − Δg−

B2G,t

+ Δgoutput,+
CCU,t − Δgoutput,−

CCU,t ,

(38a)
uPG,tΔ�g−

PG,t ≤ ~gtotal
PG,t − ~gtotal

PG,t−1 ≤ uPG,tΔ�g+
PG,t. (38b)

Eqs 38a, b are the BWEC module operation constraints.

3.2.1.2.4 CCU module operation constraints. For the CCU
module, P2G converts CO2 to CH4 for PG to generate electricity.
However, P2G itself has power limitations. When adjusting the

power, the maximum and minimum power constraints must be
satisfied.

goutput,
CCU,t + Δgoutput,+

CCU,t ≤Δgoutput,max
CCU,t , (39a)

Δgoutput
CCU,t − Δgoutput,−

CCU,t ≥ 0. (39b)

Eqs 39a, b are the CCU module operation constraints.

3.2.3 Fuzzy robust two-stage dispatching model
Since the dispatching model has two objectives of minimizing

operating costs and minimizing carbon emissions, the real-time
dispatching model has a deviation adjustment cost minimum
target. The carbon emission objective makes the dimension
level of the two-stage objective function different. Three
objective functions should be considered, so a robust two-stage
optimal dispatching model is constructed. The first-stage and
second-stage objective functions are processed by the
descending semi-gradient membership function in the fuzzy
satisfaction theory, and a fuzzy robust two-stage optimal
dispatching model is constructed.

First, a single-objective optimal calculation for Fcost
BECU−VPP and

Fcarbon
BECU−VPP is carried out. The minimum value Fcost,min

BECU−VPP and
maximum value Fcost,max

BECU−VPP of the BECU-VPP operating cost are
obtained, and the minimum value Fcarbon,min

BECU−VPP and maximum value
Fcarbon,max
BECU−VPP of carbon emission are obtained. Fuzzy processing of

Fcost
BECU−VPP and Fcarbon

BECU−VPP is performed as follows:

f1 �

0, Fcost
BECU−VPP ≥F

cost,max
BECU−VPP

Fcost,max
BECU−VPP − Fcost

BECU−VPP
Fcost,max
BECU−VPP − Fcost,min

BECU−VPP
, Fcost,min

BECU−VPP <Fcost
BECU−VPP <Fcost,max

BECU−VPP,

1, Fcost
BECU−VPP ≤F

cost,min
BECU−VPP

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
(40a)

f2 �

0, Fcarbon
BECU−VPP ≥Fcarbon,max

BECU−VPP

Fcarbon,max
BECU−VPP − Fcarbon

BECU−VPP
Fcarbon,max
BECU−VPP − Fcarbon,min

BECU−VPP
, Fcarbon,min

BECU−VPP <Fcarbon
BECU−VPP <Fcarbon,max

BECU−VPP.

1, Fcarbon
BECU−VPP ≤Fcarbon,min

BECU−VPP

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
(40b)

Fcost,min
BECU−VPP and Fcost,max

BECU−VPP represent the minimum and
maximum operation cost, respectively. Fcarbon,min

BECU−VPP and Fcarbon,max
BECU−VPP

are the minimum and maximum carbon emission, respectively.
Then, in order to determine the minimum and maximum values

of the second-stage deviation adjustment cost target, the robust
coefficient Γ is set to be 0 and 1, respectively, to obtain Fadjust,max

BECU−VPP
and Fadjust,min

BECU−VPP. Then, fuzzy processing of F
adjust
BECU−VPP is performed as

follows:

f3 �

0, Fadjust
BECU−VPP ≥F

adjust,max
BECU−VPP

Fadjust,max
BECU−VPP − Fadjust

BECU−VPP
Fadjust,max
BECU−VPP − Fadjust,min

BECU−VPP
, Fadjust,min

BECU−VPP <Fadjust
BECU−VPP <Fcost,max

BECU−VPP,

1, Fadjust
BECU−VPP ≤F

adjust,min
BECU−VPP

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
(41)

where Fadjust,min
BECU−VPP and Fadjust,max

BECU−VPP are the minimum and maximum
deviation adjustment cost.
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According to Formulas 40a, b, 41, the deterministic dispatching
model in stage 1 and the real-time uncertainty dispatching model in
stage 2 can be converted into a fuzzy robust two-stage optimal
dispatching model.

min λ1f1 + λ2f2( )
main

+max
U

min
Ω

f3 sub s.t.
Eq. 26( ) − 30b( )
Eq. 35( ) − 39b( )
λ1 + λ2 � 1

⎧⎪⎨⎪⎩ ,

(42)
where λ1 and λ2 are the weight coefficients of f1 and f2, respectively. If
equally important, the initial value can be set to 0.5. According to
Formula 42, the BECU-VPP fuzzy robust two-stage optimal
dispatching scheme is formulated.

3.3 Fuzzy robust two-stage dispatching
model solution method

The proposed robust two-stage optimal dispatching model is a
min–max–min three-layer optimal form. The existing commercial
solvers cannot be solved directly. The common solution paths
include the Benders decomposition method and the C&CG
algorithm. Chen et al. (2019) confirmed that the C&CG
algorithm has higher solution efficiency than the Benders
decomposition method. To explain the solution process, Eq. 43 is
rewritten as follows:

min
x1∈Ω1

c1( )Tx1 + max
gRE,t∈U

bTg2RE + min
x2∈Ω2

c2( )Tx2( )

s.t.

Ω1 � x1 |Ax1 ≤ a{ }

U � gRE ∈ RT×T: ∑T
t�1

gRE,t − gday−ahead
RE,t

∣∣∣∣∣ ∣∣∣∣∣/Δĝreal−time
RE,t ≤ Γ,

gday−ahead
RE,t − Δĝreal−time

RE,t ≤gRE,t ≤gday−ahead
RE,t + Δĝreal−time

RE,t

⎧⎪⎪⎨⎪⎪⎩
⎫⎪⎪⎬⎪⎪⎭,

Ω2 � x2 |Dx2 ≤ Ex1 + Fg1RE + d{ }

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
(43)

where x1 is the decision variable of the first stage, including
gday−ahead
WPP,t , gday−ahead

PV,t , gSHS,t, gBWEC,t, gCCU,t, and uPG,t. x2 is the
decision variable of the second stage, including Δg+

PG,t, Δg−
PG,t,

Δg+
B2G,t, Δg−

B2G,t, u+DR,t, and u−DR,t. g1RE and g2RE represent the
available output of new energy in the first and second stages,
respectively. c1, b, c2, A, a, D, E, F, and d are constant matrices
corresponding to the objective function and constraints.

According to Eq. 43, the main problem includes the first stage
model and subproblems to find the output constraints of new energy
units in the worst scenario. The main problem in the i-th iteration
process is as follows:

min
x1∈Ω1

c1( )Tx1 + η

s.t.

x1 ≤ a
η≥ bTg2*

RE,k + c2( )Tx2,k
Dx2,k ≤ Ex1 + Fg1RE + d
0≤ k≤ i − 1

⎧⎪⎪⎪⎨⎪⎪⎪⎩ ,
(43a)

where g2*
RE,k is the new energy output in the worst-case scenario

solved by the lower-level problem. x2,k is a new optimal variable
for the main problem. η is the value of the second stage to be
optimized.

The inner minimization problem can be transformed into a
maximization problem. The i-th iteration subproblem model after
transformation is

max bTg2RE + Ex1,i + Fg1RE + d( )Tφ( )
s.t.

Dφ≤ c2
φ≤ 0{ , (43b)

where φ is the dual variable of the second-stage constraint condition.
It should be noted that the available output of new energy is
introduced in the second-stage model, which ensures the
feasibility of the subproblem.

According to Eq. 43, the main and subproblems are solved by the
C&CG algorithm as follows:

Step 1. An initial variable is established, and an initial value is
assigned. The number of iterations i = 1, the upper bound
UB → +∞, and the lower bound LB → +∞ of the objective
function, and the convergence judgment coefficient ε is set,
where ε is a sufficiently small value greater than 0.

Step 2. Major problems are solved. The main problem is solved
according to Eq. 43a, the objective function value Vi of the main
problem, control variable x1,i, is obtained, and the lower bound of
the objective function is updated to LB � Vi.

Step 3. The subproblems are solved according to Eq. 43b, and the
objective function value fi and the worst operating scenario value
g2*
RE,k are obtained. The constraints in Eq. 43aare returned to the

main problem of Eq. 43.

Step 4. The convergence is deteremined. If (UB − LB)/LB ≤ ε, the
problem converges, the iteration is stopped, and the objective
function value is UB. Otherwise, the iteration is continued, i =
i +1, and step 2is repeated.

4 Multi-agent benefit equilibrium
allocation model for the rural
BECU-VPP

This section mainly adopts the Nash negotiation model,
combining the marginal contribution rate, carbon emission
contribution rate, and deviation risk coefficient to form a
final negotiation strategy-based operational benefit allocation
method, and draws a flowchart for solving the solution by
combining the two-stage scheduling method and the benefit
allocation method.

4.1 Nash negotiation theory

For the general Nash negotiation problem, with the four
postulates, it is noted that the solution x*i that maximizes the
generalized Nash product is the Nash equilibrium solution of the
problem (Qin et al., 2019).
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x*
i � argmax

xi
∏
i ∈ S

Ui xi( ) − Ui xi,min( )( )αi . (44)

xi ∈ (0, 1) is the benefit allocation coefficient of the negotiating
participant i, and it is a decision variable. argmax is the variable value
when the objective function takes the maximum value. S is the
cooperative alliance formed by each negotiator. Ui(·) is the utility
function of negotiation. αi is the negotiating power of negotiator i,
which needs to satisfy αi > 0 and ∑

i∈S
αi � 1. xi,min is the initial

negotiation point of negotiator i.
Considering when the EVA and DR participate in the dispatching

of the VPP, the BECU-VPP will give subsidy benefits according to their
power output. If it does not participate in dispatching and cannot obtain
subsidies, it already belongs to the beneficiary, and there is no need to
reallocate excess benefits when benefiting allocation. According to Eq.
44, the WPP, PV, SHS, BWEC, and CCU are regarded as different
negotiators. At this time, three key parameters need to be considered:
setting the initial negotiation point for different units, selecting the
benefit function, and determining the negotiation power.

4.2 Utility function of cooperation agents

The selection of the utility function reflects the policymaker’s
preference for benefit, which has the dual characteristics of being
subjective and objective, and can also reflect the policymaker’s risk
attitude. After normalizing the utility function, the definition
domain and the value domain are in (0, 1) and monotonically
increasing. This study chooses the exponential function and
logarithmic function based on a natural logarithm to construct
the utility function model as follows.

4.3 Multi-agent benefit equilibrium
allocation strategy

4.3.1 Initial negotiation point
The negotiation starting point is that different unit agents

participate in cooperative operation, expecting to obtain the
minimum benefit allocation coefficient. If the benefit allocation
coefficient obtained by a negotiator is lower than the minimum
benefit allocation coefficient, the negotiation breaks down and
cooperation cannot be realized. So, this study sets the negotiation
starting power calculation as follows:

αinitial
i � v i{ }( )/v S( ). (45)

αinitiali is the initial negotiation point. v( i{ }) is the characteristic
function of the independent operation of the negotiating participant
i. As far as the BECU-VPP is concerned, the operation costs and
deviation adjustment costs of different unit equipment are mainly
considered to construct v( i{ }) and v(S), where v( i{ }) is mainly
adjusted according to the operating states and deviations of different
unit equipment in Eqs 25a-25c and Eq. 34. Taking BWEC for
example, the feature function is constructed as follows:

minCBWEC,t +max
U

× min
Ω

c+PG,tΔg+
PG,t + c−PG,tΔg−

PG,t( ) + c+B2G,tΔg+
B2G,t + c−B2G,tΔg−

B2G,t( ){ }. (46)

According to Eqs 45, 46, it can be established that the different
units of the BECU-VPP can be used as the negotiation starting point
among the negotiating participants in the cooperative operation.
According to the utility characteristics of the cooperative operation,
the cooperative negotiation is carried out.

4.3.2 Negotiation power
From the form of the Nash equilibrium solution, negotiating

power is a key factor in deciding the benefit allocation coefficient of
each participant. This study quantifies the indicator from three
perspectives: marginal contribution, carbon emission contribution,
and deviation risk factor.

4.3.2.1 Marginal benefit contribution.
Theminimum operation cost of the BECU-VPP is realized when

different agents are in the cooperation operation mode. However, a
game relationship between different agents exists, and the Shapley
value is used to represent this relevance and establish the
contribution of marginal cost (Ju et al., 2022):

Bi � ∑
S∈M

S| | − 1( )! M − S| |( )!
M!

R S( ) − R S − i{ }( )[ ], (47a)

bi � Bi/ ∑
i∈M

Bi. (47b)

Bi represents the benefit contribution factor of unit i. S
represents the alliance formed by each unit. R(S − i{ }) represents
the benefit after removing member i from S. (|S|−1)!(M−|S|)!

M! represents
the weighting factor of S. bi is the marginal contribution. M
represents all collaborators.

4.3.2.2 Carbon emission contribution
TheWPP and PV have zero-carbon properties, CCU is the agent

of carbon reduction, and BWEC is the agent of carbon emission.

Fi � ∑
S

S| | − 1( )! M − S| |( )!
M!

−Fcarbon
BECUW−VPP S( ) + Fcarbon

BECUW−VPP S − i{ }( )[ ],
(48a)

ϕi � Fi/∑
i∈S

Fi. (48b)

Fi represents the carbon emissions after unit i is distributed.
Fcarbon
GPW−VPP(S − i{ }) is the carbon emissions after removing unit i

from S. ϕi represents the contribution of carbon emissions.

4.3.2.3 Deviation risk factor
Output uncertainty of the WPP and PV brings deviation

adjustment cost to the real-time dispatch. This study calculates
the deviation costs of the WPP and PV and the benefits (negative
costs) of BWEC and CCU. Taking the ratio of different units’
deviation adjustment cost to the total deviation adjustment cost
as the deviation risk factor,

ri � Fadjust
BECU−VPP i{ }

∑
i∈S
Fadjust
BECU−VPP i{ }. (49)

ri is the deviation risk factor. Fadjust
BECU−VPP i{ } is the deviation

adjustment cost of negotiator i.
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4.3.3 Comprehensive negotiation score
According to Eqs 47a, b, 48a, b, 49, the indicators of different

unit agents participating in negotiation are obtained. The
comprehensive negotiation score of different units participating
in the negotiation is calculated as follows:

αf inali � ρ1bi + ρ2ϕi + ρ3ri. (50)
αf inali is the comprehensive negotiation score. ρ1, ρ2, and ρ3 are

the weight coefficients of marginal contribution, carbon emission
contribution, and deviation risk factor, respectively. Furthermore,
according to Eqs 43, a, b, 44, 45, 46, 47a, b, 48a, b, 49, 50, the benefits
of different unit agents participating in cooperative operation are
obtained. Figure 5 shows the solution flowchart of the two-stage
dispatching and benefit allocation method.

5 Case analysis

5.1 Basic data

In this study, a rural distribution network in Jiangsu province,
China, is selected as the test system. Nodes 7, 30, and 20 access 6 ×

1 MW WPP, 4×1MWPV, 2 × 1 MW SHS. Node 4 accesses a 4 MW
PG with an average daily waste treatment capacity of 40 tons, a
0.5 MW ST with an average daily sewage treatment capacity of
900 m3, and a biogas generation capacity of 12 m3. Nodes 17 and
33 have access to the EVA. The rated power of the EV is 0.15 kW, the
quantity of the EVA aggregating EV is 1,000, and the capacity of the
battery of one electric vehicle is 3 kW·h. Nodes 23, 24, and 25 access
small industrial load, agricultural load, and resident load. At the
same time, node 31 accesses a 3 MW GPPCC, 15 t CS, and 1.5 MW
P2G. The conversion efficiency of power to energy is 60%. Figure 6
shows the improved distribution network node diagram.

In the process of rural waste energy utilization, the waste-to-
energy subsidy is 0.25¥/kW·h, the waste treatment fee is 20¥/ton,
and the sewage treatment fee is 0.5¥/ton. Among them, the per
capita daily domestic sewage volume is 90 kg, residual waste is
0.4 kg, and kitchen waste is 0.6 kg, while the average daily sewage
volume of human feces in the sewage is 0.5 kg, the daily urine
volume is 1 kg, and the moisture content is 80% and 96%,
respectively. Referring to Teng et al. (2021), Table 2 demonstrate
the BWEC equipment operating parameters.

The shape parameter is set as φ � 2, proportion parameters
ϑ � 2�v/

''
π

√
, and the photovoltaic radiation intensity distribution

FIGURE 5
Solution flowchart of the two-stage dispatching and benefit allocation method.
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parameters a and b are set to 0.3 and 8.54, respectively (Ju et al.,
2022). The output scenes of WPP and PV are sampled according to
Eqs 31, 32a, b. The scenario with the highest probability result of the
day-ahead output is selected, and the scenario with the highest
volatility is chosen as the real-time output result. The maximum
electricity loads are 4.6, 3.5, and 2.5 MW of the small industrial load,
agricultural load, and resident load, respectively. Figure 7 represents
the available output of the WPP, PV, and demand distribution of
three types of load on a typical load day.

The parameters of demand response are set referring to the work
of Qin et al. (2019). The load fluctuation range, the maximum cut,
and incentive load should be lower than 10%, 5%, and 5% of the
original load, respectively. Table 3 shows the DR’s parameters of
different types of flexible loads.

The power consumption price of the GPPCC and P2G is set to
130¥/MWh, gA = 3 MW, eCO2 ,t = 0.15 t/MWh, λCO2 ,t = 0.05 MWh/t,
ηGPPCC,t = 0.9, ηP2G,t = 0.9, and ginput

P2G,t = 2 MW. The EVA charging
price is 250 ¥/kW h. In the real-time stage, the price of PG adjusting
the upper and lower output is 250 ¥/MW·h and 450 ¥/MW·h,
respectively. The cost of grid adding and reducing electricity is
550 ¥/MW·h and 250 ¥/MW·h. The initial Γ is set as 0.5, and the
reserve coefficients are 0.03.

Based on the aforementioned data, the improvement effect of
BWEC and CCU on VPP operation is compared and analyzed, and
the four simulation cases are set as follows:

Case 1. Basic case: The VPP dispatches without BWEC and CCU.
This case mainly considers the WPP, PV, SHS, EVA, and flexible
load DR. An operating optimal strategy for the VPP is established as
a comparison case.

Case 2. BWEC case: The VPP is dispatched with BWEC. This case
integrates BWEC into the VPP. The impact of biomass waste energy
on VPP operation is analyzed, especially when PG can provide new
regulatory output for the WPP and PV.

Case 3. CCU case: The VPP is dispatched with CCU. This case
integrates CCU into the VPP. Since the H2 generated by CCU
through P2G cannot be converted into electricity, it can only be sold
to obtain economic returns from the external gas network.

Case 4. Comprehensive case: The VPP is dispatched with BWEC
and CCU. This case integrates BWEC and CCU into the VPP. The
electric–carbon–electricity synergistic optimal effect is analyzed
between BWEC and CCU.

Finally, according to the aforementioned four cases, the
optimization of day-ahead deterministic dispatching and
real-time uncertain dispatching is carried out, and the fuzzy
robust two-stage dispatching model is solved to obtain the
optimal dispatching results of the four cases. Through
comparative analysis, the contribution of different agents is
established to cooperative operating benefits, and the benefit
equilibrium allocation of a multi-agent is carried out based on
Nash negotiation to formulate a reasonable benefit allocation
strategy.

5.2 Case results

5.2.1 Validation
This section applies the robust two-stage optimization theory to

the optimal scheduling of the BECU-VPP. Table 4 shows the
optimized scheduling results of the BECU-VPP.

According to Table 4, in the day-ahead stage, BWEC and SHS
dispatch more because their marginal cost is lower than new

FIGURE 6
Improved distribution network node diagram.

TABLE 2 BWEC equipment operating parameters.

Parameter Value Parameter Value Parameter Value

βgarbage 0.78 ηPF 0.95 ηBD 0.86

βgarbage,R2F 0.9 ηPG 0.94 ηEQ 0.54

βST 0.68 ηloss 0.05 θ1 0.85

βsludge 0.32 ηh 0.85 θ2 0.84

ρsludge 0.48 ηAB 0.52 α1 0.45

βBG 0.84 ηB2G 0.45 α2 0.48
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energy units. However, BWEC will generate carbon emissions, and
CCU is dispatched more for carbon conversion. When the
minimum carbon emission is the objective, the power output of
the WPP and PV is higher. When the two objectives are considered
comprehensively, the dispatch cost and carbon emissions are
increased by 9.56% and 16.85%, compared with the worst
values. It shows that the comprehensive dispatching scheme can
better balance operation costs and carbon emissions. Furthermore,
when there is a deviation in the real-time power output of the WPP
and PV, BWEC and CCU will adjust the day-ahead output plan,
and DR is also dispatched to provide flexible output. Figure 8

shows the two-stage optimal dispatching scheme of the
BECU-VPP.

According to Figure 8, in the day-ahead period, the WPP, PV,
SHS, and BWEC are the main power resources, and CCU converts
CO2 into CH4 by using part of the abandoned power output during
the trough period, and converts CH4 into power output during part
of the peak period. In the real-time stage, DR is dispatched to
provide negative output in the low period and positive output in the
peak period. At 0:00–8:00, CCU converts more CO2 generated by
BWEC into CH4 for power generation. At 11:00–15:00 and 19:
00–21:00, since BWEC is already dispatched at full power, CCU
converts more stored CO2 into CH4 for power generation. In
general, the two-stage dispatching module of the BECU-VPP
formulates a dispatching plan that satisfies the real-time power
supply and demand balance. Figure 9 shows DR schemes for
different types of users’ load.

On the basis of Figure 9, during the periods of 0:00–6:00 and 22:
00–24:00, DR is dispatched to provide positive output. During the
period of 7:00–21:00, DR is dispatched to provide negative output.
Specifically, the small industrial loads mainly increase load demand
and generate negative output at 0:00–5:00, 16:00–19:00, and 22:
00–24:00, and cut load demand at 7:00–15:00. The agricultural load
shifts the production load from 7:00–18:00 to 5:00–6:00 and 19:
00–22:00. The resident load shifts part of the load from 18:00–22:

FIGURE 7
Available output of the WPP and PV and the demand distribution of load on a typical load day.

TABLE 3 Parameters of distinct kinds of flexible loads’ DR.

Small industrial
load

αi,on αi,off ci,on ci,off — Li/MW

Value 0.2 0.2 200 400 — 4.6

Agricultural load αa ηa ca — — La/MW

Value 0.3 0.2 300 — — 3.5

Resident load αr,py αr,cut βr,cut cr,cut cr,py Lr/MW

Value 0.4 0.4 0.2 200 250 2.5

TABLE 4 Optimal scheduling results of the BECU-VPP at different stages.

Objective VPP/MW·h BWEC/
MW·h

CCU/
MW·h

Grid/
MW·h

Objective value/¥, ton, ¥

WPP PV SHS EVA DR Fcost
BECU−VPP Fcarbon

BECU−VPP Fadjust
BECU−VPP

Day-ahead
stage

f1 78.54 22.38 30.12 −3 — 52.4 6.38 0.52 17,245.15 44.54 —

f2 94.58 26.58 26.33 −2 — 38.52 2.48 0.84 19,995.80 32.74 —

f1
+ f2

86.33 24.38 28.89 −2.65 — 44.09 4.8 0.75 18,050.25 37.48 —

Real-time
stage

f3 68.13 22.74 29.83 −3 (−2.8,2.4) 61.72 7.14 1.2 21,916.35 52.46 9,325.50
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00 to 0:00–04:00, and part of the load is cut. In general, different
types of loads generate demand response output through shifting,
cutting, and incenting. Figure 10 shows the power distribution of
BWEC and CO2 flow in the BECU-VPP dispatching scheme.

According to Figure 10, in terms of BWEC output distribution,
BWEC is dispatched to provide more output, and PG is in a full state
from 6:00–19:00, which is significantly higher than the previous
output plan. AB-ST and B2G generate more natural gas at 0:00–5:
00 and use it for power generation to balance the output volatility of
the WPP and PV. As far as CO2 flow in CCU is concerned, the
GPPCC captures and stores the CO2 generated by BWEC during the
trough period and some normal periods. During peak hours, P2G
converts CO2 into CH4. Table 5 shows the optimal scheduling
results under different robust coefficients.

According to Table 5, with the increase of Γ, the acceptable
uncertainty redundancy of the BECU-VPP dispatching scheme
decreases gradually, making it difficult to deal with the
uncertainty risks. Compared with Γ = 0, when Γ = 1, the electric

power generation of the WPP and photovoltaics decreased by
15.72% and 15.12%, respectively, while the power output of
BWEC increased by 30.7%. This also increases the power output
of CCU by 188.19%, indicating that Γ has a direct impact on the
BECU-VPP and will constrain the scale of the WPP and
photovoltaic grid connection. When Γ∈ (0.3, 0.9), the electric
power generation of the WPP and photovoltaics drops
significantly, indicating that the growth of Γ has the most direct
impact on the scheduling scheme. When Γ > 0.9 or Γ < 0.3, the
changes in power output are not obvious, indicating that the change
in Γ has little effect on the dispatching scheme. The former means
the dispatching plan is close to the most conservative scheme, and
the latter is because the dispatching scheme has a high tolerance for
uncertainty. Furthermore, from changes in the objective value, the
operation cost, carbon emission, and deviation cost all decrease with
the increase of Γ gradually, and the distribution trend is consistent
with the changing trend of the power output. Therefore, when the
policymakers avoid risks, the uncertainty margin needs to be set at
(0.3, 0.9) Figure 11 shows the sensitivity analysis results with
different capacity scales of BWEC and CCU.

According to Figure 11, when the capacity is 2–6 MW, the slope
of the output growth curve is higher, indicating that the unit capacity
increase will bring higher power output. When the capacity exceeds
6 MW, the output growth is lower. For operation cost, as the
capacity of BWEC increases, the cost decreases gradually, and
when the capacity of BWEC exceeds 6 MW, the operation cost
remains unchanged basically. For carbon emissions, when the
capacity of BWEC exceeds 4 MW, the carbon emissions decrease
gradually, and when the capacity of BWEC exceeds 6 MW, the
carbon emissions remain unchanged basically. For deviation
adjustment cost, as the capacity of BWEC increases, the
deviation adjustment cost decreases gradually, and the deviation
adjustment cost basically remains unchanged until the capacity
reaches 6 MW. In general, when the capacity of BWEC is 6 MW,
the dispatching scheme can become optimum. Based on this, when
the capacity of CCU exceeds 3 MW, the output of the WPP and PV
no longer increases basically. When the capacity of CCU exceeds

FIGURE 8
BECU-VPP day-ahead scheduling scheme (A) and real-time adjustment scheme (B).

FIGURE 9
Demand response schemes for different types of users’ load.
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FIGURE 10
BWEC Production Distribution Diagram (A) and CO2 Flow Diagram (B) in BECU-VPP Scheduling Scheme.

TABLE 5 Optimal dispatching results under different robust coefficients.

Γ WPP/MW·h PV/MW·h BECU/MW·h CCU/MW·h f 1/¥ f2/ton f3/¥

0 74.85 24.93 53.64 4.32 20,084.25 45.59 14,567.14

0.1 73.97 24.36 54.36 5.16 20,450.46 46.21 12,364.95

0.3 71.05 23.55 58.04 6.15 21,000.30 49.33 10,845.23

0.5 68.13 22.74 61.72 7.14 21,916.35 52.46 9,325.50

0.7 65.76 22.16 65.09 9.34 23,051.01 55.32 8,770.44

0.9 63.39 21.58 68.45 11.54 24,185.67 58.18 8,615.38

1.0 63.08 21.46 70.12 12.45 24,850.24 59.60 8,435.18

FIGURE 11
Sensitivity analysis results of different capacity scales of BWEC and CCU.
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4 MW, the value of the objective function does not change basically.
Therefore, while theWPP + PV capacity ratio, BWEC, and CCU is 5:
3:2, the dispatching operation scheme of the BECU-VPP is optimal.

5.2.2 Comparative analysis of different cases
This section focuses on analyzing the synergistic optimal effect

between BWEC and CCU. According to the basic case, BWEC case,
CCU case, and comprehensive case in Section 5.1, the robust
coefficient Γ of the four cases is 0.5. Table 6 shows the optimal
dispatching results of the BECU-VPP in different cases.

According to Table 6, when both BWEC and CCU are equipped,
the operation cost and deviation adjustment cost are reduced by
26.21% and 39.78% compared with Case 1, respectively. It shows
that BWEC and CCU can provide flexible output for the WPP and
photovoltaic, and BWEC can gain benefit from the conversion of
biomass waste resources, reducing the overall operation cost of the
VPP. The day-ahead dispatching plan deviations are mainly satisfied
by BWEC and CCU. It replaces the high-cost grid flexibility load, so
the deviation adjustment cost is also reduced significantly.
Furthermore, compared with Case 2 and Case 4, CCU can
convert CO2 generated by BWEC operation into CH4, which
could reduce the operation cost and deviation adjustment cost by
15.90% and 25.89%, respectively. Compared with Case 3 and Case 4,
when the VPP is not equipped with BWEC, CCU can only capture
CO2 in the atmosphere, resulting in relatively high cost and weak
regulation ability, so operation adjust and the cost of cost deviation
are both increased by 3.58% and 44.39%, respectively. In general,

there is a synergistic optimal effect between BWEC and CCU. It is
beneficial to realize the optimal dispatching of the BECU-VPP.
Figure 11 represents the dispatching scheme of the BECU-VPP in
different cases.

TABLE 6 Optimal dispatching results of the BECU-VPP under different conditions.

Case VPP/MW·h BWEC/MW·h CCU/MW·h Objective value/¥, ton, ¥

WPP PV SHS EVA DR PG AB-ST B2G GPPCC P2G Fcost
BECU−VPP Fcarbon

BECU−VPP Fadjust
BECU−VPP

Case 1 63.02 20.72 25.56 −3 (−0.9, 0.6) — — — — — 30,597.02 — 15,485.60

Case 2 62.84 21.48 25.56 −3 (−3.6, 3.3) 46.46 −2.19 6.26 — — 26,845.21 56.85 12,584.80

Case 3 67.14 21.98 32.80 −3 (0.3,0.3) — — — −3.59 9.42 23,684.41 — 13,465.24

Case 4 68.13 22.74 29.83 −3 (−2.8, 2.4) 55.07 −3.59 10.24 −4.78 11.92 22,576.56 52.47 9,325.50

FIGURE 12
Dispatching scheme of the BECU-VPP in different cases.

FIGURE 13
BWEC operation results in case 2 and case 4.
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On the basis of Figure 12, according to Case 1 and Case 3, if
the VPP is not equipped with BWEC, the VPP would buy more
power from the external grid. However, if the VPP is equipped
with BWEC (Case 2), the VPP will reduce the purchase of
electricity from the external grid significantly, and BWEC will
produce more electricity, so that the dispatching output of DR is
also significantly higher than in Case 1. Different from Case 1 and
Case 3, if CCU is only equipped in some time periods (5:00–6:
00 and 22:00–23:00), the BECU-VPP will sell power to the
external grid, mainly from the electricity output of CCU by
converting CO2. Compared with Figure 8, if BWEC and CCU
are equipped at the same time, the CO2 generated by the BECU-
VPP can be converted into CH4. Figure 12 shows the BWEC
operation results in Case 2 and Case 4.

According to Figure 13, in Case 4, the power output of BWEC is
more than that in case 2. PG, AB-ST, and B2G are basically at rated
power from 5:00–20:00. The generated CO2 will be captured, stored,
and converted by CCU, which could provide more flexible output. In
Case 4, more AB-ST is used to ferment organic waste and domestic
sewage to generate biogas, and use B2G to convert the biogas into
CH4 for power generation. Figure 13 shows the output consequence
of CCU in Case 3 and Case 4.

According to Figure 14, the VPP is not equipped with
BWEC in Case 3. When CCU performs carbon capture and
conversion, it operates more at rated power and cannot be
adjusted. When the VPP is equipped with BWEC, CCU can
directly capture CO2 generated by BWEC and convert it into CH4

for power generation. More flexibility adjustment services for the
WPP and PV are undertaken by CCU. This makes the output
power fluctuation range more obvious. In conclusion, when the
VPP is equipped with BWEC and CCU, it can capture and store
the CO2 generated while converting and utilizing biomass waste
resources, and then be converted into CH4 for power generation,
which could generate an electricity–carbon–electricity cycle
optimal effect.

5.2.3 Multi-agent benefit equilibrium allocation
result

According to the scheduling results of the BECU-VPP, this
section optimizes the benefits allocation from different agents in the
collaborative operation. From Eqs 43, a, b, 44, 45, 46, 47a, b, 48a, b,
49, 50, if different agents in BWEC, VPP, and CCU are used as
independent agents to participate in benefit allocation, the
calculation amount will be 214–1, the workload is huge, and some
calculation schemes are redundant. Therefore, according to the
attributes and scale of the agent, this study mainly selects four
types of agents: WPP + PV, SHS, BWEC, and CCU. Table 7 shows
the objective values for different possible combinations.

According to Table 5, the negotiation starting point of the
cooperation benefit allocation of the BECU-VPP is calculated by
applying Eqs 44, 45. Eqs 47a, b, 48a, b, 49 are used to establish
marginal benefit contribution, carbon emission contribution, and the
deviation risk factor. A comprehensive negotiation score could be
calculated by Eq. 50, which is used to carry out the benefit allocation
of WPP + PV, SHS, BWEC, and CCU. For WPP + PV, BWEC, and
CCU, they all include multiple internal unit equipment and allocate the
benefits of each equipment according to the proportion of output to total
output. Table 8 shows the allocated profits of the BECU-VPP in Case 4.

According to Table 8, the cooperative operation of different
agents can generate an incremental profit of 4,500.16 ¥. From the
results of traditional benefit allocation, because of the great
contribution of the WPP and PV to marginal benefits and a total
of 24,039.75 ¥ obtained during the incremental benefit allocation,
BWEC and CCU provide flexibility adjustment services for theWPP
and PV and obtain incremental profits of 1,191.91 ¥ and 1,388.94 ¥
respectively. Furthermore, the carbon emission contribution and
deviation risk factors are included in the cooperation benefit
allocation to obtain comprehensive negotiation scores. Due to the
risk influence of power generation deviation, WPP + PV obtains
2,626.32 ¥. The SHS earned 2,376.06 ¥ due to the zero-carbon and
zero-risk attributes of power generation, and both BWEC and CCU
obtain incremental benefits. Particularly, CCU gains a larger share of
excess profits due to its ability to convert CO2 to CH4, thereby
providing flexible adjustment services for the WPP and PV, while
reducing carbon emissions and deviation risks. Figure 14 shows the
proportion of benefits obtained by each agent in different allocation
factors and allocation methods.

According to Figure 15, for marginal benefit contribution, the
WPP and PV have higher marginal benefit contribution and obtain a
higher benefit share (48.20%). For carbon emission contribution,
WPP + PV and SHS’s power generation is zero-carbon emission,
and CCU can produce a carbon reduction effect, and the share of
benefit is 51.6%, 35.2%, and 8.4%. However, BWEC produces carbon
emissions, which reduces the share of benefits to 4.8%. For deviation
risk factors, BWEC and CCU provide more flexible adjustment
services for the WPP and PV, and the benefit share is 38.5% and
9.2%. If the benefit allocation is based on the comprehensive
negotiation score, the SHS and BWEC gain a higher share, and
the CCU benefit share also increases. It shows that the proposed
Nash carbon emission-benefit allocation strategy can take into
account the multidimensional influencing factors, and establish a
reasonable benefit allocation strategy. Figure 15 shows the benefit
allocation results of each agent in different cases.

FIGURE 14
Output results of CCU in cases 3 and 4.
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According to Figure 16, since the power output of BWEC
satisfies the internal load demand in Case 2 and Case 4, the VPP
reduces the amount of electricity purchased from the power grid,
and the total profit is higher than in Case 1 and Case 3, with an
increase of 15,895.73 ¥ and 11,333 ¥, respectively. For the specific
benefit allocation plan, in comparison with Case 1 and Case 3, after
the VPP is equipped with CCU, the WPP and photovoltaic power
output increase, and putting forward more flexibility adjustment
requirements for the SHS and CCU, SHS and CCU obtained
incremental profits of 2,509.93 ¥ and 4,856.37 ¥. Compared with
Case 2 and Case 4, after the VPP is equipped with BWEC, the WPP
and PV power output becomes the highest. BWEC can significantly
reduce the cost of deviation adjustment and increase the operating
output of CCU, so BWEC and CCU obtain an incremental profit of
1,548.23 ¥ and 6,999.13 ¥, respectively. The proposed Nash carbon

emission–benefit equilibrium allocation strategy can take into
account the features of different agents and formulate the most
reasonable benefit allocation strategy. Furthermore, as the
uncertainty of the WPP and photovoltaic, it is essential to
analyze the benefit allocation strategy in different margins.
Table 9 shows the benefit allocation strategy of each agent has a
distinct robust factor.

According to Table 9, from the perspective of the total profit,
along with the growth of Γ, the WPP’s power output and
photovoltaic power generation gradually decrease, and the VPP
purchases more power from the electric fence to reduce the cost of
real-time deviation risk, resulting in a gradual decrease in the total
profit. When Γ = 1, compared with Γ = 0, the total profit is reduced
by 14.98%. From the perspective of specific benefit allocation, with
the growth of Γ, the WPP and PV have higher deviation risk costs

TABLE 7 Objective values of the possible combinations in case 4.

Available units Profit/¥ Carbon emission/ton Adjusted cost/¥

WPP + PV SHS BWEC CCU

1 √ 23,888.03 0 8,050.90

2 √ 12,347.04 0 0

3 √ 8,932.725 58.18 0

4 √ 207.06 0 0

5 √ √ 37,597.00 0 8,593.79

6 √ √ 39,264.50 53.08 8,766.20

7 √ √ 28,280.00 0 8,222.29

8 √ √ √ 46,753.00 39.49 9,145.91

9 √ √ √ 38,542.00 0 8,653.31

10 √ √ √ 39,307.50 49.68 8,673.83

11 √ √ 22,134.00 55.52 0

12 √ √ 14,430.00 0 0

13 √ √ 11,091.50 56.48 0

14 √ √ √ 20,872.00 50.47 0

15 √ √ √ √ 49,875.00 46.81 9,325.50

TABLE 8 Allocated profits of the BECU-VPP in case 4.

αinitiali Negotiating
power

αfinali Different methods/¥

bi ϕi ri Non-cooperative game
theory

Shapley value-based
method

Nash negotiation-based
method

WPP
+ PV

0.526 0.482 0.516 0.284 0.43 23,888.03 24,039.75 21,261.71

SHS 0.272 0.283 0.352 0.239 0.30 12,347.04 14,114.63 14,723.10

BWEC 0.197 0.203 0.048 0.385 0.20 8,932.725 10,124.63 10,209.41

CCU 0.005 0.032 0.084 0.092 0.07 207.06 1,596.00 3,680.78
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due to their uncertainty, so the share of profit gradually decreases.
However, the SHS, BWEC, and CCU can provide flexible
adjustment services, so the profit gradually increases. When Γ∈
(0.03, 0.9), the proportion of profits obtained by the WPP and PV
decreased significantly. When Γ > 0.9 or Γ < 0.3, the proportion of
WPP and PV profits decreased slowly, and the distribution trend
was identical with the consequence given in Table 5. It shows that
the proposed Nash carbon emission–benefit equilibrium allocation
strategy can consider the impact of the uncertainty margin regarding
the operation of the BECU-VPP and formulate the optimal agent
benefit allocation strategy reflecting different uncertainty margins.

6 Conclusion

For massive biomass waste resources such as straw, solid waste,
and sanitary sewage in rural areas, this study proposes a new concept
of biomass waste energy conversion (BWEC) and a new model of
carbon recycling utilization (CCU) based on GPPCC-P2G, and
constructs a novel BWEC-CCU-based VPP (BECU-VPP). In
addition, a fuzzy robust two-stage optimal scheduling model for
the BECU-VPP is developed in this study. Finally, a Nash
negotiation-based benefit-balancing allocation strategy is
constructed considering marginal revenue contribution, carbon
emission contribution, and deviation risk factors. Finally, a rural
distribution network in Jiangsu province, China, is used as a test
system.

FIGURE 15
Proportion of benefits obtained by each agent in different allocation factors and allocation methods.

FIGURE 16
Benefit allocation results of each agent in different cases.

TABLE 9 Benefit allocation strategy of each agent with different robust
coefficients.

Γ Different units’ profit ratio/% Total profit/¥

WPP PV SHS BWEC CCU

0 36.06 12.36 21.30 19.09 11.19 56,815.49

0.1 35.36 11.80 21.32 19.49 12.02 54,797.44

0.3 34.24 11.43 21.33 20.09 12.91 52,262.17

0.5 32.54 10.86 21.53 21.03 14.03 49,875.00

0.7 31.56 10.53 21.84 21.46 14.61 49,602.17

0.9 29.63 9.99 22.25 22.74 15.39 48,478.94

1.0 28.67 9.89 22.43 23.30 15.62 48,299.56
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1 BWEC could convert rural biomass waste resources into
energy, and CCU could play power–carbon–power the cycle
optimal effect, which could improve the output of the WPP
and photovoltaic by aggregating the SHS, EVA, and multi-type
user DR. Compared with the conventional VPP, BWEC and CCU
could reduce the operation cost by 12.26% and 22.59% and
decrease deviation adjustment cost by 18.73% and 13.05%,
respectively. When they are both introduced, the operation
cost and the deviation adjustment cost could be reduced by
26.21% and 39.78%, which shows that there is a synergistic
optimal effect between BWEC and CCU.
2 The fuzzy robust two-stage optimal dispatching model of the
rural BECU-VPP can measure the non-determinacy of the WPP
and PV, analyze the influence of uncertainty redundancy on the
optimal dispatching scheme, and develop the optimal scheduling
plan that considers the minimization of operation cost, carbon
emission, and deviation adjustment cost. In the real-time phase,
DR is dispatched to provide −2.8 and 2.4 MW response output,
and the real-time output of BWEC and CCU increased by 40.01%
and 48.57%, respectively. Furthermore, the sensitivity analysis of
Γ shows that compared with Γ = 0, when Γ = 1, the outputs of the
WPP and photovoltaic decrease by 15.72% and 15.12%,
respectively, and the outputs of BWEC and CCU increase by
30.7% and 188.19%, respectively. When Γ∈ (0.3,0.9), the output
of the WPP and photovoltaic and objective function values
change significantly, and the growth of Γ has the most direct
influence on the dispatching scheme. The uncertainty
redundancy is set at (0.3, 0.9). Finally, the capacity sensitivity
analysis of BWEC and CCU shows that while the capacity ratio of
WPP + PV, BWEC, and CCU is 5:3:2, the BECU-VPP
dispatching operation scheme is optimal.
3 The multi-agent benefit equilibrium allocation strategy for the
rural BECU-VPP could consider marginal benefit contribution,
carbon emission contribution, and deviation risk factors and
formulate a benefit distribution strategy that reflects the utility
features of different agents and comprehensive negotiation
scores. Compared with the non-cooperation case, the
cooperation of different agents can increase the operating
profit by 9.92%. Compared with the traditional cooperative
benefit allocation strategy based on benefit contribution, if the
benefit distribution is according to the comprehensive
negotiation score, the benefit share of the WPP and PV is
reduced by 5.2%, and the benefit share of the SHS, BWEC,
and CCU is increased by 1.7%, 9.7%, and 3.8%, respectively. If
the VPP is equipped with CCU, the incremental profit of the SHS
and CCU will increase by 2,509.93 ¥ and 4,856.37¥. However, if
VPP is equipped with BWEC, the incremental profit of BWEC
and CCU will increase by 1,548.23 ¥ and 6,999.13 ¥, respectively.
When Γ∈ (0.3, 0.9), the proportion of the WPP and PV benefits
significantly decreased and the proportion of BWEC and CCU
benefits increased significantly.
4 In the energy treatment of biomass waste material, this study
mainly considers its pyrolysis and gasification to generate
electricity. The natural gas formed by the fermentation of wet

garbage and domestic sewage is also converted into electricity. It
belongs to a single-dimensional power supply and demand
balance decision-making problem. In practice, the pyrolysis
and gasification of biomass power generation waste resources
also generate part of heating. If it can be utilized, it can form the
coordinated supply problem of electricity, heating, and gas. A
single balance of power supply and demand to a multi-energy
supply and co-ordination of supply and demand of electricity,
heating, and gas is formed, and this is the main research direction
in the future.
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Nomenclature

VPP virtual power plant

BWEC biomass waste energy conversion

PG pyrolysis power generation

AB anaerobic biogas

ST sewage treatment

B2G biogas to gas

GPPCC gas-power plant carbon capture

P2G gas-power plant carbon capture

CCU carbon cycle utilization

BECU-VPP BWEC-CCU-based VPP

WPP wind power plant

PV photovoltaic power

SHS small hydropower station

EVA electric vehicle-to-grid aggregator

DGs distributed power generation sources

CS carbon storage

t index for time

i index for unit

ηref references efficiency

ηSHS power generation efficiency of hydropower station

ρ gravitational acceleration at location of the SHS

ηch charging efficiency of the EVA

αi,off interruptible coefficient of small industrial load

αi,on incentive coefficient of small industrial load

αa shift coefficient of agricultural load

αr,cut shift coefficient of resident load

αr,py cut coefficient of resident load

βr,cut cut coefficient of resident load

βgarbage coefficient of PG gasification waste

ηP2G,t operating efficiency of P2G equipment

HL calorific value of CH4

ηGPPCC,t capture rate of carbon at time t

emax most storage capacity of electric vehicles

Econs
t EVA power consumed

gRE renewable energy output

LVPP total load demand in the VPP

Mgarbage,t residual waste processed by PG at time t

Lfuel calorific value of the gasified fuel

Msludge,t mass of sludge at time t
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Mwet−garbage,t mass of organic waste mixed with sludge at time t

LNG calorific value of natural gas

eCO2 ,t carbon emission intensity at time t

λCO2 ,t power consumption of processing device CO2 at time t

gA fixed power consumption of GPPCC-P2G

ofuel , oBG, oBD , oNG operation and maintenance cost coefficients of PG, AB, ST,
and B2G in BWEC

cWPP,t , cPV ,t , cSHS,t operation cost coefficients of WPP, PV, and SHS at time

cEVA,t cost coefficients of the VPP dispatching EVA at time t

gday−aheadWPP,t
forecasting power output before day of WPP time t in the
day-ahead stage

gday−aheadPV ,t
PV power generation at time t predicted in the day ahead

gch,max
EVA,t

maximum charging power of the EVA at time t

en max maximal charge and discharge power of the n-th electric
vehicle

Mon
PG, M

off
PG

minimum allowed startup and shutdown time of PG

QCO2 ,CS,max
GPPCC,t ,

QCO2 ,CS,min
GPPCC,t

maximum and minimum permitted storage capacity of CS at
time t

gSHS
max maximum power output of the SHS at time t

gSHS
min minimum power output of the SHS at time t

c+PG,t , c−PG,t up and down output prices of PG

c+B2G,t , c−B2G,t up and down output price of B2G

c+DR,t , c−DR,t up and down output prices of flexible loads

c+Grid,t price of the VPP increasing power purchase

ΔLDR,t min,
ΔLDR,t max

minimum and maximum demand response output

gB2G,t electricity that converted from natural gas produced by B2G

QCO2
GPPCC,t

CO2 capture flow of GPPCC

VCH4 ,t methane produced by P2G

ginputP2G,t
power consumption of P2G

ginputCCU ,t
power consumption of GPPCC-P2G

goutputCCU ,t
generated power from the CH4 converted by GPPCC-P2G
into PG

CBWEC,t ,
CVPP,t , CCCU ,t

operation cost of BWEC, VPP, and CCU

CGrid,t energy interaction cost between the BECU-VPP and the
external grid

cgarbage cost coefficients of BWEC processing unit waste

ci start-stop cost coefficients of controllable unit i in BWEC

ui,t operating state of controllable unit i in BWEC at time t

QP2G,CO2
GPPCC,t

CO2 consumption captured by the GPPCC in P2G at time t

QCS,CO2
GPPCC,t

CO2 storage captured by the GPPCC in CS at time t

uPG,t operation state of PG at time t

Δ�g+PG,t , Δ�g−PG,t up and down climbing power of PG at time t
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g totalPG,t total power output of PG at time t

Ton
PG,t−1, T

off
PG,t−1 continuous starting and closing time of PG at time t-1

QCO2 ,CS
GPPCC,t

CO2 stored in CS at time t

QCO2 ,other
GPPCC,t

carbon emission of the GPPCC at time t

SCS,t carbon storage of CS at time t

gRE,t power output of the new energy unit at time t

gday−aheadRE,t
output power of new energy unit at time t in the day-ahead
stage

Δgreal−time
RE,t output deviation of the new energy unit in real-time stage

Sorigin initial scenario set [gRE,i,t]T×N
k1 minimum level of EV stored electric energy

ηEQ electric heat conversion coefficient of the heating device in
digester

ηB2G conversion efficiency of B2G

ρsludge average sewage density after quiescent precipitation

βBG gasification coefficient of sludge mixture and organic waste

βST amount coefficient of sewage that treated per unit of electric
energy

ηAB coefficient of fermentable organic matter in mixture

βsludge coefficient of sludge of static sewage after sedimentation

βgarbage,R2F gasification coefficient of waste

ηPF efficiency of the pyrolysis furnace

ηPG power generation efficiency of the gas turbine

ρL load reserve coefficient

ρupWPP , ρ
dn
WPP the up-down rotation reserve coefficient of the WPP

ρupPV , ρ
dn
PV the up-down rotation reserve coefficient of PV

egridCO2
average carbon emission coefficient of grid unit power
generation

eCO2 carbon emission coefficient of PG, B2G, and CCU

vt natural wind velocity at time t

vin , vout cutting-in and cutting-out wind speed

vrated rated wind speed

gWPP,R rated power output of the WPP

γT temperature parameter of the conversion efficiency of the
photovoltaic panel

Tair ambient temperature

Tn normal working temperature

Rt intensity of solar radiation at time t

Tref reference temperature

NPV quantities of photovoltaic panels

APV area of single photovoltaic panel

Qt power drainage flow of the SHS at time t

Ht net water level of the SHS at time t
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Nplug
t

number of electric vehicles in the EVA at time t

N leave
t

number of electric vehicles left at time t

Narrive
t number of EVAs arriving at time t

en max section maximum storage capacity of electric vehicles

ηDR load demand change caused by the flexible load demand
response

coutput,+CCU ,t , coutput,−CCU ,t
up and down output price of CCU at time t

gWPP,t WPP’s output at time t

gPV ,t PV’s output at time t

gSHS,t SHS’s output at time t

Et EVA’s stored power at time t

gchEVA,t EVA charging power at time t

Eleave
t , Earrive

t
stored power of EVA leaves and arrives at time t

ηi,on incentive state of small industrial loads

ηi,off interruptible state of small industry loads

ΔLi small industrial load that can participate in dispatching

Li total small industrial load

ΔLa agricultural load that can partake in dispatching

La total agricultural load

ηa shiftable state of agricultural load

ηr,cut resident load that can partake in dispatching

Lr total resident load

ηr,cut cut state of resident load

ηr,py shiftable state of resident load

V fuel,t combustible gas generated by the pyrolysis and gasification of
PG at time t

gPG,t power output of PG

VBG,t biogas generated by AB

gST,t electricity consumption of sewage treatment by ST

VST,t amount of ST-treated sewage

QBD,t heating demand of the biogas digester

gBD,t electricity consumption of the digester

VNG,t amount of natural gas obtained after purification of the biogas

gRE,j,t power output of new energy units in scenario j at time t after
reduction

Sfinal reduced scenario set [gRE,j,t]T× ~N

pRE,j,t occurrence probability of the reduced time t scenario j at time t

~N total number of scenarios after reduction at time t

Δg−Grid,t default cost of the VPP reducing power purchase at time t

Δg+PG,t , Δg−PG,t up and down output of PG at time t

Δg+B2G,t , Δg−B2G,t up and down output of B2G at time t

Δgoutput,+CCU ,t , Δgoutput,−CCU ,t
up and down output of CCU at time t
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Δg+Grid,t , Δg−Grid,t increased and decreased power purchased by the VPP from
the grid at time t

ΔL+DR,t , ΔL−DR,t up and down output of small industrial users, agricultural
users and resident users’ flexibility loads at time t

ΔL+i,t , ΔL−i,t up and down output of small industrial users at time t

ΔLtran,+a,t , ΔLtran,−a,t up and down output of agricultural users by load shift at time t

ΔLtran,+r,t , ΔLtran,−r,t up and down output of the resident users by load shift at time t

ΔL−r,t down output of the resident users at time t

ΔgRE,t output deviation of the new energy unit at time t

ΔgBWEC,t deviation output of BWEC at time t

ΔgCCU ,t deviation output of CCU at time t

ΔgGrid,t deviation output of grid at time t

ΔLDR,t the flexible load demand response output scheduled at time t

uDR,t flexible load demand response state variable at time t

u+DR,t up output state variables of flexible load at time t

u−DR,t down output state variables of flexible load at time t

~g totalPG,t
total output of the PG in real-time stage

Δgoutput,max
CCU ,t

P2G’s maximum power output conversion in the CCU
module at time t
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Coordinated control of multiple
converters in model-free AC/DC
distribution networks based on
reinforcement learning

Qianyu Zhao1,2, Zhaoyang Han1,2, Shouxiang Wang1,2*,
Yichao Dong3 and Guangchao Qian3

1Key Laboratory of the Ministry of Education on Smart Power Grids, Tianjin University, Tianjin, China,
2Tianjin Key Laboratory of Power System Simulation and Control, Tianjin University, Tianjin, China, 3State
Grid Tianjin Electric Power Company, Tianjin, China

Taking into account the challenges of obtaining accurate physical parameters and
uncertainties arising from the integration of a large number of sources and loads,
this paper proposes a real-time voltage control method for AC/DC distribution
networks. The method utilizes model-free generation and coordinated control of
multiple converters, and employs a combination of agent modeling and multi-
agent soft actor critic (MASAC) techniques for modeling and solving the problem.
Firstly, a complex nonlinear mapping relationship between bus power and voltage
is established by training an power-voltage model, to address the issue of
obtaining physical parameters in AC/DC distribution networks. Next, a Markov
decision process is established for the voltage control problem, with multiple
intelligent agents distributed to control the active and reactive power at each
converter, in response to the uncertainties of photovoltaic (PV) and load variations.
Using the MASAC method, a centralized training strategy and decentralized
execution policy are implemented to achieve distributed control of the
converters, with each converter making optimal decisions based on its local
observation state. Finally, the proposed method is verified by numerical
simulations, demonstrating its sound effectiveness and generalization ability.

KEYWORDS

AC/DC distribution networks, voltage control, multi-agent soft actor critic, centralized
training, markov decision process

1 Introduction

In recent years, there has been a growing focus on promoting energy conservation and
emission reduction to achieve the goals of “carbon neutrality” and “peak carbon emissions”
(Fu and Zhou, 2023). In this context, the integration of DC power sources, represented by
photovoltaic (PV), and DC loads, represented by electric vehicles, has become increasingly
widespread in distribution networks. However, this integrationmethod can result in network
losses due to the need for AC/DC conversion. To address this challenge, researchers have
explored the direct integration of DC power sources and loads into DC distribution
networks, thereby avoiding the need for a large number of AC/DC conversion steps and
reducing network losses. In addition, DC distribution networks offer several advantages,
including high voltage quality and large transmission capacity, making them an attractive
area of study for researchers (Blaabjerg et al., 2004; Wang et al., 2021; Zhang et al., 2022).
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Considering that current distribution networks are primarily
based on AC distribution networks, AC/DC hybrid distribution
networks are considered a feasible transitional mode. This approach
involves converting some AC branches into DC branches and
connecting them through converters, leveraging the advantages of
DC power sources and loads to reduce network losses. In the
development of future power systems, AC/DC hybrid distribution
networks have become an important direction (Wei et al., 2022).
However, the high proportion of DC power sources, such as PV,
being integrated into these networks has presented challenges. Due
to the strong uncertainty of PV power output and its susceptibility to
environmental factors, issues such as voltage fluctuations or
exceeding limits are easily caused. Therefore, it is necessary to
reasonably adjust the various controllable resources in the AC/
DC distribution networks to achieve effective voltage control.

Currently, traditional voltage regulation methods for
distribution networks include on-load tap changers (OLTC) (Jiao
et al., 2022), reactive power compensation equipment (Kryonidis
et al., 2021), and others. In (Wu et al., 2017), a voltage control
method that combines OLTC and feeder control section (FCS) was
proposed to minimize voltage deviation and DG output reduction.
The authors used a least squares method to fit the objective function
curve to achieve optimal multi-objective control. In (Pachanapan
et al., 2012), a decentralized voltage control method for multi-time
scale distributed generations (DGs) was proposed. The authors also
proposed a principle for dividing regions based on the number of
DGs, which effectively controlled the voltage of the distribution
network (Valverde and Van Cutsem, 2013). Proposed a method that
centralized the control of OLTC and DGs to solved the voltage
control problem using quadratic programming algorithms. These
methods can accurately determine the optimal voltage control
strategy under given conditions, however, they require accurate
physical models of the distribution network. With the
increasingly complex structure of AC/DC distribution networks,
it has become more difficult to estimate the model parameters
accurately, requiring a large amount of measurement data to
obtain line parameters. Traditional model-based voltage control
methods are difficult to achieve ideal results in practical
operation. Therefore, it is necessary to develop new data-driven
voltage control methods that combine existing traditional methods
to achieve precise control of the voltage in AC/DC distribution
networks.

In solving the voltage control problem in distribution networks,
it is necessary to address not only the issue of parameter acquisition,
but also the uncertainty caused by the randomness of PV and load
factors (Fu et al., 2020; Fu, 2022). Currently, there are two main
methods for dealing with uncertainty in the system: stochastic
programming (Bizuayehu et al., 2016) and robust optimization
(Huang et al., 2022). Stochastic programming models uncertain
factors as random variables and uses probability distribution
functions to describe their stochastic properties. The optimization
problem is then transformed into a stochastic programming
problem and solved using corresponding stochastic optimization
algorithms. For example, (Wei et al., 2022), established a probability
model of distributed generation output and constructed a
distribution network economic dispatch model considering the
uncertainty of DG, with the goal of achieving economic efficiency
while considering opportunity constraints (Nguyen and Crow,

2016). Established a scheduling model that includes renewable
energy and energy storage, and used probability constraints to
handle the uncertainty of renewable energy and load (Su et al.,
2014). Established a stochastic output model of renewable energy,
constructed a two-stage stochastic scheduling model with the goal of
minimizing network loss. Robust optimization describes the range
of changes in uncertain factors using a set of uncertainties. For
example, (Xu et al., 2017), established a distributed robust control
model of controllable devices in a distribution network with the goal
of maximizing social welfare (Li et al., 2021). Evaluated the operating
costs and risks of wind power to determine the allowable range of
wind power output, and converted a centralized robust scheduling
model into multiple sub-scheduling models for solution using the
alternating directionmethod of multipliers. Although these methods
can address uncertainty, they also have some limitations. For
example, stochastic programming methods require obtaining the
probability density function of random variables, but their actual
distribution is often difficult to obtain and the use of artificially set
methods cannot include all scenarios, thus leading to weak
generalization. Robust optimization, although it does not require
consideration of the distribution of random variables, needs to
consider extreme scenarios, which can make the optimization
results more conservative. In future research, it is necessary to
consider the uncertainty of DG and loads and the actual
situation of distribution networks, and to develop more effective
voltage control methods to meet the needs of AC/DC hybrid
distribution networks.

With the rapid development of AI technology, using Deep
Reinforcement Learning (DRL) to solve sequential decision-
making problems in distribution networks has become a hot
research topic in recent years. DRL has excellent generalization
ability and fast online decision-making speed, which can effectively
deal with the uncertainty of PV and loads. Currently, DRL has been
widely used in distribution network economic dispatch (Shuai et al.,
2021), voltage control (Liu and Wu, 2021a; Liu and Wu, 2021b),
reactive power optimization (Zhang et al., 2021), network
reconfiguration (Oh et al., 2020), and other areas. In (Bai et al.,
2023), the QMIXmethod was used to control DGs, and graph neural
network (GNN) and graph attention (GAT) layers were introduced
to enhance the information capture ability of agents. In (Xiang et al.,
2023), based on the multi-agent deep deterministic policy gradient
(MADDPG) method and perception of the network topology, the
power of energy storage was controlled to achieve real-time voltage
regulation. In (Yang et al., 2022), an advantage actor-critic (A3C)-
based energy management strategy for distribution networks was
proposed to solve large-scale decision-making problems. Currently,
centralized control based on a single intelligent agent requires
improved communication facilities, as well as centralized
computing and storage centers. However, as the number of
devices and network topology in AC/DC distribution networks
increases, the amount of data to be collected also increases
sharply, and centralized control is susceptible to the impact of
local communication failures, thereby affecting control effectiveness.

The paper proposes a data-driven, model-free voltage control
method for AC/DC distribution networks based on multi-agent
reinforcement learning. Firstly, a power-voltage model is trained
to capture the nonlinear mapping between the bus power and
voltage using a large amount of historical data. Then, an agent is
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assigned to each subarea and a multi-agent deep reinforcement
learning method (MADRL) is adopted for centralized training.
Finally, the trained agents are deployed in a decentralized
manner and each agent can make optimal decisions based on
local observations only, achieving global optimal performance.
This method does not require an accurate physical model of the
distribution network and can control the inverters. Each
converter can make optimal decisions based on local
observations only, and the coordination of multiple converters
can minimize the overall voltage deviation. The proposed method
provides valuable insights and references for the future
development of AC/DC distribution networks.

2 Problem description of AC/DC
distribution networks voltage control

The AC/DC distribution networks mainly consists of a
voltage source converter (VSC), an AC distribution network,
and a DC distribution network. The VSC can control various
variables such as AC/DC voltage, active power, and reactive
power, and has various control modes. The V-Q control mode
is used to control the voltage of the DC branch and adjust the
power factor of the AC branch. The P-Q control mode is used to
control the power exchange between the AC and DC distribution
networks. Since the ratio of resistance to reactance of the
distribution network line R/X is relatively large, both active
and reactive power have a significant impact on the bus
voltage. By adjusting the active and reactive power of the
VSC, the voltage of the AC/DC distribution networks can be
regulated.

Voltage control in AC/DC distribution networks is a complex
nonlinear problem. Although traditional mathematical methods
perform well in terms of solution accuracy and control effects,
accurate mathematical models of the distribution network and
differentiable objective functions are required, etc. The voltage
control model is as follows:

minf x( ) � ∑
i

Vac,i − Vac0

∣∣∣∣ ∣∣∣∣ +∑
j

Vdc,j − Vdc0

∣∣∣∣ ∣∣∣∣
s.t.g Pac,i, Qac,i, Pload,i, Qload,i, PPV,i, Pac,VSC, Qac,VSC( ) � 0
g Pdc,j, Pload,j, PPV,j, Pdc,VSC( ) � 0
g Pac,VSC, Pdc,VSC( ) � 0
−PVSC,max ≤Pac,VSC ≤PVSC,max

−QVSC,max ≤Qac,VSC ≤QVSC,max

Vac,min ≤Vac,i ≤Vac,max

Vdc,min ≤Vdc,j ≤Vdc,max

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(1)

Where, in the objective function is to minimize the voltage
deviation in the AC/DC distribution networks. Vac,i represents
the voltage of AC bus i; Vac0 represents the reference voltage of
AC bus; Vdc,i represents the voltage of DC bus i; Vdc0 represents
the reference voltage of DC bus; g (·) denotes the load flow
equation; Pac,i and Qac,i are the active and reactive power injected
at AC bus j, respectively; Pload,i, Qload,i, and PPV,i represent the
active power, reactive power, and PV output of the load at AC bus
i, respectively; Pdc,i denotes the active power injected at DC bus j;
Vac,j represents the voltage of AC bus j; Vdc,j represents the
voltage of DC bus j; Pload,j and PPV,j are the active power and

PV output of the load at DC bus j, respectively; Vac,max and
Vac,min are the upper and lower limits of AC bus voltage,
respectively; Vdc,max and Vdc,min are the upper and lower
limits of DC bus voltage, respectively. Pac,VSC and Qac,VSC

represent the active and reactive power on the AC side of the
VSC, respectively; PVSC,max and QVSC,max are the upper limits of
VSC active power and reactive power, respectively. Figure 1.

In reality, the following problems exist in the process of realizing
the above optimization problems: 1) There are more types of devices
in AC/DC distribution networks and the models are complicated, so
it is difficult to obtain accurate physical models; 2) For distribution
networks with large structures, the amount of information to be
observed is large and the information transfer time is long, so it is
difficult to make the optimal control decision quickly based on the
centralized control method.

In summary, this paper proposes a model-free voltage control
method for AC/DC distribution networks based on multi-agent soft
actor critic (MASAC), which solves the problem of difficult to obtain
model parameters by constructing a power-voltage model; by setting
multi-agent to control multiple VSCs, each VSC can make optimal
decisions based on the local observation state and realize distributed
control.

3 Model-free coordinated voltage
control framework for multiple
converters

The model-free voltage control framework for multi-converter
collaboration is shown in Figure 2. The steps are as follows: 1) Train
the power-voltage model using the operation data of AC/DC
distribution networks and establish the nonlinear mapping
relationship between node power and node voltage through
neural network. 2) Construct a Markov decision process for the
voltage control problem and set an agent for each VSC. 3) Train the
agents by MASACmethod to solve the Markov decision problem. 4)
Deploy the agents in a distributed manner to achieve real-time
voltage control.

3.1 Power-voltage model

3.1.1 Model construction
There is a complex nonlinear mapping relationship between

node power and voltage in the AC/DC distribution networks. Since
neural networks have strong capability in fitting nonlinear models,
Multilayer Perceptron (MLP) is used to solve this problem. The
power-voltage model takes a six-layer structure, including one input
layer, four hidden layers, and one output layer. Among them, the
input layer includes the power of each node and the power of the
converter, and the output layer is the voltage amplitude of each
node, which can be expressed as:

Vac, Vdc[ ] � 〈Ws, gs Pload,i, Qload,i, PPV,i , PVSC, QVSC( )〉 + bs (2)
Where, <·,·> is internal product;Ws is the weights; bs is the bias;

gs (·) is the activation function.
The main training process consists of the following steps.
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1) Initialization: random initialization of the weights and biases of
the MLP model;

2) Forward propagation: (Pload,i, Qload,i, PPV,i, PVSC, QVSC) is passed
to the input layer of the model and enters the output layer
through the hidden layer, where the activation function is chosen
as the ReLU function, and the analytic formula of the function is:

ReLU x( ) � max 0, x( ) (3)

3) Calculated loss: The error between the voltage amplitude
obtained by forward propagation and the actual voltage
amplitude is calculated using the MSE function as:

L y, ŷ( ) � 1
n
∑ yi − ŷi( )2 (4)

Where, y is the predicted voltage value of the power-voltage
model, ŷ is the true voltage value.

4) Back propagation: Calculate the gradient of the loss function
with respect to each weight and bias.

5) Updating weights and biases: With the objective of minimizing
the loss function, the Stochastic Gradient Descent (SGD)
algorithm is used to update the weights and biases:

θ ← θ − η · ∇L θ; x, y( ) (5)

6) Iterative training: Repeat steps 2)-5) to train the power-voltage
model.

FIGURE 1
Typical structure of AC/DC distribution networks.

FIGURE 2
Model-free coordinated voltage control framework.
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3.1.2 Sample generation
The training of the power-voltage model requires a large amount

of operational data of the AC/DC distribution networks and
converter stations. To verify the accuracy of the proxy model, it
is based on real AC/DC distribution networks load data and accurate
physical model of the distribution network. The voltage of the
distribution network is obtained by power flow, and then the
power-voltage model is trained and the accuracy of it is verified
by test sets.

(1) AC Distribution Network Model

The model for the AC side of the AC/DC hybrid distribution
network is:

Pac,j � ∑
k∈πjk

Pac,jk− ∑
i∈πij

Pac,ij − I2ac,ijRac,ij( ) (6)

Qac,j � ∑
k∈πjk

Qac,jk− ∑
i∈πij

Qac,ij − I2ac,ijXac,ij( ) (7)

V2
ac,j � V2

ac,i − 2 Pac,ijRac,ij + Qac,ijXac,ij( ) + I2ac,ij R2
ac,ij +X2

ac,ij( ) (8)
I2ac,ijV

2
ac,ij � P2

ac,ij + Q2
ac,ij (9)

Pac,i � PPV,i − Pload,i (10)
Qac,i � −Qload,i (11)

In the formula, Pac,ij and Qac,ij are the active power and reactive
power of AC branch ij, respectively; Rac,ij and Xac,ij are the resistance
and reactance of AC branch ij, respectively; Iac,ij is the current of AC
branch ij; πij, and πjk are the sets of branches with AC bus j as the
terminal node and AC bus j as the starting node, respectively.

(2) DC Distribution Network Model

The model for the DC side is:

Pdc,j � ∑
k∈Ωjk

Pdc,jk − ∑
i∈Ωij

Pdc,ij − I2dc,ijRdc,ij( ) (12)

V2
dc,j � V2

dc,i − 2Pdc,ijRdc,ij + I2dc,ijR
2
dc,ij (13)

I2dc,ijV
2
dc,ij � P2

dc,ij (14)
Pdc,i � PPV,i − Pload,i (15)

Where Pdc,ij is the active power of DC branch ij; Rdc,ij is the
resistance of DC branch ij; Idc,ij is the current of DC branch ij; Ωij,
and Ωjk are the sets of branches with DC bus j as the terminal node
and DC bus j as the starting node, respectively.

(3) VSC Model

The model of the VSC is shown in Figure 3. In the figure, QVSC
*

represents the reactive power output of the VSC; Vac,VSC is the
AC side voltage magnitude, Vdc,VSC is the DC side voltage
magnitude; VVSC

* is the equivalent internal potential magnitude,
and RVSC and XVSC are the equivalent resistance and reactance,
respectively.

The VSC model can be expressed as:

Pac,VSC − I2VSCRVSC � Pdc,VSC (16)
Qac,VSC − I2VSCXVSC � −QVSC

* (17)

VVSC
* �

�
3

√
3

μMVSCVdc,VSC (18)

Where μ is the DC voltage utilization factor; 0≤μ ≤ 1, when the
modulation mode is SPWM, it is set to 0.866; MVSC is the
modulation index of the VSC, 0≤MVSC≤1.

3.2 Markov decision process construction

In the whole AC/DC distribution system, there are multiple
converters, and multiple converters cooperate cooperatively to
achieve the minimum overall voltage deviation of the whole
distribution system. The synergistic problem of multiple
converters is modeled as Markov Decision Process (MDP),
which mainly contains the following components:

3.2.1 Agent
In MDP, each VSC that needs to be controlled is modeled as an

Agent.

3.2.2 Environment
The agent needs to get the power information of the

nodes and the output of PV from the distribution network,
and then make an action based on the local observed state,
and then the power-voltage model gives the node voltage
based on the power information and the action of the agents,
which gives the agents a reward. Therefore, environment
contains two parts: the AC/DC distribution networks and the
power-voltage model.

3.2.3 State
The local observed state at moment t of agent i contains the PV

output and load in region i, defined as st,i � (PPV,t,i, Pload,t,i). The
local observed states of all agents constitute the set of states St �
st,1, st,2./st,i{ }.
3.2.4 Action

The action at moment t of agent i contains the active power and
reactive power of VSC i, defined as at,i � (PVSC,t,i, QVSC,t,i). The
action of all agents constitute the set of actions At � at,1, at,2./at,i{ }.
3.2.5 Reward

In this paper, the agents are fully cooperative and the goal is to
minimize the voltage deviation of the distribution network, so all
agents use the same reward function. And the objective function in
reinforcement learning is the maximum cumulative reward, so it is
transformed into:

FIGURE 3
VSC model.
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rt � − ∑
i

Vac,i,t − Vac0

∣∣∣∣ ∣∣∣∣ +∑
j

Vdc,i,t − Vdc0

∣∣∣∣ ∣∣∣∣⎛⎝ ⎞⎠ (19)

3.3 MASAC-based markov decision process
solving

Unlike standard reinforcement learning, SAC encourages the
agents to explore a wider action space when performing tasks by
incorporating maximizing policy entropy in policy optimization.
This maximum entropy-based exploration method can make
SAC more robust and flexible for PV and AC/DC distribution
networks with high load uncertainty. The objective of the
training process is:

max J πi( ) � maxE st,i ,at,i( )~ρπi ∑
t

r st,i, at,i( ) + αiH πi ·
∣∣∣∣st,i( )( )[ ]⎧⎨⎩ ⎫⎬⎭

(20)
Where, J(πi) is the expected cumulative return of the strategy; αi

is the temperature coefficient of entropy; H(πi(·|si)) is the strategy
entropy, which can be specifically expressed as:

H πi ·
∣∣∣∣st,i( )( ) � −∑ πi at,i

∣∣∣∣st,i( )log πi at,i
∣∣∣∣st,i( ) (21)

To realize the training of multiple agents, a centralized
training method with decentralized execution is adopted. The
global critic of each intelligent body consists of two sets of action-
value networks: the global twin soft Q network and the global
target Q network, respectively. During training, MASAC uses the
global critic to collect the observed states and actions of all the
agents to obtain global information for evaluation. Among them,
the Critic network is updated by minimizing the loss function,
which can be expressed as:

L θi( ) � yt − Qπi St, At( )( )2 (22)
yt � rt + γEat+1,i~π′i

Qπ′i

′ St+1, At+1( ) − αi log π′
i at+1,i

∣∣∣∣st+1,i( )( )[ ] (23)

Where π′i andQπ′i
′ are target actor network and target Q network,

respectively. θi is the parameter of Qπi, γ is discount factor.
Each agent has its own actor network and still makes actions

through local observation states during execution without
interacting with other agents. The actor network of each agent is
updated by gradient ascent, and the gradient is calculated by the
formula:

∇J ϕi( ) � Est,i~D,at,i ~πi ∇log πi at,i
∣∣∣∣st,i( )( ) −αi log πi at,i

∣∣∣∣st,i( )( ) + B St, at,\i( )( )[ ]
(24)

B St, at,\i( )) � Qπi St, At( ) − b St, at,\i( ) (25)
b St, at,\i( ) � ∑

at,i ~πi

πi at,i
∣∣∣∣st,i( )Qπi St, at,i, at,\i( )( ) (26)

Where ϕi is the parameter of πi; B (St, at,\i) is a function to
determine whether the increase in reward is attributed to other
agents; b (St, at,\i) is the base line of multi-agent, which represents the
average value of all actions of the agents in the current state. D is
replay buffer, which is used to store experience and make the
training process of neural network more stable.

During each parameter update, the loss of α can be calculated
according to the formula for the automatic entropy tuning
mechanism:

L αi( ) � −Est,i~D,at,i~πi αi log πi at,i | st,i( ) − α log
1
Ai| |[ ] (27)

Where, |Ai| is the dimension of the action space.
The value of αi is updated using the Adam optimizer:

αi ← exp log αi − λ∇αiL αi( )( ) (28)
Where λ is the learning rate.
The algorithm of supposed method is shown in Algorithm 1.

1 Initialize parameters of power-voltage model θs.

Randomly generate power data of VSC based on

historical load data of AC/DC distribution networks

2 Calculate the power flow to obtain voltage data of AC/DC

distribution networks

3 Train the power-voltage model and update the parameters

θs of the agent model

4 Initialize parameters ϕi of Actor of SAC agent i.

Initialize parameters θi,1 and θi,2 of global Critic

network

5 Initialize the replay buffer [Di]ni�1
6 Initialize parameters of target networks: ϕi′ ← ϕi,

θi,1′ ← θi,1, θi,2′ ← θi,2

7 for each epoch do

8 for each time do

9 observe the state [si]ni�1 of environment

10 select action ai ~ ϕi
11 feed action [at,i]ni�1 to environment (power-voltage

model), get reward rt and next state [st+1,i]ni�1
12 Di ~ Di ∪ (st,i ,at,i,rt,st+1,i)
13 end

14 for each update step of agent do

15 Sample a batch (st,i ,at,i ,rt ,st+1,i) from Di

16 update parameters ϕi of Actor. update parameters θi,1

and θi,2 of global Critic network

17 If update then

18 ϕi′ ← ϕi + (1 − τ)ϕi′, θi,1′← θi,1 + (1 − τ)θi,1′,
θi,2′← θi,2 + (1 − τ)θi,2′

19 end

20 end

Algorithm 1. Model-Free MASAC Voltage Control.
First, the parameters θs of the power-voltage model are

randomly initialized. Based on the generated AC/DC distribution
networks operation data, the power-voltage model is trained and the
accuracy of the model is tested, and the trained model is embedded
in a reinforcement learning environment to participate in the
training of the agents.

Then, each agent is trained based on the strategy of centralized
training. The parameters ϕi of actor network, the parameters θi,1 and
θi,2 of critic network are initialized and copied to target actor network
and target critic network. The agents are trained in M rounds, each
round contains T hours, and at moment t, the agent imakes an action
at,i to control the active and reactive power of the VSC according to
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the locally observed state st,i. The actions of all the agents form the
action set At at moment t and acting on the power-voltage model,
which gives the voltage deviation and reward rt. Finally the
environment enters the next state st+1,i, and (st,i,at,i,rt,st+1,i) is
stored in the replay buffer Di for subsequent updates.

At the beginning of training, the actions of each agent are
randomly generated, and when the total number of rounds reaches
the set value Mset, each agent starts to select actions according to the
actor network and the neural network starts to be updated. At each
update, the agent draws a batch of the history from the replay buffer
for network update. In this case, the parameter minimization loss
function of the critic network is updated, which can be expressed as:

L θi,n( ) � 1
Nbatch

∑Nbatch

m�1
ym − Qπi ,n Sm, Am( )( )2 (29)

θi,n ← θi,n + λ∇L θi,n( ) (30)

Where Nbatch is the batch size; λ is the learning rate.
The actor network is updated by maximizing the policy gradient,

which can be expressed as:

∇J ϕi( ) � Est,i~D,at,i ~πi ∇log πi at,i
∣∣∣∣st,i( )( ) −α log πi at,i

∣∣∣∣st,i( )( )([
+ B St, at,\i( ))] (31)

ϕi ← ϕi + λ∇J ϕi( ) (32)
The target actor network and target critic network update

formulas are as follows:

ϕi′ ← ϕi + 1 − τ( )ϕi′ (33)
θi,1
′ ← θi,1 + 1 − τ( )θi,1′ (34)
θi,2
′ ← θi,2 + 1 − τ( )θi,2′ (35)

Where τ is the parameter that controls the update weight.

3.4 Distributed execution of agents

After the training of each agent is completed, the parameters of
the actor network are fixed and put into distributed coordination

control of the VSCs. Each agent can make actions based on the local
observed state only and does not depend on the communication
between VSCs. Since the critic network incorporates the global state
and the actions of all the agents during training, the actions made by
each agent based on local observations are well coordinated during
distributed control, and the global voltage deviation can be
minimized.

4 Example analysis

4.1 Improved IEEE 33-bus AC/DC
distribution network example

To validate the effectiveness of the proposed method, the improved
IEEE 33-node AC/DC hybrid distribution network is selected in this
paper, as shown in Figure 4. The black solid lines represent AC lines, the
red solid lines represent DC lines, and the AC/DC hybrid lines are
connected through VSCs. The rated voltage of the AC distribution
network is 12.66 kV, and the rated voltage of the DC distribution
network is 15 kV. VSC1 and VSC3 use constant voltage and constant
reactive power control on the DC side and AC side, respectively.
VSC2 and VSC4 use constant active power and constant reactive
power control, with an active power capacity of 1.5 MW and a
reactive power capacity of 0.4 Mvar for each VSC. There are a total
of nine PV arrays connected to the system, with three arrays connected
on the AC side with an installed capacity of 0.1 MWeach, and six arrays
connected on the DC side with an installed capacity of 0.2 MW each.

4.2 Performance testing of the model-free
for AC/DC distribution networks

In this paper, 26,200 sets of active and reactive power data for
VSC2 and VSC4 were randomly generated. Combined with historical
load data of each bus, the voltage data for 33 nodes over 26,200 h were
obtained through power flow calculation. The first 25,000 h of data were
used as the training set, and the data from 25,001 to 26,200 h were used
as the test set to test the performance of the model-free AC/DC

FIGURE 4
Improved IEEE 33-bus AC/DC distribution network.
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distribution networks. The number of neurons in each layer was set to
55, 512, 1,024, 2,048, and 33, with a batch size of 128, a learning rate of
1e-5, and the mean squared error (MSE) as the loss function.

The error distribution between the predicted voltage values and the
actual values for each bus is shown in Figure 5. As can be seen from the
figure, 90% of the error data is distributed in the interval [4.06e-05, 1.16e-
3], the maximum error is 3.125e-3 p.u., and the average error is 4.927e-
4 p.u. From the results, it can be concluded that the error between the
predicted voltage amplitude and the actual voltage amplitude is small,
which verifies the effectiveness of the proposed method.

4.3 Convergence and control performance
analysis of the algorithm

To evaluate the effectiveness of the proposed method, this paper
sets up five test cases and compares the control performance of
different methods, as shown in Table 1. Among them, Cases
1–4 use DRL-based methods for control, while Case 5 uses
traditional evolutionary algorithms for control. Cases 1 and 3 use
multi-agent training methods, and each agent makes decisions based
on local observation states in their respective regions. Cases 2 and 4 use
centralized control, with a single agent making decisions based on
global observation states. Cases 1 and 2 use the model-free for AC/DC
distribution networks for training, while Cases 3 and 4 use the accurate
model for training. The discount factor, smoothing factor, learning rate,
and batch size are set to 0.99, 0.005, 0.0003, and 256, respectively. The
simulation platform is configured with an AMD 3970 × 3.7 GHz CPU,
NVIDIA 3090 GPU, and 64 GB memory computer. The algorithm is
implemented using the Python language and PyTorch framework.

Except for the particle swarm optimization algorithm, all other
methods were trained for 2,000 iterations, with each iteration
consisting of a control period of 4,380 h and a time step of 1 h.
The convergence curves of different algorithms are shown in
Figure 6, and their performance metrics are presented in Table 2.

In terms of convergence time, the convergence curves of the four
cases are roughly the same since the environment settings, random
seeds, and agent parameters are the same, all of which reach
convergence at around 1,200 rounds. However, the required time is
different. Cases 3 and 4, which use the accurate model for training, have
the longest convergence time, taking more than a day. In contrast, cases
1 and 2, which use the model-free for AC/DC distribution networks
based on the historical data, can reduce the training time to a few hours.
The convergence time of Cases 1 and 3, which use multi-agent
algorithms, is longer than that of single-agent algorithms because
more neural network parameters are updated each time.

In terms of control performance, examples 2 and 4, which adopt
single-agent centralized control, make decisions based on the global state
when applied online, while in the multi-agent setting, each agent makes
decisions based on the local observation state, resulting in slightly worse
control performance than single-agent centralized control. Examples 3 and
4, which were trained using accurate models, have smaller voltage
deviations and better control performance than examples 1 and 2,
which were trained using the proposed data-driven approach. However,
the difference is small. It can be seen that examples 1–4 outperform the
particle swarm algorithm in control performance, as the particle swarm
algorithm is prone to getting stuck in local optimal solutions,while the SAC
algorithm requires exploration of actionsmore extensively tomaximize the

FIGURE 5
Error distribution of the model-free for AC/DC distribution networks.

TABLE 1 The example settings.

Case The example settings

Case 1 model-free, MASAC

Case 2 model-free, SAC

Case 3 accurate model, MASAC

Case 4 accurate model, SAC

Case 5 accurate model, PSO
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entropy while maximizing cumulative rewards, thus having a stronger
ability to find optimal solutions during training.

In terms of decision-making time, DRL-based algorithms have good
generalization performance and can adapt to the fluctuations of PV and

load. They can also generate decisions within milliseconds when facing
different scenarios, which can meet the real-time voltage control needs.
On the other hand, traditional evolutionary algorithms have weaker
generalization performance. They need to be re-solved when facing
different scenarios and cannot achieve real-time control of voltage.

Overall, the DRL-based methods outperform traditional
evolutionary algorithms in terms of real-time decision-making based
on observed states, without the need to solve optimizationmodels again.
The proposed model-free multi-agent control method can achieve
similar performance as the accurate model-based method, without
requiring accurate physical models of the AC/DC distribution
system, greatly reducing training time, and allowing for distributed
control of the VSCs. The trained agents can make decisions based on
local state observations, achieving good control performance.

4.4 Validation of example results

To further verify the generalization ability and control
effectiveness of the proposed method, the load and PV data of

FIGURE 6
Cumulative reward.

TABLE 2 Comparison results of the case studies.

Case Convergence
time (s)

Online
decision-
making
time (s)

Mean voltage
deviation (%)

Maximum
voltage (p.u.)

Minimum
voltage (p.u.)

Whether it
depends on an
accurate physical
model

Can distributed
control be
achieved?

Case 1 9,526 0.019 0.26 1.0125 0.9774 × √

Case 2 5,908 0.009 0.23 1.0124 0.9783 √ ×

Case 3 95,440 0.026 0.25 1.0156 0.9805 × √

Case 4 90,500 0.019 0.22 1.0156 0.9760 √ ×

Case 5 — 5,760 0.36 1.0156 0.9632 √ ×

FIGURE 7
The overall load and PV variation.
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1 day outside the training period were selected as the test set, and the
trained intelligent agent was tested online. The overall load and PV
variation are shown in Figure 7.

The agent generates actions to control the active and reactive
power of VSC2 and VSC4 based on the real-time observed state
information, as shown in Figure 7. Figure 8 It can be seen that the
trend of the active power of VSC2 is roughly opposite to that of the
net load, with negative power, i.e., in the inverter state. The active
power of VSC4 is roughly the same as the trend of the net load, with
positive power, i.e., in the rectifier state. By controlling the active and
reactive power of VSC, voltage regulation is achieved, and the
voltage distribution of each node in different periods is shown in
Figure 9. The average voltage deviation is 0.316%, the highest voltage
is 1.012 p.u., and the lowest voltage is 0.978 p.u. It can be seen that
the policy generated by the agent has good control effect. At the
same time, generating 24 sets of control actions only takes 0.019 s,
and the average time consumed for generating one set of actions is

7.916e-04 s, indicating a fast speed. Through online testing of the
agent, the fast decision-making and good generalization ability of
the proposed method are verified.

5 Conclusion

To achieve real-time voltage control in AC/DC distribution
systems, this paper proposes a model-free voltage control method
based on multi-agent reinforcement learning, which has the
following advantages.

(1) The proposed method uses a agent model to reflect the
nonlinear mapping relationship between node power and
voltage in distribution systems, without requiring accurate
physical models of the system, thus solving the problem of
difficult parameter acquisition.

FIGURE 8
The active power and reactive power of the VSC.

FIGURE 9
Voltage distribution.
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(2) The proposedmethod trains agents using theMASAC algorithm to
solve the model-free voltage control problem, which has strong
generalization ability. When applied online, the agents can adapt to
the fluctuation of photovoltaic and load in milliseconds and make
decisions in real-time, achieving real-time control.

(3) The proposedmethod uses a “centralized training, decentralized
execution” strategy, which can achieve distributed cooperative
control of the converters. Each converter only needs to make the
optimal decision based on local observation, minimizing the
global voltage deviation.

Through simulation experiments, the proposed method has
advantages over traditional evolutionary algorithms and particle
swarm optimization algorithms in terms of control performance,
decision time, and generalization ability. The online testing results
on the test set further validate the generalization ability and real-
time performance of the proposed method, indicating that it can
achieve effective voltage control. Future research can further apply
the proposed method to actual AC/DC distribution systems and
combine it with actual data to verify and improve the algorithm.
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1 Introduction

Due to global low-carbon and environmental concerns, modern power grids are
gradually dominated by various renewable energy sources (RESs) (Yu et al., 2022).
Nevertheless, large-scale grid connection of RESs significantly impacts operational stability
and reliability of power grids due to intrinsic intermittence and volatility from RESs
(Impram et al., 2020), resulting in remarkable renewable energy curtailments in recent
years. In particular, the wind and solar power curtailment rates in the “Three-North”
(i.e., northeast, north, and northwest) regions in China reached 17.1% and 10% in 2016,
respectively (Zhang X. et al., 2021). Generally, the hosting capacity of renewable energy is
inevitably affected by multiple factors related to power grid infrastructure planning, such
as the location of RESs (Yang and Xia, 2022), inter-regional transmission capacity (Li et al.,
2019), peak-valley load difference (Li et al., 2022), and extreme climates (Cao et al., 2022).
Reasonable power grid infrastructure investments could increase the system flexibility and
hosting capacity of renewable energy to mitigate the adverse impacts caused by high shares
of grid-connected RESs. Consequently, this study aims to provide insightful perspectives and
discussions on the power grid infrastructure investments for promoting the accommodation
capacity of renewable energy.

The opinions of this study are twofold as follows: 1) a brief survey on prioritizing
power grid infrastructure investments for upgrading the hosting capacity of RESs in
China is presented, and two evaluation indicators, namely, system flexibility and RES
accommodation factor, are then formulated to express the coordination degree of renewable
energy installations and investment in upgrading grid infrastructure; 2) a capsule network-
driven forecasting method is proposed to deduce the dynamic variation of the RES
hosting capacity under a given grid infrastructure investment plan, thereby facilitating the
coordinated allocation of renewable energy and grid infrastructure investments to promote
the RES accommodation.

2 Prioritizing infrastructure investments for grid
connection of renewable energy in China

Over the past decades, China, a global leader in boosting renewable energy
investments,has raised the total installed capacity of RESs by 80 times (Yang and Xia, 2022).
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By the end of 2022, the total installed capacity of grid-
connected photovoltaic and wind generation in China reached
365 and 393 GW, respectively, ranking first among worldwide
countries (The State Council of the People’s Republic of China,
2020). However, the problems with wind and solar power
curtailments are severe in Northwest China. For instance, the
wind (solar) power curtailment climbed to 43% (30.45%) and
38% (32.23%) in Gansu and Xinjiang provinces, China, in 2016,
respectively (Zhang X. et al., 2021). The primary reasons for the
massive renewable energy curtailment in China are threefold:
1) there are significant differences in resource endowments and
load demand between eastern and western regions in China, and
resource-rich provinces generally have an oversupply of electricity;
2) The insufficient peak shaving capacity limits the integration of
large-scale RESs into the existing power grids (Wang et al., 2020);
3) the construction of the inter-regional transmission infrastructure
fails to match the rapid growth of renewable energy installations
(Yang et al., 2021).

In recent years, China has struggled to prioritize infrastructure
investments in developing inter-regional transmission channels,
enhancing thermal plant flexibility, and deploying energy storage
systems. The infrastructure investments in the inter-regional
ultra-high-voltage transmission networks have reached $35.4
billion from 2020 to 2022 (Ke et al., 2022). The State Grid
Corporation of China (SGCC) reported that the ultra-high-voltage
projects had accumulatively transmitted 28.346 million TWh of
electrical power in 2022, an increase of 36.51% compared to
2020. Meanwhile, the deployment of energy storage systems, an
essential measure to enhance power grid flexibility, is rapidly
expanding. At the end of 2022, the newly installed capacity of
energy storage projects in China has grown to 16.5 GW and
increased five times over 2020 with a total investment of $393
billion (The State Council of the People’s Republic of China, 2020).
Consequently, on average, the curtailment rates of wind/solar
power in China decreased from 2.0%/3.5% in 2020 to 1.7%/3.2%
in 2022 (Ke et al., 2022). With the accelerated implementation
of renewable energy integrations, various RES plants, including
offshore wind power, geothermal energy, and wave and tidal
energy, will expand impressively in the coastal and rural regions to
decarbonize energy systems in China (The National Development
and Reform Commission, 2022).

3 Coordination of renewable energy
and the grid upgrading infrastructure
investments

In recent years, the extension and upgrade of existing power
grids cannot match the rapid growth of grid-connected RES
installations, leading to substantial curtailment of wind and
solar energy (Yu et al., 2022). Hence, sufficient investments for
hosting renewable energy and upgrading grid infrastructures
should be equitably allocated to effectively accommodate a high
share of variable RESs. In addition, the interaction of source,
grid, load, and storage enables system flexibility enhancement.
Based on this, coordination evaluation indicators should be
presented to characterize the mutual adaptability and compatibility
between renewable energy installations and power grid planning
(Zhang et al., 2016).

Systemflexibility is a crucial coordination indicator for assessing
the ability to copewith uncertainties from solar andwind generation
(Impram et al., 2020). In addition to the reserve capacity of power
generators and transmission lines, energy storage systems and
demand response are also becoming valuable sources of system
flexibility. The flexibility of the power system FS is presented as
follows:

{{{{{
{{{{{
{

FS = λG

NG

∑
i=1

PGi + λE

NE

∑
k=1

PEk + λT

NT

∑
l=1

PTl + λD

ND

∑
m=1

PDm,

λH =
2
π
arctan[

NH
NH
∑
j=1
(PHj−PHj)

2],H ∈ {G,E,T,D},
(1)

where G, E, T, and D denote the set of power system flexibility
sources of conventional generation units, energy storage system,
transmission lines, and demand response sources, respectively; λG,
λE, λT, and λD denote the weight of each flexibility source, which is
expressed in terms of normalized distributional equilibrium degree;
NG, NE, NT, and ND denote the amount of each flexibility source;
PGi, PEk, PTl, and PDm denote the reserve capacity provided by
the generation unit i, energy storage unit k, transmission line l,
and demand response source m, respectively; and PHj denotes the
average reserve capacity of the whole set of each flexibility source.

On the other hand, the renewable energy accommodation
capacity factor φ is also a coordination indicator to represent
the renewable energy carrying capacity of power systems
(Zhang Z. et al., 2021), taking into consideration the load level, peak
shaving capacity, and reserve capacity of conventional generation
units, as follows:

φ =
PL + PO −

NG

∑
i=1
[PGi(1− αGi)]

PRES
(2)

where PL denotes the average system load, PO is the inter-regional
delivery electricity, αGi denotes the average peak shaving rate of
conventional generation unit i, and PRES denotes the renewable
energy installation capacity.

4 Deep learning-driven
accommodation capacity evaluation
of renewable energy

Due to the complex non-linear temporal characteristics within
power grid infrastructure investments and the accommodation
capacity of renewable energy, a deep learning-driven capsule
network (CapsNet) method is proposed to deduce the variation
of two coordination evaluation indicators with power grid
infrastructure planning. In the capsule network algorithm, a
convolution structure is used to capture hierarchically temporal
features of system flexibility and renewable energy accommodation
from the historical infrastructure investment data (Zheng et al.,
2021). Through conducting the deep learning network training,
the coordination evaluation indicators on a monthly basis exhibit
the dynamic variations of the renewable energy accommodation
capability with various power grid infrastructure investments.

The proposed CapsNet algorithm is composed of convolution
and capsule networks. The convolution and linear layers are
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employed to extract and integrate the global associated flexibility
enhancement features of various power infrastructure investment
projects (Zheng et al., 2021). Capsule networks are used to further
capture the local temporal features and projects labels of various
power grid infrastructure projects at adjacent time periods,
including the voltage level, reserve capacity, project duration, and
completion time. Furthermore, the extracted characteristics are
integrated through a regression layer to predict power system
flexibility under renewable energy infrastructure investments.
Taking the system flexibility indicator as an example, the CapsNet-
based power grid infrastructure planning deduction processes are
shown as the following steps:

• Forming CapsNet structure hierarchically to develop a deep
learning-driven renewable energy accommodation evaluation
model with the multi-dimensional vector input dataset on the
extracted features of infrastructure investment projects.

• Training the CapsNet evaluation model using historical
infrastructure investment data to explore the associated
temporal characteristics between multi-dimensional vectors of
investment project labels and system flexibility, and a dynamic
routing mechanism is used to determine optimal algorithm
parameters of the capsule layer.

• Verifying the accuracy and validity of the proposed model
to deduce and predict the power system flexibility capacity,

including power generation reserves, energy storage systems,
and available transfer capacity of transmission lines, with
practical infrastructure investment data.

With the proposed CapsNet-driven RES accommodation
capacity evaluation model, the infrastructure investment project
labels and system reserve capacity data D = (X,F) are collected.
The input data 𝑋 include various infrastructure projects labels with
the voltage level, regional location, construction type, and capacity.
Moreover, the temporal sequential characteristics extracted from
typical curves of construction and investment completion rates are
involved (Wu et al., 2022), such as the autocorrelation coefficient,
autoregressive coefficient, dynamic time warping distance, and
enclosed area. Here, F denotes the system flexibility.

During the capsule computation processes to evaluate the
accommodation capacity of renewable energy, coupling coefficients
between two capsule layers should be trained and determined by a
dynamic routingmechanism. It is an iterative routing-by-agreement
process for information extraction (Ye et al., 2022). The global
associated features extracted from input data on different power
infrastructure investment projects by a convolutional network are
enclosed in correspondingly lower-level capsules represented by
a multi-dimensional vector μi, and then, lower-level capsules can
make predictions for parameters of higher-level capsules via a
transformation weight matric W ij. The coupling coefficient cij

FIGURE 1
Monthly deduction results of system flexibility and the RES accommodation factor.
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connects the two capsule layers and determines the accommodation
capacity evaluation output vi of a higher-level capsule, and is also
calculated through the softmax function as follows:

cij =
exp(bij)

∑
k

exp(bik)
(3)

where bij denotes the connection probability between the lower-level
capsule i and higher-level j, and its initial value can be set to 0. Then,
the input vector sj for the higher-level capsule j can be obtained by
summing the weighted predictions from lower-level capsules. The
evaluation output vector vj of the RES accommodation capacity,
denoting the detection probability of a temporal feature, can be
calculated by the squash activation function to make the length no
more than 1, as follows:

{{{{
{{{{
{

sj =∑
i
cij(W ijμi),

vj =
‖sj‖

2

1+ ‖sj‖
2

sj

‖sj‖
2 .

(4)

Dynamic routing usually updates bij through the agreement
factor aij, which determines the similarity of the input and output
capsules.

{
aij = vj ⋅ (W ijμi),
bij = bij + aij.

(5)

In this paper, historical data and two coordination evaluation
indicators obtained from numerous power grid infrastructure
investment projects in Hunan Province, China, are introduced to
demonstrate the effectiveness of the proposed CapsNet algorithm.
The monthly deduction results of the Hunan provincial power grid
flexibility and renewable energy accommodation capacity are shown
in Figure 1.

Figure 1 shows that with the growing power grid investments,
the system flexibility and renewable energy accommodation
capacity factor are both increased and ranged with different
types of infrastructure investment projects. In general, these
two coordinated evaluation indicators increase significantly along
with the completion of power grid infrastructure projects with
high voltage levels, large substation, and transmission capacities,
especially for ultra-high-voltage projects. Overall, with the total
amount of about 43.046 billion CNY for power grid infrastructure
investments in 2021–2022, the total system flexibility capacity
increases by 4.183 GW and the renewable energy accommodation
capacity factor can increase by 49.8%.

5 Discussion and conclusion

According to the statistical analysis of Hunan practical power
infrastructure investments and renewable energy accommodation

data, the key findings of this paper can be summarized as follows:
1) power grid infrastructure investments should give priority
to ultra-high-voltage transmission channels and energy storage
systems with optimizing their capacities and layouts to improve
the accommodation capability of renewable energy sources; 2) the
flexibility of thermal power plants should be improved with a
high ramp rate to enhance the system accommodation capability
of RESs; 3) the coordination of renewable energy and power grid
infrastructure projects shall be strengthened, and the ratio of the
system reserve capacity to renewable energy installation should
be increased to over 60% for rational power grid infrastructure
investments.
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Electric vehicle (EV) users’ driving requirement is restricted by the long charging
period and high cost. In this paper, a hierarchical transactive power exchange
method on expressways is proposed to eliminate range anxiety faced by EV
users and further reduce their cost. When EVs are driven on expressways, battery
swapping is considered the suitable power exchangemode due to high efficiency
and adjustability. EVs are scheduled to supplement energy in battery swapping
stations (BSSs) according to the remaining energy and battery swapping cost.
Then, the power exchange among batteries and the power grid in BSSs is
optimized for reducing the operation cost. In the optimization process, battery-
to-battery and battery-to-grid modes are considered for reducing the power
cost in the high electric price period. Some EVs release battery energy in
designated BSSs and supplement energy in other BSSs. It reduces fast charging
power of the battery and operation costs in designated BSSs. Several case
studies are presented to validate the effectiveness and economy of the proposed
method.

KEYWORDS

electric vehicle, power exchange, battery swapping station, battery degradation cost,
expressway

1 Introduction

Electric vehicles (EVs) have gained significant attention due to their environmentally
friendly characteristics (Liu et al., 2018; Ban et al., 2019; Fang et al., 2021). To promote EV
development, the governments have implemented a series of relevant policies, such as
driving restrictions and purchase subsidies (Haddadian et al., 2015). Consequently, it is
expected that the number of EVs increases rapidly (Shao et al., 2017; Park et al., 2022).
The proliferating number of EVs brings flexible resources to the power grid and provides
promising solutions to improve power grid operation (Cao et al., 2022; Jozi et al., 2022).
However, EV users’ driving requirement is restricted by the long charging period and high
cost.

EV charging power is coordinated for satisfying users’ driving requirements. Liu et al.
(2013) adaptively adjusted the charging power according to the battery’s state-of-charge
(SOC) and EV plug-out time. This method satisfied various EV owners’ charging
requirements and reduced the adverse impact of the massive charging loads integrated into
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the power grid. Luo et al. (2020) and Shen et al. (2021) coordinated
the charging period of diverse EVs according to the plug-in period
and load curve of the power grid. It reduced the power cost through
peak-load shifting. López et al. (2015) dispatched the charging
power in the load valley period. It improved the local consumption
of renewable energy generation. The charging requirements of EV
users were successfully satisfied in these methods by coordinating
the charging power and periods. Meanwhile, the normal operation
of the power grid was maintained.

In 1998, fast charging was proposed for supplementing energy
in EVs within a short period (Kutkut et al., 1998). Duan et al.
(2021) proposed a fast-charging method to improve EV users’
experience. Moradipari et al. (2020) stated that the real-time
navigation guided EVs driving toward fast-charging stations to
reduce the queuing time and improve the owners’ experience. These
methods significantly reduced the charging period and expanded
EVs’ driving range.

Zhang et al. (2020) integrated the interests of traffic networks
into power distribution systems and the fast-charging station joint
planning model. Through the information interaction, EV driving
became more convenient. Gjelaj et al. (2020) proposed a stochastic
planning method of the direct-current fast-charging stations
that considered the EV driving route. The method significantly
improved the user’s experience due to the short charging period.
However, fast charging significantly accelerates the cycle aging of
the battery. It results in an exorbitant battery degradation cost
(BDC).

BSSs play a crucial role in promoting a sustainable EV ecosystem
(Zulkarnain et al., 2014; Adepetu et al., 2016). The stations could
reduce the BDC and EV charging period by extending the battery
charging period and increasing the battery reserve (Ding et al.,
2022; Kocer et al., 2022). Choi et al. (2020), Zhang et al. (2020), and
Cui et al. (2023) stated that batteries in BSSs are centrally charged
during the low electricity price period. It reduces BSSs’ operation
cost and EV charging cost. Infante et al. (2018) proposed a two-
level hierarchical BSS model, including the unit model and the
station model. The unit model used a transition-based modeling
technique, which allows the observation froma bottom-up approach
on battery allocation. The station model acted as a system-view
platform to evaluate operational strategies for BSS, considering
BDC, users’ behavior, and supplementary grid services. Infante et al.
(2020) proposed that the link between the electricity network and
transport network provided opportunities for BSSs with a strategic
optimization scheme. In these approaches, BSSs not only effectively
satisfy users’ requirements but also improve the operation condition
of the power grid.

In order to further reduce EV users’ cost and eliminate
their range anxiety on the expressways, a hierarchical transactive
power exchange method where EV supplements energy in a cost-
effective manner is proposed in this paper. To satisfy users’ driving
requirements, EVs driving on expressways are dispatched to BSSs at
a lower level. In the process, the BSS energy storage situation, EV’s
remaining energy, and moving energy consumption are considered.
At the middle level, the power exchange among batteries and the
power grid is optimized in each BSS. In this process, multiple power
exchangemodes, such as fast charging, battery-to-battery (B2B), and
battery-to-grid (B2G), are coordinated. At the upper level, some EVs
release energy in the BSSs at exorbitant costs. In the process, the

FIGURE 1
Framework of the proposed power exchange system.

fast-charging power in BSSs is reduced, and the parameters at lower
and middle levels are changed.

The remainder of this paper is organized as follows: in Section 2,
the systemmodel is presented.Theproposed hierarchical transactive
power exchange method is presented in Section 3. In Section 4, the
Hungarian assignment and particle swarm optimization algorithms
are adopted to optimize the whole power exchange scheme.
Extensive case studies are presented and discussed in Section 5.
Conclusion is given in Section 6.

2 System model

2.1 Power exchange system

Figure 1 shows that the hierarchical transactive power exchange
system on expressways includes the control center, the power grid,
BSSs, and EVs. EVs are dispatched to BSSs according to the BSS
energy storage situation, EV remaining energy, and moving energy
consumption. In BSSs, the power exchange among the power grid
and batteries is performed. When the BSS operates at an exorbitant
cost, some EVs are encouraged to release energy in the BSS and
supplement energy in other BSSs.

The control center collects information from EVs, BSSs, and
the power grid (e.g., SOC of batteries and forecast electricity
price). According to the collected information, the power exchange
schemes are optimized in the control center, and the results are sent
to EVs and BSSs. When BSSs operate at prohibitive costs, EVs will
be considered the energy prosumers in the optimized process.

The control center collects information from EVs. It increases
the risk of privacy leakage. Privacy protection could be performed
by increasing the difficulty and cost of privacy leakage.The following
measures can be adopted:

1) Hidden EV user’s information. It increased the difficulty and
the time cost of privacy leakage (Efthymiou et al., 2010; Su et al.,
2019).
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2) Entrust the third parties to manage the data. The parties could
protect data professionally (Hur, 2013; Ruj et al., 2013).

3) Severe penalties for information disclosure should be imposed.

2.2 Power exchange model

To reduce BSSs’ operation and power costs, the process of
EV supplementing energy is hierarchical. At the lower level, EVs
are dispatched to BSSs for satisfying users’ driving requirements.
For providing sufficient swappable batteries economically in each
BSS, the power exchange among batteries and the power grid is
performed at the middle level. At the upper level, some EVs release
energy in the BSS which operates at exorbitant costs and supplement
energy in other BSSs. It is worth noting that the power exchange
scheme at the upper level will cause the updated schemes at lower
and middle levels. The power exchange model is shown as follows
(1):

CEV = P
up
EV ⋅EPP

ω +CBD −P
down
EV ⋅ESP

ω, (1)

CEV = [C1,C2,⋯,CNL
]ω,CBD = [CBD,1,CBD,2,⋯,CBD,NL

]ω, (2)

{{{{
{{{{
{

EPP = [ap,1,ap,2,⋯,ap,NL
]ω,ESP = [as,1,as,2,⋯,as,NL

]ω,

Pup
EV = QEV ⋅ [ΔSOC

up
1 ,ΔSOC

up
2 ,⋯,ΔSOC

up
NL
]ω,

Pdown
EV = QEV ⋅ [ΔSOC

down
1 ,ΔSOC

down
2 ,⋯,ΔSOC

down
NL
]ω,

(3)

where CEV represents the cost matrix of EVs. Pup
EV and Pdown

EV
represent the supplement energy and the releasing energy matrixes
of EVs, respectively. CBD represents the BDC matrix of EVs.
EPPω and ESPω represent the transposition of energy purchasing
and selling price matrixes, respectively. ap,l and as,l represent the
electricity purchasing and selling prices, respectively.QEV represents
the battery capacity.ΔSOCup

1 andΔSOCdown
1 represent the increasing

and decreasing SOC of an EV battery, respectively.NL represents the
number of EVs at lower power exchange.

In (1), the cost matrix of EVs includes the power purchase cost
and BDC. The power purchase cost and the power selling income
depend on the real-time electricity prices and power cost. The cost
at the middle level is reflected by electricity prices and the number
of dispatched EVs.

3 Problem formulation of battery
swapping

Figure 2 shows that EVs are dispatched to various BSSs for
supplementing energy at a lower level. At themiddle level, the power
exchange among the batteries and the power grid is performed in
each BSS. At the upper level, some EVs release energy in BSSs
at exorbitant operation costs. It is worth noting that the power
exchange at the upper level will change the power exchange scheme
at other levels.

3.1 Battery swapping at the lower level

At the lower level, EVs are dispatched to various BSSs. The
dispatching optimization model is established as follows:

FIGURE 2
Proposed hierarchical power exchange method.

min 
NL

∑
l=1

Cl =
NL

∑
l=1
(ap,l ⋅ ΔSOC

up
l ⋅QEV +CBD,l), (4)

s.t. CBD,l = α1(Pl(t)
β1 + α2(1− SOCl(t))

β2), (5)

{{{
{{{
{

0 < vl(t) ≤ vmax,
0 ≤ ΔSOCup

l ≤ ΔSOCmax,
ΔSOCmax = SOCmax − SOCmin,

⇒ {
0 < Pl(t) ≤ vmax ⋅ψl,
SOCmin ≤ SOCl(t) ≤ SOCmax,

(6)

ap,l =
Nb

∑
b=1

ap,b ⋅ ΔSOC
up
l,b ⋅QEV/

Nb

∑
b=1
ΔSOCup

l,b ⋅QEV, (7)

{
{
{

QEV ⋅ (SOCl(t) − SOCmin) ≥ Dad,l ⋅ψl,

Dad,l =min(D1,l,D2,l,⋯,Dn,l,⋯,DNB,l) ≥ 0,
(8)

where Cl represents the cost of the lth EV. CBD,l represents the
BDC of the lth EV battery. Pl represents the power consumption
of the EV. α1, α2, β1, and β2 represent the battery degradation cost
parameters. SOCl represents the SOC value of the EV battery. vl
and vmax represent the speed and maximum speed of the moving
EV, respectively. SOCmax and SOCmin represent the maximum and
minimum SOC of the battery, respectively. Dn,l and Dad,l represent
the distance andminimum distance between the BSS and the lth EV,
respectively. NB represents the number of batteries in the BSS. ψ l
represents the unit moving energy cost of the EV.

In (4), the optimization object is the minimum EV cost. The
number of EVs dispatched to each BSS is considered the decision
variable. EV’s moving energy consumption accelerates the cycle
aging of batteries, and the BDC is formulated as shown in (5). In (6),
the real-time output power is constrained within the rational range,
and the real-time SOC of batteries is constrained for preserving
batteries from over-discharge. In BSSs, the energy price for EVs
fluctuates, as shown in (7). The remaining energy of EV batteries
is constrained, as shown in (8).
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3.2 Power exchange at the middle level

At the middle level, the power exchange among batteries and
the power grid is performed in each BSS. The optimization model
is established as follows:

min Cb = (
Nb

∑
b=1

CBD,b +
Nb−1+1

∑
b=1

ach,b ⋅ Pb), (9)

s.t. ach,b =

tend
∑
t0

ap,grid(t) ⋅ Pb−grid(t) +
tend
∑
t0

ap,grid(t) ⋅ Pb−b′(t) +CBD,b′

tend
∑
t0

Pb−grid(t) +
tend
∑
t0

Pb−b′(t)

,

(10)

{{{{
{{{{
{

CBD,b =
t
∑
t0
(α1(Pb(t)

β1 + α2(1− SOCb(t))
β2)),

Pb =
t
∑
t0
Pb(t) =

t
∑
t0

NB−1+1
∑
b′=1

Pb−b′(t), t0 ≤ t ≤ tend,
(11)

{{{{{{
{{{{{{
{

Pb−b′(t) =min(Pb,rem(t),−Pb′,rem(t)),

Pb,rem(t) = Pb(t) −
nb
∑
b′=1

Pb−b′(t),Pb′,rem(t) = Pb′(t)−
nb
∑
b=1

Pb′−b(t)

PGrid(t) = Pb,rem(t)|nb=Nb−1
+ Pb′,rem(t)|nb=Nb−1

,

⇒

{{{{{{{{{{{
{{{{{{{{{{{
{

Pb(t) = Pb−grid(t) +
Nb−1

∑
b′=1

Pb−b′(t),Pb−grid(t) ≥ 0,

Pb′(t) = Pgrid−b(t) +
Nb−1

∑
b=1

Pb′−b(t),Pgrid−b′(t) ≥ 0,

PGrid(t) =
Nb

∑
b=1

Pb(t) ≥ 0,0 ≤ Pb(t) ≤ Pch,max,−Pdis,max ≤ Pb′(t) ≤ 0,

(12)

{
{
{

SOCb(tend) ≥ STb = SOCmax − SOCdev,

SOCmin ≤ SOCb(t) ≤ SOCmax,
(13)

(STb − SOCb(t))QEV ≤
tend
∑
t
Pb(t) ≤ (SOCmax − SOCb(t))QEV, (14)

{
{
{

SOCb′(t) ≥ SOCmin

SOCb′(t) ≤ SOCmax

⇒
tend
∑
t
Pb′(t) ≥ (SOCmin − SOCb′(t))QEV,

(15)

{{{{
{{{{
{

SOCb(t+Δt) = SOCb(t) +
Pb(t)
QEV
≥ SOCb(t),

SOCb′(t+Δt) = SOCb′(t) +
Pb′(t)
QEV
≤ SOCb′(t),

(16)

{{{
{{{
{

Nb ≥ Nb,l(t) ⇒
NB

∑
b=1

Nb ≥ NL(t),

nb(t)|SOC≥(SOCmax−SOCdev) ≥ Nb,l(t),
(17)

where Cb represents the operation cost of the bth BSS. ach,b and
ap,grid represent the electricity prices of charging the battery and
the power grid, respectively. Pb represents the charging power
of the battery. PGrid represents the output power of the power
grid. Pb-grid represents the power that battery charges from the
grid. Pb-b’ represents the B2B power. Pb,rem represents the battery’s
unmatched optimization power. STb represents the desired SOC
of the battery. SOCdev represents the allowable SOC deviation of

the battery. Nb,l represents the number of EVs dispatched to the
lth BSS. NB represents the number of BSSs. b and b' represent
the indexes for the number of batteries and discharging batteries,
respectively. Pch,max and Pdis,max represent the maximum charging
and discharging power of batteries, respectively. Δt represents the
time interval. t0 and tend represent the initial and end of a certain
period, respectively.

The power exchange performed in each BSS aims to reduce
the operation cost, and the BSS’s minimum operation cost is the
optimization object, as shown in (9). The total charging power of
the BSS is considered the decision variable. In (10), the electricity
price of BSSs is defined, and it depends on the power cost and BDC.
The BDC is defined in (11). Each battery could match with multiple
objects. In (12), the exchanged power is limited by the smaller
power of matchable objects. The charging power and discharging
power are both limited in the rational range. The SOC of the battery
is constrained, as shown in (13) and (15). During the charging
period, the real-time SOC of the charging batteries is constrained
for preventing over-charging of the battery, and the battery’s power
range is concluded as (14). During the discharging period, the
real-time SOC of the battery is constrained for preventing over-
discharging of the battery, and the battery’s power range is concluded
as (15). The real-time SOC of the battery is updated and limited, as
shown in (16). At the middle level, each BSS satisfies users’ driving
requirements.Therefore, the number of batterieswith the designated
SOC value is constrained, as shown in (17).

3.3 Battery swapping at the upper level

At the upper level, some EVs release energy in BSSs, which
operate at exorbitant operation costs, and supplement energy in
other BSSs. The optimization model is established as follows:

max 
Nu

∑
u=1

Ru
′ = λ

Nu

∑
u=1

u = λRBSS > 0, (18)

s.t. RBSS = Cn|μ−1 +Cn+1|μ +⋯+CNB
|μ −Cn|μ, (19)

ΔSOCup
u +ΔSOCdown

u −ψu ⋅Dn,u/QEV ≥ 0, (20)

{
{
{

SOCmin ≤ SOCm,u ≤ SOCmax,

SOCmin ≤ SOCm′,u ≤ SOCmax,
(21)

SOCm′,u − SOCmin ≥ Dad,u ⋅
ψu

QEV
, (22)

where Ru represents the decreasing cost of BSSs due to the uth
EV releasing energy. Ru’ represents the income of the uth EV. RBSS
represents the decreasing cost of the BSS. Cn|u represents the cost
of the nth BSS that u EVs join in the upper power exchange. Nu
represents the number of EVs at the upper power exchange. λ
represents the operation cost ratio of BSSs.

In the optimization model, the maximum profit of users is the
objective, and the number of EVs dispatched to BSSs is considered
the decision variable. In (18), the users’ reward is dependent on the
decreased cost of BSSs. The upper power exchange could avoid fast
charging of some batteries and reduce BDC. When the electric price
at the period is high, the upper power exchange could reduce the
charging power and the power cost. The power cost and BDC in
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FIGURE 3
Designed middle power exchange algorithm.

TABLE 1 Comparativemethod characteristics.

Comparative method Battery
swapping

Battery-to-battery EV energy
release

M1 ○ × ×

M2 ○ ○ ×

M3 (proposed method) ○ ○ ○

the BSS are decreased and slightly increased in other BSSs. This is
because an acceptable number of EVs are dispatched to other BSSs.
The fast-charging power in the BSS is decreased, and the charging
power in other BSSs is slightly increased. Therefore, the total cost of
BSSs is decreased. At the upper power exchange, the BSSs decreased
the cost due to EVs releasing energy, and EVs’ extra cost due to
supplementing energy in other BSSs is considered, as shown in
(19). In (20), EV moving loss is considered, and the residual energy
of EV batteries is constrained to ensure that EVs could drive to
supplement energy. In (21) and (22), the SOC of batteries is limited
in a reasonable range, and the residual energy of EVs is limited by
the adjacent BSS’s distance.

4 Hierarchical power exchange
algorithm

4.1 Lower power exchange

At the lower power exchange, EVs are dispatched to BSSs
for supplementing energy. In this process, the number of EVs

TABLE 2 Simulation parameters.

Parameter Value Parameter Value

SOCl(tl,0) 0.3 + round (rand × 1)/10 Dn,l (km) 80

SOCb(tb,0) 0.2 + round (rand × 6)/10 NBSS 3

SOCm(tm,0) 0.7 + round (rand × 1)/10 Nb 40

SOCmax 0.80 α1 ($/kWh5) 0.2336 × 10−8

SOCmin 0.20 α2 ($/kWh5) 0.1024 × 10−1

SOCdev 0.05 β1 5

STb 0.80 β2 5

Pch,max (kW) 7 T (hour) 24

Pdis,min (kW) 7 △t (hour) 1

vmax (km/hour) 120 λ 0.8

QEV (kWh) 80 ψ l, ψu (kWh/km) 0.1

dispatched to each BSS is considered the decision variable, and the
particle swarm optimization algorithm is applied. The optimization
result will have an impact on the optimization process at the middle
level.

4.2 Middle power exchange

At the middle level, the power exchange among batteries
and the power grid is performed in each BSS for reducing the
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FIGURE 4
Dynamic parameters in the simulation process.

FIGURE 5
Purchasing power using (A) M1, (B) M2, and (C) M3.

operation cost. This process is considered a power assignment
problem. The particle swarm optimization offers several advantages,
including a fast rate of convergence, high precision, and simplicity
in implementation. On the other hand, the Hungarian algorithm is
a combinatorial optimization algorithm used to solve assignment
problems efficiently within polynomial time. These algorithms are
applied to solve the power assignment problem. The decision
variable in this problem is the total charging power of the BSS, and
the particle swarm optimization algorithm is employed to obtain the
optimal solution. In the power assignment process, the Hungarian
algorithm is applied to obtain the batteries’ optimal power exchange
scheme at each particle (Zeng et al., 2020). The procedure of the
designed algorithm is shown in Figure 3.

CPSO(t) =

[[[[[[[

[

c11(t),c12(t) … c1(Nb)(t)

c21(t),c22(t) … c2(Nb)(t)

⋮

cNb1(t),cNb2(t) … cNb(Nb)(t)

]]]]]]]

]

, (23)

{
{
{

cij = cij −min{ci1,ci2,⋯,ciNb
}, i ∈ [1,2,⋯,Nb],

cij = cij −min{c1j,c2j,⋯,cNbj}, j ∈ [1,2,⋯,Nb],
(24)

{
{
{

cij = cij −minEun,cij ∈ Eun,

c′ij = c
′
ij +minEun,c

′
ij ∈ Eco,

(25)

where Eun and Eco represent the uncovered elements and the
elements covered by two lines, respectively. Ncell represents the
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FIGURE 6
Purchasing power cost using (A) M1, (B) M2, and (C) M3.

FIGURE 7
Battery degradation cost using (A) M1, (B) M2, and (C) M3.

number of assigned cells. N row and Ncolumn represent the row and
column number of the matrix, respectively.

In the optimization process, the operation cost matrix of the BSS
is expressed as (23). In the matrix, the number of rows represents
that of batteries. The number of columns represents that of the
divided power. cnn in the element represents the corresponding
cost generated by the battery charging/discharging. In (24), the

calculation rule ensures zero elements in each row and column. In
(25), the calculation rule updates the cost matrix.

4.3 Upper power exchange

At the upper power exchange, EVs release energy in the BSS
which operates at an exorbitant cost. In the optimization process,
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TABLE 3 Cost comparison (×102$).

M1 M2 M3

PPC BDC PPC BDC PPC BDC

BSS1 32.22 47.85 32.22 47.85 30.80 44.03

BSS2 11.93 15.69 11.93 15.69 11.97 15.80

BSS3 9.19 17.86 9.18 17.87 9.99 18.28

Summation 53.34 81.40 53.33 81.40 52.77 78.11

Total cost 134.74 134.73 130.88

the number of EVs dispatched to the BSS is considered the decision
variable, and the particle swarm optimization algorithm is applied.
After EVs release energy, the number of EVs that supplement energy
is changed, and the optimized schemes at the other two levels should
be updated.

5 Simulation and discussion

As shown in Table 1, three power exchange methods are
employed for verifying the effectiveness of the proposed method.

5.1 Simulation parameters

The simulation model parameters are presented in Table 2
(Song et al., 2017; Kim et al., 2018; Zhang et al., 2019). At the upper

level, EVs release energy in the first BSS and supplement energy in
other BSSs. For simplifying the computation, ach,b is assumed to be
equal to ap,l.

The initial number of EVs that supplement energy and ap,grid is
dynamic, as shown in Figure 4 (Song et al., 2017). To simplify the
simulation process, the BDC resulting from fast charging is assumed
as shown in (26):

CBD,b = CBD,b|Pb(t)=Pch,max
⋅
(Pb(t) − Pch,max)

Pch,max
, i f Pb(t) > Pch,max. (26)

5.2 Power exchange performance
comparison

The purchasing power from the power grid using three different
methods is shown in Figure 5. During some periods, such as the
01st–07th hours, PGrid measured using three different methods is
equal. Batteries in BSSs are charged from the power grid due to low
electricity prices. The low operating cost of the BSS results in few
EVs releasing energy. In the 09th hour, PGrid using M2 is lesser than
that using M1 in BSS3. This is because ap,grid increases, and there is
some B2B power in M2. Due to the increased number of dispatched
EVs, almost all batteries are charged in BSS1. Therefore, there is less
B2B power in BSS1, andPGrid usingM1 andM2 seems to be equal. In
BSS2 and BSS3, the distinction betweenM1 andM2 is imperceptible
due to the few dispatched EVs. PGrid using M3 is significantly less
than that using other methods in BSS1 and more than that using

FIGURE 8
Power exchange of (A) location 16 in BSS1, (B) location 21 in BSS2, and (C) location 33 in BSS3.
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other methods in other BSSs. This is because some EVs release
energy in BSS1, and the fast-charging power is decreased. However,
this process increases the number of EVs that supplement energy
in BSS2 and BSS3. EVs centralize supplement energy in BSS1 for
reducing the BDC, resulting from EV moving.

The power purchasing cost measured using three different
methods is shown in Figure 6. The cost calculated using M1 and
M2 is almost identical due to low electricity prices and less B2B
power. The excessive EVs supplement energy in BSS1, resulting in
fewdischargeable batteries. FewEVs supplement energy in BSS2 and
BSS3, resulting in low charging power and lowpower cost. InM3, the
fast-charging power of BSS1 is reduced due to EVs releasing energy.
It results in the decreased power cost in BSS1 and increased power
cost in BSS2 and BSS3.

The power exchange schemes result in the inconsistent BDC,
as shown in Figure 7. The BDC in BSS1 is more than that in
BSS2 and BSS3. It is because EVs centralize supplement energy
in BSS1 and fast charging in some batteries takes place. The
BDC variance between M1 and M2 is not remarkable. This is
because almost all batteries in BSS1 have to charge for excess EVs
supplementing energy. With fewer EVs driving to BSS2 and BSS3,
BSSs could schedule an economic and elastic charging scheme.
The BDC using M3 in BSS1 is less than that using M1 and M2
by reducing the fast-charging power. Meanwhile, it increases the
number of EVs that supplement energy in BSS2 and BSS3. The
BDC using M3 is a little more than that using M1 and M2 due
to an acceptable number of EVs being dispatched to BSS2 and
BSS3.

The detailed cost performance is presented in Table 3, and the
power purchasing cost is referred to as PPC. According to the
analysis shown in Figures 5–7, the power purchasing cost using M2
is less than that using M1 in BSS3 due to the slight B2B power.
The BDC using M2 is only a little more than that using M1 in
BSS3 due to few discharging batteries. The power purchasing cost
using M3 in BSS1 is less than that using M1 and M2 and more
in other BSSs. This is because the fast-charging power in BSS1
is decreased and the charging power in other BSSs is increased.
The BDC using M3 in BSS1 is less than that using M1 and M2
and more in other BSSs. This is because the fast-charging power
in BSS1 is reduced and the charging power in other BSSs is
increased.

Figure 8 shows the chosen battery location in each BSS. The
charging power and SOC curve of the battery in the locations
are presented with the three methods. In BSS1, due to some EVs
releasing energy at the upper power exchange, the purchasing
power using M3 is reduced significantly during the 14th–17th
hours. In BSS2 and BSS3, the purchasing power using M3 increased
remarkedly during the 12th–13th hours due to the additional EVs
with low SOCbatteries generated at the upper level. Batteries in BSS2
and BSS3 need more charging power for meeting owners’ driving
requirements. In BSS3, during the 10th hour, the battery using M2
discharged because of the high electric price and idle batteries.
The battery charging from other batteries could reduce the BSS’s
operation cost. During the 11th hour, the purchasing powerwithM3
decreased relatively to that withM2.This is because the upper power
exchange results in the varying number of EVs driving to BSS3
and the re-optimization for the lower and middle power exchange
schemes.

TABLE 4 Cost reduction in the upper power exchange.

ts1 SOCs1 SOCs2 ΔQupper (kWh) Ru’ ($)

EV1 11 0.70 0.30 32.0 2.99

EV2 12 0.70 0.40 24.0 13.41

EV3 14 0.70 0.37 26.4 14.78

EV4 17 0.80 0.38 33.6 2.16

EV5 20 0.70 0.42 22.4 3.55

At the upper power exchange, the cost reduction of the randomly
chosen EVs is shown in Table 4. EVs swap lower SOC batteries
in BSS1 and supplement energy in BSS2 or BSS3. It can be seen
from Table 4 that the initial SOC of the EV battery has little impact
on the BSSs’ cost. The cost reduction of EV1 is approximately
equal to that of EV4, and the cost reduction of EV3 is much
more than that of EV4. The initial SOC of the EV1 battery is
equal to that of the EV3 battery. This is because the cost reduction
is dependent on the BSS’s operation conditions. When the BSS
operates at an exorbitant cost, the responsive EVs at the upper power
exchange will receive optimistic rewards. The BSS’s cost reduction
is considered the user’s contribution, which directly affects their
reward.

6 Conclusion

In this paper, a hierarchical transactive power exchange method
is proposed to solve EV users’ range anxiety on expressways. At the
lower level, EVs are dispatched to supplement energy in various
BSSs. At themiddle level, BSSs schedule the power exchange scheme
that considered the power exchange modes, such as B2G and B2B.
At the upper level, some EVs release battery energy in the BSS
which operates at exorbitant costs and supplement energy in other
BSSs.

The proposed method ensures that EVs supplement energy on
expressways in a highly efficient, flexible, and cost-effective manner.
To guarantee the normal operation of BSSs, EVs can gradually
increase the SOC of batteries bymultiple swapping batteries in BSSs.
The subject requires additional investigation on how to schedule the
rational and economic power exchange schemes.
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Transient energy transfer control
of frequency-coupled energy
storage devices in low inertia
prosumer energy systems
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If the energy source of rotational inertia is expanded to include the stored static
energy, the transient stability of prosumer energy systems is enhanced by the
energy transfer between frequency-coupled hybrid energy storage device (HESD)
and synchronous generator (SG). In this paper, first, the conversion relationships
between the stored energy in the battery and capacitor, and the mechanical
kinetic energy of SG are established. Subsequently, the virtual inertia hidden in
HESD is obtained for the frequency-coupled capability. Second, the small
disturbance model of a prosumer energy system with virtual inertia is derived,
and the impact of frequency-coupled HESD on frequency stability and damping
characteristics is analyzed. Third, based on the mechanism analysis of system
transient stability, a novel energy transfer control strategy adapted to the HESD is
proposed. By sharing transient energy between the SG and HESD, both the
frequency variation and rotor angle oscillation can be prevented using a
unified controller. Last, a typical test system with high penetration of
photovoltaic (PV) arrays is implemented on a hardware-in-the-loop platform.
The results demonstrate that under the proposed control strategy, the transient
stability of prosumer energy systems with frequency-coupled HESD can be
significantly improved.

KEYWORDS

hybrid energy storage, virtual inertia, rotor angle, frequency stability, energy transfer

1 Introduction

Recently, the transient stability of prosumer energy systems with decoupled renewable
power generation (RPG) has received a significant amount of attention due to insufficient
regulation. Virtual synchronous generators (VSGs) have been widely studied to enable
smooth integration with the power system. In theory, the VSG can emulate transient
characteristics similar to that of the synchronous generator (SG), including virtual inertia
and damping (Torres et al., 2014; Zhong et al., 2014; Xiong et al., 2022). However, unlike the
SG, the frequency-coupled capability of VSG mainly depends on the available energy stored
in wind turbines, photovoltaic (PV) arrays, or hybrid energy storage devices (HESDs) (Yang
et al., 2023a). Thus, the energy conversion relation between the RPG and SG should be
established. Otherwise, the dynamic response cannot be achieved even if the inertia or
damping parameter is set to VSG. More importantly, if the inertia distribution and damping
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characteristics are changed by the VSG, the interaction of virtual
transient characteristics will create new issues and challenges for
system stability.

With the application of voltage source converters, the decoupled
RPG has gained great potential in power regulation. The kinetic
energy stored in a rotating rotor can be utilized to provide rapid
frequency response by introducing the frequency control modules,
such as df/dt (Xiong et al., 2021a; Song et al., 2022; You et al., 2022),
P/f droop (Xiong et al., 2021b; Yang et al., 2023b) and PID (Wang
et al., 2015; Zhu et al., 2018) into the maximum power point tracking
(MPPT) control of variable speed wind turbines. However, unlike
wind turbines, the PV arrays and energy storage devices have no
rotational kinetic energy (Alipoor et al., 2013). Obviously, the inertia
response mainly depends on whether the static energy reserve is
sufficient or not. Thus, to evaluate the frequency-coupled capability
of HESDs for transient stability support, the conversion relationship
between the static energy and kinetic energy should be analyzed first.

More recently, the VSG has been considered as a feasible method
for the RPG to improve system transient stability (Cheema and
Mehmood, 2020; Zhao et al., 2020). However, a proper evaluation of
system transient stability cannot be obtained if multiple virtual
characteristics, such as inertia and damping, are introduced into
the prosumer energy systems. Although the effectiveness of VSG on
inertia or damping has been verified in existing research, the control
parameter is generally designed to address only a single stability
issue. In fact, the negative impact of multiple virtual characteristics
on system stability is also critical to enable wide applications of the
VSG. Moreover, the control functions of both damping and inertia
depend on the active power regulation, and thus the inevitable
interaction between the two controllers contributes to weakening the
desired response.

In (Xiong et al., 2019), the authors indicate that virtual inertia
has a significant impact on system damping. The results in (Zhang
et al., 2017; Ying et al., 2018) demonstrate that system damping is
reduced with the activation of df/dt controller. The impact of virtual
inertia on first-swing stability of rotor angle is analyzed in a two-area
interconnected power system in (Ma et al., 2017; Hammad et al.,
2019). The virtual inertia provided by wind turbines in the feeding
side network reduces the rotor angle stability.

Thus, based on the swing period of the rotor angle, adaptive
virtual inertia control schemes are proposed to provide more reliable
inertia support for improved frequency stability and damping
characteristics (Alipoor et al., 2018; Li et al., 2020). In (Alipoor
et al., 2015), the virtual inertias of wind turbines are optimized to
improve frequency stability. However, the design principle of some
parameters is not considered in detail, such as the inertia coefficient.
Integrated adaptive control of damping and virtual inertia is
proposed in (Li et al., 2017), but the frequency stability is
probably weakened if the virtual inertias switch frequently
between big and small values. In a two-area interconnected
power system, the variable inertia is provided by wind turbines
to improve the system transient stability in (Zhang et al., 2020a;
Zhang et al., 2020b). However, both the detection of power flow
direction and complex logic operation are necessary for the variable
inertia. Obviously, the current parameter design of VSG cannot
provide appropriate support to various operation modes.

In this study, the frequency-coupled capability of HESD is
estimated based on the energy conversion relationship between

the battery, supercapacitor, and SG. In addition, a novel control
scheme is investigated to achieve transient energy transfer between
the SGs and frequency-coupled HESDs. Using a single unified
controller, both the transient performance of frequency and rotor
angle can be improved.

The purpose of this study is to develop a new energy transfer
control method to improve system stability by sharing transient
energy between SG and HESD. The new contributions of this study
can be summarized as: 1) The frequency coupling capability of
HESD was estimated based on the energy conversion relationship
between batteries, supercapacitors, and SG. 2) This paper
investigates a new control scheme to achieve transient energy
transfer between SGs and frequency-coupled HESDs. 3)The
proposed HESD energy transfer control strategy based on
frequency coupling can improve the transient stability of system
frequency and rotor angle.

This paper is organized as follows: Section 2 establishes the
conversion relationships of static energy stored in the battery and
super capacitor, and the rotational kinetic energy of the SG. In
Section 3, the effects of virtual inertia on frequency and damping
characteristics are analyzed. Section 4 proposes a novel control
scheme, in which the system transient stability is improved by
the transfer of transient energy of SGs to frequency-coupled
HESDs in the form of static energy. Experimental studies to
demonstrate the effectiveness of the proposed control scheme
based on a typical power grid with high penetration of PV arrays
and HESD are presented in Section 5. Conclusions are presented in
Section 6.

2 Inertia support capability of
frequency-coupled HESD

2.1 Virtual inertia of frequency-coupled
battery

In this paper, a hybrid energy storage device combining
battery and supercapacitor is used to extend the service life of
the energy storage device and realize the efficient use of its
capacity. The charge and discharge limits of supercapacitors
are set to 20% and 80%, and the battery in hybrid energy
storage equipment can participate in power balance when the
state of charge is 10%–90%. If there here are only batteries in the
grid, it is also possible to use only one form of energy storage to
achieve the expected control goals.

The electronic power converters equipped with HESDs have
great potential for power regulation. Although the active and
reactive powers can be regulated independently by vector control,
the HESDs still cannot provide power support due to the
decoupled operation between the HESDs and SGs. The
inherent inertia of SGs is useful for reducing the rate of
change of system frequency by absorbing or releasing the
kinetic energy stored in the rotating rotor. Thus, A new
frequency-coupled relationship should be established between
the HESDs and SGs to provide effective power support.

The static energy stored in the battery can be regarded as a new
energy source of virtual inertia. The state of charge (SOC) γSOC of
the battery is defined as
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γSOC � QB − ∫iBdt
QB

(1)

where QB and iB are the capacity, and output current of the battery,
respectively. The static energy WB stored in the battery can be
expressed as

WB � ∫ uBiBdt � uBQBγsoc−0 (2)

where uB is the output voltage of the battery, and γSOC-0 is the initial
value of γSOC.

From (2), the expression of WB can be transformed as follows:

WB � ∫ uBiBdt
ωedωe/p2

n

ωe

p2
n

dωe � ∫ p2
nuBQBd 1 − γSOC( )

ωedωe

ωe

p2
n

dωe (3)

In transient events, the SGs regulate kinetic energy to provide
frequency support. Thus, the SGs are coupled with one another by
the system frequency. It is worth noting that the kinetic energy Ek is
determined by the inherent inertia, which can be expressed as
follows:

Ek � ∫ 1
pn

2
JSωedωe � 1

2pn
2
JSωe

2 (4)

where JS, pn, and ωe are the inherent inertia, pole pairs, and angular
velocity of the SG, respectively.

According to (4), WB can be converted into kinetic energy,
which is given by

WB � ∫ JBV
ωe

p2
n

dωe � EkB (5)

where JBV and EkB are the virtual inertia and virtual kinetic energy of
the battery, respectively.

The conversion relationship between the static energy of the
battery and the kinetic energy of the SG is established by (5). The
virtual inertia JBV of the battery can be further expressed as

JBV � ωeΔγSOC
γSOC 0ωS

uBQBγsoc−0
ωe

2
� JS

kBEkB

2Ek
(6)

where ωS is the variation of system angular velocity ωe, ΔγSOC is the
variation of γSOC, γSOC-0 is the initial state value of γSOC, and kB =
ωeΔγSOC/(γSOC-0ωS) is defined as the SOC adjustment coefficient of
battery.

2.2 Virtual inertia of frequency-coupled
super capacitor

In HESD, the static energy stored is stored in the super capacitor
can also be utilized to provide the virtual inertia response. The SOC
ρSOC of the super capacitor is defined as

ρSOC � QC − ∫CduC

QC
(7)

where QC and uC are the capacity and output voltage of the super
capacitor, respectively.

The static energy WC stored in the super capacitor can be
expressed as

WC � ∫CuCduC � uCQCρSOC−0 (8)

where ρSOC-0 is the initial value of ρSOC, and C is the capacitance of
the super capacitor. The expression of WC given in (8) can be
transformed as follows:

WC � ∫ CuCduC

ωedωe/p2
n

ωe

p2
n

dωe � ∫ p2
nuCQCd 1 − ρSOC( )

ωedωe

ωe

p2
n

dωe (9)

According to (4), the static energy WC can be converted into
kinetic energy, which is given as follows:

WC � ∫ JCV
ωe

p2
n

dωe � EkC (10)

where JCV and EkC are the virtual inertia and virtual kinetic energy of
the super capacitor, respectively.

The conversion relationship between the static energy of the
super capacitor and the kinetic energy of the SG is given by (10). The
virtual inertia JCV of the super capacitor can be further expressed as

JCV � ωeΔρSOC
ρSOC 0ωS

uCQCρSOC 0

ω2
e

� JS
kCEkC

2Ek
(11)

where ΔρSOC is the variation of ρSOC, ρSOC-0 is the initial state value
of ρSOC, and kC = ωeΔρSOC/(ρSOC-0ωS) is defined as the SOC
adjustment coefficient of the super capacitor.

The virtual inertia of the HESD, which is composed of a battery
and a super capacitor, is given by

JHV � JBV + JCV � JS
EkBkB + EkCkC

2Ek
(12)

Referring to the concept of inertia time constant of SGs, the
virtual inertia time constant HHV of the HESD can be defined as
follows:

HHV � JHVω2
e/2pn

2

SH
(13)

where SH is the rated capacity of the HESD.
According to (12) and (13), the virtual inertia of the HESD is no

longer constant and is mainly determined by the coefficients kB and
kC. It can be found from Eqs 5, 10 that the static energy of the battery
and super capacitor can be utilized for frequency support in the form
of virtual kinetic energy. In theory, the virtual inertia couples the
HESD with the system frequency by releasing or absorbing the
virtual kinetic energy.

3 Dynamic characteristics of prosumer
energy systems with frequency-
coupled HESD

Referring to transient stability analysis, the rate of change of
system frequency can be reduced with the addition of virtual inertia.
The current inertia control mainly focuses on frequency stability.
However, two shortcomings of the fixed inertia response should be
considered.

Due to the voltage source characteristics of the synchronous
generator, when the power disturbance occurs on the load side, the
generators maintain the power balance through the sudden change
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of the electromagnetic power. Moreover, the energy storage device
also has fast power response capability, so the delay problem of
inertial response is not considered in this paper. Figure 1 shows the
dynamic system frequency performance in a power systemwith high
penetration of PV power generation. If the PV arrays operate under
the traditional MPPT control, a large frequency drop is observed
after a sudden load change due to the lack of frequency regulators. If
the inertia control is applied to the HESD, the frequency nadir is
lifted and the change rate is also reduced. However, although the
frequency is more stable in this case, the transient stability of the
power system degrades.

Figure 1 shows that the output power Pv of the virtual inertia
controller can only provide frequency support for the initial few
seconds. Moreover, the negative power response is generated by the
virtual inertia controller during the frequency recovery period. The
main reasons for this phenomenon are: During the frequency
recovery period (df/dt > 0), the power response of the virtual
inertia ΔPv<0. At this stage, energy storage devices switch from
releasing energy to absorbing energy. It absorbs power from the
system under virtual inertia control. A part of the mechanical power
issued by the primary frequency modulation of the synchronous
generator is absorbed by the energy storage, and cannot be fully
applied to the recovery of the synchronous speed, which increases
the primary frequency modulation burden of the synchronous
generator and causes the frequency recovery speed to slow down.

The other shortcoming of fixed inertia emulated by the VSG is
that any inertia distribution changes also affect other transient
characteristics, such as system damping. To estimate the impact
of virtual inertia on system damping, the rotor motion equation of a
SG is given by

dΔω
dt

� − 1
HS

ΔPG +DSΔω[ ] (14)

Where ΔPG, DS and HS are the active power variation, damping
coefficient and inherent inertia of the SG, respectively.

Under virtual inertia control, the rotor motion equation of the
battery can be expressed similar to that of the SG as follows

dΔω
dt

� − 1
HBV

ΔPB +DBΔω[ ] (15)

where ΔPB and HBV are the storage energy and virtual inertia time
constant of the battery, respectively.

The expression of the current variation ΔiB is given by
ΔiB=(WBkB/uBω0)Δω-iB. The small signal model of the battery
can be expressed as

dΔiB
dt

� −DBkBWB

UBω0HBV
Δω − kBWB +HBVω0

ω0HBV
ΔiB (16)

Using Eqs 15, 16, the state equation of the battery can be then
written as

Δ _ω
Δ _PB

[ ] �
− DB

HBV
− 1
HBV

−DBkBWB

ω0HBV
−kBWB +HBVω0

ω0HBV

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ Δω

ΔPB
[ ] (17)

The state equation of the super capacitor can be obtained
similarly. The state equation of the HESD can be written as

Δ _ω
Δ _PES

[ ] �
− DH

HHV
− 1
HHV

−DHkvirWH

2ω0HHV
−kvirWH + 4HHVω0

2ω0HHV

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ Δω

ΔPES
[ ] (18)

where ΔPES is the storage energy variation of the HESD, and WH,
HHV, DH and kvir are the static energy, virtual inertia time constant,
damping coefficient and SOC adjustment coefficient of the HESD,
respectively. The last three terms are given as follows:

HHV � HBV ·HCV( )/ HBV +HCV( )
DH � HCV

HBV +HCV
·DB + HBV

HBV +HCV
·DC

kvir � kB � kC

(19)

The rotor motion equation of a SG can be expressed as

Δ _δ
Δ _ω

[ ] �
0 ω0

−ΔPG

HS
−DS

HS

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ Δδ
Δω[ ] (20)

Using Eqs 19, 20 and considering Δδ, Δω and ΔPES as the state
variables, the state equation of the power system with virtual inertia
is obtained as

Δ _δ
Δ _ω
Δ _PES

⎡⎢⎢⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎥⎥⎦ � 0 a12 0
a21 a22 a23
0 a32 a33

⎡⎢⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎥⎦ Δδ
Δω
ΔPES

⎡⎢⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎥⎦ (21)

where the non-zero elements in the above matrix can be expressed as

a12 � ω0,

a21 � −ΔPG

HS
, a22 � −DS

HS
− DH

HHV
, a23 � − 1

HHV

a32 � −DHkvirWH

2ω0HHV
, a33 � −kvirWH + 4HHVω0

2ω0HHV

(22)

It can be concluded based on (21) that the oscillation
characteristics of the state variables are closely related to the
virtual inertia of the HESD. To illustrate the effect of virtual

FIGURE 1
Effects of virtual inertia on system frequency.
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inertia on system damping, the coefficient kvir is changed within the
range [0, 20], and the eigenvalue root locus is shown in Figure 2. As
can be observed, the root locus λ1 moves away from the imaginary
axis of the state plane as kvir increases during the initial period.
However, once kvir reaches a certain value, λ1 starts to move closer to
the imaginary axis, which means that the system stability is reduced.

4 Energy transfer control of frequency-
coupled HESD

4.1 Energy transfer control strategy

During the initial transient period, the system frequency change can
be reducedwith the increase of system inertia. However, subsequently, a
larger inertia still prevents the frequency from recovering to the normal

value, and as a result, the recovery time is increased. Moreover, the
slower attenuation of the rotor angle of the SG causes it to oscillate
unnecessarily.

The oscillation process of angular velocity and rotor angle of a SG
after the application of a perturbation is shown in Figure 3. The
oscillation period can be divided into two stages: 1) Phase A with
ωS =ωe-ω0>0 and dδ/dt> 0, 2) PhaseBwithωS =ωe-ω0<0 and dδ/dt< 0.
As Figure 3 shows, the rotor angle δ increases during phaseA. Increased
inertia is useful for reducing the deviation of the rotor angle, and the
system stability can be enhanced. However, if the power system enters
phase B, the fixed inertia will prevent the rotor angle from going back to
the initial value, resulting in a continuous oscillation.

To address this issue, the virtual inertia is regulated in the proposed
control scheme to transfer the transient energy from the SGs to HESDs
during different oscillation stages of the rotor angle. The energy transfer
controller of the frequency-coupled HESD is designed as

Pv � HvωS
dωS

dt
( )2

(23)

where Hv is the inertia coefficient of HESD with Hv>0, and ωS is the
angular velocity deviation.

Under the proposed control scheme, the rotor motion equation
of the power system can be expressed as follows:

HS
dωS

dt
� Pm − Pe − Pv −DSωS (24)

Substituting (23) into (24), we get

HvωS
dωS

dt
( )2

+HS
dωS

dt
� Pm − Pe −DSωS (25)

Using the small disturbance analysis method, the linear equation
is obtained as

HS + 2HvωS0( ) · dΔωS

dt
+ DS +Hv

dωS0

dt
( )2( ) · ΔωS � ΔP (26)

The eigenequation of the system is obtained as

HS +HA( ) d
2δ

dt2
+ DS +DA( ) dδ

dt
� ΔP (27)

where HA = 2Hvωs0 is the inertia of the additional controller, and
DA = Hv(dωs0/dt)

2 is the damping of the controller.
During phaseA,ωs0 > 0, and thus the positive inertia is provided by

the proposed controller. The rotor angle will change slowly with the
addition of virtual inertia. However, during phase B, ωs0 < 0, the virtual
inertia is negative, and thus the rotor angle recovers quickly due to the
decrease of system inertia. This new dynamic performance of the rotor
angle is desirable for achieving system stability. In addition, the
damping coefficient DA of the proposed controller is always positive.
Thus, the controller can contribute to the improvement of the system
damping characteristics.

4.2 Principle of transient energy transfer

To further verify the positive impact of the proposed control
scheme on the system transient stability, the transient energy

FIGURE 2
Root locus of eigenvalue with the change of inertia coefficient.

FIGURE 3
Power system oscillation process.
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transfer between the SGs andHESDs is analyzed using the Lyapunov
direct method. Figure 3 shows that both angular velocity ωe and
rotor angle δ increase during phase A. If the fault is cleared in time at
point c, the rotor angular velocity ω starts to decrease. However, it is
still higher than the initial velocity ω0, and thus the rotor angle
continues to increase. During phase B, both the angular velocity ω

and rotor angle δ decrease before ωe returns to its initial value. After
crossing the point k, ωe increases. However, δ decreases until ω
returns to its initial value again.

The analysis of the dynamic performance of the rotor angle
under the proposed control shows that a slower change and faster
recovery of the rotor angle can be achieved during phases A and B,
respectively. Obviously, during phase B, lower inertia will accelerate
the recovery of the rotor angle. However, the oscillation amplitude
and time increase during phase A due to the higher inertia.
Therefore, it is imperative to analyze the transient energy change
that takes place during phase A.

According to (24), under the proposed control scheme and
ignoring the system damping, the transient energy of the power
system can be expressed as

E � ES + EH (28)
where ES is the inherent energy of SGs, EH is the additional energy
generated by the energy transfer controller.

ES � ∫δc

δ0

Pm − Pe2( )dδ + ∫δt

δk

Pe3 − Pm( )dδ (29)

EH � ∫δc

δ0

− Pvdδ + ∫δt

δk

Pvdδ (30)

where δ0 is the initial value of the rotor angle, δc and δt are the rotor
angles at fault clearing time and time t, respectively, δk is the rotor
angle at the stable equilibrium point, and Pe2 and Pe3 are the
electromagnetic powers before and after the fault is cleared,
respectively.

According to (28), under the proposed control scheme, the
system transient energy is composed of the inherent energy of the
SGs and the additional energy generated by the energy transfer
controller.

(1) During the fault period, the angular velocity and rotor angle
are in the intervals [ω0,ωc] and [δ0,δc], respectively. In this period,
the additional energy EHA generated by the energy transfer
controller can be expressed as

EHA � ∫δc

δ0

−HvωS
dωS

dt
( )2

dδ � −Hv∫ωc−ω0

0
ωS

2dωS
dωS

dt

� −Hv

3
ωc − ω0( )3 · dωS

dt
(31)

During this accumulation phase of acceleration energy, the
angular velocity increases, i.e (ωc-ω0)

3 > 0, and dωS/dt>0.
Consequently, the acceleration energy generated by the energy
transfer controller satisfies EHA<0. Therefore, the energy transfer
control can transfer the acceleration energy from the SG to the
HESD and reduce the accumulation of acceleration energy.

(2) After the fault is cleared, the angular velocity and rotor angle
are in the intervals [ωc,ωf] and [δc,δf], respectively. In this period, the
additional energy EHD generated by the energy transfer controller
can be expressed as follows:

EHD � ∫δf

δc

HvωS
dωS

dt
( )2

dδ � Hv∫ωf−ω0

ωc−ω0

ωS
2dωS

dωS

dt

� Hv

3
ωf − ω0( )3 − ωc − ω0( )3[ ] · dωS

dt
(32)

During this transformation stage of deceleration energy, the
angular velocity decreases, i.e (ωf-ω0)

3-(ωc-ω0)
3 < 0, and dωS/dt < 0.

Consequently, the deceleration energy generated by the energy
transfer controller satisfies EHD>0. Therefore, the HESD can be
used to provide energy support and increase the conversion of
deceleration energy under the energy transfer control.

It is obvious that under the proposed control strategy, the
accumulation of acceleration energy decreases and the
transformation of deceleration energy increases throughout phase
A. According to the Lyapunov method, both the oscillation
amplitude and time of the rotor angle can be reduced by sharing
the transient energy between the SG and HESD. Thus, a stronger
stability of the rotor angle can be achieved, thanks to the more
efficient power control.

4.3 Structure of energy transfer controller

According to (6) and (11), the energy variation of HESD can be
expressed as

ΔEkB + ΔEkC � 1
2pn

2
JBVωS

2 + 1
2pn

2
JCVωS

2 (33)

The energy variation generated by energy transfer controller can
be expressed as follows:

ΔEH � ∫HvωS
dωS

dt
( )2

dδ (34)

FIGURE 4
Flowchart of energy transfer control strategy.
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The relationship between virtual inertia of HESD and Hv can be
expressed as

1
2pn

2
JBV + JCV( )ωS

2 � ∫HvωS
dωS

dt
( )2

dδ (35)

Hv � 3 JBV + JCV( )
2ωSdωS/dt (36)

The structure of the HESD transient energy transfer controller is
shown in Figure 4, in the control system, the variable upv and ipv are
the reference voltage and reference current of the photovoltaic
respectively; uabc* is the three-phase reference voltage for DC/AC
converter pulse width modulation; udc* and udc are DC reference
voltage and output voltage of DC/AC converter; id* and iq* are the
reference current of the d and q axes of the DC/AC converter
respectively; PES is the output power reference value of the HESD; iC
is the output current of the supercapacitor; iB and iC are the current
reference value of the storage battery and the supercapacitor
respectively. As shown, four modules are added to the control
system of HESD. According to (36), the virtual inertia of the
battery and super capacitor is calculated to set the energy
transfer control parameter Hv. The angular velocity signal is
introduced to calculate the output power of the proposed
controller Pv. After the fluctuation of PV is suppressed, the
surplus power PES is then sent to the power distribution module.
The inertia support is provided by the super capacitor at first after
the power reference instruction is received. The remaining power
difference (Pv–PC) is compensated by the energy stored in the
battery to obtain the desired inertia response. The power
provided by PV and HESD (Ppv + PES) flows into AC power grid
through DC/AC converter, in which the voltage and current dual
closed-loop control is adopted.

Differential control is easy to generate high-frequency signals,
resulting in a decrease in frequency quality and an increase in the
probability of miss operation of the additional controller. Therefore,
a first-order low-pass filter is set in the angular velocity detection
link to filter out the high-frequency signal and eliminate its influence
on the system frequency.

5 Simulation studies

5.1 System structure

To demonstrate the effectiveness of the proposed control
scheme, a test system is carried out, of which structure in shown
in Figure 5. In the test system, the SGs and PV arrays are rated at
160 kVA and 100 kW, respectively. The HESD consists of a battery
and a super-capacitor with capacities of 50 Ah and 10 F, respectively.
The PV array and HESD were connected to the grid through bus B7,
with loads L1 and L2 of 150 kW and 100 kW, respectively. The solar
irradiance was set to 1000 W/m2.

To illustrate the impact of energy transfer between the SGs and
HESD on the system transient stability, the following three cases are
considered. 1) Case A: without any additional control scheme. 2)
Case B: VSG control scheme Ref. (Torres et al., 2014). 3) Case C:
under the proposed control scheme in Figure 5 (kB = 0.1, kC = 0.2,
Hv = 5.6).

5.2 Dynamic responses of system frequency

Due to the duration of common power disturbances, such as
generator cut-off, high-power load switching, and other events, is
much longer than the time required for inertial support. Therefore,
this paper treats ΔPd as a step signal, and conservatively evaluates
controller performance regardless of the disturbance duration. To
illustrate the performance of the proposed control scheme for
system frequency, load L1 is increased by 50 kW at 18s.
Experimental results of the system frequency f, output active
power PG of SG1, and output active power PE of HESD in cases
A-C are compared in Figures 6A–C. In the simulation model, the
synchronous generator contains primary and secondary frequency
regulation modules, which are close to the frequency regulation
mode of the actual power grid. Among them, the primary frequency
adjustment is differential regulation, and the secondary frequency
adjustment is non-differential regulation. When the synchronous
generator starts the secondary frequency regulation, the frequency of
the system under situation A-C can be restored to 50 Hz.

In case A, the system frequency performance during the initial
period mainly depends on the inherent inertia of the SGs. However,
among all three cases, the largest frequency drop of around 0.5 Hz is
observed for Case A due to the lowest inertia, as shown in Figure 6A.
Since the synchronous generator equips a secondary frequency
regulator in the simulation system, which contains the PI
controller. Thus, in the dynamic process, the inevitable overshoot
of the system frequency can be observed. In all three cases, the
overshoot of case A was observed to be the largest since case A had
the lowest damping.

In case B, virtual inertia is provided by the HESD under the VSG
by detecting the frequency variation. As shown, the frequency
deviation is reduced to around 0.25 Hz. Before the system
frequency drops to its minimum value, the positive power
support is generated by the VSG, and thus the rate of change of
system frequency is reduced with the addition of virtual inertia.
However, once the system frequency begins to recover, the HESD
still prevents the frequency from going back to its normal value, and
the active power generated by the VSG is negative for the increased
load. Thus, a slower system frequency recovery is observed.

FIGURE 5
Structure of the experiment platform.
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In case C, under the proposed control scheme, the rate of change of
the frequency drop is reduced similar to that in case B.More importantly,
the best system frequency recovery performance is attained because the
HESD always maintains a positive power support to share the load
demand with the SGs. Thus, the recovery period of system frequency is
the shortest for case C among all three cases.

(a) Case A: without additional control (b) Case B: VSG control (c)
Case C: under the proposed control

5.3 Dynamic responses of rotor angle
oscillation

To illustrate the performance of the proposed control scheme on
system damping, a 0.1s three phase short-circuit fault is applied on
bus B9 at 18s. The experimental results of the rotor angle δ, system
frequency f, angular velocity ω, tie-line transmission power PT,
output active power PE and output active power PG of SG1 for
cases A–C are compared in Figures 7A–C.

FIGURE 6
Dynamic system responses after sudden load variation.

FIGURE 7
Dynamic system responses after short-circuit fault.
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As Figure 7A shows, a continuous rotor angle oscillation can be
observed in the absence of any additional control. Although the
power system stabilizers are applied to the SGs in the test system, the
system damping is still insufficient. In the test system with a high
penetration of PV generation, there is still a lack of regulators.
Obviously, the ability of HESDs to dampen the oscillation is
important.

However, in case B, the virtual inertia is provided by the HESD.
Although the frequency stability can be improved as verified in
Section 5.2 (case B), an unexpected rotor angle oscillation is likely to
be caused by the addition of virtual inertia. As Figure 7B shows, the
maximum swing amplitude of the rotor angle is increased from 5.2°

to 7.25°. Compared with case A, a more serious oscillation of the
rotor angle is observed. Moreover, it is harder for the SGs to damp
the oscillations of ω, PT and PG. The main reason for this
phenomenon is that during different oscillation phases of the
rotor angle, the frequency coupled HESD with a constant inertia
produces a negative damping effect.

In case C, as Figure 7C illustrates, the oscillation amplitude of δ
is reduced to around 2.75°, and the oscillation durations of δ, ω, PT
and PG are shortened to 3.2 s. Obviously, the proposed control
scheme improves the system transient stability. The test results
demonstrate that the transient energy transfer between the SGs and
HESD is beneficial for increasing the system damping.

6 Conclusion

In this paper, the energy source of rotational inertia is expanded
to static HESDs for improving the frequency stability of power
systems with renewable power generation. Moreover, this paper
proposes a new energy transfer control strategy for frequency-
coupled HESD based on transient stability analysis. Different
from the traditional additional inertia or damping control, the
controller presented here provides different virtual inertia at
different oscillation stages, and the strategy always has a positive
additional damping coefficient throughout the frequency recovery
process, which helps to improve the damping characteristics of the
system. The main conclusions of this study are as follows.

1) By analyzing the conversion relationship between the static
energy of HESD and mechanical kinetic energy of SG, the
virtual inertias of battery and capacitor are defined
respectively. The frequency-coupled HESD can provide virtual
inertia response for dynamic frequency support. However, the
fixed virtual inertia of HESDs can negatively affect the rotor
angle, and even lead to system instability.

2) In transient events, the frequency-coupled HESD can reduce the
rate of change of system frequency before the frequency reaches
its minimum value. However, after the initial period, a slower
frequency recovery is caused by the HESD if the virtual inertia
remained constant. Based on the analysis and test results, it can
be concluded that the negative damping effect is caused by the
addition of constant virtual inertia, which consequently leads to
the unexpected rotor angle oscillation. Thus, the wide application
of frequency-coupled HESD cannot be achieved because of the
reduced transient stability of the rotor angle.

3) To reduce the application risk of frequency-coupled HESD for
system transient stability, a novel energy transfer control scheme
is proposed. During the initial oscillation phase, the HESD
prevents the rotor angle from changing by increasing the
system inertia. If the rotor angle reaches its maximum value,
a negative virtual inertia is produced that accelerated the rotor
angle recovery to a stable value due to the lower inertia.
Throughout the oscillation period, the energy transfer
between the SGs and HESDs is achieved by the proposed
controller, and thus the transient energy of the SGs always
decreased. According to the Lyapunov stability criterion, the
system transient stability is improved. As evident from
theoretical analysis and test results, the HESD has the new
ability to provide more reliable support to system.
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With the sustained popularity of renewable energy generation, high penetration of
variable energies, e.g., wind and solar, is reshaping the form of power systems and
weakening the strength of the grid. The stabilitymechanismof the grid-connected
converter in a weak power network, however, has yet to be evaluated. This paper
establishes impedance and transient models for Grid-Following (GFL) as well as
Grid-Forming (GFM) converters through the impedance analysis method and
equal area criterion analysis method. The stability of these two control
methods is then comprehensively studied under small and large interference
with different grid conditions. The analytical results show that the GFM control is
more stable against small disturbances in a weak network. In contrast, it is prone to
a significant disturbance stability problem in the strong grid due to the large grid
impedance. The GFL control is more suitable for a vigorous power grid, whereas
introducing oscillation in a weak power grid due to its negative damping.
Simulation experiments have verified the accuracy of the analytical results.

KEYWORDS

grid-following (GFL) control, grid-forming (GFM) control, small disturbance stability,
large disturbance stability, renewable energy connection, grid strength

1 Introduction

To render the electric power system more sustainable, replacing conventional fossil fuel-
based power plants with Renewable Energy Sources (RESs) based on power electronic
interfaces to the grid is an inevitable trend (Bikdeli et al., 2022), Currently, most RESs are
connected to the grid using Grid-Following (GFL) control, which tracks the Point of
Common Coupling (PCC) voltage phase and controls the current output in real time
through a Phase-Locked Loop (PLL). These GFL RESs can be characterized as controllable
current sources (Wen et al., 2015), which are suitable for connection to a strong power grid
(Poolla et al., 2019; Chen et al., 2021). However, in a weak power grid, where the grid
impedance is very high, it is difficult to guarantee the stability of GFL converters. To improve
the system’s stability, RESs must actively form potential high points on the grid to provide
voltage and frequency regulation. These control methods that can achieve the
abovementioned functions are so-called Grid-Forming (GFM) control (Wu et al., 2016;
Lasseter et al., 2019; Khan et al., 2022). Unlike GFL control, GFM RESs present controllable
voltage source characteristics with respect to the grid (Chen et al., 2021), and can provide
inertia and damping to the system (Chen et al., 2020; Orihara et al., 2021; Xiong et al., 2022),
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which can enhance the synchronization stability of grid-connected
RESs in a weak grid (Anttila, et al., 2022).

Both control strategies (GFL and GFM) have stability problems
in different conditions (Lourenço et al., 2021). Suppose we want to
compare the stability of grid-connected converters with these
control strategies comprehensively and profoundly. In this case,
we need to start from two aspects: small disturbance stability and
large disturbance stability (Xiong et al., 2020). The most popular
analysis methods for assessing power systems’ small disturbance
stability problem can be divided into time and frequency domain
methods (Xiong et al., 2015; Wang et al., 2018; Wu et al., 2018; Chen
and O’Donnell, 2019; Yu et al., 2021). Based on the frequency
domain analysis of the impedance model, actual grid-connected
converter and AC line impedance models are established. Then the
stability criteria of impedance are used to evaluate the system
stability. Zhang et al. (2019) and Zhang et al. (2017) state that
the sequential impedance has a clear physical meaning compared to
the dq-domain impedance and can be measured directly. Therefore,
the sequential impedance is more suitable for large-scale RES
analysis and practical engineering applications. Feng et al. (2022)
investigates the stability of GFL inverters considering grid
impedance and proposes several cases of small signal instability
caused by positive and negative sequence components. A voltage-
controlled and current-controlled VSG (Virtual Synchronous
Generator) sequential impedance model is developed (Wu et al.,
2018). It is pointed out that the volt-age-controlled type is more
suitable for weak grids than the current-controlled VSG. The precise
sequence impedance models are derived for the load virtual
synchronous machine (LVSM), and the influence of grid
impedance on its small disturbance stability is analyzed (Liu
et al., 2020).

The new generation power system’s large disturbance stability
analysis methods are evaluated: stepwise integration, direct, and
linear (Gurrala et al., 2015; Pan et al., 2019). The linear method
shows that the converter is stable when a stable equilibrium point
exists for its operation after the disturbance (Gao et al., 2016). However,
Göksu et al. (2014) presents a viewpoint against the linear approach,
i.e., in some cases where a stable equilibrium point exists in the system,
the grid-connected converter may also suffer from transient instability.
Considering the nonlinear characteristics of the grid-connected
converter, Tang et al. (2022) and Wu et al. (2019) propose a
method to analyse the large-signal stability of the grid-connected
converter using the equal-area criterion. Chen et al. (2019) and
Chen et al. (2022) analyze the effect of capacity limitation and PLL
frequency limiter on the stability of large disturbances in a GFL
converter based on the equal-area criterion, respectively. Chen et al.
(2020) proposes a high precision model for GFL converters to capture
the effect of current transients on the stability of large disturbances.
Based on the above literature, the studies on the stability of grid-
connected converters of GFL and GFM types are at the early stage of
separate discussions. As a result, few comparative studies on their
stability are provided. There needs to be a more exhaustive comparison
and discussion on the stability of small and large disturbances for these
two control methods.

This paper presents the small interference impedance analysis
method and the large interference equal-area criterion analysis
method of GFL and GFM converters, aiming at comprehensively

comparing the stability of these two converters. The main
contributions of this paper are as follows:

(i) The positive sequence impedance models of the GFL and GFM
converters are established to evaluate their small disturbance
stability.

(ii) The transient models of the GFL and GFM converters are
established to evaluate their large disturbance stability.

(iii) The stability of the two different control strategies under
different grid conditions, especially the weak grid, is wholly
and comprehensively compared and verified by combining the
above analysis.

The topology and control strategies for GFL and GFM converter
systems utilized in this work are presented in Section 2. Section 3
illustrates the impedance model along with its characteristic
analysis. Section 4 analyses the large disturbance synchronous
stability. Results and discussion for two control strategies in
different network conditions are presented in Section 5.
Conclusions are presented in Section 6.

2 Topology and control strategies for
GFL and GFM converter systems

2.1 GFL converter

The topology of the GFL converter and its control strategy is
shown in Figure 1, which consists of a dc bus, a two-level power
electronic inverter, an LC filter, a grid impedance, and an ideal
voltage source.

Currently, the GFL converter uses a vector control strategy in dq
frame. This control samples the output current iabc and voltage ugabc at
the PCC and then convert them into dq components. Furthermore, the
PLL gives the grid phase angle θ in the synchronous reference frame.
The control of GFL converters usually uses a dual closed-loop control,
where the external voltage loop aims to maintain the dc bus current
constant. In contrast, the internal current loop converts the reference
current into a voltage reference signal. Then the modulation module
generates the modulating waveform mabc. Finally, the Pulse Width
Modulation (PWM) generator drives the converter switching circuit to
realize the function of regulating the reactive power on the Alternating
Current (AC) side and delivering the active power generated by the RES
to the grid. For simplicity, the Direct Current (DC) bus voltage Udc is
assumed to be constant, and the outer loop is ignored for modeling
processes in the following sections. The transfer functions of the
sampling Gdel(s), the inner-loop current controller Hc(s), and the
PLL controller HPLL(s) are given in Eqs 1–3, respectively.

Gdel s( ) � Gdel

1 + sTdel
(1)

Hc s( ) � Kp−c + Ki−c
s

(2)

HPLL s( ) � Kp−pll + Ki−pll
s

( ) ×
1
s

(3)

where Gdel and Tdel are the sampling gain and sampling delay,
respectively; Kp-c and Ki-c are the Proportional-Integral (PI) control
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parameters in the current loop; and Kp-pll and Ki-pll are the PI control
parameters in the PLL control loop.

2.2 GFM converter

Figure 2 shows the topology of the GFM converter and its
control strategy. The GFM control actively forms the voltage

output at the PCC point by simulating the synchronous machine
power angle characteristics. At the same time, it controls the
virtual turn angle according to the active power instead of
collecting the voltage and phase at the PCC point through the
PLL, and its modulation method is the same as that of the GFL
type. The active power control loop of the GFM control simulates
the swing equation of a conventional synchronous generator to
provide virtual inertia and achieve primary frequency regulation.

FIGURE 1
Control block diagram of the GFL converter.

FIGURE 2
Control block diagram of the GFM converter system.
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In contrast, its reactive power control simulates a conventional
synchronous generator’s primary voltage regulation
characteristics. The virtual rotor equation of motion of the
GFM converter is shown below.

J
dω
dt

� Pref − Pe − Dd ω − ωN( ) (4)

θ � 1
S
ω (5)

where J is the virtual inertia coefficient; Dd is the damping
coefficient; ωN and ω are the nominal and virtual angular
frequencies, respectively; and θ is the phase angle generated by
the active power control loop; Pref and Pe are the reference active
power and the actual active power output, respectively.

The excitation system of a synchronous generator is controlled
by the excitation current, while the equivalent variable in the
inverter control is the reference voltage. Therefore, by simulating
a synchronous generator’s excitation current control method, the
control equation for voltage regulation can be obtained as follows.�

2
√

E � G s( ) �
2

√
U ref −

�
2

√
Um( ) (6)

where G(s) is the voltage regulator. Uref and Um are the effective
values of the reference and measured voltages, respectively.

The primary voltage regulation equation of the synchronous
generator can be expressed as:

Dq � ΔQ
ΔV � Qref − Qe�

2
√

U ref −
�
2

√
UN

(7)

where Dq denotes the reactive power regulation coefficient; Qref and
Qe are the reference reactive power and real-time reactive power,
respectively; and UN is the effective value of the rated voltage.

Combining Eqs 6, 7, the Q-V equation can be obtained as
follows.

�
2

√
E � G s( )

Dq
Qref − Qe +

�
2

√
Dq UN − Um( )[ ] (8)

Considering the consistency, the reactive power control loop can
be rewritten similarly to the active power loop:

�
2

√
E � 1

Ks
Qref − Qe +

�
2

√
Dq UN − Um( )[ ] (9)

where Ks is the equivalent inertia coefficient of the reactive power
loop; E is the effective value of the internal voltage.

The power calculation module in Figure 2 is derived based on
the instantaneous power theory. The instantaneous active power Pe
and reactive power Qe output of the GFM converter can be
calculated as:

Pe � 3
2

vαiα + vβiβ( )
Qe � 3

2
vβiα − vαiβ( )

⎧⎪⎪⎪⎨⎪⎪⎪⎩ (10)

where iα, iβ and vα, vβ are the currents and voltages measured in the
αβ reference frame, respectively.

Then, the modulated waves of the grid-connected converter are
generated from the active and reactive power control loops, which
can be expressed as follows.

ma ��
�
2

√
Ecosθ

mb �
�
2

√
Ecos θ − 2π/3( )

mc �
�
2

√
Ecos θ + 2π/3( )

⎧⎪⎨⎪⎩ (11)

3 Impedance model and characteristic
analysis

The grid-connected converter is controlled in a synchronous
rotating frame and is stationary concerning the three-phase voltage
vector. Considering the characteristics of different impedance modeling
methods, sequence impedance modeling based on harmonic
linearization applies to GFL and GFM converters. This section
presents the small-signal positive sequence impedance modeling of
the GFL and GFM control, and their characteristics are compared.

The basic concept of harmonic linearization is that the
nonlinear output can be approximated by the first harmonic
component under sinusoidal excitation when the target system
satisfies certain conditions (Wu et al., 2018). Thus, the nonlinear
system can be approximated as an equivalent linear system. By
applying harmonic linearization, the positive sequence
impedance of the GFL converter can be calculated as:

ZGFL−p s( ) � VGFL−p s( )
IGFL−p s( ) � KmVdcG1 s( )Gdel s( ) + sLf

1 − KmVdcGdel s( ) 1 + G2 s( )[ ] (12)

G1 s( ) � Hc s − j2πf 1( ) − jKd

G2 s( ) � TPLL s − j2πf 1( )
2Vd

Hc s − j2πf 1( ) Idr + jIqr( )[ ]
TPLL s( ) � VdHPLL s( )

1 + VdHPLL s( )

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
(13)

where Vdc and Vd are the dc bus voltage and its steady-state value,
respectively; Lf is the filter inductance value; f1 is the grid frequency; Km

is the modulation gain; Kd is the current loop decoupling factor; Idr and
Iqr are the steady-state values of the d-axis and q-axis current references,
respectively.

The positive sequence impedance of the grid-forming control
can be calculated as:

ZGFM−p s( ) � VGFM−p s( )
IGFM−p s( ) � G4 s( )ejφir + sLf

1 + G4 s( )ej φvit−φi1( ) (14)

G3 s( ) � 1
s Js + Dd( )

G4 s( ) � 3V1

4ωN
Gdel s( )G3 s − j2πf 1( )

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
(15)

whereV1 is the effective value of the voltage at PCCpoint;φvir= δ+π/2, δ
is the virtual power angle; and φi1 is the fundamental current phase.

The system parameters of GFL control and GFM control
evaluated in this paper are shown in Tables 1, 2. The control
parameters ensure good dynamic performance and can be utilized
to analyze their stability when connected to the weak grid.

The amplitude-frequency characteristic curves of the positive
sequence impedance for GFM control and GFL control are shown in
Figures 3, 4. In the figures, the blue and red lines indicate the positive
sequence impedance model and the impedance Zg(s) of the grid,
respectively. Comparing Figures 3, 4, we can see that the impedance
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amplitude of the GFM control is smaller than that of the GFL control
in the low and medium frequency bands due to the external
characteristics of the GFM control are expressed as a voltage
source with a small equivalent output impedance. In contrast, the
external characteristics of the GFL control are expressed as a current
source with a more significant equivalent output impedance. At the
same time, the positive sequence impedance of the GFM control is
inductive, which is consistent with the impedance characteristics
under the weak grid. In comparison, the positive sequence
impedance of the GFL control is capacitive in the middle
frequency band, which leads to the oscillation problem of the
GFL control interacting with the inductive grid.

4 Large disturbance synchronous
stability analysis

4.1 GFM large disturbance stability

GFM converter controls its output voltage through the reactive
control loop. Assuming that the voltage at the output is a constant
value, the grid voltage is Ug∠0, and the grid resistance is ignored, the
active power output of the GFM converter can be expressed as
follows:

Pe �
�
2

√
EUg/Xg( ) sin δ (16)

TABLE 1 GFM control parameters.

Physical quantities Parameters Physical quantities Parameters

J 1.98 Cf/μF 20

Dd 50 V1/V 8,165

Lf/H 0.33 Pref/MW 1

φi1/rad 0 f1/Hz 50

lg/H 0.14 δ/rad 0.3

TABLE 2 GFL control parameters.

Physical quantities Parameters Physical quantities Parameters

Kd 28.2 Cf/μF 20

Kp-c 3,750 Kp-pll 0.022

Ki-c 1,250 Ki-pll 0.3919

Vd/V 8,165 Km 0.702

Lf/H 0.15 Vdc/kV 45

FIGURE 3
GFM control positive sequence impedance.

FIGURE 4
GFL control positive sequence impedance.
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Eq. 16 shows that the active power output Pe is related to the grid
impedance Xg, network side voltage, and virtual power angle.
Merging Eqs 4, 16, the active power control loop for the GFM
control is:

J€δ � Pref −
�
2

√
EUg

Xg
sin δ( ) − Dd

_δ (17)

This equation leads to the GFM control transient model (see
Figure 5). Eq. 16 determines the system recovery capability, while
the deviation of the power reference value Pref from the actual active
power output drives the virtual rotor motion, the output angular
frequency ω, and the angle δ.

From Eq. 17 and the transient model shown in Figure 5, it is
clear that the system restoring capability is related to the grid
impedance. The Pe-δ curves of the GFM control with different grid
strengths and voltage dips are given in Figure 6. The solid line
corresponds to the strong grid with short-circuit ratio SCR = 4,
while the dashed line corresponds to the weak grid with short-
circuit ratio SCR = 2. When in the strong grid condition, assuming
that the GFM control initially operates at the equilibrium point a,
when the grid voltage drops from 1 pu to 0.6 pu, the power angle
characteristic curve will change from the solid blue line to the solid
red line. At that time, the acceleration power Pre-Pe is more
significant than zero, and the output angular frequency
increases. The drive δ red solid line moves to the equilibrium

point b and reaches the maximum angular frequency at point b.
After passing through point b, the acceleration power becomes
negative, so the system output angular frequency decreases. As
shown in Figure 6, the deceleration area is more prominent at this
point, and δ can re-stabilize at equilibrium point b. However, if the
deceleration area is too small so that the angular frequency is still
greater than ωN when passing through point c, the system will lose
stability. Therefore, as seen in Figure 6, the weak grid condition
indicated by the dashed line leads to a significant decrease in the
Pe-δ curve due to the increase in grid impedance. In the same deep
voltage dip case, the power angle curve changes from the blue
dashed line to the red dashed line after the system contains almost
no deceleration area, leading to system instability. The above
analysis shows that the reduction in grid strength leads to a
reduction in the stability of large disturbances in the GFM control.

4.2 GFL large disturbance stability

GFL control relies on the PLL module to identify terminal
voltage Ut to provide synchronous phase θpll for synchronous
operation. The large disturbance stability of GFL control mainly
depends on the closed-loop control composed of a PLL module and
current control. The phase-locked loop dynamics can be represented
in Figure 7. Under normal operating conditions, the output current
vector I, the terminal voltage vector Ut, and the grid voltage vector
Ug rotate at the output angular velocity ωpll of the PLL in a GFL
system.

Assuming that the dynamic performance of the GFM control
meets the requirement that I is consistent with the reference value
Idqref In this case, there are:

I � idref + jiqref( )ejθpll (18)

From Eq. 18, it can be seen that the actual output current I of
GFL control is related to Idqref and the PLL dynamics, and its
terminal voltage can be expressed as:

Ut � Ug + Zg ωpll( )I (19)

where Zg = Rg + jXg represents the line impedance, and Rg is
generally small in a large inductive power grid. According to Eqs
18, 19, the PLL dynamics further influence the terminal voltage by
affecting the output current. The terminal voltage is added to the
PLL module, which, in turn, affects its output phase.

According to the PLL model, the terminal voltage q-axis
component can be expressed as:

utq � Rgiqref + ω0Lg idref + ωpLg idref − Ug sin δ( ) (20)

As can be seen from Eq. 20, utq is determined by grid impedance,
grid-side voltage, current reference value, and PLL output phase.
Combining Eq. 20 with the PLL dynamics, a transient model with
grid control can be obtained (see Figure 8), where δ in the figure is
the virtual power angle.

The model in Figure 8 can be organized as:

uin � a1€δ + a2 _δ + Ug sin δ( ) (21)

Where,

FIGURE 5
GFM control transient model.

FIGURE 6
Schematic diagram of large disturbance stability analysis of GFM
control converters.
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uin � Rgiqref + ω0Lg idref (22)
a1 � 1 − kp−pllLgidref( )/ki−pll (23)

a2 � −Lgidref + kp−pllUg cos δ( )( )/ki−pll (24)

According to the GFL control transient model and Eq. 21, the PI
parameter (kp-pll + ki-pll/s) of PLL can be regarded as virtual inertia;
Lgidref can be considered as system damping. The deviation between
the input uin andUgsin(δ) drives the PLL action, and outputs angular

frequency ωpll and virtual power angle δ. Unlike the configuration
control adjustable damping coefficient, there are:

−Lgidref + kp−pllUg cos δ( )( )/ki−pll > 0 (25)

δ < arccos
Lg ldrefki−pll
Ugkp−pll

( ), δ ∈ 0,π[ ] (26)

In other words, when Eqs 25, 26 are satisfied, there is positive
damping with GFL control, which is conducive to the recovery of the
converter in the transient process. Otherwise, GFL control will
appear as negative damping and thus, destroying its large
disturbance stability.

Figure 9 shows the utq-δ curve of GFL control under transient
conditions. Assuming that the GFL control initially runs at the
equilibrium point b, when the voltage input increases from uino to
uin, the accelerating voltage (uin-utq) drives utq to point a. At this
point, the accelerating voltage is zero, but the angular frequency ωpll

is still higher than the synchronous angular frequency ωo, causing δ
increase. When the δ is greater than δa, the accelerating voltage
becomes negative, and the driving ωpll decelerates to ωo and reaches
point c. However, since the accelerating voltage is still negative, the
ωpll continues to decelerate below ωowhile moving toward point a. If
there is positive damping in GFL control, the δ will stabilize at the
new equilibrium point. Under the condition of no damping or
negative damping, the δwill constantly oscillate between point b and
point c, or even away from the original equilibrium point. Since the
damping coefficient is negatively correlated with Lg, a large Lg will
cause negative damping of the system, resulting in system instability

FIGURE 7
Grid-following control phase locked loop dynamics.

FIGURE 8
GFL control transient model.

FIGURE 9
Schematic diagram of large disturbance stability analysis of GFL
control converters.
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under a weak grid. In addition, increasing Lg will also increase uin,
thereby increasing the acceleration area in the transient process,
which is not conducive to system stability.

In summary, the impedance of the power grid affects both GFL
control and GFM control. Strong grid conditions can improve the
large disturbance stability of both controls. However, under a weak
power grid, the damping coefficient of the GFM control converter is
only determined by the control parameter Dd, which can easily
maintain the positive damping effect. However, due to the damping
coefficient of the GFL control converter, the parameter Lg is affected.
When the grid impedance is high under the weak grid, the GFL
control converter will show negative damping and reduce its large
disturbance stability.

5 Simulation verification

In order to verify the correctness of the stability analysis of small
disturbance and large disturbance proposed in this paper under
weak power grid, a simulation model of electromagnetic transient of

GFL control and GFM control is built in Matlab/Simulink. The
control parameters are shown in Tables 1, 2 above and the grid
reference voltage is 10 kV. The grid inductance lg is set to 0.1062 H
for a weak power grid and the short circuit ratio SCR = 2, while the lg
is set to 0.0531 H and the short circuit ratio SCR = 4 for a strong
power grid.

5.1 Verification of small disturbance stability

In this section, different short-circuit ratios are used to simulate
the power grid strength to verify the small disturbance stability of
GFL and GFM control under the weak power grid. In the simulation
experiment, these controls are first utilized in the strong grid
condition (SCR = 4). The impedance switch between GFL and
GFM control in 1.5 s, respectively, to make them work in the weak
grid condition (SCR = 2). Figure 10 presents the results of the three-
phase current simulation experiment under the simulated grid
strength of GFL control under different short-circuit ratios and
the analysis results of the Total Harmonic Distortion (THD). It can
be seen that in a strong power grid, the GFL control can operate
stably, and the harmonic components of the output current are

FIGURE 10
Simulation of three-phase currents with different short-circuit
ratios for GFL control and its THD analysis results: (A) Simulation result;
(B) THD analysis results for SCR = 4; (C) THD analysis results for
SCR = 2.

FIGURE 11
Simulation of three-phase currents with different short-circuit
ratios for GFM control and its THD analysis results: (A) Simulation
result; (B) THD analysis results for SCR = 4; (C) THD analysis results for
SCR = 2.
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nearly zero. The three-phase current remains balanced, but when
switching to the weak grid for SCR = 2, the three-phase current
waveform has equal amplitude oscillations and loses stability, THD
is as high as 20%. In contrast, the three-phase current with GFM
control in Figure 11 has amplitude reduction oscillations under the
condition of a strong power grid. The oscillation frequency and
amplitude comparison performance are smaller than that of the
weak grid type and the THD of GFM control under strong power
grid conditions is approximately 9%. At the same time, GFM control
can operate stably under weak grid conditions, and the three-phase
current will be balanced quickly, and THD is only 1%. The
simulation results are consistent with the analysis results of the
small disturbance stability of the two types of control in a weak
power grid in this paper. The small disturbance stability of GFM
control under the weak network is significantly better than that of
GFL control.

5.2 Verification of large disturbance stability

In order to verify the large disturbance stability of GFL and GFM
control, the grid voltage drop of different degrees is simulated for
these controls based on different power grid strengths. The grid
voltage is reduced for a small voltage drop from 1 pu to 0.8 pu at
2.5 s. Figures 12A, B are the three-phase current simulation results of
GFM and GFL control under the strong grid condition with SCR = 4,
respectively. It can be seen that under strong grid conditions when
the voltage drops slightly, both controls can maintain stability after
the voltage drops. GFM control in Figure 12A has enough
deceleration area to remain stable after a voltage drop. However,
its transient process is slightly longer than the GFL control, as shown
in Figure 12B. The transient and steady-state currents after
returning to stability are more significant than the GFL control.
It can be seen that under a strong power grid condition, GFL control
can stabilize faster than GFM control after a small voltage drop. The
current amplitude of GFL control after stabilization is also lower

than that of GFM control, which makes it difficult to exceed the
current protection limit after the voltage drop.

Figures 13A, B are the three-phase current simulation results of
the two controls under weak grid conditions with SCR = 2. Under
weak grid conditions, although the increase of grid impedance
reduces the power angle characteristic curve of GFM control due
to the low voltage drop amplitude, GFM control still has a sufficient
deceleration area (see Figure 13A). GFM control can remain stable,
and the transient and steady-state currents are more substantial and
lower in the power grid state. For GFL control shown in Figure 13B,
the three-phase current waveform is unstable be-fore and after the
voltage drop. The oscillation amplitude increases after the voltage
drop because the voltage is initially unstable before and after. The
weak grid makes GFL control appear negative damping; thus, the
three-phase current waveform is un-stable before and after the

FIGURE 12
Simulation of three-phase currents for GFM and GFL control
under strong grid: voltage dips to 0.8 pu: (A) GFM; (B) GFL.

FIGURE 13
Simulation of three-phase currents for GFM and GFL control
under weak grid: voltage dips to 0.8 pu: (A) GFM; (B) GFL.

FIGURE 14
Simulation of three-phase currents for GFM and GFL control
under strong grid: voltage dips to 0.6 pu: (A) GFM; (B) GFL.
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voltage drop. The oscillation amplitude further increases after the
voltage drop.

Considering the significant voltage drop, we reduce the grid
voltage from 1 pu to 0.6 pu at 2.5 s about these two controls.
Figure 14A is the three-phase current simulation results of GFM
control under the condition of a strong power grid. According to the
analysis of Section 4.1, at this time, due to the acceleration area still
tiny than the deceleration area, after a transient process for about
0.4 s, the GFM control under the strong grid is stable after the
voltage drop and the three-phase cur-rent is balanced. However, the
transient process is more extended, and the steady-state current is
high.With the same condition, the GFL control shown in Figure 14B
has significantly superior performance after voltage drop, the
transient process is shorter, and the current amplitude is
unchanged after stabilization, which can better avoid the over-
current.

In the case of a weak grid, the GFM control shown in Figure 15A
becomes unstable after the voltage drop. According to the power
angle characteristic curve of GFM control shown in Figure 6, due to
the large impedance of the power grid, at this time, the power angle
curve is significantly reduced. Moreover, the deceleration area is
insufficient after the voltage drop, resulting in the instability of GFM
control. For Grid-following control under the same condition, as
shown in Figure 15B, the three-phase current waveform is similar to
the case of a slight voltage drop. The more significant grid
impedance makes GFL control unstable before the voltage
drop. The voltage drop further aggravates the oscillation due to
the negative damping effect. The above simulation results are
consistent with the analysis of enormous disturbance stability in
Section 4.

In summary, according to the analysis of the stability of small
disturbance and large disturbance of the GFL control and GFM
control, as well as the simulation experiment results, the
following conclusions can be further drawn: GFL control is
more suitable for strong power grids with SCR >4, while

instability is prone to occur under weak power grid conditions
with SCR <2. On the other hand, for GFM control, under strong
power grid conditions with SCR >4, its stability under small
disturbances is worse than that of GFL control. However, as SCR
decreases, indicating a decrease in grid strength, GFM control
gradually outperforms GFL control in terms of stability. Under
weak power grid conditions with SCR <2, significant large
disturbance stability issues only exist when the grid voltage
decreases significantly. In other cases, GFM control
demonstrates significant advantages in stability compared to
GFL control.

6 Conclusion

This paper first compared and analyzed the small disturbance
stability of GFL and GFM control based on the impedance analysis
method. And then, separately, the paper analyzed the influence of
the power grid strength on the large disturbance stability of GFL and
GFM control based on the equal area rule. The following
conclusions can be drawn from the comparative analysis and
simulation results of the two control methods.

(1) The equivalent impedance of the GFL control converter in the
medium frequency band is large and capacitive, and it is easy to
oscillate when interacting with an inductive power grid. In
contrast, the equivalent impedance of the GFM control is
small and inductive, which has better small interference
stability under a weak power grid.

(2) In strong power grids, GFL control maintains a positive
damping effect, whereas under weak grid conditions, GFL
control exhibits negative damping, aggravates the oscillation
and further deteriorating its significant interference stability.
GFM control damping can be adjusted, and its enormous
disturbance stability under the weak grid is better than GFL
control. However, the large grid impedance will reduce the
power angle characteristic curve, and it is easy to have a
significant disturbance stability problem in the case of a deep
voltage drop.

(3) GFL control is more suitable for application in strong power
grid conditions with SCR >4. Under conditions where 2 < SCR <
4, the large disturbance stability and small disturbance stability
of GFM control gradually surpass GFL control as the grid
strength decreases. Under weak power grid conditions with
SCR <2, GFL control exhibits poorer stability, while GFM
control only experiences significant large disturbance stability
issues when there is a deep voltage drop. Overall, GFM control is
more suitable for application in weak power grids compared to
GFL control.
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FIGURE 15
Simulation of three-phase currents for GFM and GFL control
under weak grid: voltage dips to 0.6 pu: (A) GFM; (B) GFL.
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Developing a novel type of power system is an importantmeans of achieving the “dual
carbon” goals of achieving peak carbon emissions and carbon neutrality in the near
future. Given that the distribution network has access to a wide range of distributed
andflexible resources, reasonably controlling large-scale and adjustable resources is a
critical factor influencing the safe and stable operation of the active distribution
network (ADN). In light of this, the authors of this study propose a mixed-integer
second-order cone programming method for an active distribution network by
considering the collaboration between distributed, flexible resources. First, Monte
Carlo sampling is used to simulate the charging load of electric vehicles (EVs), and the
auto regressive moving average (ARMA) and the scenario reduction algorithms (SRA)
based on probability distance are used to generate scenarios of the outputs of
distributed generation (DG). Second, we establish an economical, low-carbon
model to optimize the operation of the active distribution network to reduce its
operating costs and carbon emissions by considering the adjustable characteristics of
thedistributed andflexible resources, such ason-load tap changer (OLTC), devices for
reactive power compensation, and EVs and electric energy storage equipment (EES).
Then, the proposed model is transformed into a mixed-integer second-order cone
programming (SOCP) model with a convex feasible domain by using second-order
cone relaxation (SOCR), and is solved by using the CPLEX commercial solver. Finally,
we performed an arithmetic analysis on the improved IEEE 33-node power
distribution system, the results show that ADN’s day-to-day operating costs were
reduced by 47.9% year-on-year, and carbon emissions were reduced by 75.2% year-
on-year. The method proposed in this paper has significant effects in reducing the
operating cost and carbon emissions of ADNs, as well as reducing the amplitude of
ADN node voltages and branch currents.

KEYWORDS

distributed flexible resource, active distribution network, collaborative optimization,
low-carbon economy, second-order cone relaxation

1 Introduction

With the development of technologies related to renewable energy and power
distribution networks, such distributed and flexible resources as DG, electric vehicles,
energy storage devices, and demand response have become more readily available in the
power grid, and pose new challenges to the operation and maintenance of the distribution
network (Kang and Huo, 2022). The traditional distribution network has gradually evolved
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into ADNs, which has the capacity for active regulation to control
and manage these distributed and flexible resources (Jiang et al.,
2022). Unlike the traditional distribution network, the ADN can
take efficient and intelligent measures to actively manage distributed
and flexible resources at all levels to enhance the flexibility and
controllability of the grid, and improve the synergy and interactions
among the source, network, load, and storage. Reasonably
controlling the large amount of distributed and flexible resources
in the ADN to ensure the low-carbon and economical operation of
the power system is a key concern for researchers in the area.

Many researchers have investigated the problem of the optimal
scheduling of the ADN. A robust and optimal model of operation of the
active distribution network was proposed based on the minimum
confidence interval of the beta distribution of distributed energy to
deal with the inevitably uncertainty in it (Luo et al., 2021). This involves
taking the minimum confidence interval of the output of distributed
energy as the interval of uncertainty for the robust optimization of the
ADN. This yields a robust two-stage model to optimize the ADN. The
results of assessments showed that this model is more representative of
the empirical scenario than the traditional robust optimization (TRO)
model. Pu et al. (2017) proposed a method of optimal scheduling based
on the consistency algorithm to improve the speed of convergence by
setting the coefficients of node weights, in response to the problems of
large amounts of data and complicated calculations when scheduling the
distribution network. However, this method can analyze only the
changes in the active power of the nodes without considering its
effects on the other parameters, such as the current and voltage of
the distribution network. Pamshetti et al. (2023) considered the effects of
the reconfiguration of the distribution network aswell as reductions in its
energy consumption and voltage to develop a cooperative operational
model of the ADNwith Soft Open Points (SOP) and distributed energy.
The results of calculations obtained by using this model showed that it
can improve the reliability of the system and reduce carbon emissions in
the distribution network. Ruan et al. (2020) proposed a model to control
the distributed voltage of the ADN by automatically partitioning it in an
optimal manner according to the number of decision variables and
constraints in the model, thereby reducing the complexity of
computations and improving the sensitivity of voltage control. Li
et al. (2022) modeled the problem of day-ahead optimal dispatch in
the ADN as a multi-level stochastic programming model, and used an
improved deep reinforcement learning algorithm to solve the problem of
fluctuations in the voltage brought about by uncertainty in the output of
renewable energy to the active distribution network. Verma and Padhy,
(2022) established a demand response-based optimal tide model of the
ADN that uses the characteristics of components of the symmetric
domain to combine the day-ahead dynamic tariff with constraints on the
operation of the ADN to plan the distribution network bymodifying the
optimal tide. However, the model considers only DGs and generators,
and loads due to the residential demand, and the types of energy supply
equipment and the types of energy loads included in the ADN are
relatively homogeneous. Mohd Azmi et al. (2022) talk about
communication technologies, applications, and communication
standards for ADNs, and analyze the issues and challenges faced in
the development of ADNs from an ICT perspective.

In terms of second-order cone programming algorithms, Zhang
et al. (2018) modeled and analyzed an integrated energy system
consisting of a power system, a natural gas system, and an energy
hub, and transformed the original nonconvex planning problem into a

convex planning problem using SOCP. Finally, a simulation study is
carried out on a modified IEEE 33 distribution network and a 15-node
natural gas network. Xiao et al. (2018) illustrated the important role
played by service restoration in improving the resilience and reliability
of distribution networks, proposed a mixed integer second-order cone
programming (MISOCP) model for distribution network service
restoration, considered the minimization of disconnected loads and
the total number of switching operations, and carried out simulations
on three experimental systems to validate the effectiveness of the
MISOCP method for distribution network service restoration.
Kayacık and Kocuk (2021) proposed an alternative mixed-integer
nonlinear programming formulation of the reactive optimal tidal
flow (ROPF) problem, utilized MISOCP to find the globally optimal
solution to the proposed formulation of the ROPF problem,
strengthened the MISOCP relaxation by adding convex envelopes
and cutting planes, and finally, through the design of experiments,
the MISOCP-based approach yielded promising results as compared to
the semi-deterministic programming-based approaches in the
literature.

The above summary of the literature shows that most studies in the
area have sought to control the active and reactive parameters of the
ADN as well as its voltage by using a single device or model. They have
neither adequately explored the potential of adjustable resources for
regulating the distribution network, nor considered cooperation
between different distributed and flexible resources for its optimal
scheduling. Moreover, most of the existing studies only considered
the active power of the distribution network without analyzing active
and reactive power as well as multiple power quality parameters such as
voltage and current at the same time. In addition, the objective functions
formulated in past research have emphasized reducing the cost of the
network while ignoring reductions in its carbon emissions.

To address the above issues, the authors of this paper propose a low-
carbon, economical model of optimal dispatch for active distribution
networks based on collaboration between distributed, flexible resources.
The main contributions of this study are as follows: 1) We simulate
changes in the load of the EV by using Monte Carlo simulations
according to a probability distribution function of the travel habits of
EV users.We also construct scenarios for the output of DG by using the
autoregressive sliding-average method, and apply the probabilistic
distance fast reduction method to reduce the number of scenarios.
2) In light of the adjustable characteristics of each distributed and
flexible resource in the ADN, we construct a low-carbon, economical
model to optimize the ADN, where the objective function is designed to
reduce the cost of its operation as well as its carbon emissions. 3)We use
the SOCR method to eliminate squared variables, such as those of
current and voltage, in themodel, transform the original problem into a
mixed-integer second-order cone programming problem, perform tidal
calculations on the IEEE 33-node distribution network, analyze changes
in the parameters at each node of the ADN under different scenarios,
and verify the impacts of its access to distributed and flexible resources
on its operating cost and carbon emissions.

2 Related work

In the study of optimal scheduling of distribution networks,
Zhang et al. (2021) proposed a research on two-level energy
optimized dispatching strategy of microgrid cluster based on
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IPSO algorithm. The first level takes microgrids as the research
object, and takes the highest economic benefit and the lowest
operational risk as the optimization objectives, constructs the
unit risk-economic benefit ratio screening solution set, and then
formulates the microgrid internal scheduling candidate strategies.
The second level determines the optimal internal scheduling strategy
for each microgrid with the optimization objective of minimizing
the interaction power between the microgrid cluster system and the
distribution grid. The line loss of the microgrid cluster system is also
considered to develop a microgrid cluster energy complementation
scheme. The method simultaneously coordinates the economic
benefits and operational risks of microgrids, reduces the
interactive power and fluctuations between the microgrid cluster
system and the distribution grid, and reduces the line losses.

In Zhang et al. (2022), considered the voltage fluctuations and
stability problems caused by intermittent photovoltaic (PV)
generation to the distribution network, a three-stage
hierarchically-coordinated voltage/var control method based on
PV inverters considering distribution network voltage stability
has been proposed. In the first stage, the OLTC is dispatched
1 day in advance. In the second stage, the reactive output of the
inverter is scheduled at 1 hour intervals. In the third stage, real-time
local voltage drop control of the inverter is realized. In order to
coordinate the interactions between these stages, the first two stages
are coordinated by interval optimization. Meanwhile, the last two
stages are coordinated hierarchically by simultaneously optimizing
the inverter base reactive power output and sag control functions.
Finally, the effectiveness of the method in reducing power losses and
bus voltage deviation in distribution networks is verified through an
arithmetic example.

Guo et al. (2019) proposed a model predictive control (MPC)
-based coordinated voltage regulation method for distribution
networks with distributed generation and energy storage system.
In this method, equipment types such as DG units, energy storage
systems, and on-load tap-changer are mainly considered. In order to
better coordinate the economic operation and voltage regulation
control of the distribution network, two control modes are designed
according to the operating conditions: in the preventive mode, the
DG units operates in the maximum power point tracking (MPPT)
mode, while optimizing the power outputs of the DG units and the
energy storage systems to keep the voltage within the specified range;
in the corrective mode, the curtailment of active power from the
distribution network is selected as an index for correcting the voltage
deviation.

In order to optimize the active power of the distribution
network, Li et al. (2018) proposed a three-layer cooperative
scheduling system consisting of a distribution network scheduling
layer, a microgrid centralized control layer and an energy Internet
local control layer, and then solved the distribution network
operation loss model by an improved branch current forward
generation method and genetic algorithm to realize the optimal
scheduling of active power in the distribution network.

In the distribution network robust optimization problem, in
order to effectively reduce the conservatism of the traditional robust
optimization model, Yang and Wu, (2019) proposed a
distributionally robust real-time power scheduling model, which
incorporates the two-phase scheme of economic scheduling and
corrective control into the model, where the economic scheduling

scheme optimizes the active power distribution of the distribution
network, and generates the corrective control strategy of active and
reactive power to eliminate the voltage overruns in the distribution
network.

In order to achieve optimal power flow and power loss
minimization in distribution networks, Zhang et al. (2016)
proposed a coordinated day-ahead reactive power dispatch
method in distribution network based on real power forecast
errors. This method utilizes the active power prediction error of
the DG units to estimate the probability distribution of the reactive
power capacity of the DG units. Meanwhile, considering different
output characteristics and constraints of reactive power sources, a
dynamic preliminary-coarse-fine adjustment method is designed to
optimize the outputs of the DG units and shunt reactive power
compensator, which first obtains the initial value through
preliminary optimization, and then iterates repeatedly between
coarse optimization and fine optimization, so as to achieve the
effect of reducing the power loss in the distribution network and
realizing the optimal distribution of reactive power.

Uncertain and intermittent power output due to large-scale PV
access in distribution networks can severely impair network operation,
leading to unexpected power losses and voltage fluctuations. To solve
the above problems, Li et al. (2023) proposed a multi-timescale affinely
adjustable robust reactive power dispatch (MTAAR-RPD) method, In
this approach, three levels of modeling covering multiple time scales of
“hour-minute-second” are developed to coordinate the control of
various devices in the distribution network. In the first stage,
capacitor banks and OLTC are dispatched every hour; in the second
stage, the basic reactive power output of PV inverters is dispatched every
15 min; and in the third stage, the reactive power output of inverters is
adjusted in real time adaptively based on an optimized Q-P sag
controller.

For the distribution network optimal dispatch problem, in terms
of model solving methods, Sun et al. (2021) proposed a two-time
scale robust optimization method for the multi-terminal soft open
point (SOP). The operating points of the SOP are optimized by a
semi-definite programming (SDP) model to minimize system losses
and mitigate voltage imbalances, and an improved iterative cutting
plane (ICP) method is utilized to enhance the accuracy of the SDP
level 1 relaxation.

Han et al. (2022) proposed a novel decentralized operation
strategy for a multi-terminal direct current (MTDC) link system
to control the power flow between interconnected distribution
networks. This strategy derives formulas for voltage and bus
losses in the network by applying curve/surface fitting techniques
to distribution network topology data. Subsequently, the active/
reactive power setpoints of the MTDC links are optimized to
minimize the network losses and balance the injected power
from the upstream grid. Finally, the optimization model with a
quadratically constrained quadratic problem is relaxed to a second-
order constrained planning model for solution.

3 Analyzing uncertainty in the load of
the source of ADN

Wind farms and photovoltaic power plants are connected to the
distribution grid in the form of distributed sources of power, where
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this causes the distribution grid to gradually evolve into an active
distribution grid. EV technology is quickly maturing, with new
energy vehicles having garnered 23% of the market by 2022. As they
are distributed and flexible resources, the output of DG and the
charging load of EVs are highly random, fluctuating, and
intermittent. An increase in DG and large-scale loads due to EVs
will inevitably lead to new problems and challenges regarding the
safe and stable operation of the distribution grid. Therefore, it is
important to analyze the influence of uncertainties in the output of
DG and the load due to EVs on dispatch in the ADN. We simulate
the load of EVs here by using the Monte Carlo method, and
represent uncertainty in the output of DG by using the ARMA
and the SRA based on probability distance.

3.1 Simulating EV load using Monte Carlo
method

The load of the EV is based on two factors: its daily mileage, and
the time at which charging begins (Wang et al., 2023).

3.1.1 Daily driving range
Assuming that EV users have the same driving habits as drivers of

vehicles that run on fossil fuels (Smadi and Shehadeh, 2023), the
probability density function of their daily mileage can be expressed as:

f x( ) � 1
x

1
σx

���
2π

√ exp − ln x − μx( )2
2σx

2
( ) (1)

where x is the daily mileage of the EV, and σx and μx are its mean and
variance, respectively.

3.1.2 Time of initiation of charging
The probability density function of the time at which the EV

begins charging can be expressed as

f t( ) �
1

σt

���
2π

√ exp − t − μt( )2
2σt

2( ) μt − 12< t< 24

1
σt

���
2π

√ exp − t + 24 − μt( )2
2σt

2( ) 0< t< μt − 12

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
(2)

where t is the time at which the EV begins charging, and σt and μt are
its mean and variance, respectively.

The Monte Carlo simulation is used to solve a variety of
problems (Li et al., 2021). We randomly chose the vehicle use-
related behavior of a large number of EV users through the Monte
Carlo method to simulate the load of EVs. The process is shown in
Figure 1.

3.2 Generating scenarios of DG based on
ARMA and SRA

The output of DG is somewhat uncertain. We use the ARMA
model to generate scenarios of this output (Dong et al., 2015):

xt � ∑a
i�1
λixt−i + αt −∑b

j�1
μjαt−j (3)

where xt is the time series at time t, λi is the auto regressive
parameter, μi is the moving average parameter, and αt is normal
white noise that has a mean of zero and a variance of σ2.

Given that an excessively large number of scenarios may
require significant computational resources and a long time, we
use the SRA to reduce the size of the set of scenarios S generated

FIGURE 1
Load of EVs simulated by the Monte Carlo method.

FIGURE 2
Reducing the number of scenarios of outputs of DG based on
the SRA.
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by the ARMA model (Growe-Kuska et al., 2003). The process is
shown in Figure 2.

4 Proposed model

Wind turbines (WT) and photovoltaic (PV) cells constitute the
majority of sources of DG in the ADN. Distributed flexible resources
involve active management equipment that can maintain the voltage
and power of the ADN, including OLTC, EVs, switchable capacitor
banks (SCBs), static var compensator (SVC), and EES. We establish the
low-carbon, economical model of optimization of the ADN based on
synergy between the distributed and flexible resources, and consider
reductions in cost carbon emissions as the objectives of optimization.

4.1 Goals of optimization

4.1.1 Optimizing operating cost
The operating cost of the ADN includes the costs of power

purchase, network loss, and EV regulation. The overall objective of
optimizing its cost can be expressed as

minF1 � Cgrid + Closs + Cev (4)
where F1 is the unit cycle operating cost of the ADN, Cgrid is the cost
of power purchase, Closs is the cost of network loss, andCev is the cost
of EV regulation.

1) Cost of power purchase:

Cgrid � ∑T
t�1
agrid,tpg,t (5)

where agrid,t is the price of power at time t and pg,t is the power
purchased at t.

2) Cost of network loss:

Closs � aloss∑T
t�1
Ploss,t � aloss∑T

t�1
∑
i,j( )∈φ

rijI
2
ij,t (6)

where aloss is the coefficient of network loss, Ploss,t is the active power
lost by the ADN at time t, rij is the resistance of branch (i,j), I2ij,t is the
square of the current in branch (i,j), and φ is the set of nodes of
the ADN.

3) Cost of EV regulation

EV users participate in the optimal scheduling of the ADN in the
form of flexible loads by signing an agreement with the operator.
According to its mode of regulation, the load of the EV can be divided
into a transferable load (TL) and a reducible load (RL). The TL can be
transferred within the allowable transfer time, while the RL is more
flexible, and can reduce its own power or interrupt its operation to
relieve the pressure of supply on the system within the allowable time:

Cev � cTLp
ev
TL,t + cRLp

ev
RL,t (7)

where cTL and cRL are the subsidies per unit of power for the
transferable and the reducible loads, respectively, pev

TL,t is the
magnitude of load of the EV transferred at time t, and pev

RL,t is
the magnitude of reduced load of the EV at time t.

4.1.2 Optimizing carbon emissions
The carbon emissions of the ADN are mainly due to CO2

emissions from the power purchased by it. We introduce a
carbon emission penalty to formulate the objective of optimizing
emissions:

minF2 � ∑T
t�1
ω · aCO2pg,t (8)

where F2 is the daily cost of treating carbon emissions by the ADN,
aCO2 is the penalty per unit of CO2 emissions, and ω is the carbon
emissions factor of the power supply of the grid.

4.1.3 Overall goal of optimization
We combine the two objectives explained above to obtain the

overall objective of optimization of the ADN:

minFc � F1 + F2 (9)

4.2 Constraints

4.2.1 Constraint on DG output

PDG
i,min ≤PDG

i,t ≤PDG
i,max i ∈ DGi, t ∈ T (10)

where PDG
i,t is the power output by the ith DG at time t, and PDG

i,max

and PDG
i,min are the upper and lower limits on the power output by the

ith DG, respectively.

4.2.2 EES constraint

Es,t � Es,t−1 + ηchPch,t − Pdis,t/ηdis (11)
0#Pch,t#bch,tPch

max (12)
0#Pdis,t#bdis,tPdis

max (13)
λ minEs#Es,t#λ maxEs (14)

bch,t + bdis,t#1 (15)
Es,0 � Es,T (16)

where Es,t is the capacity of the EES at time t and its rated capacity is
Es. ηch and ηdis are the efficiencies of charging and discharging of the
EES, respectively, Pch,t and Pdis,t are the powers of charging and
discharging of the EES at time t, respectively, Pch

max
and Pdis

max
are the

maximum charging and discharging powers of the EES, respectively,
and bch,t and bdis,t are variables in the range of zero to one. bch,t =
1 means that the EES is charging while bdis,t = 1 means that it is
discharging. λmax and λmin are the maximum andminimum states of
charge (SOC) of the EES, respectively. Eq. 14 indicates that the final
power stored by the EES in a scheduling cycle is equal to the power at
the initial time.
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4.2.3 OLTC constraint

U2
t � UBase( )2rt

rt � r min +∑
s

rsσOLTCs,t

⎧⎪⎨⎪⎩ (17)

where UBase is the voltage at the standard OLTC ratio, U2
t is the

squared voltage at time t, rt is the squared OLTC ratio at time t, rmin

is the square of the lower limit of the ratio of variation in the OLTC,
rs is the difference between the ratios of variations of gear s and the
square of gear s-1 of the OLTC, where this is an increase in adjacent
regulation, and σOLTCs,t is a variable in the range of zero to one.
σOLTCs,t = 1means that the OLTC adjusts stall. In light of the life of the
equipment and considerations of cost, the number of adjustments of
the OLTC are limited. We thus set a limit on the total number of
OLTC operations in multiple periods:

∑
t∈T

δOLTC,INt + δOLTC,DEt( )≤NOLTC,max (18)

where δOLTC,INt and δOLTC,DEt are identifiers of the ratio of stall
adjustment by the OLTC, and are in the range of zero to one. If
δOLTC,INt = 1, the stall value of the OLTC at time t is larger than that at
time t-1. δOLTC,DEt has a similar meaning. NOLTC,max is the upper
limit of the number of OLTC operations.

4.2.4 Constraints on powerless compensation
device
1) SCB constraint

QSCB
t � ySCB

t QSCB,step

ySCB
t ≤YSCB,max

{ (19)

where QSCB
t is the reactive power issued by the SCB at time t, and

ySCB
t is the number of SCB groups in operation. It is a discrete

variable. YSCB,max is the upper limit of the number of SCB groups
and QSCB,step is the compensation power of each SCB group. Given
such factors as the life of the equipment and economic
considerations, the number of adjustment to discrete reactive
power compensation is limited. We thus set a limit on the total
number of SCB operations in multiple periods:

∑
t∈T

ySCB
t − ySCB

t−1
∣∣∣∣ ∣∣∣∣≤NSCB,max (20)

whereNSCB,max is the upper limit of the number of SCB operations.

(2) SVC constraint

QSVC,min ≤QSVC
t ≤QSVC,max (21)

where QSVC
t is the reactive power emitted by the SVC at time t, and

QSVC,max and QSVC,min are the upper and lower limits of its reactive
power compensation, respectively.

4.2.5 EV constraint
1) Transferable load (TL) of EV

Let the period planned for the TL be [t−shif t, t+shif t]. We then set the
following constraint in order to ensure normal operating conditions
for the TL.

∑tbegin+tlast−1

t�tbegin
α � tlast (22)

Pt
TL � αLTL (23)

where tbegin and tlast are the start time of the transfer of load and its
duration, respectively, and LTL and Pt

TL are the powers before and
after transfer, respectively. α is a variable in the range of zero to one.
α = 1 indicates the transfer of TL to time slot t.

2) Reducible load (RL) of EV

Pt
RL � Lt

RL − μ · βtLt
RL (24)

0≤∑T
t�1
βt ≤ β max (25)

TRL
min ≤ ∑t+TRL−1

τ�t
βt ≤TRL

max (26)

where LtRL and Pt
RL are the powers before and after reductions in

load, respectively, μ is the coefficient of reduction of the RL, and βt is
a variable in the range of zero to one. βt = 1 means that load
reduction has occurred. τ is the period for which the load is reduced,
βmax is the maximum number of reductions based on the RL, Tcut is
the duration of load reduction, and TRL

min and TRL
max are the minimum

and maximum durations of load reduction, respectively.

4.2.6 Trend-related constraint
The ADN usually has a radial structure. The Distflow tidal

equation can be used to describe the tidal constraints on it:

∑
i∈u j( )

Pij − rijI
2
ij � ∑

k∈v j( )
Pjk + Pj (27)

∑
i∈u j( )

Qij − xijI
2
ij � ∑

k∈v j( )
Qjk + Qj (28)

V2
j � V2

i − 2 rijPij + xijQij( ) + I2ij r2ij + x2
ij( ) (29)

I2ij �
P2
ij + Q2

ij

V2
i

(30)
Pj � Pload,j + Pev,j + Pch,j − Pdis,j − PDG,j − PG,j (31)

Qj � Qload,j − QSCB,j − QSVC,j − QG,j (32)
where i ∈ u(j) and k ∈ v(j) are the set of branches with j as the end
branch and the first node, respectively, Pij and Qij are the active and
the reactive powers flowing from node i to node j, respectively, rij
and xij are the resistance and reactance of branch (i,j), respectively, Pj
and Qj are the equivalent active and reactive powers of node j,
respectively, V2

i is the square of the magnitude of voltage at node i,
I2ij is the square of the current flowing through branch (i,j), and
Pload,j, Pev,j, Pch,j, Pdis,j, PDG,j, and PG,j are the active power of the load
at node j, the charging power of the electric vehicle, the charging and
discharging powers of the energy storage device, respectively, the
output of the distributed power source, and active power from the
generator (power purchased from the grid), respectively. Qload,j,
QSCB,j, QSVC,j, and QG,j are the reactive power of the load at node j,
the reactive power output of the SCBs, the reactive power output of
the SVC, and the reactive power emitted by the generator,
respectively.
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4.2.7 Operational constraint

V min ≤Vj ≤V max

0< Iij ≤ I max
{ (33)

where Vmax and Vmin are the upper and lower limits of the voltage at
nodes of the ADN, respectively, and Imax is the upper limit of the
current allowed in the branch.

5 Low-carbon economical model of
optimization of ADN

Because the constraints imposed by the tidal current and the safe
operation of the ADN limit the squared terms, the proposed low-
carbon economical model of its optimization is a non-convex non-
linear programming model that cannot be directly solved. To
address this issue, we used SOCR on Eq. 30 by using ~Iij = ~Iij
and ~Vj = V2

j :

P2
ij + Q2

ij ≤ ~Iij ~Vij (34)

Further, the following equation can be derived:

2Pij( )2 + 2Qij( )2 + ~Iij − ~Vij( )2 ≤ ~Iij + ~Vij( )2 (35)

The above equation can be rewritten as:

2Pij

2Qij
~Iij − ~Vij

�����������
�����������
2

≤ ~Iij + ~Vij (36)

Then, Eqs 27–29 and 33 can be transformed into:

∑
i∈u j( )

Pij − rij~Iij � ∑
k∈v j( )

Pjk + Pj (37)

∑
i∈u j( )

Qij − xij
~Iij � ∑

k∈v j( )
Qjk + Qj (38)

~Vj � ~Vi − 2 rijPij + xijQij( ) + ~Iij r2ij + x2
ij( ) (39)

V 2
min ≤ ~Vj ≤V 2

max

0< ~Iij ≤ I 2
max

{ (40)

The SOCR transforms the squared variables in the constraint
into real variables, eliminates the phase angles of voltage and
current, and converts the original model from a non-convex,
non-linear programming model into a convex cone programming
model. Moreover, the presence of discrete variables in the model
changes the problem at hand into a mixed-integer second-order
cone programming (MISOCP) problem, which can be solved by a
commercial software or algorithm packages.

6 Examples for analysis

We programmed the proposed model by using the YALMIP
modeling toolkit in the MATLAB 2020b environment, and called
the Cplex 12.10 commercial algorithm for the calculations. The
computational system was an Intel i7-4790CPU 3.60 GHz, with
16 GB of RAM, and the Windows 10 64-bit operating system.

6.1 Model parameters

We modified the IEEE 33-node distribution system to test the
proposed model. Its network topology is shown in Figure 3. The
standard active load of the ADN was 3.715 MW, the standard
reactive load was 2.3 Mvar, the reference voltage was 12.66 kV
the reference power was 10 MVA, the range of voltage of the
nodes was 0.94–1.06 p. u., and the range of the square of the
branch current was 0–10 A.

The distributed power supply mainly consisted of power from
the WT and the PV cell. The WT was connected to nodes 17 and 32,
and the PV cell was connected to nodes 9 and 19. Both had a rated
power of 1.5 MW and a cost of power generation of 0.1 RMB/kWh.
The ADN was connected to the main network with the OLTC in the
range of voltage regulation of 0.94–1.05 p. u., a step size of 0.01 p. u.,
a total of 11 adjustable steps, and a daily limit of five adjustments for
load regulation. The cost of adjustment was 200 RMB each time. The
SCBs were installed at nodes 5 and 15, had a capacity of 100 kvar ×
5 groups, and its operating cost was 0.1 RMB/kvar-h. Nodes 5, 15,
and 32 were connected to SVCs with a capacity of −0.1 to 0.3 Mvar,
and an operating cost of 0.1 RMB/kvar-h. Nodes 15 and 32 were
connected to an EES with a capacity of 1 MWh, maximum charging
and discharging powers of 0.3 MW and 0.2 MW, respectively, an
efficiency of charging and discharging of 90%, and a cost of charging
and discharging of 0.1 RMB/kWh. The EV loads were connected to
node 22, and the adjustable EV load and the cost of compensation
are shown in Table 1. The penalty for carbon emissions was set to the
national average price used for carbon trading, 0.048 RMB/kg. The
carbon emission factor of electricity from the grid was set to
0.581 kg/kWh.

The ADN purchased electricity from the main grid at a time-of-
use tariff, the specific values of which are shown in Table 2.

We used the method detailed in Section 2.2, and applied the
ARMA (3,2) model to sample the initial scenarios. The
autoregressive parameters were set to φ1 = 0.8, φ2 = 0.15, and
φ3 = 0.15, the parameters of the sliding average were θ1 = 0.8 and θ2 =
0.2, σ = 2.5 was set for normal white noise, and the scenarios for the
outputs of powers of the WT and the PV cell were generated as
shown in Figures 4, 5, respectively.

We used the method described in Section 1.1 to randomly
choose 300 EVs. The battery capacity was set to 70 k Wh, the
charging power to 4 kW, and the number of Monte Carlo
simulations was set to 30. The curves of the load of the EV,
equivalent output of DG, and variations in load during a day are
shown in Figure 6. Where the equivalent outputs of the PV cell and
the WT are averaged from Figures 5B, D, respectively.

The 24 h load distribution of each node of ADN is shown in
Figure 7.

6.2 Results and analysis

To verify the effectiveness of the proposed model of the active
distribution network based on collaboration with distributed and
flexible resources, we considered the following three scenarios:

Scenario 1: There was no DG, or any access to distributed and
flexible resources. The load of the EV did not participate in grid
regulation.
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Scenario 2: While access to DG was available, the distributed
and flexible resources were inaccessible. The load of the EV did not
participate in grid regulation.

Scenario 3: Access to both DG, and the distributed and flexible
resources was available. The load of the EV participated in grid
regulation.

Curves of the amplitude of voltage at the nodes for all three
scenarios are shown in Figure 8.

Figure 8 shows that the voltage of each node in the three
scenarios was distributed in the range of 1–1.06 p. u., and no

voltage overrun was noted. A comparison between scenario 2 and
scenario 1 shows that the voltage at each node of the distribution
network in the former improved significantly due to access to
DG. The voltage of the system was smoother and deviations in it
were significantly reduced, indicating that access to DG enhanced
the system voltage and reduced the flow of reactive power. A
comparison between scenario 3 and scenario 2 shows that the
voltage of the distribution network improved even further in the
former due to access to DG as well as the distributed and flexible
resources. The system voltage was smoother in scenario 3, and
deviations in it were further reduced. The ratios of the peak-to-
valley difference in the magnitude of voltage at the nodes in
scenarios 1, 2, and 3 were 4.24%, 2.34%, and 1.79%, respectively.
Thus, the deviation in the peak-to-valley magnitude of the
voltage of the distribution network decreased by 2.45% once
DG as well as and the distributed and flexible resources had been
connected to it.

Curves of the amplitude of current at the branches in the three
scenarios are shown in Figure 9.

FIGURE 3
Improved IEEE 33-node active distribution grid.

TABLE 1 Parameters of the adjustable load of the EV.

EV type tbegin tlast/h [t−shift, t+shift] cTL/¥·kWh-1

TL 19:00 3 03:00–07:00 0.2

EV type TRL
min TRL

max βmax cRL/¥·kWh-1

RL 2 5 8 0.3

TABLE 2 Time-of-use tariff for power purchase by the ADN.

Type Period division Electricity price/(RMB/kWh)

Peak hours 11:00–15:00 h, 19:00–21:00 h 0.82

Normal hours 08:00–10:00 h, 16:00–18:00 h, 22:00–24:00 h 0.53

Valley hours 01:00–07:00 h 0.25

FIGURE 4
Generating and reducing the number of scenarios of the output of WT power. (A) Scenario generation of PV (B) Scenario reduction of PV
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Figure 9 shows that the current at each branch in all three
scenarios was distributed between 0 and 3.16 A, and there was no
overcurrent. The amplitude of current at each branch was
significantly lower in scenario 3 than in scenarios 1 and 2. This
was because the ADN had access to DG as well as the distributed and
flexible resources in this scenario, because of which fluctuations in
voltage between nodes significantly decreased. This in turn reduced
the current between branches and yielded the following advantages:

1) A reduction in the branch current reduced the loss of active power
in the line. 2) A reduction in the amplitude of the branch current
reduced the level of protection needed from the device to prevent
overcurrent, and led to economic benefits for the network.

The daily operating costs of the ADN in the three scenarios are
shown in Table 3.

Due to the lack of access to DG as well as the distributed and
flexible resources in scenario 1, the distribution network could
operate only by purchasing large amounts of electricity from the
grid. Moreover, the low amplitude of voltage of each node in this
scenario led to a significant loss of active power that yielded high
costs due to power purchase, carbon emissions, and network loss for
the distribution grid. As it could access DG in scenario 2, the
distribution grid used clean energy generated by the PV cell and
the WT. This reduced the costs due to power purchase and carbon
emissions, but not the cost of network loss owing to the high
amplitude of current in each branch. Access to DG further
reduced the costs of power purchase and carbon emissions of the
distributed network in Scenario 3. Moreover, its access to the
distributed and flexible resources led to a significant increase in
the system voltage owing to the reactive power provided by them,
where this significantly reduced the cost of network loss in the
distribution grid. However, the operating cost of each device was
high owing to the large-scale commissioning of distributed and
flexible resources.

FIGURE 5
Generating and reducing the number of scenarios of the output of WT power. (A) Scenario generation of WT (B) Scenario reduction of WT

FIGURE 6
Curves of the load, EV load, and distributed power output in
a day.

FIGURE 7
Load distribution at each node during the day. (A) Active load (B) Reactive load
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By taking scenario 3 as an example, the output of DG in the
ADN, and the 24-h operation of each distributed and flexible
resource are shown in Figure 10.

The outputs of the PV cell and the WT are shown in Figures
10A, B, respectively, and compared to the predicted values, the
actual energy utilization of the PV cell and the WT reached 83.8%
and 96.1%, respectively. The participation of the EVs in dispatch in
the distribution grid is shown in Figures 10C, D, where “rigid load”
refers to the load of the EV that did not participate in dispatch.
During the dispatch of EVs, the TL shifted from 19:00–21:00 to 05:
00–07:00 h, and the RL underwent a significant reduction in the
period 16:00–22:00 h. This is because the price of electricity peaked
in the period of 19:00–21:00 h. To avoid consuming electricity in this

period and reduce the operating cost of the ADN, the TL was shifted
to the valley of the price of electricity. The price of electricity was
normal in 16:00–22:00 h, the power of the WT was lower, and the
power supplied by the PV cell gradually decreased to zero at night.
At this time, RL performed peak shaving by reducing the power.

The ratios of operation of the OLTC and EES are shown in
Figures 10E, F, respectively. The initial gear of the OLTC was at
1.02 p. u., and was adjusted at 02:00, 06:00, 09:00, 16:00, and 24:00 h.
The range of voltage adjustment was 1.01–1.05 p. u., and is in line
with the constraints of normal operation. The EES had a positive
value while charging and a negative value while discharging. It was
charged at noon, when the capacity of the PV cell to supply power
was adequate, and was discharged at night when the load was at its
peak to give full play to the scheme of “peak shaving and valley
filling, and Store electricity when electricity prices are low and
discharge them when electricity prices are high.” The ratios of
operation of the SCB and SVC are shown in Figures 10G, H,
respectively. Both the SCB and the SVC performed regulation
based on reactive power compensation under a specified capacity
and constraints on the gears. This mitigated the deviations in
voltage, and reduced the network loss and the cost of operation.

7 Discussion and limitations

With the continuous breakthroughs in power line
communication technology in recent years, it has gradually
begun to be used in the field of smart grid, Internet of Things,
power distribution network and so on. The communication
architecture of the ADN proposed in this paper is shown in
Figure 11.

Existing power communication protocols include IEC101/104,
Modbus, DL/T645 and other protocols. IEC101/104 protocols are
generally used in the higher configuration of power distribution
terminals and automation masters, while Modbus and
DLT645 protocols are generally used in the lower power distribution
terminal equipment (Górski, 2022). The message queuing telemetry
transport (MQTT) protocol is an instant communication protocol
released by IBM in 1999, with the greatest advantage of providing
reliable transmission to remote devices with limited computing power
and low bandwidth (Zhao et al., 2023).

As can be seen in Figure 11, controller controls the reactive
power output of SVC and SCB. The power output information of PV
and wind power can be obtained through inverter. Converter
controls the charging and discharging power of EES, and the
charging power information of EV can be derived through
charging post. The convergence terminal collects power
information of various flexible resources in ADN through

FIGURE 8
Curves of the amplitude of voltage of each node under different
scenarios.

FIGURE 9
Curves of amplitude of current at each branch under different
scenarios.

TABLE 3 Daily operating costs of the ADN under different scenarios.

Scenario number Power purchase
cost/RMB

Cost of carbon
emissions/RMB

Net loss
cost/RMB

Running
cost/RMB

Total
cost/RMB

1 31967 1612 4521 0 38100

2 18245 944 4341 3698 27228

3 9275 400 307 9865 19847
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Modbus, DL/T645, RS485 and other communication protocols, and
delivers the collected information to the ADN cloud platform
through MQTT communication protocols, and generates the
optimal operation plan and sends it to various types of
equipments through the computation and analysis of the ADN
cloud platform, so as to complete the low-carbon and economic
operation of ADN.

In this paper, we propose a mixed-integer second-order cone
programming model for active distribution network. By coordinating
and complementing multiple distributed and flexible resources within
the ADN, it serves to reduce the operating costs and carbon emissions of
the ADN and improve the efficiency of energy utilization. The method
proposed in this paper has the following advantages.

1) Wide range of application: Mixed-integer second-order cone
programming can effectively deal with complex problems
containing multiple types of constraints such as linear
constraints, integer constraints, and second-order cone
constraints, and thus has a wider scope of application.

2) Global optimization capabilities: In some cases, mixed-integer
second-order cone programming can provide globally optimal
solutions, especially for nonconvex and nonsmooth problems,
where other intelligent optimization algorithms (e.g., genetic
algorithms, simulated annealing algorithms, etc.) may fall into
local optimality.

3) Solution efficiency: For specific types of problems, mixed-integer
second-order cone programming algorithms can find the

FIGURE 10
The 24-h operation of DG, and the distributed and flexible resources. (A) PV cell (B)WT (C) Before EV dispatch (D) After EV dispatch. (E)OLTC (F) EES.
(G) SCB (H) SVC
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optimal solution efficiently by optimizing the solver, which may
converge faster relative to some heuristic algorithms.

4) Algorithm stability: Compared with some intelligent
optimization algorithms, the convergence and stability of
mixed-integer second-order cone programming are
theoretically better guaranteed.

However, although mixed-integer second-order cone
programming has some advantages, it also has some limitations
and drawbacks, especially in specific cases.

1) Complexity: Mixed-integer second-order cone programming is a
complex mathematical problem whose solution process may be
relatively complex and time-consuming, especially for large-scale
problems, where the performance of the solver is degraded,
resulting in a potentially significant increase in solution time.

2) Feasible solutions are difficult to find: For some problems,
especially in the case of complex constraints or non-convex
problems, finding feasible solutions may be challenging, or it
may not even be possible to find feasible solutions, leading to
ineffective optimization results.

3) Effectiveness depends on problem characteristics: the performance
of mixed-integer second-order cone programming depends heavily
on the characteristics and constraints of the problem, and may not
work as well for some problems. In particular, when the problem
involves nonlinear constraints, appropriate transformations and
approximations are required, which may lead to complication of
the problem.

4) Unique solutions are not guaranteed: not all cases of mixed-
integer second-order cone programming provide a unique
optimal solution; there may be multiple optimal solutions or
unbounded solutions.

In summary, although mixed-integer second-order cone
programming shows advantages in some aspects, it is not suitable
for all types of optimization problems. In practical applications, it is

necessary to consider the characteristics and scale of the problem
and choose a suitable optimization algorithm to obtain better
optimization results.

8 Conclusion

In this study, the authors proposed a mixed-integer second-order
cone programmingmethod to reasonably control large-scale distributed
and flexible resources in active distribution networks by considering
collaboration between flexible and distributed resources. We tested the
proposedmethod on amodified IEEE 33-node distribution system. The
following conclusions can be drawn.

1) Synergistic optimization, by using DG as well as the distributed
and flexible resources, reduced the cost of daily operation of the
ADN by 47.9% and its carbon emissions by 75.2% year on year.

2) The proposed model reduced the peak-to-valley difference in the
magnitude of voltage at nodes of the ADN as well as the loss of
active power of the system while ensuring its optimal economic
performance.

3) The correlation between the powers of the PV cell and the WT
influenced the results of analysis, and further research is needed
on considering the correlation of outputs of the PV cell and the
WT when analyzing the optimal operation of the ADN.

4) With the extensive access of massive and decentralized 5G base
stations to the distribution grid, the self-provided energy storage
of 5G base stations provides the grid with flexibility resources
with considerable capacity and huge potential. How to
synergistically control these adjustable idle resources is of
great significance in promoting the consumption of
distributed power sources and smoothing the peak-to-valley
difference of the grid.

5) The soft open point (SOP) can exchange active power and
compensate reactive power between connected distribution
networks, realizing intelligent regulation of distribution

FIGURE 11
ADN communication architecture.
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network currents. How to control the SOPs to realize the
complementary energy between multiple interconnected active
distribution grids is an issue that needs to be focused on in the
subsequent research.
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To cope with the energy crisis and environmental degradation, the new energy
represented by wind and photovoltaic power generations have developed rapidly,
which leads to a large number of power electronic converters being connected to
the power grid. In this context, the power-electronic-based power system has
become a trend. However, when wideband impedance mismatch happens
between the power electronic converter and the connected power supply
network, the wideband oscillation will occur in the system, which seriously
endangers the safe and stable operation of the power system. To solve it,
impedance identification is a key step to obtain the dq-frame impedance
characteristics to analyze the power system stability. This article focuses on
the power supply network and proposes an improved method to identify its
dq-frame wide-band impedance by only one disturbance, which greatly simplifies
the dq-frame wideband impedance identification process to improve the
identification efficiency. It is of great significance for the safe and stable
operation of the power-electronic-based power system.

KEYWORDS

wideband impedance identification, dq-frame impedance, power supply network,
power-electronic-based power system, wideband disturbance

1 Introduction

With the gradual depletion of fossil fuels and the continuous deterioration of the natural
environment globally, the clean power generation is increasingly receiving attentions
(Hassan Zamani et al., 2016; Rebello et al., 2019; Hara et al., 2022). Among them, wind
and photovoltaic power generations that rely on power electronic converters are increasingly
connected to the power grid for their mature technology. However, when the wideband
impedances of the wind/photovoltaic power generations are mismatched with that of the
connected power supply network, the wideband oscillation will occur in the system, which
seriously endangers the safe and stable operation of the power system (Xie et al., 2017; Zhang
et al., 2020). Thus, to obtain the wideband impedance is the key to solve this problem (Zhou
et al., 2019; Hu et al., 2020a; Wu et al., 2020).

According to whether the harmonic disturbance signals are applied, the methods to
identify impedance are mainly divided into active and passive strategies (Pan et al., 2018; Hu
et al., 2020b; Pan et al., 2021a). Passive strategy estimates the impedance using mathematical
analysis and numerical processing without injecting any additional disturbance (Pegoraro
et al., 2019; Lin et al., 2020a; Lin et al., 2020b). Although this kind of strategy has no impact
on the original system, it has a large computational load and extensive estimation. This
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“estimation” inevitably brings the errors to the impedance
identification results, which causes it difficult to accurately
identify the wideband impedance in practical engineering
applications. Different from it, the active identification strategy
requires injecting disturbance signals to the system, such as
switching capacitors, bridge power electronic circuits, etc.
Although the disturbance-injection-based active strategy has
some impacts on the original system, it can more accurately
identify the impedance within the allowable range of the impact
and have developed rapidly in recent years. In addition, the
identification process of the active strategy is simpler, since it
does not involve a large amount of redundant numerical
calculations.

The active method can be further divided into single-frequency-
based method and wideband-based method. The single-frequency-
based method injects a single-frequency harmonic disturbance into
the tested system at once, relying on the idea of “frequency
scanning” to identify the wideband impedance characteristics of
the tested system. For example, L. Asiminoaei extracts the
impedance of the tested system by injecting a single specific
frequency harmonic disturbance into the common coupling point
of the tested system (Asiminoaei et al., 2004). Subsequently, a large
number of identification techniques similar to this idea have
emerged (Jakšić et al., 2017; Berg et al., 2018; Alves et al., 2019;
Salis et al., 2019). The Virginia Tech research team proposes
impedance identification method based on power electronics
building block (PEBB), and designs high-power impedance
identification devices based on these methods, which can be well
applied to the on-site identifications. The research team of Hunan
University has developed a MW-level impedance identification
device based on a modular approach, and the device is used to
measure the wideband impedance of VSC equipment in clean
energy generation systems. However, this type of method can
only identify the impedance at the corresponding injected
disturbance frequency and requires the idea of “frequency
scanning” to repeatedly inject harmonic disturbances into the
tested system. The measurement process is time-consuming and
has poor real-time performance.

The wideband-based identification method injects all the
harmonic disturbances at the target frequencies into the tested
system at once, greatly improving the identification speed and
real-time performance. For example, J Huang uses the pulse
width modulation (PWM) signals to switch and control
H-bridge or chopper type circuits, which can inject wideband
harmonic disturbances into the system (Jing et al., 2009). In
addition, by using uncontrolled rectification bridge, combined
with the random pulse width modulation (RPWM) signal or
directly using the PWM switching signal to control the DC load,
it can also generate harmonic disturbances over a wide
frequency range in the tested system at once (Jordan et al.,
2011). Furthermore, relying on disturbing the control system
loop, a maximum-length binary sequence (MLBS) signal with
high SNR has a good performance in detecting the impedance of
the strong power supply network, and also has a good
applicability for sensitive systems (Roinila et al., 2018). In
summary, the overall development trend of impedance
identification is from single-frequency-based method to
wideband-based method.

Since the generalized Nyquist stability criterion is based on the
dq-frame impedances (Pan et al., 2021b). To directly measure the
dq-frame impedance of the power supply network can be
conveniently used to analyze the stability of the system. Thus,
this paper focuses on the power supply network, and proposes an
improved dq-frame impedance identification method based on the
advanced wideband-based method. The main contributions are
listed as follows.

1) The traditional dq-frame impedance identification methods
require at least two disturbance injections. Compared to it,
the proposed method only requires one wideband disturbance
injection, which is simpler and more efficient.

2) The proposed method does not rely on a particular disturbance
mode, and the disturbance generated by any wideband
disturbance device can be used for the proposed method,
which has higher practicality.

The rest of the article is organized as follows. Section 2 briefly
introduces the traditional dq-frame impedance identification
method of the power supply network. Then, the detailed
mathematical derivation processes of dq-frame impedance at the
positive/negative frequencies are presented in Section 3. Based on
this, Section 4 proposes the corresponding wideband impedance
identification method. Section 5 shows the simulation validations.
Finally, Section 6 concludes this article.

2 Traditional dq-frame impedance
identification method

The traditional dq impedance identification method for power
supply networks can be divided into four steps (Pan et al., 2021b), as
shown in Figure 1, which are: 1) Disturbance injection; 2) Responses
acquisition and α→αβ transform; 3) αβ→dq transform; 4)
Impedance calculation. Through the above steps, the dq-frame
impedance Zdq of the power supply network can be identified.
The following will provide the detailed introductions to these
four steps. Furthermore, it is worth noting that the discussed
object of this article is single-phase power supply network, which
has better applicability because the three-phase power supply
network can be seen as three single-phase networks, and its
impedance in the dq frame can be obtained by identifying the
impedance of any one phase. Further, the disturbance used in
this paper is a current-type disturbance.

2.1 Disturbance injection

To identify the dq-frame impedance at the target frequency ωm,
the traditional disturbance injection needs to be specially designed to
obtain two sets of dq-frame responses at the identification frequency
ωm, as shown in Eq. 1.

udq1,2 � udq1 udq2[ ] � ud1 ud2

uq1 uq2
[ ]

� Um sin ωmt( ) Um cos ωmt( )
Um cos ωmt( ) Um sin ωmt( )[ ] (1)
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where udq1,2 denotes the desired two sets of dq-frame voltage
responses. Notably, udq1 cannot be linearly represented by
udq2, and introductions of linearly independent vectors can
be seen in (Pan et al., 2018). To obtain these kinds of dq-frame
responses, generally, two sets of disturbances are injected at
ωm-ω0 and ωm+ω0, where ω0 is the fundamental frequency.
Considering the above characteristics, it is also a limitation of
the traditional dq-frame impedance identification methods, as
there are some strict restrictions on disturbance injection link
to obtain the desired responses, which leads to the complexity
of the impedance identification process. It is worth noting that
the disturbance injection time must be greater than the
sampling time, which is the reciprocal of the frequency
resolution.

2.2 α→αβ transform

After injecting the designed harmonic disturbance into the test
port of the power supply network, the response voltage/current data
ipcc and upcc (α frame) can be further collected. Then the second
order generalized integrator (SOGI) or Hilbert transform can be
utilized to get the data (uα, uβ) in the αβ frame. Since the
identification method proposed in Section 4 is based on the
Hilbert transform, the following will introduce the Hilbert-
transform-based method to get uα and uβ in detail (Pan et al.,
2021b).

Hilbert transform can be expressed as

H uα t( )( ) � uα t( )* 1/πt( ) (2)
where H represents the Hilbert transform; * is the convolution
operation. Then, its frequency-domain characteristics can be
obtained with Fourier transform, and the result is given by

F H uα t( )( )( ) � F uα t( )( ) × F 1/πt( ) �
−j × _Uα jω( ) ω> 0
0 ω � 0
j × _Uα jω( ) ω< 0

⎧⎪⎨⎪⎩ (3)

where F represents the Fourier transform. It can be seen from Eq. 3
that when the target frequency ω is greater than 0, the Hilbert
transform can shift the original signal phase by - 90°. Furthermore,
when the target frequency is less than 0, the phase shift angle is 90°. It
should be noted that when the frequency is equal to 0, the Hilbert
transform is invalid since the result is constant 0. However, this
situation does not affect the field of impedance identification as there
is no need to perform the corresponding transformations on the DC
values. Further, the orthogonal uα and uβ can be obtained,
represented as follows

uα � upcc

uβ � H upcc( ){ (4)

Furthermore, the Hilbert transform can be easily realized by
MATLAB toolbox function “hilbert.” In detail, uα equals upcc, and uβ
equals the imaginary part of the Hilbert transform results.

2.3 αβ→dq transform

Through Section 2.2, the αβ-frame values can be obtained. Then,
the dq-frame values can be further transformed from αβ frame, and
the transform formula is as follows

ud

uq
[ ] � cosφ sinφ

−sinφ cosφ
[ ] uα

uβ
[ ] (5)

where, ud and uq are the dq-frame voltage responses. The above
process takes the voltage transform as an example. Furthermore, for
the current transform, it is consistent with the above process. Thus,
id and iq can be further obtained with the above process.

2.4 Impedance calculation

When the dq-frame voltage/current values are obtained, the
power supply network impedance can be calculated. The equivalent

FIGURE 1
Block diagram of the simplified single-phase train-network system.
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dq-frame impedance matrix is marked as Zdq, and its corresponding
circuit relationship can be derived as

ud

uq
[ ] � Zdd Zdq

Zqd Zqq
[ ] id

iq
[ ] (6)

where, Zdd, Zdq, Zqd and Zqq are the four elements of the dq-frame
impedance matrix Zdq. To calculate the Zdq, two sets of linearly
independent dq-frame voltage/current data are required, which can
be expressed as

Zdq � Zdd Zdq

Zqd Zqq
[ ] � ud1 ud2

uq1 uq2
[ ] · id1 id2

iq1 iq2
[ ]−1

(7)

where, subscripts “1” and “2” represent two sets of dq-frame voltage/
current responses, respectively. As can be seen, the traditional dq-
frame impedance identification methods require at least two
harmonic disturbance injections to calculate the corresponding
dq-frame impedance Zdq, which is a limitation and should be
further improved.

3 Detailed mathematical derivations of
dq-frame impedance at the positive
and negative frequencies

This section presents the impedance expressions of the basic
components of the power supply network (inductor, capacitor, and
resistor) at positive and negative frequencies, which provides a
theoretical basis for proposing the novel dq-frame impedance
identification method in Section 4.

3.1 Inductor impedance at the positive/
negative frequencies

Firstly, the impedance expression of the inductor at the positive
frequency (f+) condition is discussed. Assuming the expression for
the current flowing through the inductor is i(t) = sin(ωt), the
corresponding differential expression can be expressed as

u t( ) � L · di t( )
dt

� L · d sin ωt( )
dt

� ωL · cos ωt( )
� ωL · sin ωt + 90°( ) (8)

where, L is the inductance value; d represents the differential
operator; u(t) is the voltage of the inductor. According to (8), the
relationship can be built as

i t( ) � sin ωt( ) 0
ZL f+( )

u t( ) � ωL · sin ωt + 90°( ) (9)
where, ZL(f+) represents the inductor impedance at the positive
frequency (f+). Further, through the relationship presented in Eq. 9,
the impedance of the inductor at this condition can be expressed as

ZL f+( ) � jωL (10)
Then, the impedance expression of the inductor at the negative

frequency (f−) is dis-cussed. At this condition, assuming the
expression for the current flowing through the inductor is i(t) =
sin(-ωt), the corresponding differential expression is shown as

u t( ) � L · di t( )
dt

� L · d sin −ωt( )
dt

� −ωL · cos −ωt( )
� ωL · sin − ωt + 90°( )( ) (11)

According to (11), the following relationship can be obtained.

i t( ) � sin −ωt( ) 0
ZL f−( )

u t( ) � ωL · sin − ωt + 90°( )( ) (12)
where, ZL(f−) represents the inductor impedance at the negative
frequency (f−). Further, through the relationship presented in Eq. 12,
the impedance of the inductor at this condition can be expressed as

ZL f−( ) � jωL (13)
From Eqs. 10, 13, it can be seen that the impedance expressions

of the inductor at positive and negative frequencies are consistent,
and the following contents will further explain this reason.

By observing the above inductor impedance expressions at
the positive and negative frequencies, the voltage and current
vector diagrams are shown in Figure 2. As can be seen, regardless
of whether the frequency is positive or negative (forward and
reverse rotation), the characteristic expressions of the inductor
are the same, with voltage leading current of 90°. Thus, the
impedance expressions of the inductor at positive and negative
frequencies are consistent.

3.2 Capacitor impedance at the positive/
negative frequencies

For capacitor, its impedance expression at the positive frequency
(f+) condition is first discussed. Assuming the voltage applied to the
capacitor is u(t) = sin(ωt), the corresponding differential expression
is shown as

i t( ) � C · du t( )
dt

� C · d sin ωt( )
dt

� ωC · cos ωt( )
� ωC · sin ωt + 90°( ) (14)

where, C is the capacitance value. According to (14), the relationship
can be built as

u t( ) � sin ωt( ) 0
YC f+( )

i t( ) � ωC · sin ωt + 90°( ) (15)

FIGURE 2
Voltage and current vector diagrams of inductor at the positive/
negative frequencies.
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where, YC(f+) represents the capacitor admittance at the positive
frequency (f+). Further, through the relationship presented in Eq. 15,
the admittance of the capacitor at this condition can be derived as

YC f+( ) � jωC (16)
Accordingly, its impedance at the positive frequency can be

obtained by

ZC f+( ) � 1
YC f+( ) � 1

jωC
(17)

Then, the impedance expression of the capacitor at the negative
frequency (f−) is discussed. At this condition, assuming the voltage
applied to the capacitor is u(t) = sin(-ωt), the corresponding
differential expression is expressed as

i t( ) � C · du t( )
dt

� C · d sin −ωt( )
dt

� −ωC · cos −ωt( )
� ωC · sin − ωt + 90°( )( ) (18)

From Eq. 18, the following relationship can be obtained.

u t( ) � sin −ωt( ) 0
YC f−( )

i t( ) � ωC · sin − ωt + 90°( )( ) (19)
where, YC(f−) represents the capacitor admittance at the negative
frequency (f−). Further, through the relationship presented in Eq.
19, the admittance of the capacitor at this condition can be
expressed as

YC f−( ) � jωC (20)
Further, its impedance at the negative frequency can be

obtained by

ZC f−( ) � 1
YC f−( ) � 1

jωC
(21)

From Eqs. 17, 21, it can be seen that the impedance
expressions of the capacitor at positive and negative
frequencies are also consistent, and the reason can be further
explained as follow.

By observing the above capacitor impedance expressions at
the positive and negative frequencies, the voltage and current
vector diagrams are shown in Figure 3. As can be seen, regardless
of whether the frequency is positive or negative (forward and
reverse rotation), the characteristic expressions of the capacitor
are the same, with current leading voltage of 90°. Thus, the
impedance expressions of the capacitor at positive and
negative frequencies are consistent.

3.3 Resistor impedance at the positive/
negative frequencies

For resistor, its impedance is not related to frequency. Therefore,
at the positive and negative frequencies, the impedance expressions
are the same, represented as follows

ZR f+( ) � ZR f−( ) � R (22)
where, ZR(f+) and ZR(f−) represent the resistor impedance at the
positive and negative frequencies, respectively.

The corresponding voltage/current vector diagram of resistor is
shown in Figure 4. As can be seen, regardless of whether the
frequency is positive or negative, the voltage and current are in
phase.

To sum up, the impedance expressions of inductors,
capacitors, and resistors are respectively the same at positive
and negative frequencies. This is also the basis for proposing the
novel dq-frame impedance identification method in the
following section. Furthermore, the simulation results in
Section 5 can also verify the correctness of the analysis and
conclusions in this section in turn. Noteworthily, the physical
significance of the negative-frequency impedance can be
described by the impedance characteristics of inductance,
capacitance and resistance under the reverse rotation of the
motor. For inductor and capacitor, their impedance is only
related to the frequency value and not related to the
direction of motor rotation. For resistors, their impedance is
completely independent of frequency. Therefore, the negative-
frequency impedances of inductors, capacitors and resistors

FIGURE 3
Voltage and current vector diagrams of capacitor at the positive/
negative frequencies.

FIGURE 4
Voltage and current vector diagrams of resistor at the positive/
negative frequencies.
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derived in this paper are the same as those under the positive
frequencies.

4 Proposed impedance identification
method with only one wideband
disturbance

To improve the efficiency of the dq-frame impedance
identification, this section introduces how to rely on only one
wideband disturbance injection to identify the impedance
characteristics of the power supply network. Firstly, the external
characteristics of the power supply network at positive and negative
frequencies are introduced. Then, the dq-frame voltage/current
extractions at the positive and negative frequencies are con-
ducted with the forward and reverse dq transformation. Finally,
based on the above analysis, the corresponding detailed wideband
impedance identification steps are developed, which can quickly and
efficiently identify the dq-frame wideband impedance of the power
supply network.

4.1 External characteristics of the power
supply network at positive and negative
frequencies

In Section 3, it can be found that the expressions for the positive-
and negative-frequency impedances of the inductor, capacitor, and
resistor are consistent. For the power supply network, it is also
composed of multiple inductance, capacitance, and resistance links.
Therefore, the impedance expressions of the power supply network
are the same at positive and negative frequencies, and the
relationship can be expressed as:

Zf+
dq � Zf−

dq � Zdq � Zdd Zdq

Zqd Zqq
[ ] (23)

where, Zdq
f+ and Zdq

f− are the dq-frame impedance of the power
supply network at the positive and negative frequency, respectively.

Further, the external characteristics of the power supply network
can be further obtained by

Uf+
dq � Zf+

dq · If+dq � Zdq · If+dq
Uf−

dq � Zf−
dq · If−dq � Zdq · If−dq

⎧⎨⎩ (24)

where, Udq
f+ and Udq

f− are the dq-frame voltages at the positive and
negative frequency, respectively; Idq

f+ and Idq
f− are the dq-frame

currents at the positive and negative frequency, respectively. Thus,
Zdq can be derived as

Zdq � Uf+
dq

Uf−
dq

⎡⎣ ⎤⎦ If+dq
If−dq

⎡⎣ ⎤⎦−1 (25)

It is worth noting that compared to the traditional method
of injecting two harmonic disturbances to calculate the
impedance in Eq. 7. The impedance calculation method for
the power supply network shown in Eq. 25 only requires one
disturbance injection, which greatly reduces the complexity of
impedance identification.

4.2 Dq-frame voltage/current extractions at
the corresponding positive and negative
frequencies

From (Fu and Zhou, 2023), it can be seen that the dq-frame
voltage/current data at positive/negative frequencies is the key to
calculate Zdq. Therefore, the following contents will introduce how
to obtain these dq-frame voltage/current data.

For the rotation factor at positive frequency (forward rotation),
there is the following relationship.

ejωt � cos ωt( ) + j sin ωt( ) � α + jβ (26)
where, ejωt is the forward rotation factor. Further, if exchanging the
values of α and β, the new phasor can be obtained by

_A � β + jα � sin ωt( ) + j cos ωt( ) � cos 90° − ωt( ) + j sin 90° − ωt( )
� ej −ωt+90°( )

(27)
Notably, the phase of the calculated impedance is the difference

between the voltage and current phases. Based on this, the phase
shift of 90° in Eq. 27 can be eliminated, and the reverse rotation
factor e-jωt can be obtained. Further, comparing (Chen et al., 2023a;
Chen et al., 2023b), it can be found that exchanging the values of α
and β is equivalent to transforming the original forward rotation
into reverse rotation.

To extract the dq-frame voltage/current, firstly, the Hilbert
transform presented in Section 2.2 is utilized to obtain the αβ-
frame values. Then, based on the forward and reverse rotation
principles mentioned above, combined with αβ→dq transform in
Section 2.3, the dq-frame voltage/current data can be obtained. In
detail, the forward-rotation Udq

f+ and Idq
f+ can be obtained with the

principle presented in Eq. 26, and the reverse-rotation Udq
f− and

Idq
f− can be obtained with the principle shown in Eq. 27.

4.3 Proposed wideband impedance
identification steps

To make the proposed dq-frame wideband impedance
identification method of the power supply network clearer, this
section provides the detailed identification steps, which are shown
below.
Step 1: Inject a wideband disturbance into the test port of the power
supply network. Notably, the disturbance does not depend on a
particular mode, and the disturbance generated by any wideband
disturbance device can be used here.
Step 2: Collect the voltage and current response data of the test port.
Step 3: Utilize the α→αβ transform and the αβ→dq transform,
combined with the forward rotation transformation, and the dq-
frame data Udq

f+ and Idq
f+ can be obtained.

Step 4: Similar to step 3, combined with the reverse rotation
transformation, Udq

f− and Idq
f− can be obtained.

Step 5: Calculate the impedance to obtain Zdq with Eq. 25.
Further, for the disturbance-based impedance measurement, the

selection of disturbance energy is crucial. Excessive disturbance
energy can threaten the normal operation of the system, while
low disturbance energy can lead to inaccurate measurement

Frontiers in Energy Research frontiersin.org06

Zhao et al. 10.3389/fenrg.2023.1259865

103

https://www.frontiersin.org/journals/energy-research
https://www.frontiersin.org
https://doi.org/10.3389/fenrg.2023.1259865


results. In the actual measurement process, the disturbance energy
can be minimized first, and then gradually increased until
satisfactory measurement accuracy is achieved. Noteworthily,
during this process, the total harmonic distortion (THD) of the
system should not exceed the standard (IEEE Std 519-2014).

5 Additional Requirements

5.1 Simulation results with injecting PWM-
based wideband disturbance

Taking the second-order power supply network structure as an
example, its detailed parameters are listed in Table 1. In addition, the
PWM-based wideband disturbance injection method is detailed in
(Pan et al., 2018), and its corresponding parameters are shown in
Table 2. For example, when the target impedance identification
frequency reaches to 8,000 Hz and the frequency resolution is 10 Hz,
in order to better cover this frequency band with the PWM-based
disturbance, the frequency of PWM should be set to 10 Hz and the
duty cycle can be set to 0.1%. Further, the simulation time step is set
as 1 × 10−6 s.

The proposed dq-frame impedance identification method is
utilized to the simulation model, and the identified results are
shown in Figure 5. The red solid lines represent the dq-frame
impedance reference values, and the blue circles denote the
identified dq-fame impedances. As can be seen, the identified dq-
frame impedances, including their magnitudes and phases, can be
well consistent with the reference values, which verifies the
correctness of the proposed method. In addition, for the phase
curve of the Zdq element, some points around approximately
5,000 Hz do not coincide with the reference value. However, it is
a normal phenomenon because the phase angles of these points are

approximately 180° and −180°, which are equivalent for the
identified impedance.

5.2 Simulation results with injecting chirp-
based wideband disturbance

The chirp-based wideband disturbance is detailed in (Hu et al.,
2020b), and its corresponding parameters are shown in Table 3.
Consistent with the identification objectives in Section 5.1, the
specified minimum and maximum frequencies are set as 10 Hz
and 8,000 Hz, respectively, to cover the target frequency band, and

TABLE 1 Parameters of power supply network.

Parameter Symbol Value

AC voltage of the network Vg 10 kV

Resistor 1 R1 1 Ω

Inductor 1 L1 1 mH

Capacitor 1 C1 1 uF

Resistor 2 R1 0.1 Ω

Inductor 2 L1 2 mH

Capacitor 2 C1 2 uF

TABLE 2 Parameters of PWM-based wideband disturbance.

Parameter Symbol Value

PWM driving signal frequency fpwm 10 Hz

PWM driving signal duty cycle D 0.1%

FIGURE 5
Identification results with injecting PWM-based wideband
disturbance. (A) Impedance magnitudes. (B) Impedance phases.

TABLE 3 Parameters of chirp-based wideband disturbance.

Parameter Symbol Value

Time cycle of the chirp signal T 0.1 s

Specified minimum frequency fmin 10 Hz

Specified maximum frequency fmax 8,000 Hz
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the time cycle of the chirp signal is set as 0.1s to meet the frequency
resolution.

Similar to Section 5.1, the impedance identification results by the
proposed dq-frame impedance identification method are shown in
Figure 6. The red solid lines also represent the impedance reference
values, and the blue circles are the identified dq-fame impedances.
As can be seen, the identified dq-frame impedances of the power
supply network can be also well consistent with the references, and
the correctness of the proposed method is further verified.
Furthermore, under the above two types of wideband
disturbances, the proposed impedance identification method can
identify the accurate dq-frame impedance. It is also verified that the
proposed method does not rely on a particular disturbance mode.

6 Conclusion

In this article, an improved dq-frame wideband impedance
identification method with only one disturbance is proposed to
identify the power supply network impedance. This proposed
method is based on the forward- and reverse-rotation dq-frame
data extractions. Also, the proposed method has been validated
through a simulation model based on MATLAB/SIMULINK. Some
valuable conclusions can be drawn.

1) For the power supply network, the impedance expressions at
the positive and negative frequencies are consistent.
Therefore, this characteristic can be used to expand a set of
dq-frame voltage/current data for impedance calculation,
which reduces the traditional multiple wideband
disturbance injection to only once and improving the
impedance identification efficiency.

2) For power supply network, from the impedance identification
results, it can be seen that the four elements of dq-frame
impedance are symmetrical, so there is no need to consider
the frequency interference caused by asymmetric
characteristics. Therefore, for wideband disturbances, it
does not rely on a particular disturbance mode, which has
higher practicality.
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Master–slave game-based
optimal scheduling of
community-integrated energy
system by considering incentives
for peak-shaving and ladder-type
carbon trading

Fengzhe Dai, Fei Jiang*, Lei Chen, Yongfei Wu and Changlin Xiao

School of Electrical and Information Engineering, Changsha University of Science and Technology,
Changsha, China

To alleviate the challenges posed by high energy consumption, significant carbon
emissions, and conflicting interests among multiple parties in a community-level
microgrid, the authors of this study propose a master–slave game-based optimal
scheduling strategy for a community-integrated energy system (CIES). First, we
analyze the decision variables and revenue-related objectives of each stakeholder
in the CIES, and use the results to construct a framework of implementation. Second,
we develop a model to incentivize peak regulation and a ladder-type carbon trading
model that consider the correlation between the loadowing to residential consumers,
the load on the regional grid, and the sources of carbon emissions. Third, we propose
amaster–slave game-basedmechanism of interaction and a decision-makingmodel
for each party to the game, and show that it has a Stackelberg equilibrium solution by
combining genetic algorithms and quadratic programming. The results of evaluations
showed that compared with an optimization strategy that considers only the
master–slave game, the proposed strategy increased the consumption surplus of
the user aggregator by 13.65%, the revenue of the community energy operator by
7.95%, increased the revenue of the energy storage operator, reduced CO2 emissions
by 6.10%, and adequately responded to peak-cutting and valley-filling by the power
grid company.

KEYWORDS

community-integrated energy system, master-slave game, peak-shaving incentive,
ladder-type carbon trading, demand response

1 Introduction

The community-integrated energy system (CIES) is designed to meet the diverse energy-
related needs of residential users by considering multiple types of energy production,
conversion, and storage processes within the community (O’Dwyer et al., 2019; Wang
et al., 2021). However, the high levels of energy consumption and carbon emissions in
residential communities cannot be ignored. The ratio of energy consumption in the
residential communities of China exceeded 30% of the country’s total energy
consumption in 2022, and the total carbon emissions from residential houses accounted
for about 17% of total emissions (Wu et al., 2023). This has led to growing interest in the
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construction of the CIES to integrate energy supply with the relevant
information, multi-energy coupling, and efficient low-carbon energy
use by taking into account the interactive characteristics of
residential load and the energy market.

The degree of interactive coupling between energy supply and
demand has gradually deepened with the reform of the electricity
market and the continual development of the CIES, and has
transformed the traditional top-down, integrated structure of the
supply and demand for energy into an interactive structure (Sun
et al., 2022; Veichtlbauer et al., 2022; Qiu et al., 2023). However, the
presence of multiple interest groups in the CIES makes it difficult to
accurately describe their interactions by using the traditional,
centralized strategy for optimization because each player needs to
coordinate its interests when interacting with the other players.
Game theory has been widely used in various disciplines, including
finance, and securities and economics as an effective means of
resolving the associations or conflicts among multiple
participating agents in the market (O’Dwyer et al., 2019).

Several scholars have conducted exploratory research on using
game theory to optimize the scheduling of the CIES. Xu and Yi
(2023) constructed a one master–multiple slaves game model to
optimize distributed cooperation among multiple types of loads in
the CIES, while Huang et al. (2022) proposed a method to optimize a
thermal–electric energy system by considering dynamic pricing and
the optimization of the operational strategy of a Stackelberg game.
One study (Li et al., 2020) introduced a model of game-based
interactions between electrically coupled systems and the load
aggregator, and Li P. et al. (2021) proposed a framework to
optimize a Stackelberg game involving the community energy
operator and the aggregator of residential customers to achieve a
comprehensive demand response for electric and thermal loads in
the CIES. Li et al. (2022) proposed a hierarchical, partitioned
approach to optimize multi-energy supply and demand in
integrated energy systems in the framework of a master–slave
game. Wang et al. (2023) develops an optimal energy bidding
mechanism for the regional integrated electricity-hydrogen
system considering complex electricity-hydrogen energy flow and
further presents an electricity-hydrogen optimization management
strategy based on Stackelberg game. Although the above studies have
considered the game-based interactions among the community
energy operator, the aggregator of residential customers, the
energy storage operator, and other participants within the CIES,
they have mostly focused on the collaborative optimization of such
sources of energy such as electricity, heat, and cooling, and have not
adequately addressed the joint optimization of coupling devices for
heterogeneous sources of energy, such as electric heating and electric
cooling on the side of the customer in the residential community.
Moreover, relatively little research has been devoted to the optimal
scheduling of flexible loads by considering grid peaking under the
master–slave game-based framework.

1.1 Related work of demand response and
carbon trading models for residential
customers

Demand response (DR) gives more flexibility to modern smart
grids to compensate for the variability of renewable sources. As the

business model of the CIES matures and multiple such energy
systems coexist in the same region, the aggregator of residential
customers becomes an important resource for regional grid peaking.
Yu et al. (2022) adjusted the timing of electricity consumption by
residents to show that a smart home can improve the flexibility of
the load and has significant potential to adequately respond to the
demand for power. Building on this work, Gao et al. (2022)
constructed a multi-objective model of optimal scheduling under
constraints imposed by various uncertainties and the demand
response to promote load shifting between the peak and valley
areas. Guo et al. (2021) also constructed a model to optimize an
integrated energy system by considering the DR with carbon
emissions and the peak-to-valley ratio of load as the objectives of
optimization. Wei et al. (2022) proposed an economic optimization
method for depth peak regulation and the depth of the emergency of
the energy storage accident on the demand side. Meanwhile, carbon
trading mechanism, as one of the effective ways to realize the goal of
“double carbon”, has been studied in depth in the integrated energy
system. To achieve the objective of low-carbon emissions, Lv et al.
(2022) introduced the reward and punishment carbon trading
mechanism, and established a multi-actor low-carbon interaction
model considering the carbon trading mechanism. Xiang et al.
(2021) also established a low-carbon optimization model for the
coupled electricity-gas system by comprehensively considering the
carbon capture, carbon emission right trading and DR mechanism
of the coupled electricity-gas system. While some studies have
introduced a reward-and-penalty mechanism of carbon trading,
and have established a multi-participant model of low-carbon
interaction by considering carbon trading and game-based
optimization, the relationships of energy trading involving
multiple stakeholders has not been considered in the CIES.

1.2 Main outcomes of this work

The above review shows that most dispatching strategies for the
CIES are based on the optimal dispatch of electricity, heating, and
cooling, with little consideration of the potential for customer
participation in the regulation of the DR, and the capability of
regulation of customer-side energy coupling devices. In addition, the
master–slave game for the CIES usually involves the leader setting
the price and the follower adjusting the demand due to limitations of
the end-use tariff-based mechanism of control. Prevalent work has
not considered the role of incentive-based DR in regulating the
system, and has not adequately explored the capacity for peak-
shaving in case of flexible loads and energy storage devices.
Moreover, most studies on game-based interactions in the
context of the CIES have considered only the economic benefits
of each player, and few have accounted for low-carbon emissions of
the system as a boon.

To address the above issues, this study proposes an optimal
dispatching strategy that considers the participation of the CIES in
peak-shaving and carbon trading in the grid. The main
contributions and innovations are as follows.

1) We create a peaking score-based model of incentives for the grid
company that considers the correlation between loads, and
coordinates a dynamic pricing strategy with a community
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energy operator to encourage the participation of the aggregator
of residential consumers in peaking. Moreover, we propose a
trading mechanism for carbon emissions in the CIES that
balances economic and environmental benefits.

2) We propose a game model for multi-energy optimization in the
CIES, with a revenue model for each stakeholder, that
comprehensively considers customer-side energy equipment
and storage. The community energy operator leads and the
residential customers follow. We also prove the uniqueness of
the Stackelberg equilibrium solution of the two-layer model by
using the Cplex solution tool combined with the genetic
algorithm.

3) The introduction of the peaking incentive and the ladder-
type carbon trading mechanism can effectively improve the
supply and consumption of energy for each stakeholder in
the CIES.

2 Basic framework of community-
integrated energy system

The CIES is a combination of the grid company, the
community energy operator, the aggregator of residential
customers, and the electric energy storage operator. The
community energy operator is the leader, the aggregator of
residential customers is the follower, and the two play a
master–slave game. The grid company and the electric energy
storage operator are not directly involved in the game, but
participate in grid peaking and carbon trading in the market
to obtain revenue, and achieve the optimal dispatch of the supply
and consumption of energy in the CIES. Figure 1 illustrates the
framework of implementation.

The community energy operator purchases or produces its
own energy from electricity, heating, and cooling from the
“source” side, optimizes the pricing of the energy obtained
through heating and cooling as well as the output of gas

turbines and absorption chillers, and sells it to the aggregator
of residential customers on the “load” side to benefit from the
difference in price. The community energy operator enhances the
flexibility of current residential tariff-based strategies to facilitate
reasonable customer participation in the energy market.
However, there is a risk of reduced efficiency or losses for the
community energy operator in case of a mismatch between the
supply and demand for sources and loads, or fluctuations in the
purchase and sale prices.

The grid company aims to induce the aggregator of residential
customers to participate in peaking and in reducing the carbon
footprint of the system. However, if the game is played with only
economic gains in mind, it may lead to new peak loads during low-
tariff periods. The design of the incentive is a major factor
influencing the effectiveness of the DR because end-use tariff in
China is regulated, which makes it difficult to develop flexible tariff-
based policies (Zhang et al., 2021). The DR score was introduced as
an incentivization aid to quantify the capacity of the aggregator of
residential customers to contribute to peak regulation based on the
similarity between its curves of the electrical load and the regional
grid load (Jebli et al., 2021).

FIGURE 1
Framework for the master–slave game-based optimization of scheduling of the CIES.

FIGURE 2
Distribution of energy flow and various types of energy
equipment in the CIES.
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The aggregator of residential customers aggregates individual
residents at scale, receives the sale price of energy from the
community energy operator, considers the grid company’s
incentive for peak-shaving and its carbon trading mechanism,
and accordingly adjusts the outputs of the electric cooling and
heating equipment as well as the flexible demand for load to
achieve maximum consumer surplus.

The electric energy storage operator provides energy storage
services to the aggregator of residential customers to generate
revenue, and adjusts the start/stop status of the equipment in
real time. The distribution of the energy equipment as well as the
distribution of the flow of energy in CIES are shown in Figure 2.

3 Models of participants in the
community-integrated energy system

3.1 Peaking model of community-integrated
energy system by considering load
correlation

Compared with the price-based DR model, the incentive-based
DR model can better exploit the potential of the aggregator of
residential customers for DR. However, it has the drawback of
requiring a pre-signed agreement, and may not cover the
participation of all residential customers. To combine the
advantages of both models and overcome their disadvantages, we
propose an improved incentive-based DR peaking model that
considers the correlation in loads without the need to sign an
incentive agreement.

We use curves of the intra-day load of the residential
community and the regional load on the grid to construct a
model of the parameters of correlation to calculate the incentive-
related credit for the contribution of the aggregator of residential
customers to DR peaking (Jebli et al., 2021). This model uses the
Pearson correlation coefficient, which ranges from −1 to 1, to
assess the correlation between the sets of variablesM1 andM2. In
contrast to the Euclidean distance, which is suitable for
measuring the similarity between numerical data, the Pearson
correlation coefficient is a measure of the strength of the linear
relationship between variables, and can be used to measure the
correlation between sets of curves of load consisting of time-
series data. The correlation between these sets of variables can be
calculated as follows:

ρM1,M2 �
cov M1,M2( )
σM1 × σM2

(1)

where cov (M1,M2) is the covariance-based solution and σ is the
standard deviation-based solution. Larger values of ρM1,M2 indicate
greater correlation between M1 and M2.

By substituting the typical daily load power of the aggregator of
residential consumers intoM1 and that of the regional grid intoM2,
the standard deviation of the load of the aggregator of residential
customers in the denominator can be simplified to a constant uPuser.
The model of the product of the moment and the Pearson
correlation coefficient can then be used to measure the
correlation between them. This is set as the peaking factor of the
curve of load:

ρPuser ,Psys
�
∑T
t�1
E Puser,t − μPuser

( ) × Psys,t − μPsys
( )[ ]

uPuser ×

														
∑T
t�1

Psys,t − μPsys
( )2

√ (2)

Puser � PeL,t − PPV,t + Pcold,t + Phd,t (3)
where ρPuser ,Psys

is the parameter of the trend of correlation between
the curves, Puser and Psys are the load powers of the aggregator of
residential consumers and the regional grid, respectively, µ is the
sign of the mean solution, PPV,t is the PV power of the community at
time t, Pcooling,t is the input power for the electric refrigeration unit at
time t, and Phd,t is the input power for the electric heating unit at
time t.

The higher is the trend of correlation between the curves (the
peaking factor of the curve of load of the community), the less
effective is the DR peaking, the lower is the incentive score of the
aggregator of residential consumers, and vice versa.

To ensure the uniformity of the objective function of the
aggregator of residential customers, the benchmark value of the
maximum peaking capacity is used as the denominator of the model
of correlation. The coefficient of conversion of the incentive is
multiplied by this value to convert the incentive for the
aggregator of residential customers to participate in DR peaking
of the grid in the formula for calculation:

Juser � ε
ρPuser ,Psys

ρ−Psys ,Psys

∣∣∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣∣ max Puser( ) − μPuser
( ) (4)

where ε is the coefficient of conversion of the incentive for power
integration.

3.2 Ladder-type carbon trading model

The carbon trading mechanism involves the allocation of
allowances for carbon emission by the market regulator for the
sources of such emissions. The carbon trading model of the CIES
includes allowances for carbon emissions, actual carbon emissions,
and a ladder-type carbon trading model. The carbon emissions of
the absorption refrigeration unit are not considered as it directly
uses heating energy to cool, and thus consumes a small amount of
electricity. It is assumed that the grid purchases electricity generated
by using coal to calculate carbon emissions.

Allowances for domestic carbon emission are typically used as
unpaid allowances, and the allowance for carbon emissions by the
aggregator of residential customersMCO2 is used as a reference (Sun
et al., 2023).

The model to calculate actual carbon emissions of the CIES
MCO2,f is as follows:

MCO2,buy,f � ∑T
t�1

A1P2
ej,t+B1Pej,t+C1( )

MCO2,GT,f � ∑T
t�1

A2P2
GT,t+B2PGT,t+C2( )

PGT,t � Pe,t + Ph,t

MCO2,f � MCO2,buy,f +MCO2,GT,f

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
(5)

where MCO2,buy,f and MCO2,GT,f are the actual carbon emissions due
to electricity purchase on the grid side and the gas turbine, A1, B1,
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and C1 and A2, B2, and C2 are the accounting factors for carbon
emissions for the grid-side coal-fired unit and the gas-fired unit in
the microgrid, respectively, and PGT,t is the sum of the electric and
thermal power outputs of the gas turbine at time t.

M’CO2 is the difference between the actual carbon emissions of
the CIES MCO2,f and the carbon allowances MCO2, and is used to
calculate carbon credits for the aggregator of residential consumers
to participate in the carbon trading market. Then, the CIES ladder-
type carbon trading model refers to literature (Sun et al., 2023) and
constructs a ladder-type carbon trading mechanism with “multiple
intervals and multiple price levels”. Due to limitations of space, we
will not elaborate on it for the time being.

3.3 Community energy operator

The coupled gas–heating equipment used by the community
energy operator is a gas turbine that generates electrical and thermal
energy from external natural gas sourced via a network. The
relationship between the power generated by the gas turbine and
that generated by the heating system is described as follows (Shuai
et al., 2023):

Ph,t � ηh
ηM,e

1 − ηM,loss( )Pe,t (6)

where Ph,t and Pe,t are the outputs of the thermal power and the
electrical power of the gas turbine at time t, respectively, ηM,loss is the
rate of loss of the power of heat production of the gas turbine, and
ηM,e and ηh are the efficiencies of power generation and heat
production, respectively.

The relationship between the power generated by the gas turbine
and the cost of natural gas is shown in Eq. 7:

Ch � ∑T
t�1

Pe,tΔt
ηM,eQlhv

ch (7)

where Qlhv is the low-level calorific value of natural gas in the gas
turbine, set to 9.7 kWh/m3, and ch is the outsourced unit price of
natural gas, set to 2.5 ¥/m3 (Shuai et al., 2023).

The community energy operator uses absorption refrigeration
units and domestic electric refrigeration units to synergistically
supply cooling energy to the building for cooling collection. The
characteristics of the temperature of these units are determined by
using an equivalent model of their thermal parameters (Zou et al.,
2019):

Temin,t � Temout,t − rPcol,t

−e−Δt
rc Temout,t − rPcol,t − Temout,t−1( ) (8)

where Temin,t is the indoor temperature of the community freezer
building at time t, Temout,t is the outdoor temperature at time t, r and
c are the equivalent thermal resistance and the heating capacity of
the building, respectively, Pcol,t is the total power output of the
refrigeration unit at time t, and Δt is the minimum interval (Zou
et al., 2019).

The total intra-day revenue of the community energy operator is
calculated as:

Cm � Cm,grid + Cm,u − Ch (9)

where Cm,grid and Cm,u are the gains obtained by the community
energy operator in transactions with the grid company and the
aggregator of residential consumers, respectively. The community
energy operator also sets tariffs that fall between the surplus feed-in
tariff and the market time-sharing tariff. The two returns are
calculated as follows:

Cm,u � ∑T
t�1

ce max Pej,t, 0( ) + cc max Pcol,t, 0( )
+ ch max Ph,t + Pcol,t/ηcol, 0( )[ ] (10)

Cm,grid � ∑T
t�1

−ce,gs max Puser,t − Pe,t, 0( )
−ce,gb min Puser,t − Pe,t, 0( )[ ] (11)

where Pej,t is the power purchased from the grid, cc, ch, and ce are the
unit prices set by the community energy operator for the sale of
cooling, heating, and electricity to residential customers,
respectively, ce,gb is the feed-in tariff for surplus electricity from
the community energy operator, and ce,gs is the price at which the
community energy operator purchases electricity from the grid
companies.

In the master–slave game, it is assumed that the community
energy operator purchases electricity only from the grid company,
and does not have direct contact with the power producer. The
constraints on the master–slave game are provided in
Supplementary Appendix SC.

3.4 Aggregator of residential consumers

The aggregator of residential customers adjusts flexible loads,
optimizes the outputs of the coupled electricity–cooling and
electricity–heating equipment based on the sale price of energy,
and sells the surplus PV power to the grid company, or stores it in
the energy storage operator to improve the flexibility of energy use
and revenue from grid peaking.

The mathematical models of the electric load PeL,t, thermal load
PhL,t, and cooling load PcolL,t for the aggregator of residential
consumers are as follows:

PeL,t � PeLs,t + ΔPeL,t − λex,tPex,t + Pcold,t + Phd,t( )
−Pe,t − PPV,t + Pc,t − Pd,t

(12)

PhL,t � 1 − ]h( )Ph,t + ]hPhd,t � PhLs,t − λhx,tPhx,t (13)
PcolL,t � 1 − ]col( )Pcol,t + ]colPcold,t � PcolLs,t − λcolx,tPcolx,t (14)

where PeLs,t, PhLs,t, and PcolLs,t are the base loads of electricity,
heating, and cooling, respectively, Pc,t and Pd,t are the charging
and discharging of power from energy storage at time t, respectively,
Pe,t, Pej,t, and Pejs,t are the powers generated by the gas turbines and
purchased/sold from the grid at time t, respectively, ΔPeL,t is the
change in the transferable electrical load at time t, λex,t, λhx,t, and
λcolx,t are the coefficients of reduction in the electric, thermal, and
cooling loads for the aggregator of residential customers at time t,
respectively, Pex,t, Phx,t, and Pcolx,t are the maximum values by which
the powers of the electric, thermal, and cooling loads can be reduced,
respectively, ]h and ]col are the coefficients of the coupled
electricity–heating and the electricity–cooling equipment,
respectively, and Phd,t and Pcooling,t are their respective power
outputs.
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The constraints on the transferable electrical load, curtailable
electrical load, and curtailable heating and cooling loads for
residential customers are as follows:

0≤ θ �
∑T
t�1

ΔPeL,t

∣∣∣∣ ∣∣∣∣
∑T
t�1

PeL,t

∣∣∣∣ ∣∣∣∣ ≤ θ max (15)

λ min ≤ λX ≤ λ max (16)
where θ is the ratio of power adjustment of the transferable load,
θmax is its maximum ratio of power adjustment, λX denotes [λex,t,
λhx,t, λcolx,t]

T, and [λmin, λmax]
T denotes [λex,min, λhx,min, λcolx,min;

λex,max, λhx,max, λcolx,max]
T.

The total daily revenue of the aggregator of residential
customers, Cuser, consists of the revenue Cu,m from the
master–slave game with the community energy operator, the
incentive-related revenue CDR,grid from its participation in DR
peaking with the grid company, the cost of trading rights to
carbon emissions Cu,CO2, the cost of the loss of satisfaction Cusafe,
and revenues from the sale of surplus power Cu,grid and trading with
the energy storage operator Cest.

Cuser � Cu,grid + Cu,m + CDR,grid − Cu,CO2 − Cusafe (17)

The respective gains can be expressed as follows:

Cu,grid � cu,grid∑T
t�1
max Pugrid,t, 0( ) (18)

Cu,m � −Cm,u (19)
We convert the score of the incentive for peaking provided by

the grid company into economic benefits for the aggregator of
residential customers by multiplying the factor of the scale of
pricing for it kJ-C by the price of purchasing power for the grid
company:

CDR,grid � kJ−C · ce,gb −Juser( ) (20)

Utility theory is commonly used in microeconomics to
determine the extent to which consumers derive satisfaction from
a purchased good. The total utility of the aggregator of residential
customers is the sum of satisfaction from the purchase of cooling,
heating, and electricity. The objective function is designed to
maximize the surplus for the consumer, and is calculated as follows:

Cuser � ∑T
t�1

Cxy,t + CDR,grid,t[ + Cu,grid,t − Cusee,t

−Cest,t −Cu,CO2,t − τpun ∑
x∈E

λxx,tPxx,t( )2⎤⎦Δt
(21)

where Cusee is the cost of energy purchased by the aggregator of
residential customers, τpun is the coefficient of the loss of satisfaction,
Cusafe is the reduction in residential satisfaction, and Cxy,t is the
utility function of the aggregator that reflects the level of satisfaction
of customers from purchasing energy for electricity, heating, and
cooling (Li P. et al., 2021). The utility function is described by fitting
a quadratic functional form:

Cxy,t � ∑
x∈E

−δL,x
2

PxL,t( )2 + ωL,xPxL,t+cL,x[ ] (22)

Cusee,t � ∑
x∈E

cxPxL,t − cxλxx,tPxx,t[ ] (23)

where x is the type of energy, E = {cooling, heating, electricity},
denotes the set of types of energy demanded by the aggregator of
residential customers, δL,x, ωL,x, and cL,x are the coefficients of
preference for energy consumption of the aggregator of
residential customers, and PxL,t is the actual demand for power
based on energy x within the CIES at time t.

3.5 Community electricity storage operator

We assume that the electricity energy storage operator has a
device to store electric energy in situ for the community, and that the
residual power Ees,t of the configured storage device at time t is
related to the charging and discharging at that time, as described by
Shuai et al. (2023).

The station for the storage of electrical energy charges the
aggregator of residential customers a service fee that is given by:

Cess � cess∑N
t�1

]cPc,t + ]dPd,t( )Δt + Cesg (24)

where ces is the unit price of charging and discharging for energy
storage, ¥/kWh, and Cesg is the fixed daily cost of rent of energy
storage. See Supplementary Appendix SC for the relevant
constraints.

The service revenue of the electricity storage operator includes
the service fee and the revenue for the supply of electricity. The total
revenue is thus calculated as follows:

Cest � ∑T
t�1

−]cPc,tces,c + ]dPd,tces,d( )Δt + Cess (25)

where ces,c and ces,cd are the unit prices of electrical energy for
charging and discharging energy storage, respectively.

4 Strategy for operation of community-
integrated energy system based on
master–slave game

4.1 Game theory and models

By combining the revenue-related objectives of the
community energy operator and the aggregator of residential
customers, we determine that the optimal dispatch of the latter is
based on the sale price of energy for the former, and is influenced
by the incentivizing credit for DR and the cost of ladder-type
carbon emissions trading of the grid company. The result of
optimal dispatch then acts backward on the selling price of
energy for the community energy operator. This process is
consistent with the logical structure of the master–slave game,
and the model can be represented as follows:

H � N; cm;φuser;Cm;Cuser{ } (26)
The master–slave game model consists of three components:

participants N � m, user{ }, game strategies, and benefits.
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The strategy of the community energy operator involves setting
the price for intra-day sales of energy for cooling, heating, and
electricity, and is expressed in vector form as cm � ce, ch, ce{ }; the
strategy pursued by the aggregator of residential customers involves
the coefficients of regulation of the intra-day transferable electrical
load, curtailable cooling, and the loads due to heating and electricity.
It is expressed in vector form as φuser � ΔPeL,t, Pex,t, Phx,t, Pcolx,t{ }.
When the curtailable load is aggregated as Pxx,t = {Pex,Phx,Pcolx},
φuser � ΔPeL,t,Pxx,t{ }.

The respective models of revenue of the community energy
operator and the aggregator of residential customers are provided in
Eqs 9, 21.

4.2 Equilibrium solution of master–slave
game

The game is said to reach Stackelberg equilibrium when neither
the leader nor the follower can unilaterally change the equilibrium
solution to increase the gains of both parties.

Cm(c*m,φuser
* )≥Cm(cm,φuser

* )
Cuser(c*m,φuser

* )≥Cuser c*m,φuser( ){ (27)

Theorem: A unique Stackelberg equilibrium solution exists if the
master–slave game satisfies the three conditions provided by Huang
et al. (2022) and Xie et al. (2023).

Proof of Theorem 1: The strategic models of the leader and the
follower, including Eqs 8–25, and Equations (C1)–(C6) in
Supplementary Appendix SC, are used to obtain the non-empty
and tightly convex set of strategies of all participants. Thus, Theorem
1 has been proved.

Proof procedure of Theorem 2: Taking the first-order partial
derivatives of Eq. 21 for the payoff functions of the aggregator of
residential customers with respect to ΔPeL,t and Pxx,t, and setting
them to zero yields the following:

ΔPeL,t � ωL,x + ce + τ jcρ1
δL,x

(28)

Pxx,t � 1 − ]x( )Px,t + ]xPxd,t[ ]δL,xλ2xx,t − ωL,xλxx,t + cxλxx,t

δL,xλ
3
xx,t + 2τpunλ

2
xx,t

(29)

The second-order partial derivatives of ΔPeL,t and Pxx,t are then
solved for as follows:

∂2Cuser

∂ ΔPeL,t( )2 � −δL,x

∂2Cuser

∂ Pxx,t( )2 � −δL,xλ3xx,t − 2τpunλ
2
xx,t

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
(30)

Because the coefficients of preference of all users are positive,
this means that the second-order partial derivatives obtained from
Eq. 30 are all smaller than zero, and Eqs 28, 29 can yield the
maximum values of the target revenue of the aggregator of
residential customers.

Thus, Theorem 2 has been proved.
Proof of Theorem 3: By considering the existence of multiple

energy flows for the aggregator of residential customers, we
assume that the power generated by the gas turbine of the

microgrid is lower than the net demand for electricity, such
that the community energy operator needs to purchase electricity
from an external grid. The revenue of the community energy
operator is then as follows:

Cm � −ce,gs PeL,t( ) + ce PeL,t + Pe,t( )
+ PcolLs,t − λcolx,tPcolx,t( )cc + PhLs,t − λhx,tPhx,t( )ch (31)

The set of optimization strategies of the aggregator of residential
customers are imported into Eq. 31, while first-order partial
derivatives of ce, ch, and cc are calculated (Huang et al., 2022).

H �

−1
δL,eλex,t + 2τpun

0 0

0
−1

δL,hλhx,t + 2τpun
0

0 0
−1

δL,cλcolx,t + 2τpun

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(32)

The Hessian parameter matrix of the above revenue function is
negative definite, which implies the existence of an extreme value.
Similarly, when the aggregator of residential customers is considered
to be a follower in the other scenarios, it can be shown that there
exists a unique optimal solution for the leader, and this does not
require further elaboration.

Thus, Theorem 3 has been proved.
Theorems 1, 2, and 3 show that there is a unique Stackelberg

equilibrium for the master–slave game model constructed here. The
above process is shown in Supplementary Figure SA4 in. The pricing
strategy of the leader is solved for by using a genetic algorithm, and
the utility function of the aggregator of residential loads is solved for
by using the MATLAB R2021b toolbox Yalmip, and calling Cplex
12.8. The algorithm solution flowchart is shown in Supplementary
Figure SA5.

5 Algorithmic analysis

5.1 Basic data

The proposed optimization strategy was analyzed by using a
scenario involving energy consumption by a typical residential
community in southern China in winter. Scheduling was
optimized over 1 day divided into 24 periods. The relevant
parameters of the equipment of the residential community are
shown in Supplementary Table SB1. The typical outdoor
reference temperatures were taken from Zou et al. (2019). The
curves of electrical and heating loads of the residential community,
curve of load of the regional grid, and curves of the PV output and
time-of-use tariff are shown in Supplementary Figure A1. We set the
reducible cooling and heating loads to 20% of the total load, and the
reducible and transferable electric loads to 10% and 20% of the total
load, respectively. The coefficients of preference for the aggregator of
residential customers for consuming energy for electricity, heating,
and cooling were δL,x = 0.008,ωL,x = 7, and cL,x = 0, respectively (Li Y.
et al., 2021). The intervals of the upper and lower bounds of the
pricing strategy of the community energy operator for the sale of
energy for cooling, heating, and electricity were [0.6, 1.2], [0.15, 0.5],
and [0.35,ce, t], respectively (Shuai et al., 2023). The indoor
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equivalent thermal resistance and equivalent heating capacity of the
cooled building were R = 1.85 C/MW and C = 0.54 MWh/°C (Zou
et al., 2019).

The conversion factor εwas set to one, the scaling factor kJ-C was
set to 10, uPuser = 1, and the factor of the loss of satisfaction τpun was
set to 0.1 (Shuai et al., 2023). The base price of carbon trading was
0.25 ¥/kg (Sun et al., 2023), the length of the interval was M0 =
300 kg, the growth rate was əCO2 = 25%, and the accounting factor
for carbon emissions from the coal-fired and the gas-fired units were
A1 = 0.0034, B1 = 0.38, and C1 = 36, and A2 = 0.001, B2 = 0.004, and
C2 = 3, respectively (Sun et al., 2023). SOC(0) of electric energy
storage was set to 0.5, base fee for energy storage use was 500 ¥/d and
surcharge for charging and discharging was 0.05 ¥/kVA (Shuai et al.,
2023). Genetic number was 150, chromosome length was 72,
variation rate was 6%, crossover rate was 90% and population
number was 60 in Section 4.2. We established and comparatively
analyzed four strategies to verify the effectiveness of the proposed
strategy, as shown in Table 1.

5.2 Results of optimization

The four operational strategies were all based on the
master–slave game mechanism involving the community energy
operator and the aggregator of residential customers. The results of
optimization are shown in Tables 2, 3. The gains of each participant

in the game exhibited gradual convex convergence, as shown in
Supplementary Figure SA2.

Tables 2, 3 show that under strategy 2, the aggregator of residential
customers paid an additional ¥548.35 for electricity storage and in fees
for charging services compared with strategy 1. However, by
participating in the time-of-use tariff and adjusting its load, the
aggregator was able to reduce the peaks and fill the valleys, and this
led to an increase of ¥2791 in the total revenue, with an increase of
¥45.43 in the revenue of the community energy operator. Despite this,
the total production and supply of energy increased, leading to an
increase of 133.27 kg in carbon emissions under strategy 2.

Under strategy 3, the aggregator of residential customers received
incentivizing credit from the grid company that increased its overall
revenue by ¥106.45. However, the revenues of the community energy
operator and the operator of energy storage decreased by ¥184 and
¥49.22, respectively, due to adjustments in the load due to DR. By
participating in the DR of the grid, the changes in energies for cooling,
heating, and electricity due to load shedding and shifting increased, thus
reducing the peaking factor of the load to −0.0197 (the lower the
negative factor was, the better was the effect of peaking) but increasing
carbon emissions by 63.82 kg.

By comparison, strategy 4 reduced carbon emissions by
246.39 kg compared with strategy 3, with a total cost of carbon
emissions of ¥249.22. Strategy 4 yielded the highest reduction in
carbon emissions by the community of the four strategies, and the
parameter of the correlation between its curves was lower than those
in the other three strategies, as shown in Figure 4A. This shows that
the stronger the inverse correlation was between the curves of load of
residential electricity and the load of the regional grid, the better was
the extent to which the peak-to-valley difference in load could be
smoothened, resulting in the best peak-shaving effect. The revenue
of the community energy operator increased by ¥45.03 and that of
the electric energy storage operator increased by ¥8.89, thus yielding
a win–win situation for all participants in the CIES. Strategy 4 was
thus superior to strategies 1, 2, and 3.

TABLE 1 Four operational strategies for the CIES.

Strategy 1 2 3 4

Electricity storage × √ √ √

Score incentive × × √ √

Ladder-type carbon trading × × × √

TABLE 2 Daily returns of the optimization of the strategy of each participant in the CIES under the four strategies.

Benefit to residential customers’
aggregator/¥

Benefit to community
energy/¥

Benefit to energy
storage/¥

Incentivizing
score/¥

Carbon
emissions/¥

1 17,375 518.48 - - -

2 20,166 563.91 548.35 - -

3 19,982 514.69 549.49 106.45 -

4 19,746 559.72 558.37 113.40 249.22

TABLE 3 Carbon emissions and coefficients of peak-shaving of the CIES under the four strategies.

Strategy Carbon emissions/kg Correlation with regional grid load ρPuser ,Psys

1 859.61 Positive 0.5610

2 992.88 Positive 0.4579

3 1056.70 Negative −0.0197

4 810.31 Negative −0.0212
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Due to limitations of space, we analyze only strategy 2 (which
considered only the energy storage operator) and strategy 4 (the
proposed model) here. The optimized sale prices of energy for
cooling, heating, and electricity for the community energy
operator under strategy 2 and strategy 4 are shown in Figures 3A–C.

The analysis in Figure 3 reveals that strategy 4, which considered
the DR peak-shaving incentive of the grid company and the ladder-
type mechanism of carbon emissions, led to greater differences in
the sale prices of energy for cooling, heating, and electricity for the
community energy operator than in strategy 2. Specifically, strategy
4 involved a rise in the sale price of electricity from 10:00 to 15:00 h
to reduce power purchases from the grid company, and thus
promoted peak load shedding and the consumption of PV
power. The sale price of energy for cooling was raised from 1:
00 h to 3:00 h, 14:00 h to 16:00 h, and at 21:00 h to reduce the use of
energy for cooling by the absorption refrigeration units and increase
the output of electric chillers during valley-induced tariffs.

Strategy 4 involved raising the sale price of energy for heating
from 3:00 h to 7:00 h to reduce the purchase of natural gas and the
generation of heat by the gas turbines, and to increase the output of
electric heating generators during valley-induced tariffs. Moreover,
the sale price of energy for heating was raised from 19:00 h to 23:00 h
to increase the revenue of the community energy operator.

Figure 4A show the curves of the load due to electricity under
strategies 2 and 4 to illustrate the impact of the peaking incentive
and the mechanism of carbon emissions on outcomes of the game.
Compared with strategy 2, strategy 4 retained the trend of the
original curve of the electrical load. However, it involved higher
electricity consumption during the valley hours from 0:00 to 7:00 h
and decreased electricity consumption during the peak hours from
18:00 to 24:00 h. This period corresponded to that during which a
higher sales price of electricity was set by the community energy

operator as shown in Figure 3. The negative correlation between the
curves of residential load and the load on the regional grid in strategy
4 is evident, and reflects the improved capacity for load regulation
after optimization.

Figure 5 shows that under strategy 2, the aggregator of residential
customers increased the output powers of the electricity–cooling and
electricity–heating units during 12:00–15:00 h to increase the
consumption of PV power and, thus, its own revenue and that of
the community energy operator. However, under strategy 4, the loads
due to cooling and heating decreased from 12:00 to 15:00 h and at 22:
00 h, resulting in a reduction in carbon emissions. Moreover, strategy
4 took advantage of the low price of energy for electricity, and the high
prices of that for heating and cooling from 0:00 to 5:00 h to increase the
output powers of the electricity–cooling and the electricity–heating
units. It also increased the rate of consumption of PV power from 12:
00 to 15:00 h to reduce the cost of energy and increase the revenue for
the aggregator of residential customers.

Figure 4B illustrates that strategy 4 increased the peaking incentive
for DR, in line with the peak-to-valley law of market tariffs. The
participation of the electric storage operator increased the negative
correlation between the curves of the loads of the aggregator of
residential customers and the regional grid, thus enhancing peak
and valley reduction. Figure 4C shows that the temperature profile
of strategy 4 was stable in comparison with that of strategy 2. Cooling
under this strategy was ideal from 19:00 to 22:00 h, and corresponded to
the insufficient output from the absorption refrigeration unit in strategy
2, as shown in Figures 5A,B. Supplementary cooling by the electric
refrigeration unit was thus required.

The authors also analyze in detail the output of the coal-fired
unit and the gas turbine with carbon emissions in strategies 2 and
4 in the manuscript, and the simulation results are shown in the
Supplementary Figure A3.

FIGURE 3
Optimized sale prices of energy for electricity (A), cooling (B), and heating (C) for the community energy operator.
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5.3 Discussion and limitations

Overall, Our study establishes a master-slave game-based
optimal scheduling strategy for a CIES. Additionally, we have
developed a model to incentivize peak regulation, which
considers the correlation between the load from residential
consumers and the load on the regional grid. The evaluation

results show that the proposed strategy enhances the
consumption surplus of the aggregator of residential customers
and the revenue of the community energy operator, enabling the
energy storage operator to capture some revenue simultaneously.
More importantly, the proposed strategy is also beneficial to the grid
company in achieving the goals of energy saving, carbon reduction,
and peak-shaving.

Our study has some limitations. Specifically, we have not been
able to extend the study further to the energy network with multi-
CIES interconnection, which could further improve the economic
benefits of energy trading within CIES. To address this problem, the
authors recommend introducing PV power generation enterprises
to become the second follower in the master-slave game model,
which belongs to the unified hierarchy of the aggregator of
residential customers. Additionally, the authors intend to
construct a new model of multiple CIESs sharing the energy
storage device to realize multi-CIES interconnection, so that the
proposed model can be closer to real-world scenarios.

On the other hand, regarding the information flow set up by the
above process, it belongs to the public and ideal state by default, and
the authors have not investigated the methods and mechanisms for
the interoperability of the signals of each participant for the time
being. The Section 1 of this paper constructs the framework for the
master-slave game-based optimization of scheduling of the CIES.
The framework clarifies that energy trading includes both the
community energy operator (leader) energy pricing strategy and
the aggregator of residential customers (follower) load rationing
response. The points trading in the first chapter references
incentive-based DR, which rewards points credits in combination
with the amount of customer load response. For communication
between participants of CIES, Menniti et al. (2022) used enabling
technologies for energy communities to realize flexibility service

FIGURE 4
Curves of the optimized electrical load (A). Curves of change in the capacity for storage of electricity (B). Curves of change of the cooling
temperature of the building (C).

FIGURE 5
Optimization of curves of loads due to heating (A) and
cooling (B).
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request interaction and information sharing, such as smart meters
and improved electrical installations (Jiang et al., 2021).
Additionally, Górski (2023) established an integrated services
architectural view and two methods of modeling messaging flows
at the service and business levels, realizing the sending of orders and
confirmations between the business applications and then achieving
message-friendly interactions.

In the next step of the research program, the authors will
introduce advanced enabling technologies and algorithmic
models for information interconnection and considerthe new
mechanism of shared energy storage under the participation of
multiple CIESs to make the proposed strategy more practically
valuable. This will involve integrating load DR peaking
mathematical models based on the game framework to better
take advantage of the interaction between the master-slave game
model and the DRmodel and realize the complementarity of the two
models. The authors also intend to investigate methods and
mechanisms for the interoperability of the signals of each
participant to ensure effective communication and information
sharing. By introducing these new elements to the model, the
proposed strategy can be made more robust and better suited to
real-world scenarios.

6 Conclusion and future work

In this study, the authors proposed an optimal scheduling
strategy for the master–slave game in a CIES by considering
incentives for peak-shaving and a ladder-type mechanism of
carbon trading. The key findings of this research are as
follows: 1) We constructed a Pearson’s correlation coefficient-
based model of an incentive for peak regulation by the grid
company through DR and a ladder-type model of carbon trading
that are applicable to the CIES, with the aim of optimizing the
allocation of scores for coupled multi-energy devices to
participate in saving energy and reducing carbon emissions
while taking into account both economic and environmental
benefits. 2) The existence and uniqueness of a Stackelberg
equilibrium solution for the proposed game model were
demonstrated. In this solution, the sale price of energy is
determined by the community energy operator and the
demand for energy is adjusted in real time by the aggregator
of residential customers. The iterative interaction between them
was represented by using the Cplex solution tool combined with
the genetic algorithm. 3) The synergistic optimization of energy
for cooling, heating, and electricity within the CIES was
comprehensively considered. The equipment for electric
energy storage, electric cooling, and electric heating
supplemented by the absorption chiller and gas turbine were
considered in order to improve the flexibility of coupling between
the supply of energy and the demand for it in the
master–slave game.

At present, this paper mainly studies the day-ahead operation of
the single-region CIES. In the follow-up work, the whole process of
ladder-type mechanism of carbon trading and incentives for peak-
shaving will be further extended to the energy network with multi-
CIES interconnection by considering the effects of source-load
uncertainty on optimal scheduling to realize the coordinated and
stable operation of different energies.
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Source-load cooperative
multi-modal peak regulation and
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China’s ancillary service electricity
market
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To enhance the market participation initiatives from the power source and load
sides, we propose a novel power system optimal scheduling and cost
compensation mechanism for China’s peak regulation ancillary service market.
Owing to China’s energy structure, thermal power accounts for nearly half of the
country’s installed power generation capacity. Although the willingness of thermal
power units to participate in peak regulation auxiliary services is low, we propose a
peak regulation cost compensation and capacity-proportional allocation
mechanism. This mechanism comprehensively considers the source-load
initiative. From the source side, it encourages entities to participate in peak
regulation, and the restriction of the peak regulation initiative is set to ensure
that each entity benefits from the peak regulation transaction. From the load side,
it takes the shiftable and sheddable load as the hybrid demand response and uses
the price information to influence the power consumption behavior of the user
side. Subsequently, a peak regulation scheduling model was constructed with the
multi-objective minimum thermal power output fluctuation of the lowest system
operating cost and minimum renewable energy abandonment. This was solved
using a mixed-integer linear programming model and CPLEX. Finally, a power
system consisting of wind-solar-hydro-thermal-storage and hybrid demand
response with a modified IEEE 30-bus system was tested to verify the
effectiveness. It was proven that the proposed method improves the utilization
rate of renewable energy and optimizes the scheduling of the economic benefit
system of each power generation entity.

KEYWORDS

peak regulation ancillary service market, cost compensation, capacity-proportional
allocation mechanism, peak regulation initiative, hybrid demand response, optimal
scheduling

1 Introduction

On 31 July 2023, a third-quarter regular press conference was held by the Chinese
National Energy Administration to meet the needs of the new energy power system
construction. The large-scale development of new energy is the basic path for low-
carbon transformation, and the transformation and development of coal-fired power is
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important for integrating new energy into the power system. Among
these, the auxiliary power service market mechanism plays a crucial
role (National Energy Administration, 2023).

With the development of the Chinese power auxiliary service
market, source-load cooperative multimodal peak regulation
strategies have become a research hotspot. As thermal power
accounts for nearly half of the country’s installed power
generation capacity in China, its willingness to peak regulation is
low, and it needs to invest a considerable amount in fuel costs,
resulting in a decline in its economic benefits. To promote the
transformation and development of coal-fired power-generation
enterprises, the state has issued policy documents, such as
Opinions on Improving the System, Mechanism, and Policy
Measures for Green and Low-carbon Energy Transformation
(National Development and Reform Commission and National
Energy Administration, 2022). This policy requires the
acceleration of the deep peaking transformation of thermal power
generators and mandates the improvement of peak regulation cost
compensation. Therefore, deep peak regulation (DPR) of thermal
power plants remains one of the main peak regulation methods for
the source side in China. The lower reserve capacity of thermal
power plants is used to provide peak regulation power generation
rights for renewable energy sources such as wind and solar energy.
The load side adopts demand response (DR) to optimize the load
curve.

Researchers have conducted relevant studies to accelerate the
absorption of renewable energy using thermal power DPR. Yin
and Duan (2022) proposed a pricing mechanism for DPR
services. Shi et al. (2021) considered the short-term start-stop
peak regulation of thermal power units. Tian et al. (2019), Peng
et al. (2020), Yang et al. (2021), Yang et al. (2022) modeled a peak
regulation ancillary service market. Although the above studies
provide effective strategies for improving the economy of peak
system regulations, they do not completely consider peak
regulation cost compensation. In fact, the cost of the thermal
power DPR is high. If not properly compensated, it may lead to
economic pressure on thermal power unit operators and affect
the stability of their production and operation.

This has led to in-depth research on peak regulation cost
compensation and allocation mechanisms. Ye et al. (2022), Wu
et al. (2023) used Shapley values to calculate peak regulation costs
for different entities. Wu et al. (2019), Jiang et al. (2022) calculated
the allocation of peak regulation electricity for wind farms based
on the “equal power quantity-following the load” method. Jian
et al. (2018) proposed a DPR model based on an improved
cardinality method. Most of the above studies aimed at the
global optimization of the system; however, there is a lack of
consideration of the economic benefits of thermal power units.
Therefore, some studies have attempted to introduce peak
regulatory initiatives. The goal is to meet the system demand
and ensure fairness and enthusiasm in the unit peak regulation.
Li et al. (2020), Zhao et al. (2022) proposed an optimal scheduling
strategy for a wind-solar-hydro-thermal-storage combined system
optimization and scheduling strategy considering the active
constraint of peak regulation. However, these methods typically
adopt hierarchical scheduling or multiple iterations. This increases
the complexity of the model and the solution time and may even
lead to loss of feasible solutions.

On the load side, the DR, as a flexible resource in power
systems, plays an increasingly important role in peak regulation
strategies. Most existing studies focus on a single type of DR, such
as an incentive-based demand response (IDR) or price-based
demand response (PDR). Ju et al. (2022), Li et al. (2023) guided
users to actively optimize the load curve through IDR on the
demand side. Cui et al. (2021a), Song et al. (2022) compensated
and allocated DPR costs based on an improved analytic hierarchy
process when the PDR was included. However, these studies have
often overlooked cases in which multiple types of DR may exist
simultaneously in a single system. The development of a
coordinated, unified, and effective DR strategy based on the
diversity and complexity of various types of DR is an urgent
problem. This is a crucial challenge in the current research on
power system peak regulation.

The aim of this research is to address the problems of insufficient
initiative of thermal power unit peak regulation, a single DR type,
and complex solutions of nonconvex functions. We propose an
active peak regulation optimal scheduling and compensation cost
allocation mechanism for wind, solar, hydro, and thermal storage
and a hybrid demand response. The goal is to ensure the overall
optimization of the system and consider the economic benefits of the
individual generators. We linearized the nonlinear functions in the
constraint conditions and objective functions using a mixed-integer
linear programming (MILP) model. The peak regulation model was
constructed with the aim of minimizing fluctuations in the thermal
power output, lowering the operating cost of the system, and
minimizing the abandonment of renewable energy. Finally,
CPLEX was used to solve the modified IEEE 30-bus system. This
proves that the proposed method has advantages in improving the
consumption level of renewable energy and promoting the peak
regulation enthusiasm of each peak regulation subject.

2 Cost compensation mechanism
structure

A structural diagram of the power-peaking system is shown in
Figure 1. It consists of two parts: the power system peak regulation
model and peak regulation scheduling model. Wind farms,
photovoltaic power plants, and hydropower units on the source-
side provide green and environmentally friendly power resources.
The thermal power unit DPR absorbs more renewable energy;
accepts the peak regulation compensation of wind power,
photovoltaic power, and other thermal power units; and shares
the compensation cost according to the proportion of the capacity.
In this process, special attention is paid to the entities’willingness for
peak regulation, and the initiative constraint is set to ensure that
each entity can benefit from peak regulation. HDR considers
shiftable and sheddable loads and uses price information to
influence the power consumption behavior of users. Energy
storage (ES) systems utilize batteries. The grid structure is a
modified IEEE 30-bus system, which allows the system to limit
the transmission and distribution of electricity. Three main
optimization objectives are set: minimum fluctuation of the
thermal power output, lowest operating cost of the system, and
minimum abandonment of renewable energy. During the operation
of the entire system, the power outputs of the entities and electricity
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prices for the load are used as input decision variables. An MILP
model was constructed to solve the objective function and decision
variable, and the nonlinear function was treated using square/
piecewise function linearization.

3 Peak regulation cost compensation
and capacity sharing mechanism

In research on the economic dispatch of power systems
considering peak regulation initiatives, the issue of benefit
allocation among various peak regulation entities is involved.
Therefore, this section focuses on analyzing the compensation
and capacity-proportional allocation mechanism for wind power,
photovoltaics, and thermal power units participating in peak
regulation.

3.1 Thermal power unit deep peak regulation
compensation mechanism

The thermal power DPR compensation case is related to the
output reduction behavior at dispatch time. Taking the compensated
peaking service case in Hubei Province, China, as an example, the
reference standard was set at 50% of the unit’s maximum output.
Compensation is based on the generation of thermal power below
the minimum technical output. The compensation case was divided
into five levels, as listed in Table 1 (National Energy Administration
and Central China Regulatory Bureau, 2022). where BG

i,t,peak is the
peak regulation compensation cost for the thermal power unit i;
pG
j,peak is the peak regulation compensation price for the j level of

thermal power unit; PG
i,j,t,peak is the compensated peak regulation

power for the j level of the thermal power unit i; and Δt is the
calculation time step.

FIGURE 1
Power peaking system structure diagram.

TABLE 1 Compensation case for DPR in Hubei Province, China.

Load factor Compensation standard/[RMB/(MW·h)]
45%–50% 200

40%–45% 300

35%–40% 400

30%–35% 500

below 30% 600

It is assumed that all the thermal power units in the system are DPR units, and the participating DPR service units are compensated according to their paid peak load capacity.
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BG
i,t,peak � ∑5

j�1
pG
j,peakP

G
i,j,t,peakΔt (1)

Thus, the total peak regulation compensation expenditure at
time t is

Bt,peak � ∑NG

i�1
∑5
j�1
pG
j,peakP

G
i,j,t,peakΔt (2)

where NG is number of thermal power units.

3.2 Peak regulation cost and capacity
sharing mechanism

Wind, photovoltaic, and thermal power share DPR compensation
costs. To further improve each entity’s enthusiasm for participating in
peak regulations, a different approach was adopted for the capacity-
sharing mechanism. Unlike the electricity allocation mechanism (Zhao
et al., 2022), the capacity allocation mechanism was determined based
on the proportion of each unit’s maximum output, whereas the
allocation of thermal power units was determined based on the
proportion of their non-DPR capacity.

WWT
l,t � PWT

l,t,maxBt,peak

∑NG

i�1
PG
i,basic + ∑NWT

l�1
PWT
l,t,max + ∑NPV

m�1
PPV
m,t,max

(3)

WPV
m,t �

PPV
m,t,maxBt,peak

∑NG

i�1
PG
i,basic + ∑NWT

l�1
PWT
l,t,max + ∑NPV

m�1
PPV
m,t,max

(4)

WG
i,t,basic �

PG
i,basicBt,peak

∑NG

i�1
PG
i,basic + ∑NWT

l�1
PWT
l,t,max + ∑NPV

m�1
PPV
m,t,max

(5)

PG
i,basic � PG

i,max − PG
i,min (6)

where WWT
l,t , WPV

m,t, and WG
i,t,basic represent the peak regulation cost

allocation for the wind farm, photovoltaic station, and thermal
power unit at time t; PWT

l,t,max and PPV
m,t, max represent the

maximum output of the wind farm and photovoltaic station at
time t; NWT is the number of wind farms; NPV is the number of
photovoltaic plants; PG

i,basic is the non-DPR capacity of the thermal
power unit i; and PG

i,max and PG
i,min represent the maximum and

minimum output of thermal power unit i, respectively.

3.3 Peak regulation initiative model

The proposed peak regulation initiative was quantified by the
extra profits obtained from each entity participating in the service.
The wind power profit and photovoltaic peak regulation are
composed of the profit from electricity sales, the allocation cost,
and the penalty for abandoning wind and light. The thermal power
peak regulation profit is composed of compensation, allocation, and
DPR costs. These are shown in Eqs. 7–9. The thermal power unit
DPR transfers peaking power generation rights to renewable energy.
However, renewable energy compensates for thermal power units.
When the profit is positive, each entity is willing to participate in the
peak regulation auxiliary service to ensure fairness of the
compensation and cost allocation mechanism.

(1) Wind power peak regulation profit:

BWT
l � ∑T

t�1
pWTPWT

l,t −WWT
l,t − θPWT

l,t,cur( )
BWT
l ≥ 0

⎧⎪⎪⎨⎪⎪⎩ (7)

where pWT is the wind power grid-connected electricity price,
PWT
l,t is the wind farm l’s output power at time t, θ is the penalty

factor for wind and photovoltaic curtailment, and PWT
l,t,cur

represents the wind curtailment power at time t.

(2) Photovoltaic peak regulation profits

BPV
m � ∑T

t�1
pPVPPV

m,t −WPV
m,t − θPPV

m,t,cur( )
BPV
m ≥ 0

⎧⎪⎪⎨⎪⎪⎩ (8)

where pPV is the grid-connected PV electricity price, PPV
m,t is

photovoltaic station m’s output power at time t, and PPV
m,t,cur is

the photovoltaic curtailment power at time t.

(3) Thermal power peak regulation profits

BG
i � ∑T

t�1
BG
i,t,peak −WG

i,t,basic − CG
i,t,peak( )

BG
i ≥ 0

⎧⎪⎪⎨⎪⎪⎩ (9)

CG
i,t,peak � Ci,t,unit + Ci,t,oil + pGΔPG

i,t − BG
i,t,coal (10)

ΔPG
i,t � max UG

i,tP
G
i,min − PG

i,t, 0( ) (11)
BG
i,t,coal � C

PG
i,min

i,t,coal − C
PG
i,min−ΔPG

i,t

i,t,coal (12)
where CG

i,t,peak is the DPR cost for the unit ; Ci,t,unit, Ci,t,oil are the
DPR loss cost and fuel cost for the unit, the detailed equations of
which will be presented in 5.1; ΔPi,t is the unit’s power generation
reduction due to DPR; pG is the grid-connected electricity price for
thermal power; PG

i,t is the unit’s output power;U
G
i,t is the unit’s on/off

status variable; BG
i,t,coal represents the unit’s coal-saving benefits due

to DPR; and CP
i,t,coal represents the unit’s coal consumption cost at

time p.

4 Hybrid demand response model

There are two types of HDR: incentive demand response IDR
and PDR (Hou et al., 2022a).

4.1 IDR model

The stimulated demand response (IDR) mainly includes two
types: shiftable and sheddable loads.

(1) Shiftable Load

A shiftable load generally refers to a load, that is, not interrupted
but can shift the entire electricity consumption period, such as in air
conditioning and factories. The subsidizing shiftable load’s cost CTL

in the system is denoted by
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CTL � ∑NTL

i�1
∑T
t�1
cTLP

TL
i,t,outΔt (13)

where cTL represents the unified subsidy unit price for the shiftable
load in the system, PTL

i,t,out represents type i shiftable load’s power
transfer-out at time t,NTL is the number of shiftable load types, and
T is the total number of scheduling time periods.

(2) Sheddable load Sheddable load refers to loads such as lighting
and computers that cannot be shifted but can be reduced or
interrupted for electricity consumption. The load schedule after
adopting the sheddable load control is

PRL
t � ∑Y

y�1
Uy,tSy,t (14)

where PRL
t represents the sheddable load demand for time period t,

Uy,t is the load-shedding state variable at time t, Sy,t is y user’s
sheddable capacity in the specific time period t, and Y is the number
of users with a reduced capacity.

The system’s subsidy cost for sheddable load is represented as

CRL � ∑T
t�1
cRL,tPRL,tΔt (15)

where cRL,t is the system’s unified subsidy unit price for RL.

4.2 PDR model

The PDR changes the way users use electricity by adjusting the price
signal based on the principle of consumer psychology. The electricity
price elastic matrix is used to model the PDR, as shown in Eqs. 16–18.

E �
ε11 ε12 / ε1T
ε21 ε22 / ε2T
..
. ..

.
1 ..

.

εT1 εT2 / εTT

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (16)

ε � ΔD
D

p

Δp (17)
ΔD1

D1

..

.

ΔDT

DT

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
� E

Δp1

p1

..

.

ΔpT

pT

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(18)

where E represents the electricity quantity and price’s elasticity
matrix; ε is the demand price elasticity coefficient; and ΔD and Δp
represent the electricity quantity D and electricity price p’s
increments, respectively.

5 Peak regulation model for power
system

The peak regulation scheduling model was constructed with the
minimum fluctuation of the thermal power output, lowest operating
cost of the system, and minimum abandonment of renewable
energy.

5.1 Objective function

Thermal power units bear the residual net load deducting other
peaking resources (Li et al., 2020). In order to reduce the peak
regulation pressure of thermal power units and maximize the use of
resources such as wind, solar, water storage and DR to participate in
peak regulation auxiliary services, the minimum fluctuation of
thermal power output is taken as the objective function, as
shown in Eq. 19.

minf1 � 1
T
∑T
t�1

PG
t − PG

av

∣∣∣∣ ∣∣∣∣ (19)

PG
t � ∑NG

i�1
PG
i,t (20)

PG
av �

1
T
∑T
t�1
PG
t (21)

where PG
t is the output of all thermal power units at time t and PG

av is
the average thermal power output in time period T.

The comprehensive electricity cost of the system includes the
comprehensive operating costs of the thermal power units, ES, and
load, as shown in Eq. 22.

minf2 � CES + CMT − CLD (22)

(1) Comprehensive operating cost of thermal power units

a) Fuel and start-stop unit cost

Cbasic � Ccoal + Css (23)
Ci,t,coal � ai P

G
i,t( )2 + biP

G
i,t + ciU

G
i,t (24)

Ccoal � ∑T
t�1
∑NG

i�1
Ci,t,coal (25)

Css � ∑T
t�2
∑NG

i�1
Si,startU

G
i,t 1 − UG

i,t−1( )+[ Si,stopU
G
i,t−1 1 − UG

i,t( )] (26)

where Cbasic is the basic operation cost of thermal power; Ccoal and
Css represent the cost of coal consumption and the thermal power
unit’s start-stop operations, respectively; ai, bi, and ci represent the
secondary, primary, and constant coefficients of unit i’s
consumption, respectively; Si,start is unit i’s start-up cost; and
Si,stop is unit i’s shutdown cost.

The method used in Li et al. (2022) can reduce the difficulty of
solving and increase the rate, which linearizes the quadratic function
of unit i’s coal consumption cost.

According to Eq. 25, the abscissa of the cost function represents the
power output of the thermal power units and the ordinate represents
the cost. Assuming that the abscissa is divided into m segments, with
each segment having a length l, the expression is as follows:

L � PG
i,max − PG

i,min

m
(27)

PG
i,t,l is introduced to represent unit i’s actual output value in period t

and segment l; thus, Eq. 24 can be rewritten as

Ci,t,coal � ∑m
l�1
klP

G
i,t,l + UG

i,tP
G
i,0 (28)
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where kl represents each segment’s slope, calculated by Eq. 29. Pi,0

represents the unit cost at the lowest output, calculated by Eq. 30.

kl �
ai PG

i,t,l+1( )2 + biPG
i,t,l+1 + ci − ai PG

i,t,l( )2 + biPG
i,t,l + ci[ ]

PG
i,t,l+1 − PG

i,t,l

(29)

Pi,0 � AiP
2
i,min + BiPi,min + Ci (30)

b) Unit DPR loss cost
The additional unit losses caused by the unit DPR are

approximately calculated with reference to the widely used
Manson-Coffin formula (Lin and Tian, 2017), as shown in Eq. 31.

Ci,t,unit � βSunit,i/ 2Nf PG
i,t( )( ) (31)

where β is the influence unit operation’s coefficient, Sunit,i represents
unit i’s purchase cost; andNf(PG

i,t) represents the fatigue cycle until
rotor fracture occurs.

Linear fitting of the actual unit loss data was performed to obtain
the linear formula of the unit loss under different outputs:

Ci,t,unit �
−0.000045 PG

i,t

PN
+ 0.000033( )Sunit,i
T

(32)

where PN is the unit’s rated capacity, and T represents the test
impact frequency of 96 times/day.

c) Unit DPR-assisted fuel combustion cost

Ci,t,oil � Qi,t,oilpoil (33)
whereQi,t,oil is unit i’s DPR stage fuel injection quantity at time t, and
poil is the oil price.

Based on the different operating conditions of the thermal power
units, the comprehensive operating cost is expressed as

CMT �

Cbasic, PG
i,min <Pi,t ≤PG

i,max

Cbasic +∑NG

i�1
∑T
t�1
Ci,t,unit, Pi,a <Pi,t ≤PG

i,min

Cbasic +∑NG

i�1
∑T
t�1

Ci,t,unit + Ci,t,oil( ), Pi,b <Pi,t ≤Pi,a

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
(34)

where Pi,b is the limit of the DPR-assisted combustion power for the
thermal power units; Pi,a is the limit of the non-DPR-assisted
combustion power for thermal power units.

(2) ES comprehensive operating costs

CES � CS − BS (35)
where CS is the ES operating cost, and BS is the ES operating profit.

a) ES operating cost model
The ES operating cost model considers charging and

discharging.

CS � ∑T
t�1
cS Pdis

t + Pchar
t( ) (36)

where cS is the charge and discharge power cost coefficient of ES.
b) ES operating profit model
The ES operating profit depends mainly on its electricity sales

and environmental profits, as shown in Eq. 37.

BS � ∑T
t�1

pgrid
t Pdis

t ηd −
pgrid
t Pchar

t

ηc
( ) +∑T

t�1
∑M
k

ηdp
poll
k Pdis

t ξpollk (37)

where pgrid
t is the on-grid electricity price; ηc and ηd represent the

charging and discharging efficiencies of the ES, respectively; Pchar
t

and Pdis
t represent the charging and discharging power at time t of

the ES, respectively, respectively; ppoll
k is the penalty coefficient for

pollutant k; ξpollk is the environmental benefit coefficient of k
pollutant’s reducing emissions by replacing power generation
from the higher-level power grid with ES; and M is the pollutant
type number.

(3) Comprehensive load electricity cost

CLD � Cpro − CTL − CRL (38)
where Cpro is the profit from electricity sales to users, CTL is the
subsidy cost for the shiftable load, and CRL is the subsidy cost for the
sheddable load.

The profit from electricity sales to internal users can be
expressed as follows

Cpro � ∑T
t�1
pPDR
t PPDR

t (39)

where pPDR
t is the time-of-use electricity price for internal users in

the system after PDR and PPDR
t is the internal user load in the system

after PDR.
The minimum total abandoned consumption of wind power,

photovoltaic power, and hydropower in T periods is taken as the
objective function, as shown in Eq. 40:

minf3 � ∑NT

t�1
∑NWT

l�1
PWT
l,t,curΔt( ) +∑NT

t�1
∑NPV

m�1
PPV
m,t,curΔt( ) +∑NT

t�1
∑NH

h�1
PH
h,t,curΔt( )

(40)
where PH

h,t,cur is hydropower station h’s spilled water power in time
period t, and NH is the number of hydropower plants.

5.2 Constraints

(1) Power balance constraints

∑NWT

l�1
PWT
l,t + ∑NPV

m�1
PPV
m,t +∑NH

h�1
PH
h,t +∑NG

i�1
PG
i,t + Pdis

t + Pchar
t

� ∑NTL

i�1
PTL
i,t,in − PTL

i,t,out( ) − PRL
t + PPDR

t (41)

where PH
h,t is the hydropower’s actual grid-connected power at time

t, and PTL
i,t,in is the transferred power of type i’s shiftable load at time t.

(2) Thermal power unit power-output constraint

0≤PWT
l,t ≤PWT

l,t,max (42)
0≤PPV

m,t ≤P
PV
m,t,max (43)

0≤PH
h,t ≤P

H
h,t,max (44)

UG
i,tPi,b ≤PG

i,t ≤U
G
i,tPi,max (45)
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Uchar
t P char

min ≤Pchar
t ≤Uchar

t P char
max

Udis
t P dis

min ≤Pdis
t ≤Udis

t P dis
max

Uchar
t + Udis

t ≤ 1

⎧⎪⎨⎪⎩ (46)

where PH
h,t,max is the hydropower’s maximum output at time t; Uchar

t

andUdis
t represent the charging and discharging state variables of the

ES, respectively; P char
min and P char

max represent the upper and lower
limits of the charging power, respectively; and P dis

min and P dis
max

represent the upper and lower limits of the discharging power,
respectively.

(3) Thermal power unit ramping constraint:

PG
i,t − PG

i,t−1
∣∣∣∣ ∣∣∣∣≤ ri (47)

where ri is thermal power units’ maximum ramping rate.
(4) ES constraints

SSt � SSt−1 1 − δ( ) + Pchar
t ηcΔt
ES

− Pdis
t Δt
ηdES

S min ≤ SSt ≤ S max

⎧⎪⎪⎨⎪⎪⎩ (48)

SST � SS0 (49)
where SSt is the state of charge (SoC) of the ES at time t; δ represents
the self-discharge rate of the ES; ES is the ES’s capacity; S max and

FIGURE 2
Modified IEEE 30-bus system.

TABLE 2 Parameters of the energy storage system.

Parameter Energy storage
capacity/(MW·h)

Self-discharge
rate/%

Maximum charge and
discharge power/MW

Charge and
discharge

efficiency/%

State of charge
upper/lower

limit/%

Initial state
of charge/%

value 300 0.005 50 0.9 0.9/0.2 0.5

TABLE 3 Parameters of thermal power units.

Maximum output/MW Ramp rate/(MW·h) Start-stop cost/yuan Fuel cost factor

ai/[yuan/(MW)] bi/(yuan/MW) ci/yuan

460 180 31500 0.0211 21.05 1313.6

300 120 31500 0.07 23.9 471

243 100 31500 0.079 21.62 480.29

120 50 3850 0.048 23.23 639.4

130 50 3850 0.063 16.51 502.7
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Smin represent upper and lower limits of the charging state of the ES,
respectively; and SS0 and SST represent ES’s charge state at the
beginning and end of the time, respectively.

(5) Power grid transmission capacity constraint

Yi,j θi,t − θj,t( )∣∣∣∣∣ ∣∣∣∣∣≤PL
i,j,max (50)

FIGURE 3
Wind power, photovoltaic power generation, and load curves.

FIGURE 4
Electricity price of power grid and users.

Frontiers in Energy Research frontiersin.org08

Hou et al. 10.3389/fenrg.2023.1273354

126

https://www.frontiersin.org/journals/energy-research
https://www.frontiersin.org
https://doi.org/10.3389/fenrg.2023.1273354


where Yi,j represents the admittance between nodes i and j; θi,t and θj,t
represent voltage’s phase angle at nodes i and j, respectively; andPL

i,j, max

is the maximum allowed transmission power between nodes i and j.
(6) IDR constraint

∑T
t�1
QTL

t,out � ∑T
t�1
QTL

t,in (51)

0≤QTL
t,out ≤Q

TL
max (52)

0≤QTL
t,in ≤Q

TL
max (53)

0≤PRL
t ≤PRL

t,max (54)
where QTL

t,out and Q
TL
t,in represent the transferred and received loads at

time t, respectively; Q TL
max is the maximum transferred and received

loads at each time; and PRL
t,max are the shiftable loads at time t.

(7) PDR constraint
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t − pL
t P
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t( )
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pL
t P

L
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≥mp (60)

where FFR
t is the load fluctuation rate at time t; FFR

t,max is the
maximum load fluctuation rate at time t; P L

min and P L
max

represent the original load’s minimum and maximum values,
respectively; PL

t is the original load’s forecasted value at time t;
ms and mp represent user satisfaction with electricity usage and
satisfaction lower limit with electricity expenses, respectively;
and pL

t is the original electricity purchase price for users at
time t.

6 Case study

The validity of the proposed model was verified by analyzing
the results of the previous 96 periods (15 min/period) (Huang
et al., 2023). The MILP model was solved using the MATLAB
2022A platform and calling CPLEX 12.9 through YALMIP. The
simulation was performed on an AMD Ryzen Threadripper
3970X processor with 64 GB RAM. The maximum runtime
was 100.3 s.

6.1 Case study parameters

The modified IEEE 30-bus system was used for the simulation
analysis to verify the effectiveness and applicability of the proposed
method, as shown in Figure 2 (Cao et al., 2023). The case study
included one wind farm, one photovoltaic power station, one
hydroelectric power station, five thermal power units, and one
energy-storage system. The parameters of each unit are listed in
Table 2 and Table 3 (Li et al., 2019).

The on-grid electricity price for wind power is 570 yuan/
(MWh), and that for photovoltaic power is 921 yuan/(MWh).
The penalty coefficient for wind and photovoltaic abandonment
was 536 yuan/(MWh). The wind power, photovoltaic power, and
load curves are shown in Figure 3 (Li et al., 2023). The on-grid
electricity price of the thermal power was 375 yuan/(MWh), and
the thermal power unit purchase cost was 4,394 yuan/kW. The
fuel consumption during the DPR stage of the unit was 4.8 t/h,
and the fuel price was 6,130 yuan/t. The profits from electricity
purchases and ES sales are based on the peak and grid valley
electricity prices, as shown in Figure 4. The charge and discharge

TABLE 4 Price elasticity matrix of demand.

Peak Flat Valley

peak −0.1 0.016 0.012

flat 0.016 −0.1 0.01

valley 0.012 0.01 −0.1

TABLE 6 Parameters of sheddable load.

Load type 1 Load type 2 Load type 3 Load type 4

maximum interruption duration/h 1 2 1 2

interrupt capacity/kW 50 50 50 50

TABLE 5 Parameters of shiftable load.

Load type 1 Load type 2 Load type 3 Load type 4

start time before transfer-out 20:00 19:00 18:00 19:00

operating time/h 2 3 3 1

hourly load transfer capacity/kW 20 30 40 50
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cost was 50 yuan/(MWh), and the ES environmental benefit was
converted to 314 yuan/(MWh) (Yang et al., 2022). In PDR, a
three-level load price is used to represent the peak, valley, and
flat power consumption characteristics, as shown in Figure 4.
Assuming that 5% of the users participate in the PDR every hour,
the elastic matrix parameters of the electricity price are listed in
Table 4 (Cui et al., 2021b). In the IDR, the user compensation fee
for the shiftable and sheddable load was 140 yuan/(MWh), and
the parameter settings are shown in Table 5 and Table 6 (Hou
et al., 2022b).

6.2 System peak regulation dispatch results
analysis

To develop an efficient and economical experimental design
model, we used an L4(23) orthogonal array in the orthogonal
experimental design (Hou et al., 2022c). Considering the
dependency relationship between the depth peak regulation and
the peak regulation initiative, four cases were designed, as listed in
Table 7.

The above four cases were simulated and analyzed, and the
power output curves and optimization results for each entity are
presented in Figure 5 and Table 8.

By comparing Cases 2 and 4, it can be seen that the renewable
energy consumption significantly improved after the
implementation of the demand response. The load curve was
optimized by guiding users to change their power consumption
behavior through demand response, and the wind power
abandonment rate was reduced from 2.2% to 1.2%. In addition,
the demand response can effectively reduce the peak–valley
difference in the system net load, peak load pressure, and energy
storage of the thermal power units. By comparing the output of the
thermal power units in Figure 5, we can see that in Case 4, the
thermal power unit output fluctuation is smaller and the operating
cost is lower.

By comparing Cases 2 and 3, we found that Case 3 gives up
the DPR because it considers the peak regulation initiative. This
is because of the following reasons: although DPR improves the
system’s flexibility, with an increase in the peak regulation
depth, thermal power units face greater economic pressure
owing to the unit loss cost and fuel injection cost and the
reduced power generation. The peak regulation
compensation obtained by thermal power units cannot fully
compensate for the increased cost due to the DPR; therefore,
they choose to withdraw from the peaking cooperation

TABLE 7 Four cases for simulation.

DR DPR Peak regulation initiative Photovoltaic

case 1 ✓ ✓

case 2 ✓ ✓ ✓

case 3 ✓ ✓ ✓ ✓

case 4 ✓ ✓

FIGURE 5
Optimal scheduling results of each unit under different cases. (A)
Optimal scheduling results for case 1. (B) Optimal scheduling results
for case 2. (C) Optimal scheduling results of Case 3. (D) Optimal
scheduling results of Case 4.
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voluntarily, which proves the fairness of the cost compensation
and capacity-sharing mechanism.

Case 3 can be viewed as a case in which DPR is not
considered. Compared with Case 3, Case 2 considers DPR
and ES access to the thermal power units. Despite the
increased loss and fuel injection costs of the thermal power
units, the DPR reduces the wind abandonment rate by 4.4% and
increases the profit by 285,000 yuan. This is achieved while
ensuring the lowest total operating cost of the system. In
summary, the thermal power unit DPR has a significant
effect on the renewable energy consumption and system
operating costs.

To explore the impact of different renewable energy
penetration rates on the system peak regulation, cases 1 and
2 were compared. The results show that, in Case 1, the operating
cost of the thermal power units increases significantly with a
decrease in renewable energy penetration. This is because
thermal power units operate in the conventional peak
regulation stage, instead of renewable energy to provide more
electricity, need to face more coal consumption costs and start-
stop costs. Despite the increased cost of the thermal power units,
the system can still operate well in high-permeability wind and
low-permeability renewable energy systems, thereby
demonstrating good adaptability.

To further explore the effectiveness of the proposed model, this
section analyzes the output of each thermal power unit, as shown in
Figure 6.

In case 2, thermal power unit 1 is in the DPR state from 10:
00 to 15:00, whereas units 4 and 5 perform the start-stop peak
regulation. From the perspective of the system peak regulation
effect, the DPR can improve the flexibility of the system.
However, in Case 3, the DPR-related cost of the thermal
power units cannot be adequately compensated for. Unit
1 includes the DPR and enters a normal peak load-balancing
state after the active peak load-balancing constraint is
introduced. This is because of the lack of compensation in the
peak regulation service or the design of the compensation
mechanism. Considering the peak load balancing initiative, it
is essential to explore appropriate incentive mechanisms and
compensation strategies. These efforts aim to attract thermal
power units to participate actively in deep-peak regulations,
which can significantly improve the system economy.

Similar to Case 3, the thermal power units in Case 1 did not
participate in the DPR for different reasons. In Case 3, the
thermal power units exit the DPR because the system fails to
provide adequate compensation for the increased peaking cost.
In Case 1, although there is a large peak and valley difference in
the net load curve, the start–stop cost of small-capacity units is
relatively low because of the large number of thermal
power units; therefore, they can replace DPR by start-stop
peaking. The system can achieve better economy
and scheduling flexibility through a flexible start-stop peak
regulation strategy. This means that thermal power units
can not only combine depth peaking and start-stop peaking
strategies to provide a stable power supply to the system,
but can also reduce the peak-valley difference of the system.
Thus, it is an economical and efficient choice for system
operations. TA
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7 Conclusion

This study addresses the peak regulation issues arising from the
large-scale integration of renewable energy sources into the power
grid, as well as China’s ancillary service electricity market reform. It
proposes a source-load cooperative multimodal peak regulation and
cost compensation mechanism for wind-solar-hydro-thermal-
storage and hybrid demand-response power systems. The main
conclusions are as follows.

(1) The proposed optimal scheduling for peak regulation is
based on a capacity-proportional allocation mechanism. It
can effectively smoothen the net load peak-valley
difference and reduce the peak pressure on the thermal
power units. The renewable energy consumption level of
the system is increased by 4.4%, and the profit is increased
by 5.6%.

(2) To encourage more thermal power units to actively participate
in deep-peak load balancing, it is necessary to explore suitable
incentive mechanisms and compensation strategies. The
standard compensation system of auxiliary services for peak
regulation in China’s power market still requires improvement,
and the supporting policies require further strengthening.

(3) It should be pointed out that the proposed model still needs to
test its operability through practice. In the follow-up study, the
pilot work of peak regulation auxiliary service can be carried out
on a regional scale, and the existing models can be compared
and evaluated by using the cooperation and competition among
multiple peak regulation subjects.
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FIGURE 6
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In order for user-side resources to participate in demand response (DR) more
accurately, schedulable potential assessment of user-side resources is required.
An improved G1 method using Spearman rank correlation (SRC) has been
proposed to evaluate the schedulable potential for user-side resources. First,
the DR potential evaluation indicator is established on the basis of the
characteristics of user-side resources. Second, the resource potential score is
calculated by using the improved G1 method using SRC, and the DR potential is
obtained. Finally, the resource schedulable capacity of a certain region is obtained.
The results show that the method realizes the potential evaluation of user-side
resources in a region to participate in DR and provides data support for the power
supply company to reasonably schedule user-side resources. Moreover, when
compared with existing methods, the proposed method greatly improves the
availability of the power company–scheduled regional resources to participate
in DR.

KEYWORDS

Spearman rank correlation, G1 method, demand response, user-side resource,
schedulable potential assessment

1 Introduction

In the traditional coal-based power system, the regulation capacity of the power supply
side is no longer sufficient to ensure the safe, reliable, and economic operation of the new
energy power system (Niu et al., 2021). In response to achieve the goal of double carbon,
clean energy construction, the user-side management can be actively developed (Ibrahim
et al., 2022; Mohseni et al., 2022) that shifts from source-follow-loads to source–load
interactions (Huang et al., 2019) and the importance of user-side management is increased.
The right region at the right time participates in demand response (DR) (Mansouri et al.,
2022) to achieve the goal of leveling off load fluctuations, reducing the load peak-to-valley
difference, and promoting more renewable energy consumption. When the loads are at their
peak, the user-side resources of the region can be called upon to reduce the peak; when the
loads are at their trough or when there is a gap in consumption, the user-side resources of the
region can be called upon to fill the trough by adjusting the capacity upward. In order to
achieve these roles, the user-side resources that can participate in DR have to be reasonably
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dispatched to improve the stability and economy of grid operations
(Vahedipour-Dahraie et al., 2020).

There have been extensive studies on the participation of user-
side resources in DR. In practice, DR was initially launched in
2012 in China. It was first applied in several major cities, like Beijing
and Suzhou. Then, it has been gradually promoted to many other
provinces. The scope, frequency, and intensity of the
implementation of DR have been significantly enhanced over the
past decades. Since industrial consumption dominates the demand
side of the electricity system, China has a significant potential of
peak load reduction by implementing DR, and many electric power
companies have issued either priced-based or incentive-based
policies for DR (Wang et al., 2009; Dong et al., 2016).

By establishing a stage planning–operation model, when the
resources participate in power regulation, the impact of different
operational characteristics on user-side resources has been analyzed
by Pan et al. (2023). Cao et al. (2022) presented a flexibility
evaluation method based on a composite sensitivity matrix of
water levels with respect to power injections to quantify the
time-varying adjustable power domain of pump loads. Chen
et al. (2023) establishes a two-tier optimal dispatch model for
DR, in which the upper layer considers the user power purchase
cost and satisfaction with power consumption and optimizes the
user load curve using dynamic tariffs and load transfer
characteristics. Zhang et al. (2022) used user historical data to
build an evaluation model for DR potential and studied the DR
potential of users and devices under different incentives. A K-means
clustering algorithm was proposed to identify clustered user loads in
Zhang (2022) to evaluate the schedulable potential of user loads for
different power usage modes. Nojavan et al. (2017) considered the
economic and environmental operation of the battery and
photovoltaic (PV) hybrid energy system and proposed a multi-
objective optimization model to reduce the dependence of the
hybrid system on the power supply load.

The G1 method (Ye et al., 2023) is an improved method of
analytic hierarchy process (AHP). The AHP (Dos Santos et al., 2019;
Raghav et al., 2022) focuses on the importance of indicators
themselves and carries out importance-weighting through the
comparison of two indicators, which requires consistency testing.
If the inspection is not qualified, it has to be re-weighted.When there
are more indicators to be compared, the calculation volume is large
and conclusion accuracy is poor. The G1 method determines the
order relationship of indicators according to their importance level
and sequentially judges the importance of adjacent indicators. The
quantitative values are obtained using this method. This method
reduces the number of comparisons of indicators and does not
require consistency test, which overcomes the aforementioned
defects of AHP. Liu et al. (2020) introduced the fuzzy
G1 method to quantify the qualitative model to obtain better
reliability and robustness. Ye et al. (2023) proposed an improved
G1-based method to assess university collaborative innovation
performance. However, the determination of indicator
importance still lacks objectivity in the G1 method. Therefore,
this work objectively determines the importance of adjacent
indicators using Spearman rank correlation (SRC) (Stephanou
and Varughese, 2021) after expert ranking and then determines
the weight of each indicator through the G1 method. The objectivity
of the evaluation method is increased to some extent.

This work is organized as follows: in Section 1, an assessment
model for DR potential is established. In Section 2, a case study is
conducted using the model. In Section 3, the performance of
potential models using different comprehensive evaluation
methods is compared. The conclusions are provided in
Section 4.

2 Schedulable potential assessment
model

User-side resources typically include distributed PV, user loads,
and energy storage. When the power system issues dispatch
instructions for DR, the power system operator shall reasonably
request user-side resources to participate in DR based on the
situation of user-side resources.

2.1 Flowchart of assessment model

First, the indicator is established for each resource, and then
the improved G1 method using SRC is used to obtain a
comprehensive score of each resource to evaluate the
potential of user-side resources to participate in DR in the
region (Eyer and Corey, 2010a; Eyer and Corey, 2010b).
Finally, the schedulable capacity of resources is calculated,
and the schedulable capacity and time of resource
participation in DR are determined on the basis of the
schedulable capacity, as shown in Figure 1.

2.2 Schedulable potential assessment
indicators

Indicators are established on the basis of the characteristics of
distributed PV, user loads, and energy storage. The indicator weights
are calculated by the improved G1 method using SRC. The
schedulable potential of a region to participate in DR is also
determined through simulations.

2.2.1 Distributed PV
The historical PV output data for the same situation are

extracted on the basis of the weather and temperature of the
regulation day, and the LSTM algorithm (Manowska, 2020; Lin
et al., 2022) is used to predict the PV output on the regulation day.

2.2.1.1 DR costs
While the distributed PV participate in the DR process, there is a

certain revenue lost and maintenance cost incurred. The DR cost is
the sum of the revenue lost per kilowatt of power regulated by
distributed PV and the increased maintenance cost.

The DR cost calculation formula is as follows:

c1 � CI,DG + CM,DG

∑T
t�1
Pred t( )

, (1)

where CI,DG is the potential reduction in revenue from distributed
PV participation in DR during the day, CM,DG is the potential
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increase in the maintenance cost, and Pred(t) represents the PV
output on the regulation day.

2.2.1.2 DR duration
Since this work sets the upper limit of distributed PV power as

the expected power that is generated on the regulation day, the
duration of distributed PV being at the upper limit of power can be
ignored. Due to the construction cost limitation, distributed PV
cannot be at the lower power limit all the time, and the duration of
the distributed PV response is the sustainable time in which
distributed PV is at the lower power limit when participating in
the response under the condition of guaranteed construction costs.
Distributed PV has to be consumed to a great extent. Therefore, the
duration of distributed PV at the lower limit of power cannot be
too long.

2.2.1.3 Schedulable capacity
For distributed PV, the schedulable capacity is the predicted

regulated daily output, which is also the upper limit of its output,
with a lower limit of 0. The schedulable capacity is as follows:

PA1 � ∑T
t�1
Pred t( ). (2)

where PA1 is the total schedulable capacity of PV in a day, and
A1 represents the first schedulable capacity in this work. Pred(t) is the
predicted PV output on the regulation day and red represents
prediction.

2.2.2 Users
2.2.2.1 DR costs

The participation of user-side resources in DR will inevitably
affect how or when the user uses electricity. For some large-scale
equipment, the loss will be extremely high if their electricity
consumption is changed, such as in hospitals and plants,
therefore it is inappropriate for such users to participate in DR.
However, for some users, changing the way that they use electricity
will not affect their production life too much and the cost of loss
could be small, such as residential communities and commercial
buildings. and such users are suitable to participate in DR. DR costs
are calculated by

c2 � Cl,u

PA2

c2′ � Cl,u
′

PA2
′

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
, (3)

where c2 is the downward adjustment of DR costs, c’2 is the upward
adjustment of DR costs, Cl,u is the cost of loss to the users in DR, C’l,u
is user consumption costs when filling valleys for participation in
DR, PA2 is the downwardly schedulable capacity for users
participating in DR, and P’A2 is the downwardly schedulable
capacity for users participating in DR.

2.2.2.2 DR duration
The user load duration indicates the duration for which the user

loads can be at the upper or lower power limit with minimal
disruption. Considering the coupling between the temperature
and power of the thermal storage type industrial loads, the power

limit regulation of the loads can last for a short period as the power
regulation for a long period can cause the temperature to exceed the
range required by the production.

2.2.2.3 Schedulable capacity
For user loads, its schedulable capacity is schedulable loads.

Schedulable loads are divided into up- and down-schedulable loads.
First, the baseline loads and maximum loads are calculated by using
the 7-day working loads before the user regulation day, and the
baseline loads are calculated by

Pu t( ) � 1
Xd∈DMid

∑
X,Y( )Ld t( ), (4)

where Pu(t) denotes the baseline loads estimated for the time period t on
the regulation day; Ld(t) denotes the actual load value of the user for the
time period t on the d-th working day;Y is the number of working days,
which is set to 7; X is the number of days after removing the highest
loads day and the lowest loads day, which is 5; and DMid is 5 days.

The highest load is the average of the highest value of the loads
during the day and night in 7 days, and the formula is as follows:

FIGURE 1
Flowchart for schedulable potential assessment model.

TABLE 1 Distributed PV information.

ΣPred (kW) CI, DG (Yuan) CM, DG (Yuan) dt1(h)

PV 1 3059.63 986.12 611.93 6

PV 2 10.91 2.60 2.40 7

PV 3 5,402.95 1,416.11 1,254.03 8
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Pm � 1
Y

∑
d∈D Y( )

max
t�1,2,/,T

Ld t( )( ). (5)

The base loads Pb is the minimum daily electricity consumption
of the user, which can be reported by the user himself or calculated
by using the holiday loads of the last 3 days of the regulation day, as
shown in the following equation:

Pb � 1
X

∑
d∈Dv X( )

min
t�1,2,/,T

Ld t( )( ), (6)

where Ld(t) denotes the actual load value of the user at time t of the d-th
holiday; X is the number of holiday days, which is 3; and Dv is 3 days.

The difference between the baseline loads and base loads gives the
user downward schedulable loads PAu, which is used to participate in
peak shaving. The difference between the highest loads and baseline
loads gives the user upward schedulable load PAu

′, which is used to
participate in valley filling, and the calculation formula is as follows:

PAu t( ) � Pu t( ) − Pb

PAu
′ t( ) � Pm − Pu t( ){ . (7)

The schedulable capacities are as follows:

PA2 � ∑T
t�1
PAu t( )

PA2
′ � ∑T

t�1
PAu
′ t( )

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
. (8)

2.2.2.4 Peak-to-valley difference
The formula for calculating the peak-to-valley difference (PVD)

is as follows:

PVD � maxPu t( ) −minPu t( )
maxPu t( ) . (9)

2.2.3 Energy storage
2.2.3.1 DR costs

Distributed energy storage, as a new type of load management
tool, is generally installed inside industrial and commercial users or
parks and plays an increasingly important role in the power system.
Currently, energy storage has the advantages of fast response,
flexible configuration, short construction cycle, etc. It charges
during the valley time but discharges within the peak time. The
DR cost of energy storage is determined by the cycle life of the
batteries and system cost. DR costs are calculated as follows:

c3 � cl,e
cn
, (10)

where cl,e is the cost of the energy storage system and cn is the cycle
life of energy storage.

2.2.3.2 Rechargeable capacity
The capacity of energy storage systems for regulation purposes is

constrained by several factors, such as the amount of energy stored on
the previous day, the rated capacity, and its ability to charge and
discharge deeply. The schedulable capacity at time t is limited by the
capacity stored at the previous time, its rated capacity, and its deep
charging and discharging capacity. Meanwhile, when selecting energy
storage power stations for DR, it is also necessary to consider whether
they can perform deep charging or discharging. For those that can be
deeply charged and discharged, its deep charging and discharging
capacity is set to 1; for the energy storage system whose deep
charging and discharging will affect its life, its capacity is set
according to the minimum and maximum intervals of its charge
state. If its suitable charge state interval is 15%–85%, its deep
discharging capacity is 0.85, and its deep charging capacity is 0.85.
Consequently, the higher the deep charging and discharging capacity of
energy storage, the greater its potential for DR. Energy storage can be
charged and discharged at moment t with a capacity of

PA3 t( ) � Ee t − 1( ) − 1 −De( ) · Er

PA3
′ t( ) � De · Er − Ee t − 1( ){ , (11)

where PA3(t) is the available discharge capacity, P’A3(t) is the
available charge capacity, De is the deep charge and discharge
capacity, Er is the rated capacity, and Ee is the stored charge.

The greater the schedulable capacity of the energy storage, the
greater the potential for the energy storage to participate in DR at
that moment.

2.3 Integrated evaluation methodology

In this work, the improved G1 method using SRC is used to
establish indicators to obtain assessment scores to evaluate the
potential for user-side resource aggregation in the region. SRC is
a correlation analysis that uses the rank-order magnitude of two
variables. It does not require the distribution of the original variables
and is a non-parametric statistical method with a wide range of
applications. The calculation formula is as follows:

rs � 1 − 6∑d2
i

n n2 − 1( ), (12)

where di = (xi − yi), and xi and yi are the ranks of the two variables
sorted by size or superiority, and n is the sample capacity. The range
of SRC is [−1, 1], and the larger the absolute value, the stronger the
correlation. The stronger the correlation between the indicators, the

TABLE 2 Distributed PV indicators.

c1 (Yuan) dt2 (h) PA1 (kW)

PV 1 0.52 2 3,059.63

PV 2 0.46 3 10.91

PV 3 0.49 4 5,402.95

TABLE 3 User parameters.

C’l,u (Yuan) Cl,u (Yuan) dt2(h)

User 1 95,624 156,874 4

User 2 201,584 265,849 3

User 3 3,322 2,365 5

User 4 1,255 1,584 6

User 5 254 265 8

User 6 85 72 8

Frontiers in Energy Research frontiersin.org04

Wu et al. 10.3389/fenrg.2023.1248322

135

https://www.frontiersin.org/journals/energy-research
https://www.frontiersin.org
https://doi.org/10.3389/fenrg.2023.1248322


less information is obtained from them and the smaller the role that
they play in comprehensive evaluation. Conversely, the weaker the
correlation between indicators, the more information is obtained
from them and the greater the role that they play in comprehensive

evaluation, with a higher weight. Therefore, the weight ratio of two
adjacent indicators is calculated as follows:

wj � 1������
1 − rs| |√ . (13)

The improved G1 method using SRC can be implemented
according to the following steps:

Step 1: Calculate the values of each indicator and perform
normalization. Normalization includes positive indicators and
negative indicators, and the expressions are presented in Eq.
14 as follows:

FIGURE 2
User load curves: (A) workday; (B) holiday.

TABLE 4 Indicators for the user load assessment.

c’2 (Yuan) c2 (Yuan) dt2 (h) P’A2 (kW) PA2 (kW) PVD

User 1 47.41 32.78 4 2,016.91 4,785.49 25.00

User 2 18.85 18.86 3 10,693.96 14,097.81 93.22

User 3 0.25 0.21 5 13,203.26 11,533.20 242.68

User 4 0.10 0.11 6 12,237.63 14,092.88 251.20

User 5 0.11 0.15 8 2,300.73 1,744.44 59.89

User 6 0.09 0.13 8 927.95 549.35 16.82

TABLE 5 Parameters of energy storage.

Battery System costs
(Yuan)

Cycle life
(time)

Rated
capacity (kW)

Capacity stored on the
previous day (kW)

Deep charge and
discharge capability

Energy
storage 1

Vanadium redox
flow battery

6000 18000 900 602.85 1

Energy
storage 2

Lithium-ion battery 2,500 5,000 800 453.6 0.85

Energy
storage 3

Pb-C battery 1,800 3,000 900 444 0.6

TABLE 6 Indicators of energy storage.

c3 (Yuan) Initial P’A3 (kW) Initial PA3 (kW)

Energy storage 1 0.33 297.15 602.85

Energy storage 2 0.5 226.4 333.6

Energy storage 3 0.6 96 84
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Yj �

Mj −min Mj( )
max Mj( ) −min Mj( ), Mjis a positive indicator

max Mj( ) −Mj

max Mj( ) −min Mj( ), Mjis a negative indicator

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
. (14)

Step 2: Calculate the importance of indicators by providing
information on the indicators to the expert group;

Step 3: Calculate the correlation degree of adjacent indicators by
using SRC;

Step 4: Calculate the indicator weighting factors based on
correlation coefficients;

Step 5: Calculate the overall user score. The formula for the
comprehensive score is as follows:

E � ∑N
j�1

Wj × Yj( ) × 100. (15)

2.4 Calculation of schedulable potential
capacity

The score of the user-side resources in the region
participating in DR is obtained by the comprehensive
evaluation method, and they are selected from the highest to
the lowest according to the score, and the expected regulable
capacity of the selected resources on the regulation day is
aggregated to obtain the regulable capacity of the region
participating in DR on the regulation day.

The regulable capacity of the region on the regulation day is as
follows:

D � PAu t( ) + PA3 t( )
D′ � Pred t( ) + PAu

′ t( ) + PA3
′ t( ){ , (16)

where D is the schedulable amount when cutting the peak and D′ is
the schedulable amount when filling the valley.

3 Case study

According to the data sets, which include actual electricity load
data, actual distributed PV generation, energy storage capacity, and
battery performance in a certain region, as well as cost and duration
data provided by users to the power company, this study selected the
end of a certain month as the regulation day.

3.1 Evaluation indicator

3.1.1 Distributed PV
Using the LSTM model, the PV output of the month with the

same weather as the regulation day is used as input to predict the
distributed PV output data of the regulation day. The total output
data of distributed PVs on the regulation day is shown in Table 1.
Table 1 also includes the potential loss of participating DR reported
by distributed PVs to the power supply company, increased
maintenance costs, and duration of responsiveness.

Distributed PV 2 has the smallest output but also has the
smallest lost revenue and smallest increased maintenance costs,

TABLE 7 Weighting of resource potential evaluation indicator.

Indicator Weighting of peak shaving indicator Weighting of valley filling indicator

PV

c1 — 0.67

PA1 — 0.24

dt1 — 0.09

Users

c2/c’2 0.75 0.76

PA2/P’A2 0.19 0.18

PVD 0.05 0.05

dt2 0.01 0.01

Energy Storage
c3 0.95 0.88

PA3/P’A3 0.05 0.12

FIGURE 3
Resource potential score.
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FIGURE 4
Schedulable capacity curves for each resource: (A) peak shaving; (B) valley filling.

FIGURE 5
Resource aggregation schedulable capacity curve: (A) peak shaving; (B) valley filling.

FIGURE 6
Scores between the two methods: (A) AHP; (B) entropy weight method.
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and PV 3 has the largest output but also has the largest lost revenue
and largest increased maintenance costs.

The potential evaluation indicators of distributed PV were
calculated, and the calculation results of the evaluation indicators
obtained are shown in Table 2.

3.1.2 User load
The loss cost of 1 day when the user is in the base load state (each

user only maintains basic electricity), the consumption cost of 1 day
when the user is in the highest load state (maintaining high-intensity
operation), and the duration of DR are shown in Table 3.

User 2 has the highest consumption and loss costs and the lowest
DR duration. By contrast, User 6 has a low cost of consumption and
loss, with a DR time of up to 8 h.

Calculating the user potential assessment indicator also requires
the user’s weekday load for the first 7 days and holiday load for
3 days, as shown in Figure 2.

The potential assessment indicators for the users are calculated as
described in Section 2.2. The computational results are listed in Table 4:

3.1.3 Energy storage
There are three energy storages in this region, and the basic

information is shown in Table 5:
According to Table 5, the potential evaluation indicators of

energy storage in this region are calculated as shown in Table 6:

3.2 Resource score

First, the indicators are ranked by importance. In the distributed
PV indicator, the importance is c1 >PA1 > dt1, in the user indicator,
the importance is c2/c’2 > PA2/P’A2 > PVD > dt2, in the storage
indicator, the importance is c2/c’2 >PA2/P’A2 > dt2, in the storage
indicator, the importance of c1 > PA1 > dt2.

Then, SRC is used to calculate the correlation degree rs of adjacent
indicators and the weight ratio wij. Finally, the weight Wj of each
indicator is calculated according to the weight ratio, and the weight of
each resource indicator is obtained as shown in Table 7.

According to Eq. 15, the comprehensive score of each resource is
calculated, and the results obtained are shown in Figure 3.

According to the resource potential score, resources that can
participate in peak shaving or valley filling in DR are known. For
peak shaving, user 4 has the highest score among users, and energy
storage 1 has the highest score among energy storages; for valley filling,
user 3 has the highest score among users, PV 2 has the highest score
among PVs, and energy storage 1 has the highest score among energy
storage. Those with high scores will have priority to participate in DR.

3.3 Schedulable capacity calculation

The customer-side resources involved in DR in the region are
aggregated and the schedulable capacity for each time period calculated.
The schedulable capacity of energy storage has to change according to
the response capacity of the previous moment, as shown in Eq. 11.
However, only potential assessments are carried out without the
demand response, so the adjustable capacity of energy storage is left
unchanged. The obtained schedulable capacity of each resource in the
region is shown in Figure 4.

TABLE 8 Indicators of the two methods.

Indicator AHP Entropy weight method

Shave the peak Fill the valley Shave the peak Fill the valley

PV

c1 — 0.06 — 0.34

PA1 — 0.22 — 0.34

dt1 — 0.72 — 0.32

Users

c2/c’2 0.04 0.04 0.17 0.15

PA2/P’A2 0.13 0.13 0.25 0.24

PVD 0.23 0.23 0.31 0.36

dt2 0.60 0.60 0.27 0.25

Energy storage
c3 0.25 0.25 0.48 0.54

PA3/P’A3 0.75 0.75 0.52 0.46

FIGURE 7
Load curves of three methods.
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The resulting schedulable capacity after the aggregation of user-
side resources in this area is shown in Figure 5.

As shown in Figure 6, when peak shaving is required, this area
between collection points 32 and 92, i.e., between 8 and 23, has a greater
schedulable potential and can be adjusted to a capacity of 850 kW or
more for peak shaving, and when valley filling is required, this area
between collection points 0 and 36, 43, and 59, i.e., between 0 and 9 and
between 10:30 and 14:00, has a greater schedulable potential and the
capacity of 750 kW or more can be adjusted to fill the valley. Therefore,
if the grid is to respond to demand, this area can be selected forDR if the
peak shaving time is between 8:00 and 23:00 or the valley filling time is
between 0:00 and 9:00 and between 10:30 and 14:00.

4 Comparative analysis

4.1 Schedulable potential score

The AHP described by Settou et al. (2021) and the entropy weight
method described by Liu et al. (2022) are compared with the
G1 algorithm based on the SRC used in this work. Various types of
resource indicators calculated by the two models are shown in Table 8.

The potential scores of each resource are obtained by calculating
the indicators as shown in Figure 6.

Figure 7 shows the resource potential scores obtained by the AHP
that have been described by Settou et al. (2021) and the entropy weight
method described by Liu et al. (2022) that are different from the scores
obtained in this work. The AHP yields the highest valley filling score for
distributed PVs to become PV 3. The user with the highest peak shaving
and valley filling score is user 5, while energy storage 1 has the highest
score for energy storage. On the other hand, the entropy weight method
determines whether PV 3 achieves the highest score for valley filling.
User 4 has the highest scores for both valley filling and peak shaving.
Energy storage 1 obtains the highest score for valley filling, while energy
storage station 2 has the highest score for peak shaving.

To aggregate the selected resources in the descending order
according to the AHP and entropy weight methods for participation
in DR, the NSGA-III optimization algorithm is used to calculate the
results of DR. The effectiveness of the three methods is analyzed
based on the results of DR.

4.2 Analysis results

A comparison of the fluctuations of the load curves after the
participation of DR for schedulable potential resources selected by
the three methods is shown in Figure 7.

The results are shown in Table 9.
As shown in Table 9, all these three methods have a great effect

on cutting the peak-to-valley difference, but the method proposed in
this work has the smallest value and best performance for the peak-
to-valley difference. Regarding the power supply cost, the results for
these three methods are very close to each other, and the proposed
method also has the minimum value.

Clearly, the method used in this work can effectively smooth the
load fluctuation and reduce power supply costs. Therefore, the
schedulable potential assessment model used in this work can
more effectively explore the user-side resources that can
participate in DR and improve the ability of power supply
companies to dispatch regional resources to participate in DR.

5 Conclusion

This study evaluates the potential of user-side resources by
establishing a potential evaluation index system and a
comprehensive evaluation method. The improved G1 method
using SRC retains the subjectivity of the importance ranking of
G1 method weights, while increasing the objectivity of
calculating weights through SRC. When compared with other
methods, the evaluation results of this method are more
accurate and effective in regulating user-side resources in the
power grid.

The established schedulable potential assessment model reflects
the capability of individual resources to participate in DR from the
perspective of their characteristics. Its utilization can explore and
aggregate the user-side resources. It is beneficial for peak shaving
and valley filling and greatly improves the utilization efficiency of
user-side resources.
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Analysis of D-Q small-signal
impedance of back-to-back
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The back-to-back frequency converter plays a vital role in the formation of the
fractional frequency transmission system Despite their numerous advantages,
however, impacted by the unique impedance characteristics of power electronics,
the wide-band oscillations occur more frequency as well as more common
recently, which have posed great challenges to the system operation and
raised great concern over the researchers worldwide. To address this issue and
properly investigate the impedance characteristics of the back-to-back frequency
converter, this manuscript establishes the small-signal impedance of the back-to-
back frequency converter with inner current control loop and outer voltage/
power control loop in the synchronous reference (dq) frame. Then, by using the
impedance model and determinant-based General Nyquist Criterion (GNC), the
stability assessment and instability cause identification are studied. Finally, the
analysis presented in this paper is verified based on frequency and time-domain
simulations in the MATLAB/Simulink environment.

KEYWORDS

the back-to-back frequency converter, hybrid industrial/fractional frequency system,
impedance-based stability analysis, determinant-based GNC, oscillatory stability

1 Introduction

Power electronic is a potential technology, which has made significant advance in the
power grid with the progress of science. Over the past few years, new energy power
generation especially wind power generation has gradually replaced traditional thermal
power generation as the main form Liu et al. (2018); Li et al. (2022). Offshore wind power is a
new form of power generation which is different from onshore wind power. When it comes
to wind conditions, offshore wind power is better than onshore in the following aspects:
strong wind speed, less turbulence, stable wind, and less impact on human life, etc. The
fractional frequency transmission system (FFTS) is a new type of transmission method,
which changes the 50 Hz frequency power to 50/3 Hz frequency power during
transmission. The equivalent impedance of transmission lines can be reduced and the
power transmission capacity is improved through this type of system (Li et al., 2019; Pan
and Wu, 2022; Wang et al., 2006; Wei et al., 2015; Alam et al., 2023; Wang et al., 2013;
Wang et al., 2023; Zhang et al., 2022; Wen et al., 2016; Fang et al., 2018). The development
of offshore wind power generation has provided a new application to fractional frequency
transmission system. The grid-connected technology for offshore wind power generation
mainly uses conventional high-voltage AC transmission (HVAC) near shore and higher-
voltage DC transmission (HVDC) over longer distances currently. Hence, the fractional
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frequency transmission has a broad developmental prospect in the
application of offshore wind power grid (Zhang et al., 2017; Luo
et al., 2020).

On the other hand, the fractional frequency transmission system
contains large amount of power electronics whose interaction with
transmission lines and other power electronics may cause serious
broadband oscillation problems (Sun et al., 2019; Wang et al., 2014;
Wang et al., 2018; Zhang et al., 2020). To deal with the system instability
issue, the state-space analysismethod is a common practice. However, it
encounters the curse of dimensionality and requires access to the
detailed information of the whole system. Hence, impedance-based
stability assessment method, as an emerging stability analysis method,
has been fully applied in analyzing system stability. The aforementioned
method assess stability by measured impedance which can effectively
protect trade secret and user privacy (Xu et al., 2015; Pinares and
Bongiorno, 2016; Wen et al., 2016; Cao et al., 2022).

Different from traditional interlinking converters (Xiong et al.,
2016), the back-to-back frequency converter have both industrial
and fractional frequency ports and serve as interfacing media to
interconnect industrial and fractional frequency grids. If the
industrial or fractional frequency impedance is utilized to assess
the stability of a grid-tied interlinking converter system, the coupling
interaction between the industrial and fractional frequency sides of
the interlinking converter cannot be effectively analyzed. In (Zhang
et al., 2021), a hybrid AC/DC admittance is proposed. If the
converter is stable when operating standalone, the hybrid AC/DC
admittance is guaranteed to not contain any right half-plane (RHP)
pole. According to the research method of establishing hybrid
impedance in (Zhang et al., 2021), a hybrid impedance
considering both industrial and fractional frequency ports is
proposed in the following manuscript.

In this paper, the small-signal impedance model of the back-to-
back frequency converter is established according to the research
method posted in Zhang et al. (2022), and the General Nyquist

Criterion (GNC) is applied when analyzes the stability of system
(Cao et al., 2017; Wen et al., 2017). The small-signal impedance
model simplifies the analysis process by making the stability of the
system dependent on the parameters of the converter itself and the
output impedance of the AC grids connected to both ports (Liao and
Wang, 2020). The simulation is verified by MATLAB/Simulink
software to prove the correctness of the established model, and
the stability analysis of the grid-tied interlinking converter system is
carried out by the established impedance model.

The rest of this paper includes four sections. Section 2 shows the
main circuit diagram and corresponding controller system of the
back-to-back frequency converter. Section 3 shows the
establishment of the back-to-back frequency converter small-
signal model. Then, by using the determinant-based GNC,
Section 4. Assesses the stability of a grid-tied interlinking
converter system. Section 5 presents simulation results to verify
the proposed model. Section 6 is the conclusion.

2 Main circuit diagram and
corresponding controller system

Figure 1 shows the circuit diagram of a back-to-back frequency
converter along with its controller system, including an inner
current control loop and an outer voltage/power control
loop. With respect to Figure 1, the back-to-back frequency
converter consists of two AC/DC converters and a DC
intermediate link. The left-hand-side AC/DC converter takes
charge of the industrial frequency side while the right-hand-side
AC/DC converter is responsible for the fractional frequency side.
These two AC/DC converters are coupled together through the DC
intermediate link whose equivalent capacitor is Cdc. Notice that the
main circuit structure and the variables belonging to the industrial
and fractional frequency sides are symmetrical. To distinguish the

FIGURE 1
The main circuit of a back-to-back frequency converter with feedback and PLL.
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variables belonging to the industrial frequency side from the
variables of the fractional frequency side, the subscripts i, i =
1 or 2 is introduced to denote the variables belonging to the
industrial frequency side and fractional frequency side,
respectively. Each side of the converter connects to the point of
common coupling (PCC) via a filter, whose inductance and
resistance are Li and Ri. uabci, vabci, and iabci represent the three-
phase voltage at the PCC, the terminal voltage of the converter, and
the line current injected to the converter, respectively. The current
reference directions for both sides are indicated by the arrows in
Figure 1.

With respect to Figure 1, The dynamics of each side of the
converter is governed by.

�vabci � �uabci − Li
d �iabci
dt

− Ri
�iabci (1)

where �uabci, �vabci, and �iabci represent the column vector of uabci,
vabci, and iabci, respectively. As the control is conducted in the
synchronous reference frame (SRF). By transforming uabci, vabci,
and iabci to the SRF, their d-axis (q-axis) components are denoted
as udi (uqi), vdi (vqi), and idi (iqi), respectively. ddi and dqi represent
the modulation signal in dq SRF. The dynamics of the converter is
expressed in dq SRF as

vdi � udi − Lis + Ri( )idi + ωiLiiqi

vqi � uqi − Lis + Ri( )iqi − ωiLiidi (2)
where ωi represents the angular frequency and the symbol s is
differential symbol in the frequency domain. On this basis, the inner
current control loop established in dq SRF is expressed by

vdi � udi + ωiLiiqi − kPIi idiref − idi( ) − kIIi
s

idiref − idi( )

vqi � uqi − ωiLiidi − kPIi iqiref − iqi( ) − kIIi
s

iqiref − iqi( ) (3)

where idiref , iqiref , kPIi, and kIIi represent the d-axis current reference,
the q-axis current reference, the proportional and integral gains of
the current controller, respectively.

While the inner current control loops of the industrial and
fractional frequency sides are consistent, their outer control loops
are different. Notice that a stable DC voltage of the intermediate DC
link is the suppressed premise for the security and steady operation
of the back-to-back frequency converter. To this end, by labeling the
reactive power injected to the PCC of the industrial frequency side as
Q1 and the DC voltage of the intermediate DC link as vdc, the outer
control loop of the industrial frequency port is expressed by

id1ref � kPV vdcref − vdc( ) + kIV
s

vdcref − vdc( )

iq1ref � −kPQ1 Q1ref − Q1( ) − kIQ1
s

Q1ref − Q1( ) (4)

where vdcref , Q1ref , kPV ( kPQ1 ), and kIV ( kIQ1 ) represent the DC
voltage reference, the reactive power reference, the proportional and
integral gains of the DC voltage controller (reactive power
controller), respectively.

The outer control loop of the fractional frequency side changes
with different control objectives. For example, when the fractional
frequency port is connected to wind farms or photovoltaics, the
fractional frequency side of the back-to-back frequency converter

is controlled as a V/f mode. In contrast, when the fractional
frequency port is connected to hydropower stations, the
fractional frequency side of the back-to-back frequency
converter can be controlled by P/Q control mode. Note that the
control mode does not impact the following system stability
analysis. Without loss of generality, the fractional frequency
port is controlled by a P/Q control mode within this
manuscript. Correspondingly, the outer control loop of the
fractional frequency side is expressed by

id2ref � kPP2 P2ref − P2( ) + kIP2
s

P2ref − P2( )

iq2ref � −kPQ2 Q2ref − Q2( ) − kIQ2
s

Q2ref − Q2( ) (5)

where P2 (Q2 ), P2ref (Q2ref ), kPP2 (kPQ2) and kIP2 ( kIQ2 ) represent
the active (reactive) power injected to the PCC of the fractional
frequency side, the active (reactive) power reference, the
proportional and integral gains of the active (reactive) power
controller, respectively.

3 Establishment of the back-to-back
frequency converters small-signal
model

3.1 Small-signal model of main circuit

To analysis the stability of a hybrid industrial/fractional
frequency.

System, the traditional approach is to treat the hybrid
industrial/fractional frequency system as a single industrial
(fractional) frequency system. However, the coupling interaction
between the industrial and fractional frequency sides cannot be
effectively analyzed in this way. To thoroughly address such issue, a
hybrid impedance taking both industrial and fractional frequency
sides of the converter into consideration is proposed in the
following manuscript.

Impacted by the dynamics of synchronization, the system has
two frames: one is the system dq frame, the other one is the
controller dq frame. For the sake of illustration, the superscripts
s and c denote the variables in the system and controller frames,
respectively. On this basis, considering both sides of the converter,
the small-signal model of main circuit is expressed by

Yac

~us
d1

~us
q1

~us
d2

~us
q2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ − Yac

~vsd1
~vsq1
~vsd2
~vsq2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ �

~i
s

d1
~i
s

q1

~i
s

d2
~i
s

q2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (6)

where ~usdi ( ~u
s
qi ), ~v

s
di ( ~v

s
qi ), and ~i

s
di ( ~i

s
qi ) represent the small-signal

perturbation of usdi (u
s
qi), v

s
di ( v

s
qi ), and i

s
di ( i

s
qi ), respectively.

~d
s

di (
~d
s

qi )
represent the small-signal perturbation of dsdi ( d

s
qi ). Yac denotes the

main circuit admittance of the converter and it is written as

Yac �
sL1 + R1 −ω1L1 0 0
ω1L1 sL1 + R1 0 0
0 0 sL2 + R2 −ω2L2

0 0 ω2L2 sL2 + R2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
−1

(7)
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3.2 Influence of PLL

Phase-locked loop (PLL) plays a key role in locking the phase
angle of PCC phase voltages and therefore, ensuring that the converter
stays synchronized with the grid (Fang et al., 2018). In a steady state,
the controller dq frame is aligned with the system dq frame. When
small-signal perturbations are added to the system, a small phase
deviation denoted as Δ~θi emerges between the system and controller
dq frames as shown in Figure 2. The relationship between the
converter current in the system and controller frames is expressed by

Icd1 + ~i
c

d1

Icq1 + ~i
c

q1

Icd2 + ~i
c

d2

Icq2 + ~i
c

q2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ �

cos Δ~θ1( ) sin Δ~θ1( ) 0 0

−sin Δ~θ1( ) cos Δ~θ1( ) 0 0

0 0 cos Δ~θ2( ) sin Δ~θ2( )
0 0 −sin Δ~θ2( ) cos Δ~θ2( )

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

×
Isd1 + ~i

s

d1

Isq1 + ~i
s

q1

Isd2 + ~i
s

d2

Isq2 + ~i
s

q2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (8)

By approximating cos (Δ~θi) and sin (Δ~θi) with the first term of
their Taylor series expansions, the relationship between the
converter current in the system and controller dq frames is
further derived as

Icd1 + ~icd1
Icq1 + ~icq1
Icd2 + ~icd2
Icq2 + ~icq2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ �

1 Δ~θ1 0 0
−Δ~θ1 1 0 0
0 0 1 Δ~θ2
0 0 −Δ~θ2 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

Isd1 + ~i
s

d1

Isq1 + ~i
s

q1

Isd2 + ~i
s

d2

Isq2 + ~i
s

q2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (9)

Similarly, the relationships between the modulation signal and
voltage in the system and controller dq frames are expressed by

Ds
d1 + ~d

s

d1

Ds
q1 + ~d

s

q1

Ds
d2 + ~d

s

d2

Ds
q2 + ~d

s

q2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ �

1 −Δ~θ1 0 0
Δ~θ1 1 0 0
0 0 1 −Δ~θ2
0 0 Δ~θ2 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

Dc
d1 + ~d

c

d1

Dc
q1 + ~d

c

q1

Dc
d2 + ~d

c

d2

Dc
q2 + ~d

c

q2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (10)

Uc
d1 + ~uc

d1

Uc
q1 + ~uc

q1

Uc
d2 + ~uc

d2

Uc
q2 + ~uc

q2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ �

1 Δ~θ1 0 0
−Δ~θ1 1 0 0
0 0 1 Δ~θ2
0 0 −Δ~θ2 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

Us
d1 + ~us

d1

Us
q1 + ~us

q1

Us
d2 + ~us

d2

Us
q2 + ~us

q2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (11)

Under steady-state conditions, the relationship of variables in
two frames is shown as follows:

Uc
d Uc

q( ) � Us
d Us

q( ), Icd Icq( ) � Isd Isq( ), Ds
d Ds

q( ) � Dc
d Dc

q( ) (12)

As Figure 3 shows, the PLL output angle is

Δ~θi � ~uqi · kPPLLi + kIPLLi/s( )/s (13)

where kPPLLi and kIPLLi denote the proportional and integral gains of
the PLL. By substituting (13) into (11) and canceling the steady-state
values, Δ~θi is further expressed by

Δ~θi � GPLLi s( ) ~us
qi (14)

Define GPLLi(s) as

GPLLi s( ) � kPPLLis + kIPLLi
s2 + Us

dikPPLLis + Us
dikIPLLi

(15)

By substituting for Δ~θi from (14) into (9), (10), and (11) and
defining Gi

PLL, G
d
PLL, and Gu

PLL as

Gi
PLL �

0 Isq1GPLL1 0 0
0 −Isd1GPLL1 0 0
0 0 0 Isq2GPLL2

0 0 0 −Isd2GPLL2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (16)

Gd
PLL �

0 −Dc
q1GPLL1 0 0

0 Dc
d1GPLL1 0 0

0 0 0 −Dc
q2GPLL2

0 0 0 Dc
d2GPLL2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (17)

Gu
PLL �

1 Us
q1GPLL1 0 0

0 1 − Us
d1GPLL1 0 0

0 0 1 Us
q2GPLL2

0 0 0 1 − Us
d2GPLL2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (18)

(9), (10), and (11) are further expressed by

FIGURE 2
The system and controller dq frames.

FIGURE 3
The structure of PLL.
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~i
c

d1
~i
c

q1

~i
c

d2
~i
c

q2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ � Gi

PLL

~us
d1

~us
q1

~us
d2

~us
q2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ +

~i
s

d1
~i
s

q1

~i
s

d2
~i
s

q2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (19)

~d
s

d1
~d
s

q1

~d
s

d2
~d
s

q2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ � Gd

PLL

~us
d1

~us
q1

~us
d2

~us
q2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ +

~d
c

d1
~d
c

q1

~d
c

d2
~d
c

q2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (20)

~uc
d1

~uc
q1

~uc
d2

~uc
q2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ � Gu

PLL

~us
d1

~us
q1

~us
d2

~us
q2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (21)

3.3 Controller and PWM modulation

Based on the converter modulation process, the terminal voltage
of the converter is related to the modulation signal in the system dq.

Frame as

vsd1
vsq1
vsd2
vsq2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ � Vdc

2

ds
d1

ds
q1

ds
d2

ds
q2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (22)

By canceling the steady-state values and considering small-
signal perturbations, (22) is derived as

~vsd1
~vsq1
~vsd2
~vsq2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ � Vdc

2

~d
s

d1
~d
s

q1

~d
s

d2
~d
s

q2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ +

~vdc
2

Ds
d1

Ds
q1

Ds
d2

Ds
q2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (23)

where ~vdc represents the small-signal perturbation of vdc .
Note that the industrial frequency side is coupled together with

the fractional frequency side through the DC intermediate link.
Once a disturbance occurs on one side, it will propagate to the other
side through the DC voltage of the intermediate DC link. According
to the basis of energy conservation and neglecting the switching
losses caused by PWM modulation, it is noted that the sum of the
reactive power of the three-phase circuit is zero, so that between the
DC and AC sides of the converter, there is

vdcidc � 3
2

vd1id1 + vq1iq1( ) + 3
2

vd2id2 + vq2iq2( ) (24)

By canceling the steady-state values and considering small-
signal perturbations, ~vdc can be expressed by ~vs and ~i

s
as follows:

CdcsVdc~vdc � 3
2

−L1I
s
d1s − 2R1I

s
d1 + Us

d1( )~isd1
+ 3
2

−L1I
s
q1s − 2R1I

s
q1 + Us

q1( )~isq1 + 3
2
Isd1~v

s
d1 +

3
2
Isq1~v

s
q1

+ 3
2

−L2I
s
d2s − 2R2I

s
d2 + Us

d2( )~isd2
+ 3
2

−L2I
s
q2s − 2R2I

s
q2 + Us

q2( )~isq2 + 3
2
Isd2~v

s
d2 +

3
2
Isq2~v

s
q2

(25)

Together with (23) and (25), the small-signal perturbation of the
converter terminal voltage is derived as

~vsd1
~vsq1
~vsd2
~vsq2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ � Gd2v

~d
s

d1
~d
s

q1

~d
s

d2
~d
s

q2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ + Gi2v

~i
s

d1
~i
s

q1

~i
s

d2
~i
s

q2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ + Gu2v

~us
d1

~us
q1

~us
d2

~us
q2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (26)

where Gd2v and Gu2v are represented as follows, Gi2v is shown at the
bottom of this page.

Gd2v �
Vdc/2 0 0 0
0 Vdc/2 0 0
0 0 Vdc/2 0
0 0 0 Vdc/2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (27)

Gu2v �

3Isd1D
s
d1

4CdcsVdc

3Isq1D
s
d1

4CdcsVdc

3Isd2D
s
d1

4CdcsVdc

3Isq2D
s
d1

4CdcsVdc

3Isd1D
s
q1

4CdcsVdc

3Isq1D
s
q1

4CdcsVdc

3Isd2D
s
q1

4CdcsVdc

3Isq2D
s
q1

4CdcsVdc

3Isd1D
s
d2

4CdcsVdc

3Isq1D
s
d2

4CdcsVdc

3Isd2D
s
d2

4CdcsVdc

3Isq2D
s
d2

4CdcsVdc

3Isd1D
s
q2

4CdcsVdc

3Isq1D
s
q2

4CdcsVdc

3Isd2D
s
q2

4CdcsVdc

3Isq2D
s
q2

4CdcsVdc

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(29)

The back-to-back frequency converter is controlled by an outer
voltage/power controller. For the power flow control case, as shown
in Zhao and Guo (2009), the active and reactive power are obtained
by calculating the voltage and current in dq SRF as

P � 3
2

idud + iquq( )
Q � 3

2
iduq − iqud( ) (30)

By doing linearization to (30) and considering (25), the small-
signal representation of the DC voltage and power is described
as (31).

~vdc
~Q1
~P2
~Q2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ � Gu

PQ

~uc
d1

~uc
q1

~uc
d2

~uc
q2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ + Gi

PQ

~i
c

d1
~i
c

q1

~i
c

d2
~i
c

q2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (31)

Where Gu
PQ and Gi

PQ are small-signal transfer functions of DC
voltage and power calculations. Gu

PQ is represented as follow and
Gi

PQ is shown at the bottom of this page.

Gi2v �

3 −L1Isd1s + Us
d1 − 2R1Isd1( )Ds

d1

4Cdc sVdc

3 −L1Isq1 s + Us
q1 − 2R1Isq1( )Ds

d1

4Cdc sVdc

3 −L2Isd2 s + Us
d2 − 2R2Isd2( )Ds

d1

4Cdc sVdc

3 −L2Isq2s + Us
q2 − 2R2Isq2( )Ds

d1

4Cdc sVdc

3 −L1Isd1 s + Us
d1 − 2R1Isd1( )Ds

q1

4Cdc sVdc

3 −L1Isq1s + Us
q1 − 2R1Isq1( )Ds

q1

4Cdc sVdc

3 −L2Isd2s +Us
d2 − 2R2Isd2( )Ds

q1

4Cdc sVdc

3 −L2Isq2 s + Us
q2 − 2R2Isq2( )Ds

q1

4Cdc sVdc

3 −L1Isd1s + Us
d1 − 2R1Isd1( )Ds

d2

4Cdc sVdc

3 −L1Isq1 s + Us
q1 − 2R1Isq1( )Ds

d2

4Cdc sVdc

3 −L2Isd2 s + Us
d2 − 2R2Isd2( )Ds

d2

4Cdc sVdc

3 −L2Isq2s + Us
q2 − 2R2Isq2( )Ds

d2

4Cdc sVdc

3 −L1Isd1 s + Us
d1 − 2R1Isd1( )Ds

q2

4Cdc sVdc

3 −L1Isq1s + Us
q1 − 2R1Isq1( )Ds

q2

4Cdc sVdc

3 −L2Isd2s +Us
d2 − 2R2Isd2( )Ds

q2

4Cdc sVdc

3 −L2Isq2 s + Us
q2 − 2R2Isq2( )Ds

q2

4Cdc sVdc

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

Gi
PQ �

3 −L1Isd1 s + Us
d1 − 2R1Isd1( )

2CdcsVdc

3 −L1Isq1s + Us
q1 − 2R1Isq1( )

2CdcsVdc

3 −L2Isd2s + Us
d2 − 2R2Isd2( )

2CdcsVdc

3 −L2Isq2s + Us
q2 − 2R2Isq2( )

2CdcsVdc

3Us
q1

2
−3Us

d1

2
0 0

0 0
3Us

d2

2

3Us
q2

2

0 0
3Us

q2

2
−3Us

d2

2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(33)
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Gu
PQ �

3Isd1
2CdcsVdc

3Isq1
2CdcsVdc

3Isd2
2CdcsVdc

3Isq2
2CdcsVdc

−3Isq1
2

3Isd1
2

0 0

0 0
3Isd2
2

3Isq2
2

0 0
−3Isq2
2

3Isd2
2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(32)

According to (3), the small-signal representation of the inner
current control loop is described as

~vcd1
~vcq1
~vcd2
~vcq2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ � −Gci

~id1ref
~iq1ref
~id2ref
~iq2ref

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ −

~i
c

d1
~i
c

q1

~i
c

d2
~i
c

q2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ + Gdei

~i
c

d1
~i
c

q1

~i
c

d2
~i
c

q2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (34)

WhereGci is the current controller matrix,Gdei is the decoupling
matrix.

Gci �

kPI1 + kII1
s

0 0 0

0 kPI1 + kII1
s

0 0

0 0 kPI2 + kII2
s

0

0 0 0 kPI2 + kII2
s

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(35)

Gdei �
0 ω1L1 0 0

−ω1L1 0 0 0
0 0 0 ω2L2

0 0 −ω2L2 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (36)

According to (4) and (5), the small-signal representation of the
outer voltage/power control loop is described as

~id1ref
~iq1ref
~id2ref
~iq2ref

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ � GcPQ

~vdcref
~Q1ref

~P2ref

~Q2ref

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ −

~vdc
~Q1
~P2
~Q2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ (37)

where GcPQ is the voltage/power controller matrix.

GcPQ �

kPV + kIV
s

0 0 0

0 − kPQ1 + kIQ1
s

( ) 0 0

0 0 kPP2 + kIP2
s

0

0 0 0 − kPQ2 + kIQ2
s

( )

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(38)

3.4 Small-signal model of the back-to-back
frequency converter

The small-signal model of the back-to-back frequency converter
with inner current control loop and outer voltage/power control loop
is shown in Figure 4, where ~̃u

s
( ~̃u

c
), ~̃v

s
( ~̃v

c
), ~̃i

s
( ~̃i

c
), ~̃d

s
( ~̃d

c
), and ~̃iref

represent the column vector of ~us ( ~uc ), ~vs ( ~vc ), ~i
s
( ~i

c
), ~d

s
( ~d

c
), and

~iref, respectively. In addition, define the normalization matrixGv2d as

Gv2d �
2/Vdc 0 0 0
0 2/Vdc 0 0
0 0 2/Vdc 0
0 0 0 2/Vdc

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (39)

Solving the equations represented by Figure 4, the output
impedance of the back-to-back frequency converter is

ZACAC � (I − Gu2v − Gd2vG
d
PLL − GdeiG

i
PLL − GciG

i
PLL

−GciGcPQ Gv
PQG

v
PLLG

i
PQG

i
PLL( ))−1

Zac + Gi2v + Gdei + Gci + GciGcPQG
i
PQ( ) (40)

where I is a identity matrix, Zac is the inverse matrix of Yac .

4 Stability analysis using the proposed
model

For Single Input Single Output (SISO) systems, the traditional
Nyquist stability criterion can be used to discriminate the stability.
However, for Multiple Input Multiple Output (MIMO) systems,
the traditional Nyquist stability criterion cannot be applied. The
General Nyquist Criterion (GNC) is a generalization of the Nyquist
stability criterion to MIMO systems. For MIMO systems, the
characteristic equations of the system are established, and the
stability criterion is performed by drawing the generalized
Nyquist curve.

One line diagram representation of the back-to-back frequency
converter systemunder study is shown in Figure 5.Rs (Ls ) andRf (Lf)
are the equivalent resistance (inductance) of industrial and fractional
frequency grids, respectively. In this system, the back-to-back frequency
converter is connected to the PCCs and the grids are connected to PCCs
through inductors and resistors. To analysis the system stability, the
method proposed in Sun (2011) is applied. Sun (2011), the system can
be divided into two parts from the PCCs, namely, the grids and the
converter.

FIGURE 4
Small-signal model of the back-to-back frequency converter
with inner current control loop and outer voltage/power control loop.
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As reported by Wen et al. (2015), when using impedance-basis
stability analysis for a grid-tied converter system, Nyquist stability
criterion is based on the impedance ratio of the grid-side impedance
and the converter impedance as

L � Zg · Z−1
ACAC (41)

Zg denotes the impedance of the grid, which can be expressed by

Zg �
sLs + Rs −ω1Ls 0 0
ω1Ls sLs + Rs 0 0
0 0 sLf + Rf −ω2Lf

0 0 ω2Lf sLf + Rf

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (42)

Since the grid voltage can be assumed to be stable without the
converter and the converter to be stable when the grid impedance is
zero, the grid-tied converter system is stable if the satisfies the GNC.
According to the GNC, system stability can be determined by
checking whether the Nyquist diagram encircles point.

5 Simulation result

5.1 Verification of the back-to-back
frequency converter small-signal model

Based on the theoretical derivation of the small-signal impedance of
the back-to-back converter, the circuit model of the converter is

established in the MATLAB/Simulink environment and the small-
signal impedance measurement can be performed. To obtain the
value of the small-signal impedance of the back-to-back converter,
four linearly independent small-signal voltages and small-signal
currents are measured as shown in Wen et al. (2015). The first
sinusoidal perturbation signal with certain frequency is generated on
the d-axis while keeping the q-axis perturbation null at industrial
frequency port. The system responses ~udqi1 and ~idqi1, namely, the
small-signal voltage and current of both PCCs (PCC of both
industrial and fractional frequency ports) are measured. A second
perturbation sequence can be carried out then but perturbing the
q-axis instead while the d-axis components being zero at industrial
frequency port. The third and the fourth perturbation sequence are
generated by adding two linearly independent perturbations at fractional
frequency port. Then, we can get four sets of linearly independent voltage
and response current, these are

~ud11

~uq11

~ud21

~uq21

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

~ud12

~uq12

~ud22

~uq22

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

~ud13

~uq13

~ud23

~uq23

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

~ud14

~uq14

~ud24

~uq24

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦;

~id11
~iq11
~id21
~iq21

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

~id12
~iq12
~id22
~iq22

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

~id13
~iq13
~id23
~iq23

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

~id14
~iq14
~id24
~iq24

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(43)

Hence, the measured impedance of the back-to-back frequency
converter can be derived as

ZACAC �
~id11 ~id12 ~id13 ~id14
~iq11 ~iq12 ~iq13 ~iq14
~id21 ~id22 ~id23 ~id24
~iq21 ~iq22 ~iq23 ~iq24

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
−1

~ud11 ~ud12 ~ud13 ~ud14

~uq11 ~uq12 ~uq13 ~uq14

~ud21 ~ud22 ~ud23 ~ud24

~uq21 ~uq22 ~uq23 ~uq24

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (44)

Using the system and control parameter values listed in Table.

FIGURE 5
One line diagram of the converter system.

TABLE 1 Parameters of converter on the industrial frequency port.

Parameters Value

AC grid line voltage 23 kV

D channel grid voltage 18.76 kV

Q channel grid voltage 0

Rated DC voltage 40 kV

Line frequency 2π × 50 rad/s

Inductance of converter output inductor 2 mH

Resistance of converter inductor self-resistor 0.628Ω

Proportional gain of current controller 5

Integrator gain of current controller 400

Proportional gain of DC voltage controller 0.1

Integrator gain of DC voltage controller 1

TABLE 2 Parameters of converter on the fractional frequency port.

Parameters Value

D channel grid voltage 18.8 kV

Q channel grid voltage 0

Active power reference −1MW

Line frequency 2π × 50/3 rad/s

Inductance of converter output inductor 6 mH

Resistance of converter inductor self-resistor 0.628Ω

Proportional gain of power controller 0.0001

Integrator gain of power controller 0.001
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Table 1 and Table 2, the Bode diagram of the converter is plotted in
Figure 6. The blue lines show the calculated impedance based on (40),
whereas the red dots are the measured impedance. It can be figured out
that the red dots match to the impedance curves, verifying the
effectiveness and accuracy of the back-to-back frequency converter
small-signal model. Notice that when the small-signal disturbance
voltage is added, a corresponding small-signal disturbance current is
generated and the whole converter remains in stable operation. Hence,
the small-signal impedance can be measured only when the converter
can operate independently and stably.

5.2 Verification of the stability analysis

Figure 7 Shows the time-domain simulation results of the back-
to-back frequency converter. In the simulation, the converter system
is stable from 0 to 2.5 s. At 2.5 s, the proportional gain of inner
current controller at industrial frequency port kPI1 decreases from
5 to 0.1, the d-axis current at industrial frequency port as shown in
Figure 7 Starts to oscillate. The whole system becomes unstable.

Applying GNC to impedance ratio L, the stability conditions of
the system can be seen in Figure 8. When kPI1 is 0.1, system’s

FIGURE 6
Bode diagram of the back-to-back frequency converter small-signal impedance.

FIGURE 7
d-axis current waveform at industrial frequency port with different inner current controller parameters.
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characteristic loci encircles the critical point (−1, j0), which
indicates the system is unstable. Changing the flow direction of
active power and keeping the other parameters unchanged, the
stability condition can be seen in Figure 9. It can be figured out that
none of the system’s characteristic loci encircles the critical point
(−1, j0). The comparison reveals that when the power flow is
reversed, the stability of the system obtains very different results.

The proportional gain of the outer DC voltage controller can
also affect the stability of the system. Figure 10 shows the time-
domain simulation results of the back-to-back frequency converter.
In the simulation, the converter system is stable from 0 to 2.5 s. At
2.5 s, the proportional gain of outer DC voltage controller at
industrial frequency port kPV increases from 0.1 to 8.3, the
d-axis current at industrial frequency port as shown in Figure 10
Starts to oscillate. The whole system becomes unstable.

Applying GNC to impedance ratio L, stability conditions can be
seen in Figure 11. The closer the pole is to the imaginary axis, the
more unstable the system is. When kPV is 0.1, the closed-loop system
does not contain any right half-plane (RHP) pole as the red circle

FIGURE 8
Nyquist diagrams of the system minor-loop gain L with kPI1 � 0.1
and positive power flow direction.

FIGURE 9
Nyquist diagrams of the system minor-loop gain L with kPI1 � 0.1
and negative power flow direction.

FIGURE 10
d-axis current waveform at industrial frequency port with different DC voltage controller parameters.

FIGURE 11
The pole distribution map of the closed-loop system with
different DC voltage controller parameters.
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shown in Figure 11, which means the system is stable. When kPV is
8.3, as the blue circle shown in Figure 11, the system closed-loop
transfer function contains 2 RHP poles, which indicates the system is
unstable. And it can be figured out that the oscillation frequency
calculated in Figure 11 and Figure 10 match well, which further
verifies the accuracy of the small-signal model proposed in Section 3.

6 Conclusion

This paper focuses on the analysis of the back-to-back frequency
converter with inner current control loop and outer voltage/power
control loop. Firstly, the small-signal impedancemodel of the converter
used for fractional frequency transmission system is proposed. Then,
the stability analysis of the grid-tied interlinking converter system is
conducted which divides the system into two parts: the grids connected
to both ports of the converter and the converter. The stability of the
whole system is determined by the open-loop transfer function based
on the small-signal impedance model, and according to the GNC, the
stability can be obtained by judging whether system’s characteristic loci
encloses point (−1, j0) on the complex plane. Therefore, the stability of
the whole system is related to parameters of the converter itself and
parameters of the grid, which can protect user privacy and trade secret.
The factors affecting the stability are studied and the influence on the
stability is explored for the current controller parameter, the power flow
direction, and the DC voltage controller parameter. Finally, the validity
and accuracy of the small-signal impedancemodel and stability analysis
are validated by time-domain simulation performed in MATLAB/
Simulink environment.
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Low-voltage distribution grid (LVDG) topology detection refers to detecting whether
the topology connection between distribution grid nodes is correct. Accurate
topology connection is critical for the normal operation and planning of LVDG.
However, due to the incompletemeasurement device, unknown line parameters, and
rapid growth of renewable energy, the topology detection of LVDG becomes one of
the most prominent challenges. This paper proposes an LVDG topology detection
method based on virtual impedance, utilizing measurement data from nodes in the
LVDG to achieve the detection of abnormal topological connections. Specifically, the
electrical distances between nodes are analyzed to establish a topology detection
model using virtual impedance. Then, the double hidden layer recurrent neural
network is proposed to fit the mapping relationships between variables in the
power flow constraints. The virtual impedance between nodes is solved. The value
of virtual impedance is used to determine whether the topological connection
between nodes is correct. Finally, the test results in the actual LVDG prove the
effectiveness of the proposed method.

KEYWORDS

low-voltage distribution grid, topology detection, virtual impedance, double hidden layer
recurrent neural network, power flow mapping

1 Introduction

The low-voltage distribution grid (LVDG) is an essential part of the power system, responsible
for delivering electricity to residential, commercial, and industrial end-users (Wei et al., 2022).With
the rapid growth of renewable energy and the increasing access to distributed power, the
development of LVDG is imperative (Azizivahed et al., 2020; Memmel et al., 2023). As the
complexity of LVDG increases, efficient and accurate topology detectionmethods become crucial to
ensure their reliable operation and optimal utilization (Wang et al., 2023a; Chen et al., 2023).

LVDG topology detection refers to detecting whether the nodes of the distribution grid
are connected correctly. Topology detection provides electrical grid structure data for LVDG
tasks such as power flow calculation and fault detection (Li et al., 2023), the foundation is
formed to conduct LVDG analysis. In recent years, by installing smart metering devices or
investing a lot of manpower to obtain the topology of LVDG, the economic cost of power
grid companies has greatly increased (Orlando et al., 2022). Therefore, LVDG topology
detection has gained increasing attention from scholars.
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At present, the topology detectionmethods for the distribution grid
can be broadly categorized into instrumentation method, signal
injection method, and data-driven method (Cao et al., 2023; Tang
et al., 2023). The instrumentation method requires deploying various
measuring instruments and meters in the LVDG, using real-time data
collected to analyze the topology and operational status of the LVDG
(Srinivas andWu, 2022). Similarly, the signal injectionmethod requires
the use of specific instruments to inject characteristic signals in advance,
and then identify them for completing the topology detection (Niu et al.,
2021; Alam and Payami, 2023). However, both instrumentation
method and signal injection method require the addition of
additional identification equipment and signal generators at the
terminals of LVDG. This may lead to the deployment and
maintenance of LVDG become more complex. Therefore, both
methods are not conducive to the topology detection of the entire
LVDG. They are only suitable for the detection of individual lines or
demonstration lines. With the popularity of smart meters, topology
detection is carried out by analyzing the relationship between
measurement data (Zhao et al., 2022). This method is called the
data-driven method. Based on the current balance relationship of
distribution line nodes, (Zhang et al., 2020; Liu et al., 2021), analyze
the distribution of user nodes on distribution lines. (Jorjani et al., 2021;
Wang et al., 2021) propose a data-driven method based on graph
theory, this method uses the measurement data of smart meters to infer
the topology of LVDG. However, existing research methods usually
adopt a single data feature. The accuracy of topology detection cannot
be guaranteed when faced with complex LVDG. Besides, they cannot
deal with topology detection in the case of missing terminal
measurement data and unknown line parameters (Xue et al., 2023).

Consequently, this paper proposes an LVDG topology detection
method based on virtual impedance. Firstly, based on the measurement
data from LVDG terminals, the electrical distances between
measurement nodes are analyzed. The concept of virtual impedance
is used to describe the degree of connection between nodes, then a
topology detection model based on virtual impedance is established.
Secondly, the Double Hidden Layer Recurrent Neural Network
(DHLRNN) is proposed to model the mapping relationships
between variables in the power flow constraints, aiming to calculate
the virtual impedance between nodes. Consequently, the topology of the
LVDG is deduced, enabling the detection of abnormal topology
connections. Finally, testing results in practical LVDG demonstrate
the effectiveness of the proposed approach.

The rest of the paper is arranged as follows: Section 2 introduces the
concept of virtual impedance. Section 3 proposes a topology detection
model and its solution method based on DHLRNN. Section 4 verifies
the effectiveness of the topology detection method proposed in this
paper. Section 5 gives the conclusion of this paper.

2 Virtual impedance-based LVDG
topology detection model

Based on themeasurement data of the LVDG terminals, this section
analyzes the electrical distance between the measurement nodes. The
concept of virtual impedance is used to describe the tightness of the
connection between nodes (Wang et al., 2023b). Therefore, it becomes
possible to determine whether nodes are correctly connected by

calculating virtual impedance. This is of significant importance for
monitoring and managing LVDG (Liu et al., 2022).

In LVDG, the electrical distance between nodes refers to the length
of the electrical path between two nodes. The calculation of electrical
distance involves the impedance, conductance, and other factors of the
line. Generally, a greater electrical distance between nodes indicates a
longer connection line between them. Long-distance distribution lines
will lead to increased impedance, resulting in increased line losses.
Therefore, to minimize line losses in the LVDG, the electrical distance
between nodes should be reduced as much as possible.

For the LVDG with n nodes, Ij, Xj, and Rj are defined as current,
reactance, and resistance in the cable segment. The impedance can be
expressed as Zj = Rj + jXj. cosδj represents the power factor. The
reactance can be represented as Xj = Rjtanδj. The active power loss,
reactive power loss, and total power loss of this cable segment can be
expressed as follows:

Pj � I2jRj cos δj
Qj � I2jXj sin δj � I2jRj sin δj tan δj
Sj � I2jRj + I2jXj � I2jRjsec

2δj

⎧⎪⎪⎨⎪⎪⎩ (1)

Based on the above formulas, the line losses PLOSS for the n-node
LVDG can be derived as follows:

PLOSS � P1 −∑n
j�2
Pj � ∑n

j�2
Ij⎛⎝ ⎞⎠2

R1sec
2δ1

+ ∑k
j�2
Ij⎛⎝ ⎞⎠2

R2sec
2δ2+/+∑n

j�k
I2jRjsec

2δj

(2)

Replacing the coefficient of IjIk withMjk to obtain the line losses
PLOSS:

PLOSS � P1 −∑n
j�2
Pj � M11I

2
1 +M12I1I2+/+MjkIjIk+/+MnnI

2
n

(3)
where P1 represents the active power of the smart meter outlet of the
distribution transformer node 1; Pj represents the active power at the
smart meter outlets from user node j; Ij is the output current of the
smart meter at user node j;Mjk represents the coefficient of IjIk in Eq
3; The value of Mjk depends on the topology of the LVDG and the
impedance values of transformers and lines in the grid.

When there is no connection between nodes j and k, the value of
Mjk is 0.When there is a connection, the value ofMjk equals the product
of the impedance values of each section at the upstream junction of
nodes j and k and the reciprocal square of the power factor. Therefore,
by analyzing the value ofMjk when j = 1, the virtual impedance values
between each pair of nodes are gradually derived.

3 DHLRNN-based topology detection
model solution methodology

3.1 Relationship mapping analysis of power
flow variables

In the calculation of virtual impedance, power flow variables
such as active power and voltage are involved. The mapping
relationship between these power flow variables is included in the

Frontiers in Energy Research frontiersin.org02

Xuan et al. 10.3389/fenrg.2023.1292095

154

https://www.frontiersin.org/journals/energy-research
https://www.frontiersin.org
https://doi.org/10.3389/fenrg.2023.1292095


power flow constraint equation. Therefore, fitting the mapping
relationship between power flow variables is essential, it
essentially reconstructs the power flow constraint equation.

In the power flow constraint equations, for an n-node LVDG,
there exists a unique, continuous, and differentiable function L such
that:

L I1, P2,/,Pn( ) � P1, I2,/,In[ ] (4)
The above analysis demonstrates the unique mapping

relationship between [I1, P2,···, Pn] and [P1, I2,···, In]. By
reconstructing the power flow constraint equations to fit the
mapping relationship between power flow variables, the
relationship between virtual impedance and power flow variables
can be derived.

3.2 Power flow mapping relationship fitting
based on DHLRNN

This paper adopts DHLRNN to fit the mapping relationship
between variables in the power flow constraints. DHLRNN consists
of a multilayer perceptron with two hidden layers. The nodes of the
hidden layer apply the activation function to the weighted sum of
their inputs, then the data is processed by a dynamic cyclic
connection. Therefore, the DHLRNN algorithm can effectively
handle non-linear fitting problems.

DHLRNN is a four-layer neural network, this neural network
comprises an input layer, an output layer, and two intermediate
hidden layers. The first hidden layer is responsible for computing the
activation function. The second hidden layer is responsible for
calculating the Gaussian function. After one round of
computation, the output signal is fed back to the input layer
through the feedback loop for the next round of calculation. The
forward propagation process of the K-layer DHLRNN algorithm is
as follows:

X � L 0( ) � I1, P2,/,Pn[ ]T
L i( ) � max 0,W i( )L i−1( ) + b i( )( ), i� 1, . . . ,K
Y � W K+1( )L K( ) � P1, I2,/,In[ ]T

⎧⎪⎨⎪⎩ (5)

where the input X is an n-dimensional vector consisting of the
injected currents at transformer nodes and the active power at other
nodes;W(i) represents the weight matrix of the i-th hidden layer; b(i)

represents the bias vector of the i-th hidden layer; The output Y is an

n-dimensional vector consisting of the active power at transformer
nodes and the injected currents at other nodes.

3.3 Topology connection detection based
on virtual impedance analysis

Based on the mapping relationship between the power flow
variables fitted by DHLRNN. The virtual impedance values between
nodes are calculated. The formula for solving the virtual impedance
is expressed as follows:

Mjk � exp
pj + pk

2
( )2

W i( ) + Ij + Ik
2

( )2

b i( )( ), i � 1,/, K (6)

where Mjk represents the virtual impedance between nodes j and k;
Pj and Pk represent the active power at the smart meter outlets from
node j and k; Ij and Ik represent the output current of the smart
meter at node j and k; W(i) represents the weight matrix of the i-th
hidden layer; b(i) represents the bias vector of the i-th hidden layer; K
represents the number of hidden layers of the DHLRNN, and the
value of K is 2.

The solved virtual impedance value is normalized. Mapping it to
the standardized range [0,1]. Assuming that the range of the virtual
impedance value is [Mmin, Mmax], the normalized formula is as
follows:

Mjk n � Mjk −M min

M max −M min
(7)

whereMjk_n represents the normalized virtual impedance value;Mjk

represents the virtual impedance value before normalization; Mmin

represents the minimum value of the virtual impedance value before
normalization; Mmax represents the maximum value of the virtual
impedance before normalization.

Then, the normalized virtual impedance value is compared with
the preset threshold. The calculation formula of threshold Mth is as
follows:

Mth � 1
n
∑n
i�1
Mi

jk g (8)

where, n represents the number of normalized virtual impedance
values; M i jk_g represents the i-th normalized virtual impedance
value.

FIGURE 1
Virtual impedance-based topological connection detection using DHLRNN.
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If the normalized virtual impedance values between nodes are
below the threshold, it indicates the existence of a topological
connection between the nodes. On the contrary, if the
normalized virtual impedance values between nodes exceed the
threshold, it indicates that there is no topological connection
between the nodes. By comparing the topological connection
detection result data obtained by this method with the

topological connection data recorded in the database. If the two
data are inconsistent, it indicates that there is an anomaly in the
topological connection between nodes.

The flow chart of virtual impedance-based topological
connection detection using DHLRNN is shown in Figure 1.

4 Case studies

In this paper, the LVDG in a practical area is tested. This LVDG
comprises 6 low-voltage distribution transformers and 358 end-
users. Data is collected at 96 time points (24 h) with intervals of
15 min each day. The proposed virtual impedance-based topology
detection method is validated on this LVDG.

Some historical active power and current amplitude data are
selected for training. Among them, 75% are training set data and
25% are test set data. Each sample includes the active power injected
by 30 user nodes and the current amplitude of the distribution
transformer node (1 × 31-dimensional vector). Each tag includes the
current amplitude of 30 user nodes and the active power injected by
the distribution transformer node (1 × 31-dimensional vector). The
number of layers in the neural network is 4, and the number of
neurons in the hidden layer is 185.

The adjacency matrix heatmap can visually illustrate the
connectivity between nodes. In the adjacency matrix heatmap,
darker colors typically represent stronger connections between
nodes. The lighter colors indicate weaker connections or the
absence of connections. The adjacency matrix heatmap obtained
using the proposed topology detection method in this paper is
shown in Figure 2.

From Figure 2, the 6 low-voltage distribution transformer areas
and 358 end-users of the LVDG are generally recognized. The user
with an abnormal topology connection is detected.

FIGURE 2
Heatmap of the adjacency matrix.

TABLE 1 Neural network comparison.

Neural network eMAPE/% emax/%

CNN 0.926 1.224

RNN 0.562 0.793

DHLRNN 0.301 0.416

FIGURE 3
The number of users with correct topological connections and the accuracy of detection.
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In order to reflect the superiority of DHLRNN over other neural
networks in the training process. In this paper, the mean absolute
percentage error (eMAPE) and maximum percentage error (emax) are
selected as the evaluation indexes to compare the performance of
DHLRNN, CNN and RNN neural networks in the training process.
As shown in Table 1:

From Table 1 compared with other neural networks, DHLRNN
has smaller prediction error and better data fitting ability.

Using the LVDG as an example, this paper compares the proposed
topology detection method based on virtual impedance with the
following three methods: 1) Based on the multi-period MILP model
to identify the topological relationship between nodes. 2) Identify the
topological relationship between nodes based on mutual information
Bayesian network. 3)Identify the topological relationship between nodes
based on a graph convolutional network. Figure 3 shows the number of
users with normal topology connections detected by the four methods
and the accuracy of detection.

From Figure 3, the topology detection method based on the
virtual impedance proposed in this paper has higher accuracy. This
method can adapt to more topology detection scenarios.

5 Conclusion

This paper proposes a virtual impedance-based LVDG topology
detection. The aim is to address the challenges of incomplete
measurement devices and unknown line parameters in LVDG
topology detection. The main contribution of this paper is
summarized as follows:

1) A practical LVDG topology detection method is proposed to
detect the end-user of LVDG topology with incomplete
measurement devices and unknown line parameters.

2) The electrical distance between measurement nodes is analyzed.
The concept of virtual impedance is used to describe the tightness
of the connection between nodes. Then a topology detection
model based on virtual impedance is established.

3) The DHLRNN is proposed to fit the mapping relationship
between variables in power flow constraints. Then the
mapping relationship is used to solve the virtual impedance.
The value of virtual impedance is used to judge whether the
topological connection between nodes is correct.

This method demonstrates relatively high accuracy in the
majority of topology detection scenarios. However, it may not

be suitable for detecting topologies in extremely complex
LVDG. Besides, the quality of node measurement data also
significantly influences the accuracy of topology detection.
Therefore, this method requires further refinement and
optimization.
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In deregulated electricity markets, predicting price and load is a common practice.
However, market participants and shareholders often seek deeper insights into
other system statuses associated with price prediction, such as power flow and
market share of generation companies (GenCos). These insights are challenging to
obtain using purely data-driven methods. This paper proposes a physics-based
solution for the probabilistic prediction of market-clearing outcomes, using real
sanitized offer data from the National Electricity Market of Singapore (NEMS). Our
approach begins with approximating the generator offers that have been
historically cleared. Using this pool of offer data, we propose a probabilistic
market-clearing process. This process allows for the probabilistic prediction of
market prices. By considering the power system network and its constraints, we
also naturally obtain probabilistic predictions of power flow andmarket shares. We
validate our approach using actual NEMS data. Our findings show that while the
overall performance of price prediction is comparable to existing methods, our
proposed method can also provide probabilistic predictions of other associated
system operating conditions. Furthermore, our method enables scenario studies,
such as the impact of demand-side participation and the penetration of rooftop
photovoltaic (PV) systems on the Uniform Singapore Energy Price (USEP).

KEYWORDS

electricity market, probabilistic forecast, market clearing, market share, Monte Carlo
simulation, National Electricity Market of Singapore, self-adaptive differential evolution,
k-means clustering

1 Introduction

The past few decades have witnessed the liberalization of electricity markets all over the
world (Bunn et al., 2021; Yang et al., 2019), including the National Electricity Market of
Singapore (NEMS) (Services, 2021; Energy Market Authority of Singapore, 2018). As a
fundamental aspect of these markets, electricity price prediction has been the subject of
extensive research (Zhao et al., 2008; Abedinia et al., 2017; Wan et al., 2017; Monte et al.,
2018; Nowotarski and Weron, 2018; Brusaferri et al., 2019; Chai et al., 2019; Afrasiabi et al.,
2020; He et al., 2020; Hong et al., 2020; Li et al., 2020; Fraunholz et al., 2021; Taylor, 2021;
Uniejewski and Weron, 2021; Meng et al., 2022; Heidarpanah et al., 2023). However, most
existing tools prioritize price prediction, often overlooking the comprehensive insights that
additional system parameters, such as power flow and market share of generation companies
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(GenCos), can offer. The repercussions of such an oversight can be
manifold. Without these nuanced insights, prediction models could
inadvertently misjudge critical supply–demand imbalances at
specific nodes. This, in turn, can lead to potential inaccuracies in
price forecasts. GenCos, if left uninformed about these pivotal
parameters, might grapple with challenges in streamlining their
offer-making decisions, inadvertently paving the way for market
inefficiencies. Furthermore, the lack of these comprehensive insights
might foster an environment ripe for market volatility, with
speculative bidding amplifying price fluctuations.

Over the past 2 decades, prediction techniques have significantly
advanced (Zhao et al., 2008; Abedinia et al., 2017; Wan et al., 2017;
Monte et al., 2018; Nowotarski and Weron, 2018; Brusaferri et al.,
2019; Chai et al., 2019; Afrasiabi et al., 2020; He et al., 2020; Hong
et al., 2020; Li et al., 2020; Fraunholz et al., 2021; Taylor, 2021;
Uniejewski and Weron, 2021; Meng et al., 2022; Zhou et al., 2022;
Heidarpanah et al., 2023). Point forecasting techniques, for instance,
have been widely adopted in this field (Abedinia et al., 2017;
Fraunholz et al., 2021; Hong et al., 2020; Heidarpanah et al.,
2023). In the NEMS, the market operator publishes point
forecasts for demand and the Uniform Singapore Energy Price
(USEP) (Energy Market Company, 2023). Probabilistic
forecasting, however, goes a step further. It reflects the
probabilistic and heteroscedastic nature of electricity price and
load, providing predictions in the form of intervals (Zhao et al.,
2008; Wan et al., 2017; Taylor, 2021; He et al., 2020), quantiles
(Uniejewski and Weron, 2021), and densities (Chai et al., 2019;
Brusaferri et al., 2019; Li et al., 2020; Afrasiabi et al., 2020). Zhao
et al. (2008) and Wan et al. (2017) construct optimal prediction
intervals. Taylor (2021) proposes expectile-bounded intervals. He
et al. (2020) introduce a method based on a deep neural network
model. To address the vulnerability of quantile regression averaging
(QRA) to low-quality predictors, a regularized variant of QRA is
proposed (Uniejewski and Weron, 2021). Density forecasting, which
provides comprehensive uncertainty information, has its own
advantages. Chai et al. (2019) propose a reliable strategy for
constructing predictive densities oriented toward continuous
ranked probability scores. A Bayesian deep learning-based
technique is developed by Brusaferri et al. (2019). Li et al. (2020)
combine density probabilistic load forecasts to enhance the
performance of the final probabilistic forecasts. Afrasiabi et al.
(2020) construct a deep neural network (DNN) model from
historical data to directly predict the probability density function
(PDF) of residential loads based on past time series.

Many AI-based models inherently focus on identifying patterns in
historical data, often sidelining real-world grid considerations, such as
transmission capacities, voltage limits, and other network-related
constraints. This data-driven approach can lead to predictions that,
while statistically accurate, are operationally infeasible, particularly in
complex scenarios or during events that stress the grid. Furthermore,
these models typically struggle to derive additional system parameters,
such as local marginal price (LMP), power flow, and themarket share of
GenCos, which are crucial for a comprehensive understanding of
market dynamics. The “black-box” nature of these models also
presents challenges in interpretability, making it difficult to
understand the rationale behind certain predictions.

In contrast, simulation-based prediction methods, which
account for the intricacies of the power system network, offer a

way to obtain these additional system parameters. However, there
exists limited literature on this topic. Ji et al. (2017) provide a
forecasting method from the vantage point of a system operator who
has access to system operating conditions. In a short-term
forecasting algorithm proposed by Zhou et al. (2011), supply-
offer behaviors are assumed static. Quadratic cost function and
lossless power flow are also assumed. Bo and Li (2009) investigate
the impact of load uncertainty on LMP forecasting. In these studies,
GenCos’ offers are often assumed or assigned as fuel-cost-based
functions due to the sanitization of generator offer data in a typical
electricity market.

One approach to this challenge is to approximate offers from
accessible historical data. In Durvasulu and Hansen (2018),
generator types are identified and clustered using only publicly
available data in the PJM market. Market-based cost functions
are then fitted and used in optimal power flow (OPF)
calculations to obtain the marginal cost. However, this approach
becomes more complicated due to the variability of available data
across different markets. For instance, in markets such as the NEMS,
the available dataset is more limited. Not only is the generator ID
sanitized, but so is the offer quantity. LMP is also not available, as
detailed in Figure 3, Section 2.

This paper presents a comprehensive solution for probabilistic
market prediction that addresses several key aspects in a single
package:

1. It takes into account the issue of data availability and bases the
modeling on sanitized data.

2. It incorporates network constraints, enabling the prediction of
other system parameters, such as power flow and generator
output, which are associated with price prediction.

3. It offers probabilistic prediction on price and other market-
clearing outcomes.

4. It serves as a platform for studying future scenarios, including the
impact of demand-side participation and increased penetration
of renewable energy.

The proposed methodology is validated using real NEMS data.
To the best of our knowledge, this work is the first to provide a
probabilistic prediction for price, market share, and power flow
using real-world sanitized data.

The framework for typical prediction methods is shown in
Figure 1A. Figure 1B shows how we address the four points
mentioned previously. To tackle the data availability issue (point
1), the first step is to estimate historically cleared offers based on
accessible data, for which we develop an optimizationmethod. In the
second step, we sort the offer data estimated from the first step using
a clustering technique. We derive clusters of functions, representing
possible offers using regression, and then assign them to generators,
each with associated conditional probabilities. The obtained offer
curves enable the calculation of optimal power flow (OPF),
addressing point 2. In the final step, we propose a conditional
probabilistic market-clearing process. With load forecast as the
input and using Monte Carlo simulation, we can obtain
probabilistic estimates of price along with other market-clearing
outcomes, addressing point 3. Since our methodology is physics-
based, we can conduct scenario studies with assumed system
parameters, addressing point 4.
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The remainder of this paper is structured as follows: Sections
2–4 detail the proposed methodology against the backdrop of the
NEMS. A solution for the historical offer estimation with sanitized
information is proposed in Section 2. The formulation of conditional
offer functions is presented in Section 3. A probabilistic clearing
process for market prediction is proposed in Section 4. In Section 5,
actual NEMS data are used to validate the methodology. Its
performance is benchmarked against both classical and advanced
prediction methods. In Section 6, future scenarios are studied.
Section 7 concludes the paper.

2 Historical offer estimation

2.1 Market basics

In the NEMS, the following data are available either publicly or
through subscription (Energy Market Company, 2023; Energy
Market Authority, 2023): historical USEP and load for each area,
registered information of generating units, overhaul schedule
(i.e., generator’s availability) and its marginal price (i.e., offer
price cleared historically), daily market share of GenCos, and
load forecasts. The 230 kV and 400 kV transmission network
lines of the Singapore power system are available in Limited

(2016), Joseph et al. (2021), and Global Energy Network
Institute, 2023.

Figure 2 shows forms of offers and pricing throughout the
market-clearing process, as well as their data availability in the
NEMS. Like many modern electricity markets, the NEMS uses nodal
pricing. This means that, subject to the physical properties and
constraints, electricity price varies across transmission nodes.
Unique to the NEMS, while generators are paid the nodal price
(local marginal price or LMP), consumers are charged a uniform
price to prevent locational disadvantages. This is referred to as the
Uniform Singapore Energy Price or USEP.

Definition (Uniform Singapore Energy Price): USEP is the
weighted average of LMP over all the nodes that withdraw energy:

pU
t �

∑NB

i�1
pL
i,t · qDi,t

∑NB

i�1
qDi,t

, (1)

where pL
i,t and qDi,t are LMP of node i and demand at period t,

respectively. NB is the total number of buses in the system.

2.2 Approximating historically cleared offers

An offer in the context of electricity markets consists of a price
and its corresponding quantity. As illustrated in Figure 2, in the
NEMS, only cleared offer price and historical USEP are available. As
outlined in Figure 1, our initial step is to approximate the offers that
have been cleared historically. To achieve this, we formulate an
optimization problem. The objective of this problem is to
approximate the historical quantity (as shown in the second
block of Figure 2) in such a way that the resulting USEP
estimation closely matches the recorded values (2). In this paper,
the terms “offer” and “price–quantity pair” are used
interchangeably.

FIGURE 1
Comparison of market prediction methods: (A) typical method for market price prediction; (B) proposed method for comprehensive market
prediction.

FIGURE 2
Offers and pricing throughout the market-clearing process and
data availability in the NEMS.
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Minimize:

pU
t − p̂U

t

∣∣∣∣∣ ∣∣∣∣∣, (2)

where pU
t and p̂U

t are the actual and estimated USEP at the tth
period, respectively.

In the setup of this problem, qDi,t and NB in (1) are known, and
the LMP pL

i,t is determined by the marginal price and quantity of the
generators. Therefore, (1) becomes

p̂U
t �

∑NB

i�1
p̂L
i,t · qDi,t

∑NB

i�1
qDi,t

. (3)

In this paper, p represents the price ($/MWh), while q is the
quantity (MW). The LMP pL

i,t at bus i is defined as the price to serve
the next MW of load at that location as expressed in (4):

pL
i,t � C qDi,t+1( ) − C qDi,t( ), (4)

where C(.) is the total production cost of all generators. The
estimated LMP p̂L

i,t also depends on the generators’ accepted
offers:

p̂L
i,t � C pMt , q̂

M
t , q

D
i,t+1( ) − C pMt , q̂

M
t , q

D
i,t( ), (5)

where pMt and q̂Mt denote vectors of accepted prices and estimated
quantities cleared of all generators at t as expressed in (6) and (7),
respectively:

pMt � pM
1,1,t, p

M
1,2,t,/, pM

2,1,t, p
M
2,2,t,/, pM

g,j,t[ ], g ∈ 1, NG[ ], j ∈ 1, Ng[ ],
(6)

q̂Mt � q̂M1,1,t, q̂
M
1,2,t,/, q̂M2,1,t, q̂

M
2,2,t,/, q̂Mg,j,t[ ], g ∈ 1, NG[ ], j ∈ 1, Ng[ ],

(7)
where pM

g,j,t and q̂Mg,j,t represent the price and estimated quantity
cleared historically, respectively, for the jth generator from the
gth GenCo at period t.NG represents the total number of GenCos
in the system, and Ng is the number of generators in the gth
GenCo.

In addition to the typical constraints for DC power flow
calculations, such as power limits and balance, and branch limits,
the function C(.) is also subjected to an additional
constraint—GenCos’ market shares. In the NEMS, the historical
data of each GenCo’s daily market share are known, as represented
by (8):

∑24h

t
∑Ng

j

q̂Mg,j,t � qg, (8)

where qg is the total daily production of GenCo g. It is worth noting
that only the output of GenCos, rather than individual generators, is
given. A GenCo typically owns multiple generators, hence the
summation in (8). Furthermore, if generators under the same
GenCo have the same type and capacity, and their cleared prices
are the same, we assume that they share the same quantity, as
expressed in (9):

q̂Mg,j1,t � q̂Mg,j2,t, ifp
M
g,j1,t � pM

g,j2,t, j1,j2 ∈ 1, Ng[ ]. (9)

As can be seen from the aforementioned formulation, the
optimization aims to estimate historically accepted offer quantity
q̂Mt so that the resultant USEP pMt for each period closely matches the
actual USEP, while observing all transmission limits and additional
market constraints. Given the typically large number of generators
and their capacities, there could be many solutions to q̂Mt . (8) and
(9), along with network constraints, help narrow down the solution
space. If a solution cannot be found, (9) is relaxed.

2.3 Solution

The solution to the aforementioned problem is illustrated in
Figure 3. In the present study, we have chosen to employ the self-
adaptive differential evolution (SaDE) algorithm, as detailed in Qin
et al. (2009), given its demonstrated efficiency in optimization tasks.
One of the primary advantages of SaDE over traditional
evolutionary algorithms (EAs) is its intrinsic ability to converge
more rapidly. This accelerated convergence is achieved through
SaDE’s unique capability to adaptively select learning strategies and
fine-tune control parameters throughout the evolutionary process
(Qin et al., 2009; Qin and Suganthan, 2005). Unlike many other
algorithms that require manual parameter tuning, SaDE’s self-
adaptive mechanisms render it more user-friendly and often
more robust across a variety of optimization challenges. By
dynamically balancing exploration and exploitation phases, SaDE
reduces the risk of premature convergence, often a challenge in
traditional EAs. Furthermore, the algorithm’s adaptability means
that it is less sensitive to initial parameter settings, thereby offering a
level of flexibility seldom found in conventional differential
evolution approaches. This dynamic and adaptive nature of SaDE
ensures a holistic and efficient optimization process, making it a
compelling choice for our research.

For corroboration, basic EA options, such as the genetic
algorithm (GA), are also employed. The power flow can be
solved using MATPOWER (Zimmerman et al., 2011). In this
problem, the offer quantity is the variable, while the price is
given. Therefore, the cost/offer functions for generators are
constant functions within each iteration.

FIGURE 3
Flowchart for calculating cleared offers.
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3 Conditional probabilistic offer
functions

Once the estimated offer quantity q̂Mt for each period is
determined, we form the historical data pool of offers. Assuming
that a generator would not significantly change its offer strategy,
each data point (pM

g,j,t, q̂
M
g,j,t) represents a possible offer the generator

might make in the future. However, those data points cannot be
directly used in market-clearing or OPF calculation, where offer
functions are required.

Figure 4 plots the historical price–quantity pairs of a typical
generator (the 8th) in the NEMS. It can be observed that most of the
time, the cleared offer price is under 300 Singapore dollars per
MWh. However, there is also a possibility that the price may exceed
1,000 $/MWh. In this paper, “$” denotes the Singapore dollar.

Second, generators choose their offer submissions based on
various market conditions. As a result, these multiple choices of
offers need to be modeled. In this part of our model, we form offer
clusters and regress offer functions. Each cluster/function is
associated with its respective probability. The framework for this

step is summarized in Figure 5, with the details provided in the
following subsections.

3.1 Clustering

To reflect the decision-making process of GenCos, the offers
obtained in the first step (Section 2) are classified into clusters. Each
cluster represents a group of price–quantity pairs from which a
generator might choose its offer. For instance, as depicted in
Figure 4, the offers made by generator 8 can be clustered into
four groups.

There are many clustering techniques available. In this paper, we
use k-means clustering (Arthur and Vassilvitskii, 2006). The
probability of selecting an offer from cluster k is proportional to
the number of data points in that cluster, as shown in (10).

Pr k( ) � Nk∑kNk
, (10)

where Pr(k) is the probability of cluster k and Nk is the number of
data points in the cluster.

After clusters are formed, an offer function is used as a
representation of each cluster.

3.2 Conditional offer-making

Variables that influence electricity prices are listed in Chai et al.
(2019). Unlike the Nordic system (Chai et al., 2019), the Singapore
power system primarily relies on domestic generation, with no
presence of hydropower and nuclear power. Among the
accessible data in the NEMS, conditions affecting generators’
offer-making include demand, generation, time of the day, and
day of the week. Under these conditions, (10) becomes

Pr k
∣∣∣∣QG, QD, t( ) � Nk QG, QD, t( )∑kNk QG, QD, t( ), (11)

FIGURE 4
Historical price–quantity pairs of a generator in the NEMS (from 1 January 2019 to 30 September 2019).

FIGURE 5
Flowchart for obtaining conditional probabilistic offer curves.
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where Pr(k | .) is the probability for an offer to be chosen from the
kth cluster, QG is the total capacity of generation, QD is the load
demand, t is the period of the day, and Nk(.) is the number of data
points in cluster k under conditions. With this conditional filter
applied, the data points are refined and better represent offers made/
cleared under conditions. Figure 6 shows offer data filtered with
conditions.

Within each filtered cluster of the dataset, conditional offer
functions can be obtained using either linear or polynomial
regression. In this paper, linear regression is used, as illustrated
in Figure 6. For this combination of conditions (Figure 6A), the
probabilities associated with the four offer functions (from bottom
to top) are 94.51%, 4.38%, 1.09%, and 0.36%, respectively. In
addition, the set of offer curves varies with the conditions. For
example, the offers made by the same generator during an early
period of the day could only exist in the lowest cluster, as shown in
Figure 6B.

When applying conditions/filters to the offer data, we consider
the following:

1) While results could benefit from an increased number of clusters
and effective conditions in (11), data points with matching
conditions might become sparse as each additional condition
may filter out some data points. In this regard, more data are
required to ensure that the offer functions obtained from the
regression are good representatives of respective clusters. This is
especially true for high-price-point clusters since their
occurrence is far less frequent.

2) Conditions used are subjected to data availability. Both historical
and projected conditions are required. Datasets with matching
conditions are selected to perform prediction. In the NEMS,
both scheduled generator status and load forecast are available.
They are the input of the model (Figure 7). Although price
variations, especially price spikes, are more likely to be related to
emergencies, the true causes and relevant records are not publicly
available in the NEMS. Neither do forecasts on emergencies exist.

3) For conditions such as the total generation capacity QG,
historical records that exactly match a given value could be
limited. In that case, offer points corresponding to adjacent
generation capacities are used to facilitate regression. The
k-nearest neighbors technique fulfills this task (Altman, 1992;
Friedman et al., 1977).

4 Probabilistic market-clearing

The concept of probabilistic market-clearing is integral to our
approach. Instead of relying on deterministic values, we employ a
probabilistic method that accounts for uncertainties inherent in the
electricity market. The crux of our probabilistic market-clearing
method lies in the utilization of Monte Carlo simulation. This
simulation leverages the conditional offer functions and their
respective probabilities, which we previously derived. The process
involves multiple iterations, each time selecting offer functions
based on their conditional probabilities and subjecting them to
random sampling.

FIGURE 6
Example of offer data and fitted offer functions, under conditions of capacity margin, time of the day, and day of the week. [Offers made between (A)
13:00 and 13:30 and (B) 6:30 and 7:00 of the typical working day from 1 January 2019 to 30 September 2019.].

FIGURE 7
Flowchart of probabilistic market-clearing for comprehensive
market prediction.
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For each iteration, the selected offer functions play a pivotal role
in market-clearing. Here, we calculate the LMP and USEP using Eq.
3. This iterative method ensures that the resulting solution is stable
and reflective of market dynamics. To ensure convergence and
computational efficiency, we have set specific criteria: the
simulation halts when the change in variance across
1,000 consecutive iterations is less than 0.1%. An upper limit of
1,000,000 iterations is set to prevent excessive computation.

The primary objective of market-clearing in the NEMS, in the
absence of demand-side bidding, is to minimize the total cost,
represented as C(pMt , q̂Mt ). For the detailed computation of power
flow and network losses, we employ MATPOWER (Zimmerman
et al., 2011), a widely acknowledged tool in the domain. For an in-
depth understanding of the market-clearing process, especially its
formulation in the NEMS, readers are directed to refer to Zhou et al.
(2016) and Gao et al. (2017).

5 Numerical study

Data from the NEMS spanning from 1 January 2019 to
30 September 2019 are used for verification. During this
period, there were 46 registered generators in the NEMS, with
their capacities ranging from 4.8 to 431 MW. The total capacity
was 9.51 GW, and the peak load was 7.24 GW. There were
48 trading/dispatch periods in a day. The proposed
methodology is used for day-ahead market prediction. A 3-
week dataset is selected for testing, while the remaining
datasets are used for modeling.

5.1 Historical offer estimation

The proposed methodology for historical offer estimation
(Section 2) is implemented in the MATLAB environment. Offer
quantities q̂Mg,j,t for 12,096 periods (269 days) are estimated. Given
the computationally intensive calculation involved, the high-
performance computing platform of Nanyang Technological
University (Nanyang Technological University, 2021) is used. A
total of 400 CPU (AMD EPYC™ 7702 2.0 GHz) cores/workers are
deployed in parallel. Using the SaDE algorithm (Qin et al., 2009), it
takes approximately 40 h to converge. It should be noted that this
step of offer approximation is carried out offline, as the estimated

offers serve as the basis for the following steps and would not change
once calculated.

Figure 8 shows the histogram of the values of the objective
function (1). The average of the USEPs for the 9-month period is
98.28 $/MWh. The mean error between the calculated and actual
USEPs ((1)) is 0.084 $/MW (i.e., 0.084% of the average USEP);
99.52% of the cases result in errors less than 1%.

5.2 Comprehensive market prediction
results

With the estimated historical price–quantity pairs, we can
determine offer functions with conditional probabilities (Section
3), followed by USEP forecasting using probabilistic market-clearing
(Section 4). The number of clusters k is set to 7. The prediction
results for a typical day and a day with price spikes are shown in
Figures 9A, B, respectively.

For a typical day in the NEMS, the USEP is approximately 100 $/
MWh in 2019. However, there are possibilities to witness price
spikes, especially during the periods from 10:30 to 12:00 and 13:00 to
14:00. The distribution of the prediction is more converged during
the early hours. This is because, historically, the prices during early
hours are most likely to settle approximately 100 $/MWh.

Generally speaking, the prediction errors mainly stem from
errors in 1) the offer estimation (Section 2) and 2) the clustering,
filtering, and linear regression (Section 3). The benchmark for USEP
prediction and its comparison with other methods are discussed in
the following subsection.

The prediction results for daily market share are shown in
Figure 10. The predicted results for typical normal days are close
to the mean values (Figure 10A), whereas the prediction is more
scattered for a day with price spikes (Figure 10B). This is because
generators’ offers are more likely to settle in lower price tiers on a
normal day, leading to more converged results, as shown in
Figure 10A. This is consistent with the observations in price
prediction, as shown in Figure 9. It is important to remember
that in the NEMS, only daily market share is available (according
to (8)). The calculated market shares for each period and each
generator (Section 2) could differ from the actual market shares.

5.3 Performance benchmarking

The performance of USEP prediction is evaluated against both
classical and advanced prediction models. These include a basic
empirical unconditional density forecast model (EU), a classical
time-series model—generalized autoregressive conditional
heteroskedastic model (GARCH) with the Gaussian error
distribution (Jónsson et al., 2014), and three AI models—an
extreme learning machine logistic continuous ranked probability
score-based ensemble model output statistics (ELC-EMOS) (Chai
et al., 2019), a regularized quantile regression averaging method
which utilizes the least absolute shrinkage and selection operator
(LQRA) (Uniejewski and Weron, 2021), and a combined model
(Combine) (Li et al., 2020).

The continuous ranked probability score (CRPS) is used for
benchmarking. The CRPS measures the closeness of forecast

FIGURE 8
Performance of the offer estimation—histogram of USEP errors.
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distribution to the corresponding observation and is one of the
popular indices for measuring the performance of probabilistic
prediction (Chai et al., 2019; Li et al., 2020; Afrasiabi et al., 2020;

Matheson and Winkler, 1976; Hersbach, 2000; Gneiting et al., 2007;
Gneiting and Raftery, 2007; Zhang et al., 2020). The same NEMS
data are used for training and testing, respectively. However,

FIGURE 9
USEP prediction results vs. observations: (A) 102nd day (12 April) and (B) 76th day (17 March) in 2019.

FIGURE 10
Prediction results for daily market share vs. its observation: (A) 102nd day (12 April) and (B) 76th day (17 March) in 2019.
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network constraints are not considered in the benchmark models.
For quantile forecast, quantiles 0.01 to 0.99 are estimated in steps
of 0.01.

Table 1 presents a comparative analysis of daily average CRPS
for selected testing cases, bifurcated into normal days and days with
price spikes. Among the selected 21 testing cases, two
groups—normal days and days with spikes—are formed and
benchmarked. Among them, 11 are normal days in which the
daily average USEP varies from 87.30 to 107.61 $/MWh, and
10 days with price spikes in which the daily average varies from
112.01 to 520.58 $/MWh. The smaller the CRPS score, the better the
performance.

5.3.1 Classical methods
Among the classical methods, the EU stands out for its

simplicity, relying on a constant empirical distribution.
Information such as QG, QD, and t in Section 3.2 is not applied
in the EU. However, its performance lags behind, as evidenced by
the highest CRPS scores. The GARCH model shows improvement,

attributing its better performance to its heteroscedastic modeling
(Jónsson et al., 2014).

5.3.2 AI-based methods
Turning to AI-based methods, they collectively outperform their

classical counterparts. The combined method slightly edges out
others in both normal days and days with spikes. This indicates
the potential of AI in capturing intricate patterns and nuances in
the data.

5.3.3 Proposed method
Our proposed method outperforms, especially during days with

price spikes. While it competes closely with AI-based methods on
normal days, it takes a clear lead during volatile days. When
comparing the proposed method, for normal days, our proposed
method is on par with AI-based methods, while AI methods have
slight edges. The average CRPSs for ELC-EMOS, LQRA, Combine,
and the proposed method are 7.89, 8.15, 7.51, and 8.16 $/MWh,
respectively. As discussed in Section 3.1 and Section 3.2, increasing

TABLE 1 Daily average CRPS (S$/MWh) benchmarks.

Day Classical AI-based Proposed method

EU GARCH ELC-EMOS LQRA Combine

Normal days 70 11.95 11.12 10.86 11.02 10.94 11.74

84 12.73 9.47 9.03 9.12 7.82 5.97

86 12.49 8.93 8.54 8.77 6.16 5.97

102 8.88 9.14 7.37 8.78 9.01 9.03

105 9.44 8.82 8.20 8.12 7.84 10.9

116 13.87 5.87 6.50 5.88 5.15 6.21

134 13.32 6.54 6.12 6.13 7.28 7.58

180 7.45 6.68 5.59 5.59 5.55 6.25

197 11.51 7.34 5.31 5.98 5.14 9.97

237 13.71 11.36 10.23 11.33 8.45 7.06

273 13.69 10.77 9.14 8.90 9.32 9.03

Avg 11.73 8.73 7.89 8.15 7.51 8.16

Days w/spikes 47 60.01 53.10 51.78 52.62 45.35 39.74

76 70.84 48.58 50.41 48.92 48.51 47.90

80 53.76 48.19 44.36 45.69 44.45 44.79

83 48.86 42.65 42.26 44.31 40.31 38.68

185 44.73 48.81 43.93 42.12 41.52 39.29

186 56.00 36.91 31.16 29.67 30.78 31.89

204 22.23 29.50 23.11 17.16 16.51 14.18

235 27.02 34.05 28.22 30.33 27.13 21.06

255 13.80 10.37 11.26 9.56 10.22 7.68

268 23.25 23.56 21.51 19.12 21.52 16.98

Avg 42.05 37.57 34.80 33.95 32.63 30.22

The lowest values are marked in bold.
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the number of clusters can be one solution to improve the results.
The offer information is distilled and represented by a limited
number of linear functions. For a given number of explanatory
information (i.e., conditional filter QG, QD, and t), an increased
cluster number means less loss of information due to regression.
However, more historical data are also required accordingly.

For days with spikes, on the other hand, the proposed method
takes a clear lead in terms of CRPS. The average CRPSs for ELC-
EMOS, LQRA, Combine, and the proposed method are 34.80, 33.95,
32.63, and 30.22 $/MWh, respectively. This can be mainly attributed
to the following reasons: first, USEP in Singapore context is a form of
local marginal pricing that considers the grid’s network property,
which conventional AI-based prediction models do not take as the
input. Compared with normal days in which offers are cleared at
similar prices, the network’s effect on LMP becomes pronounced
when more generators’ offers are cleared at high price points. As a
result, the LMP on the bus increases. As the weighted average of
LMPs (1), USEP also increases.

The advantage of our method can be ascribed to two key factors:
Network influence on LMP: The inherent network properties of

the Singapore grid play a pivotal role in shaping USEP, especially
during high-clearance offers. Traditional AI models (Wan et al.,
2017; Chai et al., 2019; Wan et al., 2014) often overlook this
constraint. Our method, however, integrates these network
effects, leading to enhanced prediction accuracy.

Data constraints on AI models: While AI-based methods
typically thrive on large datasets, our study was constrained to
9 months of data. This limitation could pose challenges in tuning
AI models, potentially leading to suboptimal performance.

The results underscore the importance of considering network
properties and constraints in electricity market predictions. While
AI offers promise, its efficacy is often contingent upon data
availability. Our proposed method, which seamlessly blends these
considerations, emerges as a robust solution, especially during
market volatilities.

6 Scenario study

6.1 Impact of demand-side participation

The proposed method also has the advantage of being able to
study future scenarios with varied system parameters. For instance,
the NEMS is actively considering consumers’ participation in the
price discovery process, such as demand-side bidding (Energy
Market Authority, 2013). To study the impact, fixed-rate pricing
schemes for demand-side bidding are assumed. Apart from the
pricing, another influencing factor is the penetration level of the
dispatchable load, defined here as the proportion in relation to the
annual peak load. In this case, 1% of the penetration level is
equivalent to 72.37 MW. The dispatchable load is assumed to be
distributed across the whole network in proportion to demand on
each node. In our model, it is treated as generators with negative
output. A price floor of 300 $/MWh for demand-side bidding in the
NEMS is designed to address the potential gaming issue (Energy
Market Authority, 2013).

By varying the price and the penetration level of the dispatchable
load in the system, the changes in the average USEP can be obtained,

as shown in Figure 11. It can be seen from the figure that USEP drops
with the demand-side’s participation. For a given amount of
dispatchable load, the reduction in USEP decreases with the
increase in the bidding price. For instance, with 1% penetration
and 300 $/MWh bidding price, the USEP reduction is 1.30 $/MWh
(1.32% of the average USEP). Increasing the price up to 500 $/MWh,
the USEP reduction remains similar. The impact of demand-side
bidding dwindles when its price is between 600 and 1,000 $/MWh.
Beyond 1,000 $/MWh, its effect on USEP reduction diminishes. The
higher the bidding price, the smaller the chance it can be cleared.
This observation becomes more noticeable with higher penetration
levels.

The second observation concerns the penetration level. Given
the bidding prices, the USEP continuously reduces as the capacity of
dispatchable load increases, but not always in a linear way.When the
price is low, for example, 300 $/MWh, the USEP reduction is almost
in a linear relationship with the penetration level. As the price
increases, especially approximately from 600 to 900 $/MWh, the
USEP reduction does not grow in proportion with the penetration
level. The explanation is that at lower prices, bids from the demand-
side compare favorably with generators. However, at higher price
levels, offers from traditional generators start to compete despite
increased participation of flexible load. From the aforementioned
results, the flexible load can hardly be cleared when the bidding price
is higher than 1,000 $/MWh.

6.2 Impact of rooftop PV penetration

Singapore’s access to renewable energy sources is limited, with
solar photovoltaics (PVs) being one of the few options. Given the
country’s land constraints, rooftop PV installations have become a
popular solution. We obtained power measurement data from a
typical commercial building equipped with solar panels. This
building consumes approximately 60 MWh of energy daily, and
its rooftop PV system has a capacity of 1 MWp. Commercial loads
account for 35% of the Singapore’s total demand, with the majority
located in the central area.

We studied the impact of rooftop PV systems on USEP by
assuming that similar PV systems are installed on other commercial
buildings. The penetration level of rooftop PV, defined as the
installed capacity, ranges from 0 to 1 MWp per 60 MWh
commercial load. Offer strategies from GenCos are assumed to
remain the same. Table 2 shows the average daily USEP reduction
under different rooftop PV penetration levels.

The table reveals that an increase in PV capacity indeed lowers
the electricity price by reducing demand. The price drop is
approximately proportional to the PV penetration level. With the
highest coverage (1.0 MWp per 60 MWh of demand), the PV system
can support up to 2.46% of the total daily demand on a sunny day
(solar radiation intensity ranging from 800 to 1000 W/m2 around
solar noon, a typical intensity for clear days in Singapore’s equatorial
climate (The National Environment Agency, 2023)). In our
experiments, this translates into a modest reduction (0.93%) in
the daily USEP.

The limited impact can be attributed to three contributing
factors: 1). PV can only operate during daylight hours
(approximately 10 h), leaving the USEP unchanged for the
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remaining periods. Additionally, sunlight availability is not always
guaranteed; 2). the penetration of PV is still relatively limited when
installed solely on commercial buildings’ rooftops; and 3). the USEP
is the weighted sum of LMP across all nodes, which means the
overall impact is diluted on average.

7 Conclusion

This paper introduces an innovative analytical method tailored
for electricity market prediction, especially in scenarios with
incomplete market offer data. Our research underscores the
following key findings and contributions:

1. Comprehensive predictions: Beyond price forecasts, our approach
furnishes crucial insights into GenCos’ market shares and load
flows, adding depth to market predictions.

2. Performance benchmarking: Using real NEMS data, our method
displayed superior performance, particularly during price spike
events.

3. Scenario analyses: Our studies highlighted the potential of
demand-side bidding to mitigate the USEP, with effects varying
based on bidding price and dispatchable load capacity. Moreover,
rooftop PV implementations on commercial infrastructures were
found to exert a modest downward effect on prices due to solar
energy limitations and installation capacities.

4. Methodological advantages: The approach stands out for its
adaptability to other deregulated electricity markets, even
without complete historical offer data. Its provision of
added predictive parameters aids market stakeholders in
gauging potential market outcomes. Furthermore, its
physics-based nature paves the way for diverse scenario
studies.

In essence, this work offers a robust and adaptable toolkit for
electricity market prediction, promising expansive applications and
avenues for future exploration.

8 Future work

While our methodology provides a comprehensive approach
to predicting GenCo’s offer-making decisions, it is worth noting
that we have based our predictions on a set of factors including
demand, generation, time of the day, and day of the week. In real-
world scenarios, GenCos often base their decisions on a myriad of
factors, especially in situations leading to price hikes. For
instance, external factors, such as weather patterns, can
significantly influence energy demand, especially with the
increasing penetration of renewable energy sources. Similarly,
broader economic indicators can hint at potential changes in
energy consumption patterns.

FIGURE 11
Impact of dispatchable load on the USEP, with fixed-rate pricing.

TABLE 2 Impact on USEP of rooftop PV penetration on commercial buildings in Singapore.

Rooftop PV penetration level (MWp per 60 MWh commercial load) Average daily USEP reduction ($/MWh) %

0.10 0.13 0.13

0.33 0.31 0.32

0.50 0.45 0.46

1.0 0.92 0.93
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To enhance the predictive accuracy of our model, future
research endeavors should delve deeper into integrating these
additional factors. Incorporating weather data, for example, can
provide insights into potential changes in demand due to
temperature variations. Similarly, studying economic indicators
can give a clearer picture of how broader economic trends might
influence energy consumption and, consequently, GenCo offers.
While our study has been tailored to the unique intricacies of the
Singaporean electricity market, it would be invaluable to apply this
methodology to other electricity markets. This would not only test
the model’s universal applicability but also highlight potential
adjustments required to cater to different market dynamics and
structures.
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Nomenclature

p Price ($/MWh)

q Quantity (MW)

t Index of the time period

i Node/bus index in the grid

NB Total number of buses in the system

g Index of the generation company (GenCo)

NG Total number of GenCos

j Index of the generator from the gth GenCo

Ng Total number of generators from the gth GenCo

pUt and p̂Ut Actual and estimated Uniform Singapore Electricity
Prices (USEPs) at the tth period, respectively

pLi,t and p̂
L
i,t

Actual and estimated node i’s local marginal price (LMP)
at period t

qDi,t Node i’s demand at period t

C(.) Total production cost of all generators

pMt Vectors of accepted prices of all generators at t

q̂Mt Vectors of estimated quantities cleared of all generators at t

pMg ,j,t Actual price cleared for the jth generator from the gth GenCo at
period t

q̂Mg,j,t Estimated quantity cleared for the jth generator from the gth
GenCo at period t

qg Total daily production of GenCo g

Pr(.) Probability

Nk Number of data points in the kth cluster from estimated price–quantity
pairs

Nk(.) Number of data points in cluster k under conditions

QG Total capacity of generation

QD Load demand
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A fast-partitioning decision
method for demand side
resources based on grid resilience
assessment

Yueping Kong*, Shihai Yang, Meimei Duan, Yuqi Zhou,
Zecheng Ding, Tingquan Zhang and Ju Sheng

Marketing Service Center of State Grid Jiangsu Electric Power Co., Ltd., Nanjing, China

With the large-scale renewable energy integrated into the distribution grid, the
grid’s regulating ability and disturbance tolerance are weakening. When
partitioning demand-side resources, it is necessary to enhance resilience to
ensure the reliability of electric power. This paper proposes a fast-partitioning
method that considers resilience, structure, and functionality to adapt to the
evolving requirements of the distribution system. Specifically, the comprehensive
partition index system is constructed with the resilience assessment index
reflecting the ability of partitions to withstand and mitigate the effects of faults,
the modularity index based on electrical distance, and regional power balance
indexes. Meanwhile, a modified genetic algorithm is proposed to calculate the
comprehensive partition index. The modified algorithm first uses a sensitivity
matrix to perform initial partitions and construct initial populations. Then, it
utilizes a triangular network adjacency matrix for chromosome encoding,
significantly reducing the algorithm’s search space and enhancing partitioning
efficiency. Finally, the applicability and effectiveness of the proposed method are
verified through simulation analysis of the IEEE 28-node system.

KEYWORDS

resilience assessment, demand-side resources, modified genetic algorithm, distribution
network, fast-partitioning decisions

1 Introduction

With the large-scale renewable energy integrated into the distribution grid, the
unpredictability and time-varying nature of various distributed energy sources and loads
have presented challenges for the planning, operation, and dispatch in distribution networks
(Mi et al., 2023). In terms of grid operation, the power supply mode in the electrical system
has transitioned from “generation following demand” to “interactive generation and
demand” (Luo et al., 2021). Traditional distribution network planning typically focuses
on radial supply networks from a single power source (Khezri et al., 2022). However, in the
context of a high percentage of new energy access, multi-source supply and the uncertainty
in renewable energy output have made distribution network planningmore complex (Fu and
Zhou, 2023). Regarding grid dispatch, distributed energy sources have small individual
capacities and are dispersed, and they are constrained by admission rules, limiting their
flexibility to participate in grid dispatch actively (Wen et al., 2021). This limitation can lead
to resource wastage due to insufficient system accommodation capacity (Zhang et al., 2023).
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Traditional centralized control strategies need to shift towards
decentralized control, considering the integration of distributed
energy sources and loads on urban power grids (Cao et al.,
2022). This change has led to a need for demand-side resources
partitioning Demand-side resources partitioning primarily involves
the combination of distributed energy devices to facilitate self-
organization and self-management within partitions.
Simultaneously, interregional coordination is achieved through
grid dispatch and management (Wei, 2015). Presently, there has
been some scholarly inquiry into demand-side resource partitioning
strategies. The current research on demand-side resources
partitioning primarily revolves around addressing two key
challenges: partitioning criteria and partitioning algorithms. The
process typically begins with the establishment of partitioning
criteria based on specific objectives. Subsequently, appropriate
partitioning algorithms are selected to iterative indexes for
partitioning criteria, ultimately achieving the best possible
partitioning solution. The criteria for partitioning typically
revolve around assessing the degree of interdependence among
partitions. Specifically, they emphasize weaker interdependencies
between partitions to promote specialization and stronger intra-
partition connections to encourage collaboration. Partitioning
algorithms are often determined by the characteristics of the
partitioning criteria’s indicators, with a primary focus on
clustering analysis and optimization algorithms. Blondel et al.
(2008) defined the electrical distance between load nodes as the
weights of the graph edges and utilized a spectral clustering
algorithm to perform cluster partitioning. Zhao et al. (2021)
assessed the quality of power grid partitioning using electrical
modularity and reactive power reserve verification as two
evaluation criteria. Moreover, an improved k-means clustering
algorithm is proposed to analyze clusters based on feature
sequences after dimension reduction. Wang et al. (2021)
introduced the complex network modularity function concept
and utilized the fast unfolding clustering algorithm to partition
photovoltaic power clusters. The application of hierarchical
clustering algorithms for demand-side resources partitioning
offers the advantages of simplicity and relatively efficient
computation. However, it is essential to recognize that this
method frequently needs more robust global search capabilities
and is prone to get trapped in local optima.

Demand-side resources partitioning often requires considering
the optimality of multiple criterion indicators. Optimization
algorithms have mature applications in solving multi-objective
optimization problems in power systems. Some scholars have
applied these algorithms to solve demand-side resource
partitioning problems. Wu et al. (2022) introduced an energy
bipartite modularity index that quantifies the energy coupling
degree between partitions. By integrating this index with
predictive scenarios, dynamic partitioning was achieved using a
multi-objective ant colony algorithm. Liu et al. (2022) applied a
network-based fast-partitioning algorithm to perform reactive and
active power partitioning in distribution grids. Pan et al. (2021)
utilized the Louvain community detection algorithm to generate
double clusters focused on combined heat and power partitions. Liu
et al. (2021) established gain and loss functions based on modularity
and stability indices. These functions served as the basis for label
propagation, and an improved label propagation algorithm was used

for dynamic partitioning in distribution grids. Zheng et al. (2021)
enhanced modularity increments by considering distributed
generation (DG) integration locations and improved the
modularity increment matrix based on reactive power/active
power-voltage sensitivity. They employed an improved Fast-
Newman algorithm for grid partitioning. Ding et al. (2021)
developed an extended bi-level planning model considering
cluster division and solved it using an improved hybrid genetic
algorithm. Bi et al. (2019) combined the cluster accommodation
capacity index with the modularity index and proposed a heuristic
cluster division algorithm that integrates switch statuses and genetic
algorithms. While traditional optimization algorithms are suitable
for solving multi-objective optimization problems with global solid
search capabilities, they often exhibit slower convergence rates,
potentially increasing system control times and yielding unstable
search results.

Furthermore, existing research predominantly considers a single
index, such as modularity or cluster accommodation capacity, with
only a limited number of studies exploring the integration of these
metrics. Consequently, current partitioning criteria are only able to
meet the basic structural and functional requirements of
partitioning. With the widespread and high-proportion
integration of new energy sources, partitioning requirements have
expanded beyond structural strength and functionality. To enhance
the management capabilities and disturbance resilience of
distribution networks, there is also a growing need to incorporate
considerations of resilience for partitioning. Grid resilience, system
structure, and the uncertainties of distributed energy outputs all
influence the reliability and economics of partitioning. Currently,
there is no established theoretical framework for partitioning
methods that specifically address the enhancement of grid resilience.

Therefore, building upon existing research, this paper proposes a
fast-partitioning method for demand-side resources based on grid
resilience assessment. The resilience assessment index is quantified
and incorporated into constructing a comprehensive partition index
system, modularity index, and the active and reactive power balance
index. This integration aims to enhance the resilience, structural
strength, and functionality of the distribution system, ensuring the
safe and stable operation of the grid. Furthermore, a modified
genetic algorithm is proposed to obtain optimal partitioning
results. The modified algorithm is more suitable for calculating
comprehensive partition index and can improve search efficiency.
Ultimately, this method enhances the resilience of the distribution
system and achieves weak coupling between partitions to facilitate
management while promoting cooperation among nodes within
each partition.

2 Comprehensive partition index
system

The selection of the comprehensive partition index system is
determined by the partitioning objectives and principles. The
partitioning principles involve considering the complementarity
and interrelation of nodes within a cluster while ensuring a
rational allocation of resources within the partition and
maintaining the coupling relationships and voltage regulation
capability between nodes. This is specifically reflected in the
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method by adhering to the following principles: the logical principle,
which dictates that there should be no isolated nodes within the
partition, and there should be no overlapping nodes between
partitions, ensuring connectivity among nodes; the structural
principle, which requires close connections within the partition
in terms of geographical or electrical coupling, while maintaining
sparse connections between different partitions; and the functional
principle, emphasizing that the characteristics of a partition are
expressed through the combined characteristics of its individual
nodes, requiring collaborative capabilities among the nodes within
the partition to achieve more efficient system operation. In this
paper, while ensuring logical principles, a comprehensive partition
index system is constructed from three perspectives: resilience,
structural, and functionality. In terms of resilience, the
distribution system aims to effectively identify weak parts,
enhance each partition’s self-healing capability and speed, and
facilitate monitoring partitions with lower resilience. This ensures
the safety and stability of the system. The assessment index is
weighted by self-healing rate, self-healing speed, voltage violation
rate, and load rate. On the structural property, the system fosters
strong electrical coupling among nodes within partitions and weak
coupling between partitions to facilitate operational management.
This is evaluated using the modularity index. Regarding
functionality, the system maximizes the coordination between
nodes within each partition, enhancing active power
complementarity and matching while improving reactive power
balance. This is assessed using the active and reactive power
balance indexes. The comprehensive partition index system based
on the grid resilience assessment proposed in this paper is shown in
Figure 1.

2.1 Resilience assessment index

Resilience of the power system refers to the ability of the system
to withstand the impact of faults and quickly recover to a regular

supply state. To effectively assess grid resilience, this paper
constructs a comprehensive resilience assessment index based on
four aspects: self-healing rate, self-healing speed, load rate, and
voltage violation rate.

2.1.1 Self-healing rate
The self-healing rate reflects the system’s ability to effectively

withstand the impact of faults and maintain a high power supply
level. It is measured as the percentage of remaining power supply
during a fault event. A higher self-healing rate indicates a more
robust ability of the system to resist the impact of faults. Different
types of loads have varying requirements for power reliability and
quality based on their importance, so loads are categorized into
primary, secondary, and tertiary loads. Therefore, to account for the
total power restored during load recovery within a node’s
jurisdiction for different load levels, the self-healing rate Hr is
defined as follows:

Hr � ∑Tf
t�1 τ1P1,t + τ2P2,t + τ3P3,t( )

∑Tf
t�1 τ1Pini

1,t + τ2Pini
2,t + τ3Pini

3,t( ) (1)

In the equation, τ1, τ2 and τ3 represent the weighted coefficients
for primary load, secondary load, and tertiary load, respectively; t is
the moment when the fault occurs; P1,t , P2,t and P3,t denotes the
actual restored power of the load after the fault, while Pini

1,t , P
ini
2,t and

Pini
3,t represent the original power of the load before the fault; Tf

represents the duration of the fault.

2.1.2 Self-healing speed
The self-healing speed reflects how quickly a system recovers

from a fault event to return to its regular power supply level. A
higher self-healing speed indicates a faster recovery speed and,
consequently, a more robust overall system resilience. After a
fault occurs, the duration of the fault event is divided into three
periods: fault location time, recovery time for the non-fault zone,
and repair time for the fault zone. Locals that did not experience a
fault would have fully recovered their power supply after the fault
location time and the recovery time for non-fault segments had
passed. At this point, all recoverable loads would have been restored.
Therefore, the self-healing speed Htime for node i is defined as
follows:

Htime � 1 − T1,i + T2,i

max T1,i + T2,i( ) (2)

In the equation, T1,i represents the fault location time for node i;
T2,i represents the non-fault segment recovery time for node i;
max(T1,i + T2,i) represents the sum of the maximum fault location
time and non-fault recovery time among all nodes in the partition.

2.1.3 Load rate
The operational conditions of electrical system node equipment

under high load rates increase system losses and directly impact the
power supply quality, economic efficiency, and system safety. If
these devices fail, it can result in a widespread power outage in the
electrical system. These high-load nodes are critical points and
potential weak links in the system. The load rate can be defined
using the following formula:

FIGURE 1
Comprehensive partition index system based on resilience
assessment.
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Hload � 1 − 1
T
∑T
t�1

Pi,t

PN ,i
(3)

In the equation, PN ,i is the rated active power of node i; Pi,t is the
actual active power of node i at time t. T is the time duration of the
typical time-varying scenario.

2.1.4 Voltage violation rate
Voltage drop is an important indicator used to measure power

quality. It is required that the voltage drop does not exceed ±5% of
the rated voltage to ensure good power quality. Excessive voltage
drop can impact the user experience and pose safety risks to the
system. The formula for calculating the voltage violation rate is as
follows:

Hv � 1 − 1
T
∑T
t�1

Ui,t − UN ,i

∣∣∣∣ ∣∣∣∣
UN ,i

(4)

In the equation, UN ,i is the rated voltage of node i; Ui,t is the
actual voltage of node i at time t.

The resilience assessment index can be calculated for a single
node by combining the four indexes with their respective weights. It
can be expressed as follows:

hi � μ1Hr + μ2Htime + μ3H load + μ4Hv (5)
In the equation, hi is the resilience assessment index of node i.

μ1, μ2 , μ3 and μ4 are weight coefficients, where the sum of all weight
coefficients equals 1.

Categorize all nodes within the partitions into three classes
based on their vulnerability: primary, secondary, and tertiary
vulnerable nodes. Primary vulnerable nodes are those whose fault
results in the most severe electric system losses and significantly
impact the system’s power supply. Secondary vulnerable nodes are
nodes of significant importance, with their fault substantially
affecting the system. Tertiary vulnerable nodes are relatively
important in the system, with their failure having a moderate
impact. Assign weights to these defined node types based on
their relative significance. Then, using the corresponding weights,
calculate the partitions’ resilience assessment index and the
comprehensive resilience assessment index. The expressions are
as (6)–(7). A higher partitioning resilience assessment index
indicates a more vital ability to withstand fault impacts within
the partitions. In comparison, a lower index suggests that the
partition is weak and requires focused monitoring to reduce
operational risks in the grid.

Ha � 1
n

∑n
i�1,i ∈Ⅰ

εIhi + ∑n
i�1,i ∈Ⅱ

εⅡhi + ∑n
i�1,i ∈Ⅲ

εⅢhi⎛⎝ ⎞⎠ (6)

ΦH � 1
m
∑m
a�1

Ha (7)

In the equation, εI, εⅡ and εⅢ are the weight coefficients for
primary, secondary, and tertiary vulnerable nodes, respectively.
Ha represents the resilience assessment index of partition a. n is
the number of nodes within the partition. m is the number of
partitions. ΦH represents the comprehensive resilience
assessment index.

2.2 Modularity index

Girvan and Newman introduced the concept of modularity to
measure the structural strength of a complex network, assess the
quality of network divisions, and determine the optimal number of
partitions. In this paper, modularity is employed to evaluate the
structural strength of the distribution network partitions. The
definition of modularity is as follows:

Θ � 1
2b

∑
i

∑
j

Aij − kikj
2b

[ ]·η i, j( ) (8)

In the equation: A represents the edge weight matrix of the
network. Aij is the edge weight between node i and node j. ki is the
sum of all edge weights for node i. b is the sum of all edge weights in
the system. If node i and node j are in the same partition, then
η(i, j) � 1; otherwise, it is 0.

Based on the calculation characteristics of Eq. 8, 0≤Θ≤ 1 is the
range of modularity values. As the modularity value approaches its
upper limit, it indicates that the partitions have stronger structural
cohesion. Therefore, the optimal partitioning result can be selected
by comparing the structural strength under different partitioning
methods.

This paper defines the edge weight matrix as determined by
sensitivity to reflect the electrical distance between different nodes.
The sensitivity relationship between voltage and reactive power can
effectively measure the degree of electrical coupling between two
nodes. The sensitivity relationship can be expressed as follows:

ΔVi � SVQΔQj (9)

In the equation, SVQ is the sensitivity matrix of voltage to
reactive power, which is generally a constant matrix. ΔQj and
ΔVi represent the changes in reactive power at node j and
voltage magnitude at node i, respectively. The electrical distance
influence factor between nodes is defined as:

Dij � lg
SVQ j, j( )
SVQ i, j( ) (10)

In the equation,Dij is the electrical distance influence factor. The
primary significance of the electrical distance influence factor is its
indication of how external nodes affect a given node. A higher value
suggests a more minor impact between two nodes, indicating a
greater electrical distance between them. If there are n nodes in the
network, the electrical distance between node i and node j is
expressed as follows:

lij �
��������������������������������������
Di1 − Dj1( )2 + Di2 − Dj2( )2 +/ + Din − Djn( )2√

(11)

In modularity settings, the edge weight relationship satisfies
0≤Aij ≤ 1, and smaller electrical distance corresponds to larger edge
weights. Set the edge weights Aij as follows:

Aij � 1 − lij
max l( ) (12)

In the equation, lij represents the electrical distance between
node i and node j, while max(l) represents the maximum electrical
distance within the entire partition.
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2.3 Active power balance index

As the penetration of new energy sources continues to increase,
it becomes essential to consider the time-varying output
characteristics of nodes and their combinations when
partitioning. This allows for the full utilization of partitioning
autonomy, ensuring that partitions can achieve source-load
complementarity or source-source complementarity.
Simultaneously, it helps mitigate the volatility and intermittency
of new energy source output. The definitions for assessing the
partitions’ active power balance in different time-varying
scenarios, as well as the comprehensive active power balance
index, are expressed as follows:

αP,a � 1 − 1
T
∑T
t�1

Ps,t

∣∣∣∣ ∣∣∣∣
max Ps,t

∣∣∣∣ ∣∣∣∣( ) (13)

ΦP � 1
m
∑m
a�1

αP,a (14)

In the equation,m represents the total number of partitions. αP,a
represents the active power balance degree for partition a. Ps,t

represents the net active power for partition a at time t. ΦP is
the comprehensive active power balance index.

2.4 Reactive power balance index

Each partition has significant reactive power requirements in
complex electrical systems with large-scale new energy source
integration. Therefore, each partition should strive to achieve a
local reactive power balance to minimize the cross-partition
transmission of reactive power and fully utilize the
accommodation capability to reduce unnecessary losses. The
definitions for assessing the partitions’ reactive power balance, as
well as the comprehensive reactive power balance index, are
expressed as follows:

αQ,a �
1 − 1

T
∑T
t�1

Qmax

Qneed
Q max ≤Qneed

100%Qmax >Qneed

⎧⎪⎪⎪⎨⎪⎪⎪⎩ (15)

ΦQ � 1
m
∑m
a�1

αQ,a (16)

In the equation, αQ,a represents the reactive power balance
degree for partition a. Qmax represents the maximum reactive
power that can be supplied, while Qneed represents the reactive
power demand within the partition. ΦQ is the comprehensive
reactive power balance index.

Integrating all the indexes above, the comprehensive partition
index based on grid resilience assessment can be represented as
follows:

 � λ1ΦH + λ2ΦP + λ3ΦQ + λ4Θ (17)

In the equation, λ1, λ2, λ3 and λ4 are weighting coefficients, and
their sum equals 1. A more extensive comprehensive partition index
indicates stronger grid resilience, better active and reactive power
balance, and a more robust partition structure. The ultimate goal is

to ensure that the index values for each partition are relatively high,
resulting in optimal partitions.  represents the comprehensive
partition index.

3 Fast-partitioning algorithm based on
modified genetic algorithm

Due to the broad dimensions of the comprehensive partition
index, conventional solving methods often struggle to balance all the
indexes, leading to lower solution accuracy or susceptibility to local
optima. Therefore, this paper proposes a modified genetic algorithm
for demand-side resource partition to better adapt to the rapid
calculating of the comprehensive partition index.

Unlike conventional algorithms, the genetic algorithm is based
on biological principles and mimics biological evolution under
natural selection. It can effectively utilize global information for
global search and gradually approach the global optimum with
increasing iterations. When applied to partitioning problems,
genetic algorithms typically use the comprehensive partition
index as the fitness function and perform a global search for
partition results. The algorithm determines the number of
partitions, eliminating the need for manual configuration.
However, considering the complex nature of network structures
and the impact of changes in the number of partitions and
combinations of nodes within partitions on partitioning
performance, traditional genetic algorithms may struggle to
rapidly and accurately find the global optimum. This paper
introduces improvements to the traditional genetic algorithm to
adapt to demand-side resource partitioning, improve search
efficiency, and reduce iteration time.

The chromosome encoding format of the genetic algorithm is
first modified. The adjacency matrix is constructed based on the
network nodes’ connectivity status, considering the connectivity
constraints within partitions. The existing chromosome encoding
directly utilizes the adjacency matrix, which, while capable of
representing the connectivity between nodes, encounters non-
unique expressions for disconnected states between nodes. This
results in a higher number of ineffective iterations during the
crossover and mutation processes, leading to prolonged

FIGURE 2
Chromosome encoding method.
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algorithm runtime. Therefore, in this paper, we opted to retain only
the upper triangular region of the adjacency matrix. This not only
reflects the connectivity status between nodes but also simplifies the
crossover and mutation iterative processes. Furthermore, This
encoding format allows each individual to reflect the current
node’s connectivity with the subsequent nodes. It reduces the
number of elements by half compared to the original encoding
method. It significantly shrinks the search space for the genetic
algorithm thereby reducing search time. Additionally, unlike
traditional genetic algorithms, this method does not merge nodes,
making it suitable for searching irregular partitions. As shown in
Figure 2, the network’s adjacency matrix represents the connectivity
between nodes. The matrix contains only 0 and 1, where 0 and
1 indicate whether two nodes are disconnected or connected,
respectively. During the encoding process, the algorithm
continuously searches for 1 and performs random modifications
(changing between 0 and 1) to represent whether the current node is
disconnected from or connected to the subsequent node. The
individual obtained after the modifications represents the results
of a new partition.

Furthermore, improvements have been made in the selection of
the initial population. In genetic algorithms, the choice of the initial
population significantly impacts algorithm performance and
convergence speed. Traditional genetic algorithms generate the
initial population with randomness, which can lead to the
optimization process getting stuck in local optima. Therefore, this
paper creates the initial partition based on the sensitivity matrix of
load nodes to generator nodes. The initial population is constructed
according to the initial partition results. Specifically, generator nodes
most sensitive to a load node are merged into the same partition as
that load node. This process is repeated for all load nodes and their

corresponding generator nodes, resulting in the initial partition.
Within each partition, the control capability of generator nodes over
load nodes is fully leveraged. This ensures the ability of each region
to supply both active and reactive power while effectively resisting
the impact of faults. Hence, the comprehensive partition index for
the initial partitions is relatively high. The chromosomes of the
initial individuals are coded according to the above method, and
then 1 in the coding matrix is randomly modified N times with the
value of 0 or 1. This results in an initial population with the number
of populations of N. This approach yields an initial population with
higher fitness, which can accelerate algorithm convergence and
enhance global search capabilities to avoid getting trapped in
local optima. The sensitivity relationship between load nodes and
generator nodes is represented in Eq. 18. The partitioning algorithm
flow chart is illustrated in Figure 3.

ΔVload � −L−1LLGΔVG � SLGΔVG (18)

In the equation, ΔVload represents the voltage variation at the
load node. ΔVG represents the voltage variation at the generator
node. L represents the Jacobian matrix in the PQ decomposition
method. LLG is the mutual admittance between the generator bus
and the load bus. SLG is the sensitivity matrix of the load concerning
the generator node.

In order to improve the convergence speed and global search
capability of the genetic algorithm, this paper adopted the concept of
adaptive genetic algorithms, where the crossover rate and mutation
rate are adjusted adaptively. The adjustment formula follows the
following principles: If an individual is of lower quality, meaning its
fitness value is less than the average fitness value, it is assigned a
higher crossover rate and a lower mutation rate. If an individual is of

FIGURE 3
The flow chart of the partitioning algorithm.
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higher quality, meaning its fitness value is greater than the average
fitness value, its corresponding crossover and mutation rates are
determined based on its iterative state. Considering that the iteration
count increases as the iterations progress, the patterns of individuals
becomemore similar, meaning the partitioning results becomemore
similar, and excessively high crossover rates lose their significance.
In this case, mutation rate should be increased appropriately to
enhance the algorithm’s local search capabilities. This paper uses the
adjustment method proposed by Srinivas et al., and the specific
formula follows.

pc �
pc,max −

pc,max − pc,min

I max
( )If > f avg

pc,max f ≤ f avg

⎧⎪⎪⎨⎪⎪⎩ (19)

pm �
pm,min +

pm,max − pm,min

I max
( )If ′> f avg

pm,max f ′≤ f avg

⎧⎪⎪⎪⎨⎪⎪⎪⎩ (20)

In the equation: pc and pm represent the crossover rate and
mutation rate, respectively. pc,max , pc,min, pm,max , and pm,min are the
maximum and minimum values for crossover rate and mutation
rate. I represents the number of iterations. I max is the maximum
number of iterations. f represents the greater fitness value of the two
individuals involved in the crossover operation. f ′ represents the
individual fitness value involved in the mutation operation. f avg is
the average fitness of the population.

4 Case study

This paper validates the applicability and effectiveness of the
partitioning method using the IEEE 28-node test system. The
system consists of 28 nodes, with a maximum system load of
9.285 MW. Primary loads are categorized as nodes 1, 2, 4, 5, 6, 8,
9, 12, 13, 14, 23, 24, 27, and 28. Nodes 3, 7, 10, 15, and 16 are
categorized as secondary loads. The remaining nodes are

categorized as tertiary loads. The weighting coefficients for
primary, secondary, and tertiary loads are 10, 5, and 1,
respectively. The weighting coefficients for primary,
secondary, and tertiary nodes are 0.6, 0.3, and 0.1,
respectively. Node 7 has a photovoltaic capacity of 600 kW,
while all other photovoltaics have a capacity of 300 kW each.
Node 5 has a wind farm capacity of 1.2 MW, Node 9 has a wind
farm capacity of 400 kW, and the remaining distributed wind
turbines have a rated capacity of 300 kW each. It is assumed that
the rated wind speed for the wind turbines is 12 m/s, the cut-in
wind speed is 2.8 m/s, and the cut-out wind speed is 25 m/s. To
verify the proposed partitioning method’s feasibility,
23 December 2020, was selected as a typical scenario for
analysis. The power output of each node is shown in
Figure 4, with a noticeable reverse active power flow around
noon, indicating the highest penetration of new energy sources
in the urban distribution network.

4.1 Partitioning results

The decision for demand-side resource partitioning is made
using the fast partitioning method proposed in this paper. Firstly,
the sensitivity matrix is calculated for the selected node system to
identify the load nodes most sensitive to each generator node,
forming the initial partition. In the initial partition, each
partition contains only one generator node. Then, based on the
initial partition results, 20 random modifications are applied to the
0 and 1 in the initial individual adjacency matrix upper triangular to
create an initial population of size N = 20. The number of iterations
is set to g = 500, the crossover rate pc � (0.5, 0.9), and the mutation
rate pm � (0.4, 0.6). Finally, the fitness function calculates the fitness
of each generation’s best individual, ensuring algorithm
convergence. All the weights for the selected metrics are set to
0.25 to avoid biasing the partitioning results towards a specific
performance index due to different weight combinations in the
comprehensive partition index. This approach aims to achieve a
balance between different performance indexes and promote
collaboration within partitions while maintaining weak coupling
between them.

FIGURE 4
Time-varying power curves at each node.

FIGURE 5
Evolutionary curve of fitness.
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FIGURE 6
Optimal partitioning structure diagram based on modified genetic algorithm.

TABLE 1 Optimal partition result based on modified genetic algorithm.

Partitions Bus Ha αP,a αQ,a Θ

1 1、2、3、4、5、6、16、17、18、19、11 0.985 1 0.959 0.771

2 7、8、9、10、22、23、24、27、28 0.932 1 0.959

3 12、13、14、15 0.925 1 0.960

4 20、21 0.984 1 0.959

5 25、26 0.992 1 0.962

FIGURE 7
Partitioning structure diagram based on the k-means algorithm.
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The fitness evolution curve of the modified genetic algorithm
is shown in Figure 5. It can be observed that the initial
population obtained based on the sensitivity matrix for initial
partitioning has relatively high fitness values even with a small
number of iterations. This significantly enhances convergence
speed and partitioning efficiency while improving the
algorithm’s global optimization capability. After
145 iterations, the fitness curve gradually stabilizes. At this
point, the individuals in the population represent the optimal
partition, and based on their chromosome encoding, the optimal
partitioning result can be directly obtained. The optimal
partitioning structure is shown in Figure 6.

As shown in this figure, the optimal partitions obtained by the
modified genetic algorithm have no isolated nodes within each
partition, and there are no overlapping nodes between partitions,
which adheres to the logical principles of partitioning. Additionally,
the relatively low number of partitions is advantageous for
monitoring and adjusting each partition. The partition index
results based on the modified genetic algorithm are presented in
Table 1.

Based on this table, it is apparent that the same indexes are
relatively balanced across the different partitions. The high
regional resilience assessment index suggests good self-
recovery capability and relatively quick recovery times in the
event of a fault. Each partition also exhibits strong reactive
power supply capacity and active power balance. The modularity
index is relatively high, which suggests that the partitioning
results perform well in terms of network structure and electrical

coupling, aligning with both the logical and structural principles
of partitions.

4.2 Comparison of different algorithms

A comparison was made with the k-means algorithm to
demonstrate the reliability and superiority of the modified
genetic algorithm proposed in this paper. The demand-side
resource partitioning structure diagram based on the k-means
algorithm is shown in Figure 7, and the partition index results
are presented in Table 2. Compared to the results obtained with
the modified genetic algorithm in Figure 6, the regions in
Figure 7 contain isolated nodes, which are not conducive to
collaboration between nodes. There are also more regions,
making monitoring more complex for each partition. As
indicated in Table 2, the active and reactive balance is high in
SEC-1, SEC-2, SEC-3, SEC-4, SEC-5, SEC-6, and SEC-11 but
lower in the remaining partitions. The partition resilience
assessment index is very low in SEC-9. This partitioning
result demonstrates that using the k-means algorithm for
demand-side resource partitioning decisions cannot effectively
balance various indexes. Partial partition index values are too
low, with poor complementarity and node collaboration. This
approach does not fully leverage the advantages of partitions and
is not conducive to the safe and stable operation of the grid.

Using the modified genetic algorithm proposed in this paper for
demand-side resources partitioning decisions gives better results
than the k-means algorithm. This is because the k-means
algorithm’s initial selection of cluster centers and the randomness
in initial cluster assignment can easily lead to the algorithm getting
stuck in local optima.

To further validate the superiority of the modified genetic
algorithm proposed in this paper, the comprehensive partition
index is used to compare the partitioning results of the modified
genetic algorithm with those of the traditional genetic algorithm
and the k-means algorithm, as shown in Table 3. This table
shows that the modified genetic algorithm had the shortest
iteration time, and the comprehensive partition index
improved by 17.6% and 12.6% compared to the other two
methods, respectively. Compared to the traditional genetic
algorithm, the modified genetic algorithm showed significant
improvements in the comprehensive resilience assessment
index, modularity index, comprehensive active index, and
comprehensive reactive power balance index. In summary, it
is evident that the modified algorithm has more robust global
search capabilities after the enhancements, effectively avoiding
local optima, and it also demonstrates a faster iteration speed
and higher partitioning efficiency.

TABLE 2 Partition structure diagram based on k-means algorithm.

Partitions Bus Ha αP,a αQ,a Θ

1 1、2 0.987 1 1 0.703

2 3、4 0.890 0.878 0.904

3 5、16 0.988 1 1

4 6、17、18 0.986 1 1

5 7 0.977 1 1

6 8、9、10 0.947 0.849 0.874

7 11、12 0.951 0.588 0.606

8 13、14、15 0.666 0.512 0.527

9 19、20、21 0.266 0.712 0.734

10 22、23、24 0.907 0.601 0.619

11 25、26 0.992 1 0.962

12 27、28 0.631 0.613 0.631

TABLE 3 Comparison of comprehensive partitioning indexes from different algorithms.

Algorithms ΦH ΦP ΦQ Θ  Iteration time/s

Traditional genetic algorithm 0.723 0.751 0.808 0.715 0.749 9.552

K-means algorithm 0.815 0.855 0.813 0.703 0.769 9.683

Modified genetic algorithm 0.968 0.959 1 0.771 0.925 6.557
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5 Conclusion

Demand-side resources partitioning simplifies power system
planning and analysis, operation scheduling, and weak parts
monitoring and has a wide range of application scenarios.
However, due to the extensive and high-proportion integration
of new energy sources into the distribution network, the
regulating ability and disturbance tolerance of the grid
becomes weaker, and the weak parts in the distribution system
increase significantly. It is necessary to consider the resilience in
demand-side resource partitioning to ensure the reliability of
electric power. As traditional partitioning methods have shown
limited effectiveness, this paper proposes a method for fast
partitioning based on resilience, structure, and functionality.
The method involves constructing a comprehensive partition
index using the resilience assessment index, modularity index,
and power balance indexes and then solving it using a modified
genetic algorithm. The proposed comprehensive partition index
effectively assesses grid resilience, ensures the grid’s structural
strength and functional characteristics, and delivers strong
performance in grid planning, operation, and scheduling. The
proposed modified partitioning algorithm exhibits global solid
search capabilities, faster iteration speeds, and fewer iterations.
Above all, the proposed fast-partitioning method can effectively
address the challenges posed by the large-scale integration of new
energy sources into the distribution network to enhance the
grid’s ability to withstand and mitigate faults and reduce
operational risks.

As the penetration rate of distributed resources increases, further
research is needed to explore dynamic partitioning methods that can
respond in real-time to distributed resource output.
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Power trading Raft consensus
mechanism considering green
certificate and carbon emission
weights

Xiaoping Xiong1, Yinzheng Liu1*, Huijie Qu2 and Yiming Cai1

1School of Electrical Engineering, Guangxi University, Nanning, China, 2School of Mathematics and
Information Sciences, Nanning Normal University, Nanning, China

The consensusmechanism is a critical technology in the power trading blockchain
distributed power trading platforms, which are gradually being applied and
promoted to achieve the “dual carbon” goal. Green-certificate trading and
carbon emission trading systems help mobilize power generation enterprises
to increase the generation of and investment in renewable energy, thereby
becoming important factors in distributed power trading. Therefore, they
should also be considered as factors in the consensus mechanism. This article
first evaluates the green-certificateweight based onwhether nodes possess green
certificates, evaluates the carbon emission weight based on the carbon emission
settlement of nodes in the previous cycle, and constructs amechanism to evaluate
a node’s weight. An improved Raft consensus algorithm based on node weight is
then proposed. Nodes with greater weights are more likely to become leading
nodes, promoting active compliance and green consumption by nodes and
reducing carbon emissions. A simulation shows that the improved Raft
consensus mechanism enhances the reliability of leading nodes, improves the
efficiency of the distributed power transaction, increases the generation of
renewable energy, and encourages the consumption of new energy.

KEYWORDS

distributed energy, blockchain, power trading, consensus mechanism, Raft, node weight

1 Introduction

With the proposed “carbon peak, carbon neutral” goal and the need to construct a new
power system, wind power, photovoltaic power, solar energy, and other new distributed
energy sources are being connected to the grid in large quantities (Li et al., 2019; Cui et al.,
2020; Zhang and Kang, 2022). As a result, the energy and power trading market is becoming
more decentralized, and the peer-to-peer (P2P) trading of distributed new energy sources is
becoming more prevalent (Kim and Dvorkin, 2019; Tushar et al., 2020). Given the ecological
advantages of new energy, China is actively promoting energy transformation (Zhang H.
et al., 2023), and the system of green-certificate trading and carbon emissions trading is being
gradually applied. The implementation of these two systems also affects the enterprise power
generation mode and power-purchase decision-making, which affects the energy transition
and the consumption of new energy. “Green certificate” is the shortened name of a green
power certificate, which is an electronic voucher with a unique code identification issued for
non-hydro renewable energy. Green certificates can be traded in the green-certificate market.
Carbon emission rights, in contrast, allow enterprises to trade their excess carbon emission
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rights on the market (Zhao et al., 2023), prompting energy savings,
emission reductions, and renewable energy development. With the
development and transformation of energy, some researchers have
also proposed relevant research solutions to address the problems in
the energy field. Guo et al. (2022) proposed a hierarchical game
between distributed energy stations (DES) and hydrogen-powered
vehicles (HV) under dynamic hydrogen pricing, promoting the use
of renewable energy for hydrogen production and reducing the
operating costs of DES. Li et al. (2020) proposed a novel Newton-
Raphson algorithm to solve the double-mode energy management
problem (EMP) in a fully distributed fashion, and the proposed
algorithm exhibited the faster convergence feature.

With the deepening of research in the field of energy, the way of
power trading is rapidly changing to distributed power trading.
Unlike the traditional centralized trading method, blockchain
features such as decentralization, transparency, tampering, and
traceability (Meng et al., 2020) are highly compatible with
distributed power trading (Tai et al., 2016; Sun et al., 2023). The
blockchain method thus provides a new solution for P2P power
trading (Huckle et al., 2016; Chen et al., 2018). Various projects have
already applied blockchain technology to distributed P2P power
transactions (Wang et al., 2016; Zhang et al., 2016; Tahir et al., 2022),
and the efficient and secure consensus mechanism forms the core of
blockchains for distributed power transactions (Xia et al., 2021).

Compared with conventional power trading, the proliferation of
nodes brought about by the increased share of green energy sources
in the distributed power trading market and the addition of a large
number of distributed power trading nodes exacerbates the
problems of a time-consuming, inefficient consensus process and
the malicious behavior of nodes. Common consensus mechanisms
include PoW (Nakamoto, 2008), PoS (King and Nadal, 2012), DPoS
(Snider et al., 2018), PBFT (Castro and Liskov, 2002), Paxos
(Lamport, 2019), and Raft (Ongaro and Ousterhout, 2014). PoW
and PoS reside in the field of digital currencies such as Bitcoin and
are highly complex, which conflicts with the requirement of real-
time transmission of information on distributed power transactions.
For the PBFT consensus algorithm, relevant researchers have
proposed improvement plans. In the Internet of Vehicles (IoV),
Xu et al. (2022) proposed the SG-PBFT consensus algorithm to
address the issues of the central server of the IoV may not be
powerful enough and the IoV itself may not be robust enough to
single-node attacks, achieving higher consensus efficiency. Luo
(2023) proposed the ULS-PBFT consensus algorithm to apply the
PBFT consensus mechanism in large-scale network scenarios, which
significantly reduces storage overhead and has certain advantages.
The Raft consensus mechanism satisfies the requirements of
transmitting information on distributed power transactions in
terms of complexity and transmission speed, and other aspects
satisfy the corresponding needs of distributed power transactions.
However, nodes must satisfy the Byzantine fault tolerance
conditions. In distributed power trading, the constraints of the
power system, trading contract, and other conditions ensure that
the nodes cannot modify information to meet the Byzantine fault-
tolerant conditions (Fang et al., 2019). The Raft consensus
mechanism can thus be used in a distributed power trading
blockchain (Zhang et al., 2022).

To alleviate the problems of low consensus efficiency and
network splitting in the Raft consensus algorithm, Huang et al.

(2019) proposed a model of network splitting to be integrated into
the Raft algorithm. They predicted the time and probability of
network splitting and reduced its impact by optimizing the
relevant parameters. Fu et al. (2021), aiming at the problem of
performance degradation caused by the blockchain backup
mechanism, proposed an improved AdRaft consensus algorithm
from the aspects of log replication and leader election. The improved
AdRaft improves throughput and reduces latency. Wu and Zhong.
(2021) used a random election timeout method to resolve voting
disagreements, avoiding the occurrence of multiple nodes obtaining
the same number of votes when the number of nodes is not large.
Wang et al. (2019) optimized the election of leading nodes and the
consensus process in the Raft algorithm based on the Kademlia
protocol and accelerated the election of leading nodes. Huang et al.
(2021) improved the Raft consensus algorithm using network
grouping to improve consensus efficiency in large-scale network
environments. Zou et al. (2022) improved the Raft consensus
mechanism based on credit scoring and accelerated the election
of the Raft leader. However, the node performance, green-certificate
trading, and carbon emission trading in the distributed power
trading process were not comprehensively considered in these
studies of the Raft consensus mechanism. In the distributed
power market, the distributed energy output is difficult to predict
(Zhang et al., 2023; Zong et al., 2023), making transactions prone to
default. The scheduled performance of power transactions is the
prerequisite for power trading to stabilize power and the overall
balance of power. Green-certificate trading and trading carbon
emissions encourage renewable energy development and promote
the consumption of green energy.

Some enterprises have committed to using 100% green power to
enhance their corporate image, obliging them to purchase green
certificates to prove that they are using green power (although their
power-purchasing strategies may change). At the same time, the
constraints of carbon emission rights make fossil energy more
expensive, affecting the power generation of fossil energy
companies and the power-purchase decisions of power users.
Renewable energy generation, such as wind and photovoltaic, can
reduce carbon emissions (Yang et al., 2023), prompting enterprises
to transition to renewable energy. Green certificates and carbon
emissions trading can thus change a node’s power generation and
power-purchase decisions, which affects distributed power trading.
These factors must therefore be considered in distributed power
trading and its consensus process. It is thus urgent to combine
distributed power trading with the trading of green certificates and
carbon emissions.

The current consensus mechanism for distributed power trading
does not comprehensively consider the impact of node default, green
certificate trading, and carbon emissions on distributed power
trading, based on the distributed energy power trading
blockchain, this paper considers the performance default and the
consensus of nodes in distributed power trading and how green-
certificate trading and carbon emissions trading affect distributed
power trading. One result of this analysis is the assignment of
different weights to different nodes. We then design a weight-
rating mechanism for nodes partaking in power trading and
improve the Raft consensus mechanism by introducing node
weights. The main contributions of this article can be
summarized as follows:
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1) This article proposes a node weight assessment mechanism in the
distributed power trading process.When a node defaults, it needs
to pay a certain amount of liquidated damages. When a node
performs, it will receive liquidated damages paid by other
defaulting nodes according to the weight ratio, incentivizing
the node to actively perform.

2) This article improves the Raft consensus mechanism in the
power trading process based on node weights, a greater node
weight indicates a more reliable node and a greater probability of
being elected leader. The realization of the node weight affects
the consensus: the greater the weight, the greater the fraction of
nodes in the consensus. The improved consensus mechanism
will take less time than traditional Raft consensus mechanism as
the consensus process progresses, and the improved consensus
mechanism is more efficient.

The rest of this manuscript is structured as follows: Section 2
introduces the transaction process of distributed power trading,
Section 3 introduces the constraints of distributed power trading,
Section 4 introduces the consensus process and node weight
assessment mechanism, Section 5 analyzes the proposed
improved Raft consensus mechanism in different scenarios and
compares it with traditional Raft consensus mechanisms, and
Section 6 summarizes the conclusions.

2 Distributed power trading market
transaction

2.1 Registration of trading node account

In the distributed power trading market, the power generation
nodes and power consumption nodes participating in the
transaction must register with the market before they can
conduct the transaction. The account information Ni contains
the node’s trading address, transaction status, account balance,
and weight, as expressed by

Ni � Ai, Ti, Bi,Wi[ ], (1)
where Ai is the node’s trading address, Ti is the node’s transaction
status, Bi is the node’s transaction status, and Wi is the node’s
weight. The node weight is divided into two parts:

Wi � Wi1,Wi2[ ], (2)

whereWi1,Wi2 are the two parts of the weight. Node i is divided into
power generation node f and power consumption node y. The node
weights are updated as follows:

(1) The power generation nodes and the power consumption nodes
trade in the distributed power market. When the trading
terminates, the system updates the node weights based on
the contracts between the two parties and the actual trading
situation.

(2) After a round of consensus (i.e., a consensus iteration), the node
weights are updated based on their participation in the
consensus.

(3) After a certain number of consensus iterations, the partial
weights of all nodes are decayed once.

2.2 Node trading process in distributed
power market

(1) Publishing transaction information.

Power trading uses the day-aheadmarket. With a day as the time
scale, power consumption nodes and power generation nodes trade
freely within the tradingmarket. According to demand, the two sides
negotiate the next day’s contracted power, contracted unit price,
power consumption time, and other information. After the two parts
of a node negotiate the details of the transaction, it applies for the
transaction.

(2) Generate smart contracts.

Smart contracts are the foundation of blockchain
distributed applications, providing a new and decentralized
mechanism for fulfilling contracts in distributed power
trading markets. They enable transactions in untrusted
environments using consensus algorithms and software-
controlled verification rules (Górski, 2022; Honari et al.,
2023). After both parties to the transaction negotiate the
transaction-related information and apply for the
transaction, they generate a smart contract for the negotiated
content and submit it to the blockchain for storage. At the same
time, they pay a certain handling fee for the transaction.

(3) Trading and updating weights.

After generating a smart contract and the negotiated
transaction time expires, both parties transmit the negotiated
amount of electric power through the distribution grid. Electric
power transmission stops at the negotiated transaction time.
When electric power transmission ends, the smart contract
settles the transaction according to the parties’ actual power
consumption and power generation. The smart contract then
calculates the transaction amount to complete the delivery of
electricity, and the power grid collects the corresponding over-
the-grid fee based on the actual transaction volume, which is
approved by the price authority of the region where the
distributed power trading node is located. Once the
transaction is completed, the blockchain updates the node
weights based on the transactions of both nodes.

(4) Payment and distribution of fines.

After the transaction and power delivery and after the weight is
updated, any defaulting node pays a penalty, part of which
compensates for the loss of the defaulted node and the other part
of which is distributed to other nodes in the chain according to the
ratio of the corresponding weights. If both parties to the transaction
default, the penalty paid by both parties is distributed to other nodes
on the chain in proportion to their weights.
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3 Distributed power trading constraints

3.1 Power-purchase balance constraints for
power generation

The purchase balance constraints for power generation is

∑
f∈F

Ak
f −∑

c∈C
Lk
c � ∑

y∈Y
Ak

y, (3)

where F, C, Y are the set of power generation nodes,
transmission lines, and power consumption nodes,
respectively, and ∑f∈FA

k
f , ∑y∈YA

k
y , ∑c∈CL

k
c are the total

amount of electricity generated and consumed in the
transaction and the line losses, respectively.

3.2 Generating unit output constraints

The unit output constraints are

Pg
min ≤Pk

g ≤Pg
max, (4)

Qg
min ≤Qk

g ≤Qg
max, (5)

where Pg
min and Pg

max are the minimum and maximum values of the
active output of the generator set g, and Qg

min and Qg
max are the

minimum and maximum values of the reactive output of the
generator set g. Both new energy generator sets and traditional
energy generator sets must satisfy the active and reactive output
constraints

3.3 Constraints on the number of green
certificates issued

China’s green certificates are issued by the National Renewable
Energy Information Management Center, and each green certificate
represents 1 MW h of green energy. The number of green certificates
issued in t trading cycles is

Agc � ∑
r∈R

∑t
k�1

Ar

1000
, (6)

where R is the set of renewable energy nodes applying for green
certificates, and Ar is the power generated in kW h by the power
generation node r.

4 Model of improved raft consensus
based on node weights

4.1 Improved raft consensus based on node
weights

4.1.1 Improved election of raft leader and
consensus

Before the consensus starts, all nodes are given initial
weights and all nodes followers. The leading node is elected
as follows:

(1) If a follower node does not receive a heartbeat message from a
leading node for a set period of time, it changes its identity to a
candidate node, and increments its term to initiate a new
election.

2) After a candidate node votes for itself, it sends a voting request
to other nodes in parallel. Nodes that receive the request send a
reply to the candidate node with their own weight information.
Once the sum of the weights of the voting nodes exceeds half of
the sum of the weights of all the nodes, the candidate node
becomes the leading node.

(3) Once the leading node is determined, it sends a heartbeat
message to all other nodes to establish itself as the leading
node. All other nodes become followers and the election ends.

After the leading node is elected, the consensus proceeds as
follows:

(1) The client sends a request to the leading node, which adds the
request to the log and sends it to all followers via a heartbeat
message.

(2) Each follower receives the log from the leading node and copies
it locally after confirming that it is correct. The follower then
sends a message to the leader for confirmation after successful
copying.

(3) When the sum of the weights of the nodes from which the
leading node receives an acknowledgment exceeds half of the
sum of the weights of all the nodes, the leading node applies the
log and returns the results of the client’s execution. At this point,
the nodes in the system reach a consensus on the request.

(4) The leading node waits for replies from other nodes until all
follower nodes replicate the log.

4.1.2 Calculation of node timeout
In the traditional Raft consensus mechanism, the timeout of a

node is randomized so that each node has approximately the same
probability of being selected as leading node after a follower node
has not received a heartbeat message from the leading node for some
time. In the improved Raft consensus mechanism, the time of a node
is calculated based on the weight of the node:

Tr,i� 100 + 5ni, (7)
where Tr,i is the timeout time of node i in milliseconds, ni is the
ordering of the node weights in terms of their position among all
node weights (ni� 1 when the node weight is largest, ni� 2 when the
node weight is second largest, and so on until the last node with the
smallest weight). In the improved time calculation, the node with the
greatest weight has the shortest timeout and the highest probability
of being selected as leading node.

4.2 Mechanism for node weight assessment

Node weight is an index used to rate the importance of nodes in
a distributed power trading market. Node weight determines the
fraction of a node’s votes in the consensus. In the Raft consensus
mechanism based on node weights, node weights are determined by
a node’s performance, its transaction volume, its participation in the
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consensus process, the green-certificate transaction, carbon
emission rights, and the failure of the transmission line
connected to the generation node. The maximum node weight is
100 and the minimum is zero. The power generation node weights
are calculated using

Wf � Wf1 +Wf2, (8)
Wf1 � α1Wa,f + β1Wd,f + γ1Wg,f, (9)
Wf2 � η1Wgc,f + μ1Wce,f + λWb, (10)

and the weights of the power consumption nodes are calculated
using

Wy � Wy1 +Wy2, (11)
Wy1 � α2Wa,y + β2Wd,y + γ2Wg,y, (12)

Wy2 � η2Wgc,y + μ2Wce,y, (13)
whereWf,Wy are the total node weights of power generation nodes
and power consumption nodes, respectively, Wa,f, Wa,y are the
node performance default credit weights, respectively, Wd,f, Wd,y

are the node trading volume weights, respectively, Wg,f, Wg,y are
the node participation consensus weights, respectively,Wgc,f,Wgc,y

are the node green-certificate trading calculation weights,
respectively, Wce,f, Wce,y are the node carbon emission weights
calculation weights, respectively, andWb is the generation node line
failure calculation weight. α1, α2, β1, β2, γ1, γ2, η1, η2, μ1, μ2, λ are
moderating factors used to adjust the proportion of each
component’s weight. Based on the impact of each component on
the distributed power trading process, these moderating factors are
used to adjust the proportion of each component’s weight.

4.2.1 Node credit weighting assessment
The price of electricity in distributed power trading is negotiated

between the power user and the power generator, and the agreed
content generates a smart contract that is verified by the blockchain.
If one party defaults on the contract, the other party suffers
economic loss. When the actual power consumption of the
power user is less than the negotiated power, the excess power
generated is sold to the grid at a purchase price generally below the
negotiated price: the power generator thus suffers economic losses.
When the actual power generated by the generating party is less than
the negotiated power, the power user must purchase the difference
from the grid at a price that is generally above the negotiated price:
the power user thus suffers economic losses. When a node performs
normally, the node is rewarded with a credit, so the node’s credit
weight increases. When the node fails to perform normally, the node
is penalized with a debit, and the node’s credit weight decreases.

The formula for the credit incentive when the node performs
normally is

Wk
a,i � Wk−1

a,i +ΔRp, (14)

ΔRp � Wa
max −Wk−1

a,i( ) Ek
c,i∑Ek
c,i

, (15)

whereWk
a,i andW

k−1
a,i are the credit weight of node i after transaction

k, Wa
max is the upper weight limit, Ek

c,i is the negotiated transaction
volume of node i for transaction k, and∑Ek

c,i is the total negotiated
transaction volume of transaction k.

The credit penalty formula in the case of node default is

Wk
a,i � Wk−1

a,i −ΔRb, (16)

ΔRb � Wk−1
a,i

Ek
c,i − Ek

a,i

Ek
c,i

, (17)

where Ek
a,i is the actual transaction volume of node i for

transaction k.

4.2.2 Weight rating of node transaction volume
Node transaction volume affects the node weight, which is

calculated as follows:

Wk
d,i �

min Ek
a,i, E

k
c,i{ } − φ × min Ea

min, Ec
min{ }

Ec max − φ × min Ea
min, Ec

min{ } × 100, (18)

where Ea
min and Ec

min are the actual minimum transaction volume
and the negotiated minimum transaction volume in this transaction,
respectively, Ec

max is the negotiated maximum transaction volume
in this transaction, and φ is the adjustment factor. The node
transaction weight increases as the node transaction volume
increases.

4.2.3 Weight rating of node participation in
consensus

For the nodes to reach a consensus, the leading node sends the
client’s request to the follower nodes via a heartbeat message. When
the leading node receives a reply from follower node i, the sum of the
weights of the leading node and the replying follower nodes exceeds
half of the sum of the weights of all the nodes, so the leading node
applies the log. The replies from follower node i and all previous
follower nodes that replied are called valid replies, and their node
weights are increased as follows:

Wk
g,i � Wk−1

g,i + ω
k+1
k

, (19)

where ω is a moderating factor to regulate the effect of participation
in reaching a consensus on the node weight. To prevent unlimited
growth of this weight, the maximum of Wk

g,i is 100. The maximum
value is assigned if the limit is exceeded.

4.2.4 Weight rating of node green-certificate
transaction

The green certificate, as the confirmation and proof of the
attributes of non-hydro renewable energy generation and the
only certificate for consuming green power, reflects the
importance of the enterprise to the “double carbon” target and
its concern for the interests of society. It is considered in the
calculation of the node weights as follows:

Wk
gc,i �

Ak
gc,i∑

i∈I
Ak

gc,i

× 100, (20)

where I is the set of all nodes and Ak
gc,i is the number of green

certificates of node i after transaction k. When a node sells green
certificates, it has already obtained the corresponding income, and
the green certificates sold are no longer involved in calculating
weights. When a node purchases green certificates through
consumption, these certificates are involved in calculating
weights. The node’s spending on purchasing green certificates as
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an additional expenditure encourages the node to change its power-
purchase decision, and the income from the sale of green certificates
by the power generation node will also incentivize the node to
expand the scale of new energy generation. Therefore, the green-
certificate transaction affects the trading of distributed electricity, so
its impact on node weight should be considered.

4.2.5 Weight rating of node carbon emission rights
The cycle of carbon emissions trading is usually 1 year, and

enterprises whose carbon emissions exceed their quotas must
purchase carbon emission allowances. Carbon emission quotas
are issued to enterprises by the government, and a certain
amount of carbon emission quotas are issued to enterprises based
on their historical emissions and by integrating factors such as their
emission reduction and the improvement of clean, low-carbon
technologies. In the evaluation of carbon emission weights, the
node carbon emission weights are evaluated as follows according
to the relevant situation of the previous trading cycle:

Wce,i � Ace,i − Ace
min

Ace
max − Ace

min
× 100, (21)

Ace,i � Aq
ce,i + Ab

ce,i − Ae
ce,i, (22)

where Ace,i is the carbon emission settlement amount of node i,
Ace

min is the minimum carbon emission settlement among all
nodes, Ace

max is the maximum carbon emission settlement
among all nodes, Aq

ce,i is the quota amount of node i in the
current year, Ab

ce,i is the purchase amount of carbon emission
rights of node, and Ae

ce,i is the actual carbon emission amount of
the node.Ace,i > 0 (Ace,i < 0) when the quota amount of the node and
the purchasing amount of the node exceed (are less than) the actual
emission amount.

Enterprises that produce traditional high-carbon-emission
energy power generation need to purchase carbon emission rights
from the market to meet carbon emission requirements, and this
cost will raise the price of electricity and narrow the price gap with
renewable electricity. At the same time, the constraints on carbon
emissions also prompt companies to engage in the energy transition
and reduce carbon emissions. The constraints of green-certificate
trading and carbon emission rights encourage enterprises to
purchase renewable power and promote energy transformation
and renewable energy consumption. Therefore, it is reasonable
and necessary to consider how green-certificate trading and
carbon emission rights affect node weights.

4.2.6 Weight rating of generation node fault
During the transmission of electric energy through a line, the

line may fail due to lightning strikes, dirt flashes, and other factors.
Therefore, the failure of a line connected to the power generation
node should also be included in the evaluation of node weight, which
is done as follows:

Wb,f � Ct,f − Cb,f

Ct,f
× 100, (23)

where Ct,f is the total number of historical power transmissions by
generation node f and Cb,f is the number of failures that occurred
during power transmission.

4.2.7 Node weight decay
We introduce weight decay to avoid the consequences of

centralization brought about by excessively high node weights.
With this mechanism, the weight of a node decreases after it
transmits power a certain number of times after the consensus.
The node weight decay is calculated as follows:

Wl+1
a,i′ � Wl

a,ie
−δ , (24)

Wl+1
g,i′ � Wl

g,ie
−δ , (25)

where Wl
a,i, W

l
g,i are the node weights of node i after consensus l,

Wl+1
a,i′ , W

l+1
g,i′ are the node weights of node i before transaction l+1,

and δ is the decay coefficient. To avoid an excessive node weight
brought about by the impact of the centralization without decreasing
the node weight too much, the weight decays after l rounds of
consensus.

4.3 Node credit weights and node penalties

4.3.1 Calculation of node transactions
During node trading, the income of the power generation node,

the expenditure of the power consumption node, and the income of
the grid are calculated as detailed below. When Ek

a,f ≥E
k
a,y, the

power generation node revenue, power consumption node
expenditure, and grid revenue are respectively

Vf � Ek
a,yU − Ek

a,f − Ek
a,y( )S, (26)

Vy � Ek
a,y U + G( ), (27)

Vg � Ek
a,yG − Ek

a,f − Ek
a,y( )S, (28)

when Ek
a,f <Ek

a,y, the power generation node revenue, power
consumption node expenditure, and grid revenue are respectively

Vf � Ek
a,fU, (29)

Vy � Ek
a,f U + G( ) + Ek

a,y − Ek
a,f( )B, (30)

Vg � Ek
a,fG + Ek

a,y − Ek
a,f( )B, (31)

whereVf ,Vy ,Vg are the income of the power generation node, the
expenditure of the power consumption node, and the income of the
grid, respectively, Ek

a,f , Ek
a,y are the actual power generation of the

generation node and the actual power consumption of the
consumption node, respectively, U is the negotiated tariff, S is
the price of power sold by the generator to the grid, B is the
price at which the power is purchased from the grid by the
consumer, and G is the over-the-circuit fee to be paid by the
consumption node.

4.3.2 Calculation of node penalties
The nodes on both sides of the transaction negotiate the tariff of

a transaction. If one party defaults, the other party suffers a
corresponding loss. When a node defaults, the node’s credit
weight and its tariff are both penalized. When a node defaults,
the node needs to compensate for the loss of the other node and pay
an additional portion of the penalty distributed to other nodes
according to the credit weight of the remaining nodes. This strategy
encourages other nodes to perform because all nodes on the
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blockchain participate in the security of the blockchain transaction.
When both nodes are in default, then neither can receive the
corresponding penalty. The formula for calculating the node
penalty is

Mf � B − U − G( ) Ce − Ek
a,f( ) ε+ΔWk

a,f( ), (32)
My � U − S( ) Ce − Ek

a,y( ) ε+ΔWk
a,y( ), (33)

whereMf is the penalty of the power generation node, My is the
penalty of the power consumption node, Ce is the amount of
electricity negotiated between the two parties, ΔWk

a,f and ΔWk
a,y

are the reductions of the credit weights of the generation node
and the consumption node, respectively, in the course of the
transaction, and ε is the penalty coefficient. When one of the
parties defaults on the contract between the power consumer
and the power generator, ε = 1; when both parties default on the
contract, ε = 0.

The penalty formula for the defaulting node depends on the
change in the credit weight of the node during the given transaction.
Themore the node credit weight decreases, the greater is the penalty,
and the penalty to be paid by the node is controlled by the node
credit weight of the node.

4.3.3 Allocation of node penalties
Part of the penalty for nonperforming nodes covers the

corresponding losses of the defaulted party, while the other part
is distributed in proportion to the credit weights of other nodes in
the power trading market to encourage the nodes to perform
actively. This is expressed as

Ai � Wk
a,i

∑n−2
i�1

Wk
a,i

Fw. (34)

where n is the number of nodes participating in the transaction
process, Ai is the penalty for nonperforming nodes allocated to the
remaining n−2 nodes according to the ratio of credit weight,Wk

a,i is
the credit weight of the node that allocates the penalty, and Fw is the
fraction of the penalty paid by the defaulting node that compensates
other nodes. When one of the two parties to a transaction defaults, a
portion of the penalty paid by the defaulting node compensates for
the loss of the node on the other side of the transaction, and the
remaining portion is allocated to the other nodes according to their
credit weights. When both parties to a transaction default, the
penalties are allocated to other nodes according to their credit
weights.

5 Simulation

5.1 Simulation of distributed power trading

We simulate the power traded over time to verify the
reasonableness and effectiveness of the node credit weights
designed in this paper. In distributed power trading, we use
1 day as the trading cycle; that is, trading occurs once a day, and
the power generation nodes negotiate with the power consumption
nodes about the power and price of the next day’s transaction. The
simulated power trading network contains 15 power generation

TABLE 1 Results of generation node transactions.

Power
generation

node

Transaction
node

Contract
unit price
(yuan/
kWh)

Contracted
electricity
(kWh)

Actual
power

generation
(kWh)

Income
(yuan)

Grid
revenue
(yuan)

Node credit
weights

before and
after

transaction

Mf
(yuan)

Ai
(yuan)

1 16 0.61 310 310 189.10 12.40 97.67 97.98 0.00 3.24

2 17 0.63 200 200 121.40 −0.80 86.47 87.64 0.00 1.11

3 18 0.64 110 110 70.40 4.40 84.71 85.44 0.00 2.83

4 19 0.63 190 190 119.70 7.60 70.52 72.95 0.00 2.41

5 20 0.61 290 290 176.90 11.60 96.24 96.71 0.00 3.20

6 21 0.62 160 160 99.20 6.40 85.58 86.58 0.00 2.86

7 22 0.63 140 140 88.20 5.60 76.82 78.22 0.00 2.59

8 23 0.61 110 110 67.10 4.40 77.83 78.88 0.00 2.61

9 24 0.63 140 140 88.20 5.60 78.88 80.16 0.00 2.65

10 25 0.62 190 190 117.80 7.60 83.74 85.08 0.00 2.81

11 26 0.67 60 60 40.20 17.40 59.55 60.61 0.00 2.01

12 27 0.65 120 120 78.00 4.80 47.47 50.20 0.00 1.66

13 28 0.64 130 130 83.20 5.20 81.57 82.61 0.00 2.73

14 29 0.66 60 60 37.00 −2.00 58.51 59.59 0.00 1.22

15 30 0.64 100 100 64.00 4.00 47.09 49.38 0.00 1.63
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TABLE 2 Results of consumption node transactions.

Power consump-
tion node

Transaction
node

Contract unit price
(yuan/kWh)

Contracted
electricity (kWh)

Actual power
consumption (kWh)

Expense
(yuan)

Grid revenue
(yuan)

Node
credit
weights

before and
after

transaction

My
(yuan)

Ai
(yuan)

16 1 0.61 310 310 201.50 12.40 95.57 96.16 0.00 3.18

17 2 0.63 200 180 120.60 −0.80 95.60 86.04 48.58 1.09

18 3 0.64 110 110 74.80 4.40 79.30 80.29 0.00 2.66

19 4 0.63 190 190 127.30 7.60 79.82 81.48 0.00 2.70

20 5 0.61 290 290 188.50 11.60 91.87 92.89 0.00 3.07

21 6 0.62 160 160 105.60 6.40 84.99 86.03 0.00 2.85

22 7 0.63 140 140 93.80 5.60 79.95 81.16 0.00 2.69

23 8 0.61 110 110 71.50 4.40 79.83 80.79 0.00 2.67

24 9 0.63 140 140 93.80 5.60 79.84 81.06 0.00 2.68

25 10 0.62 190 190 125.40 7.60 80.55 82.15 0.00 2.72

26 11 0.67 60 80 57.60 17.40 65.05 65.96 0.00 2.19

27 12 0.65 120 120 82.80 4.80 70.37 71.91 0.00 2.38

28 13 0.64 130 130 88.40 5.20 73.27 74.78 0.00 2.47

29 14 0.66 60 50 35.00 −2.00 64.93 54.11 30.74 1.10

30 15 0.64 100 100 68.00 4.00 61.38 63.05 0.00 2.09
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nodes and 15 power consumption nodes. Among them, node 17 and
node 29 were set to default during the trading process, and all nodes
conduct a transaction, change their credit weight, and allocate
penalties to the defaulting nodes at the end of the transaction. In
this transaction process, the feed-in tariff of the power generation
node is 0.4 yuan/(kWh), the power consumption node purchases
power from the grid at 0.75 yuan/(kWh), and the over-the-grid fee is
0.04 yuan/(kWh). Tables 1, 2 give the simulation results.

The transaction results show that, when both nodes in a
transaction perform normally, the credit weight of the node
increases. The higher the credit weight, the more penalties the
defaulting node receives to encourage the latter to perform
normally. When one of the two parties in the transaction fails to
perform, its credit weight decreases, and the performing node must
buy the remaining power from the grid or sell the excess power to
the grid. This causes economic loss to the performing node, so the
nonperforming node pays the appropriate penalties to compensate
for the node on the other side of the transaction. Among them,
nodes 17 and 29 are non performing nodes, so a certain penalty
needs to be paid, while the other nodes are all performing nodes, so
there is no need to pay a penalty.

To summarize, in the distributed power market based on node
credit weight, the power node purchase price is lower than the grid
price, and the power node sale price is higher than the feed-in tariff,
which encourages the nodes to trade in the distributed power market
and promotes the consumption of distributed renewable energy
sources. The penalties for nonperforming nodes are allocated to
other trading nodes according to the credit weight of the latter to
reduce the losses of the trading nodes and encourage the latter nodes
to perform. This strategy is fair and maintains the stability of the
distributed power trading market, which is in line with the
expected goal.

5.2 Simulation of node consensus

To verify the effect of the introduction of node weights on
the time-consuming consensus process, the election of the
leading node and the node consensus process are simulated
by using 30 nodes in Section 5.1. The nodes make
200 transactions, and a consensus is reached after each
transaction. During the transaction, renewable energy
generation nodes obtain green certificates according to the
amount of renewable energy they generate, and these green

certificates can be sold. The power consumption nodes can
also prove that they have used renewable power by
purchasing green certificates. The weight of the green-
certificate transaction varies, and the carbon emission rights
participate in the weight calculation according to the transaction
result of the previous transaction cycle. Wa,i takes the initial
value of zero,Wa

max takes the value of zero,Wg,i takes the initial
value of zero, l� 30, δ� 0.05, α1 � α2� 0.2, β1 � β2� 0.2,
η1 � η2� 0.1, μ1� 0.1, μ2� 0.2, λ� 0.1, φ� 0.5, ω� 1. The
consensus process of distributed power trading takes
milliseconds, in contrast with the transaction cycle of 1 day
for distributed power trading. Therefore, the consensus for
distributed power trading is completed very quickly.

5.2.1 Comparison of election of leading node
To compare the changes in the election of the leading node

before and after the improvement of Raft consensus mechanism,
200 elections were conducted using the Raft consensus mechanism
before and after applying the improved election process. The
number of times a node becomes a leader is then compared. To
avoid the influence of node participation in consensus weight,
γ1 � γ2� 0. Tables 3, 4 show the simulation results.

The simulation results show that, during the 200 leader
elections, all nodes in the traditional Raft consensus mechanism
can become leading nodes, and the chances of each node becoming a
leading node are relatively equal. In the improved Raft consensus
mechanism, nodes 1, 2, and 5 have relatively higher weights of green
certificates and carbon emission rights because they have more
transactions and fewer defaults. Their total weight exceeds that of
the other nodes, with 146, 24, and 30 campaigns to become the
leading node, respectively. This is consistent with the design intent
that nodes with high weights should have a greater probability of
becoming leading nodes.

5.2.2 Comparison of time required for single node
consensus

In the Raft consensus mechanism based on node weights, a
heavier node has a greater share of the consensus, so we simulate the
time consumed by each consensus after the introduction of node
weights. We simulate the Scenario for nodes 1, 2, and 5 as leading
nodes in Section 5.2.1, set one consensus after each transaction,
simulate 200 transactions, and compare the times required for a
single consensus. At this time, γ1 � γ2� 0.3. Figures 1–3 show the
simulation results.

TABLE 3 Results of leader node election (A).

Node number 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

Traditional Raft 6 5 5 9 8 5 6 8 3 4 9 7 4 11 7

Improved Raft 146 24 0 0 30 0 0 0 0 0 0 0 0 0 0

TABLE 4 Results of leader node election (B).

Node number 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30

Traditional Raft 7 5 8 9 3 9 8 8 5 10 5 9 6 7 4

Improved of Raft 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
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This article sets a consensus after each transaction, so the
number of consensus is equal to the number of transactions. The
consensus time of the Raft consensus mechanism is determined by
the node that, of all the responding nodes, has been communicating
with the leading node for the longest time when the consensus is
complete. This node is called the “intermediate node.” With the
traditional Raft consensus mechanism, the intermediate node is
unchanged if the leading node does not change, so the consensus
time remains unchanged each time. With the improved Raft

consensus mechanism, the introduction of node weights changes
the intermediate node upon changing the weights, even if the leading
node does not change. Thus, the consensus time also changes. The
simulation results lead to the conclusion that the improved Raft
consensus mechanism based on node weights causes the consensus
elapsed time to fluctuate for each succeeding consensus. However, as
the consensus number increases, the role of the node consensus
weights increases, so the time required for a node consensus
decreases.

FIGURE 1
Comparison of consensus time before and after introducing node weights (Scenario 1).

FIGURE 2
Comparison of consensus time before and after introducing node weights (Scenario 2).
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5.2.3 Comparison of time for all node to reach
consensus

To verify how node weights affect the total node consensus time,
we compare (based on Sec. 5.2.2) the single node consensus time by
simulating the total time for node consensus for the improved and
the traditional Raft consensus mechanisms. Figures 4–6 show the
simulation results. The increase in node consensus time is shown in
Tables 5–7.

The simulation results lead to the conclusion that the improved
Raft consensus mechanism takes less time and is more efficient than

the total consensus of the traditional Raft consensus mechanism for
more consensus iterations. The efficiency improves by about 9%
after 200 consensus iterations.

5.3 Changes in node weights for consensus

5.3.1 Changes in node credit weights
When trading distributed power, the credit weight of a node is

an important index. To verify how node default affects the credit

FIGURE 3
Comparison of consensus time before and after introducing node weights (Scenario 3).

FIGURE 4
Comparison of total consensus time before and after
improvement (Scenario 1).

FIGURE 5
Comparison of total consensus time before and after
improvement (Scenario 2).
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weight of a node, the change of the credit weight of the four nodes in
a consensus are compared for Scenario 1 (nodes 1, 11, 17, and 27).
Figure 7 shows the results.

The results show that the credit weights of the nodes are all low at the
beginning and increase with increasing consensus iteration; thus, the
credit weights of the nodes depend on the node’s performance default.
When a node has fewer defaults, the node’s credit weight gradually grows
at a gradually slowing rate. Fluctuations appear due to the weight
attenuation, but it eventually stabilizes. When a node has many

defaults, the node credit weight decreases and fluctuates more, which
is consistent with the original design intention.

For the change of node credit weight to be more intuitive,
consider a set two nodes A and B. Node A has continuous
compliance, and its initial credit weight is zero. Node B has
continuous default and its initial credit weight is 100. Figure 8
compares the credit weight of the two nodes as a function of
consensus iterations.

From the above figure, when a node continuously performs well,
its credit weight gradually grows and slows, and the fluctuations
decrease as the weight decays. When s node continuously defaults,
the node’s credit weight decreases rapidly and eventually tends
to zero.

5.3.2 Changes in trading weight of nodes with
green certificates

In the improved Raft consensus mechanism, nodes 1, 3, 16, and
25, which conduct green-certificate transactions, are selected under
Scenario 1 to simulate variations in the weights of green-certificate
transactions. Figure 9 shows the results.

Figure 9 shows that node 1 is the first node to get a green certificate.
Initially, its green-certificate transaction weight rises rapidly. As other
renewable energy nodes also get green certificates and green certificates
begin to trade, the green-certificate transactionweight begins tofluctuate.
Nodes 1 and 3 sell green certificates, and the green-certificate transaction
weight rises with the number of green certificates obtained. Once a green
certificate is sold, it no longer participates in the calculation of the node
weight, and the weight of the green certificates declines. Nodes 16 and
25 purchase green certificates and so increase inweight. They then slowly
decrease in weight as the number of green certificates in circulation
varies. Nodes with more green certificates thus have greater weights,
which encourages power generation nodes to produce more renewable

FIGURE 6
Comparison of total consensus time before and after
improvement (Scenario 3).

TABLE 5 Comparison of total consensus time before and after improvement (Scenario 1).

Number of consensus Consensus time before
improvement (ms)

Consensus time after
improvement (ms)

Efficiency gains (%)

10 24.89 24.70 0.78

20 49.78 48.81 1.96

50 124.45 118.45 4.83

100 248.91 233.24 6.30

150 373.36 347.00 7.06

200 497.82 459.13 7.77

TABLE 6 Comparison of total consensus time before and after improvement (Scenario 2).

Number of consensus Consensus time before
improvement (ms)

Consensus time after
improvement (ms)

Efficiency gains (%)

10 25.56 25.38 0.70

20 51.12 50.05 2.09

50 127.79 120.79 5.48

100 255.58 234.78 8.14

150 383.37 348.67 9.05

200 511.16 462.66 9.49
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TABLE 7 Comparison of total consensus time before and after improvement (Scenario 3).

Number of consensus Consensus time before
improvement (ms)

Consensus time after
improvement (ms)

Efficiency gains (%)

10 26.85 26.35 1.84

20 53.70 52.38 2.46

50 134.24 128.16 4.53

100 268.48 249.86 6.94

150 402.72 370.09 8.10

200 536.96 486.67 9.36

FIGURE 7
Node credit weight as a function of consensus iteration number.

FIGURE 8
Credit weights of nodes A and B as a function of number of
consensus iterations.

FIGURE 9
Node green-certificate transaction weight as a function of
number of consensus iterations.

FIGURE 10
Total weight of the nodes as a function of number of consensus
iterations.
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power and power consumption nodes to use more renewable power,
thereby promoting green consumption.

5.3.3 Changes in total node weight
With the improved Raft consensus mechanism based on node

weights, the total node weight affects the consensus process of the
nodes. To compare the variations in total node weight, we count the
variations in the total weights of nodes 1, 11, 17, and 27 in the
consensus in the case of Scenario 1. Figure 10 shows the results.

The simulation results lead to the conclusion that the total node
weight gradually grows from the initial value to a threshold value
and then fluctuates within a certain range, proving that the total
node weight remains in a controllable range. Due to the joint
influence of multiple weighting factors, the total weight of nodes
will not grow without limit, which leads to over-centralization.

6 Conclusion

This paper improves the traditional Raft consensus mechanism
for the transaction characteristics of distributed power trading.
Nodes’ green-certificate trading situation and carbon emissions
trading situation affect their weight. We improve the Raft
consensus mechanism for distributed power trading and simulate
the market, which leads to the following conclusions:

(1) In the distributed power trading market, the power consumption
nodes and the power generation nodes negotiate the tariffs and
power volume of the transaction. After the transaction, the nodes
that perform well are rewarded, and the nonperforming nodes are
penalized by lowering their credit weight and being obliged to pay
penalties. These payments are distributed to the performing nodes
of the power trading market, which encourages all nodes in the
chain to perform well. The system also maintains fairness in the
distributed power market.

(2) To elect leading nodes, node weights are considered in
combination with node transaction fulfillment, green-
certificate transactions, carbon emission rights transactions,
etc. Nodes with greater weight have smaller timeouts. The
simulation shows that the improved Raft consensus
mechanism grants nodes with greater weight and more
reliable nodes a greater probability of becoming the leader.
This contrasts with the traditional Raft consensus mechanism
whereby each node has roughly the same probability of
becoming the leader. The improved Raft consensus
mechanism is thus consistent with the market goal.

(3) The consensus process of a node depends on the node weight: as
the number of consensus iterations increases, the role of the
node consensus weight increases. In addition, the node single
consensus time decreased and improved efficiency.

(4) Comparing the nodes’ green-certificate trading weights shows
that increasing the number of green certificates of a node
increases its weight, thus promoting the energy transition of
power generation nodes and the consumption of renewable
power in the distributed power trading market. The constraint
of carbon emission rights also encourages nodes to comply with
carbon emission constraints by purchasing carbon emission
quotas.

The weight rating mechanism of nodes designed in this paper
considers factors such as green certificates and carbon emission rights
andmotivates nodes to perform well. It also curbs the default behavior of
nodes and produces safe and stable trading in the distributed power
trading market. Nodes gain in the distributed power trading process and
losses caused by nonperforming nodes are reduced, encouraging nodes to
trade in the distributed power trading market, thereby promoting
renewable energy consumption. In electing leading nodes, nodes with
greater weight and reliability are more likely to become leading nodes. In
addition, the consensus process among nodes accelerates the time-
consuming distributed power trading consensus process and improves
efficiency. The introduction of green-certificate trading and carbon
emission weights motivates enterprises to consume renewable energy.
It also constrains nodes to achieve carbon emission compliance by
purchasing carbon emission quotas, which motivates enterprises to
transform into low-carbon enterprises. However, the improved Raft
consensus mechanism proposed in this article, which considers green
card trading and carbon emission rights, does not consider the situation
of malicious nodes attacking the distributed power trading process. The
Raft consensus mechanism can ensure system consistency without
malicious nodes, but this feature reduces its application scope. The
improved Raft consensus mechanism in this article is also improved
without malicious node attacks, without considering the situation of
malicious nodes attacking distributed power trading. In the future,
possible malicious node attacks in the Raft consensus mechanism of
distributed power trading can be studied to improve the consensus
mechanism and ensure the safe and stable operation of the distributed
power trading market.
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The continuous integration of renewable energy into the grid has reduced
its inertia and damping levels. When disturbances occur, the grid is prone to
frequency excursion issues, which restrict the further utilization of renewable
energy. Consequently, an increasing number of grid codes require active
participation of renewable energy sources in the system’s frequency regulation
(FR). Direct-drive permanent magnet synchronous wind power systems,
characterized by their simple structure and high reliability, have gradually
become the mainstream in wind power systems. By controlling the pitch angle
to reserve surplus power, the wind turbines can actively engage in frequency
regulation during disturbances. However, due to limited power reserve capacity,
traditional FR methods struggle with parameters tuning, thus failing to achieve
the desired effect. To this end, this paper proposes an FR strategy for direct-drive
permanent magnet synchronous wind power systems based on the principle
of rapid power compensation (RPC). It circumvents the challenges associated
with parameter tuning, and achieves optimal FR performance for wind turbine
inverter under power-limited conditions. Firstly, it is demonstrated that the
proposed RPC control, when making full use of power reserves, can achieve FR
effects equivalent to optimal PD control through rigorous mathematical analysis.
Subsequently, the RPC control is divided into four operatingmodes to address FR
requirements under different conditions. The transitions between these modes
are explained, and the detailed implementation of the RPC control is provided.
Finally, the effectiveness and superiority of the proposed control strategy are
validated through simulation based on Matlab/Simulink.

KEYWORDS

frequency regulation (FR), direct drive permanent magnet synchronous wind power
generation system, rapid power compensation (RPC), pitch angle control, PD control

1 Introduction

As the environmental pollution caused by the continuous consumption of fossil fuels has
become increasingly severe, the search for alternative energy sources to traditional fossil fuels
has also become urgent. Wind energy, as a clean and pollution-free high-quality renewable
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energy source, has gained widespread attention both domestically
and internationally, Mousavi et al. (2022); Ratnam et al. (2020).
However, with the continuous increase in wind power penetration,
the power systemhaswitnessed a significant reduction in inertia and
damping levels. When disturbances occur, they can easily trigger
frequency relays, leading to events such as generator tripping and
load shedding, which pose a serious threat to the secure and stable
operation of the power system, Yang et al. (2023); Guo et al. (2022);
Xiong et al. (2022); Zhang et al. (2024). Therefore, maintaining grid
frequency stability under high wind power penetration scenarios is
very important.

Direct-drive permanent magnet synchronous wind power
systems and doubly-fed induction wind power systems are two
major wind power technologies. Among them, the direct-drive
permanent magnet wind power system is connected to the grid
through the full-power converter, and the wind turbine’s shaft
is directly linked to a multi-pole low-speed permanent magnet
synchronous generator (PMSG). This design eliminates the need
for a gearbox, resulting in lower mechanical failure rates and
significantly enhanced operational stability and reliability of the
power generation system. As a result, it has gradually become
the mainstream turbine type in wind farms, Musarrat et al. (2019).
Currently, grid codes in some countries and regions require
renewable energy sources to provide frequency support during
disturbances and actively participate in the system’s frequency
regulation (FR) process to enhance grid frequency stability,
Van de Vyver et al. (2016). Depending on the source of FR energy,
this can be divided into two main categories: energy storage
system (ESS) based FR, Berrueta et al. (2023); Liu et al. (2020);
Chauhan et al. (2019) and reserve power based FR, Sun et al. (2021);
Tu et al. (2022). Due to the higher construction cost of ESS, utilizing
reserve power for FR is more feasible in practical engineering.
Therefore, the focus of this study is on using the reserve power of
wind power systems for conducting FR. Considering that direct-
drive permanent magnet synchronous wind power systems are
connected to the grid in the form of the full-power converter,
its flexible and controllable nature can be leveraged to enhance
the frequency response capability through modifications to the
converter control strategy, Saha et al. (2023).

Addressing the frequency indicators commonly concerned
in frequency stability, namely, frequency deviation and the rate
of change of frequency (RoCoF), corresponding suppression
methods have been proposed and applied in engineering practice,
Ratnam et al. (2020). Common controls include droop control,
inertia control, proportional integral (PD) control, virtual
synchronous generator (VSG) control, and various intelligent
algorithms, Van de Vyver et al. (2016); Liu et al. (2022a,b); Sun et al.
(2020); Xiong et al. (2020); Wang et al. (2018). Each control has
its own advantages, disadvantages, and applicable scenarios.
Specifically, Van de Vyver et al. (2016) demonstrates that droop
control is a straightforward and effective inertia response strategy,
but it does not consider the impact of energy sources for FR. Li et al.
(2022) focuses on PMSG and proposes a virtual inertia control
strategy based on fuzzy logic algorithms to enhance grid frequency
stability. However, it does not thoroughly consider the influence
of frequency deviation on grid frequency stability. Dai et al. (2022)
suggests an adaptive frequency control strategy using rotor kinetic
energy as reserve power, but the released rotor energy is a function

of rotor speed, lacking a universal design principle and limiting its
widespread application.

In general, the aforementioned methods are limited by the
reserve capacity of wind power systems or the constraints of
existing energy in equipment, resulting in complex design of control
parameters. Furthermore, improper control parameters could lead
to ineffective FR or even adverse effects, jeopardizing the secure and
stable operation of the power system. To address these issues, this
paper proposes an FR method based on the principle of rapid power
compensation (RPC), and the proposed approach can achieve FR
effects equivalent to optimal PD control, utilizing the full reserve
power of the generation system while avoiding complex parameter
design, thus providing better frequency support for the power
system and effectively reducing frequency deviation and RoCoF.

The remainder of the manuscript is as follows. Section 2
introduces the structure and control principles of the direct-drive
permanent magnet synchronous wind power system, elucidating
the necessity of wind power system providing FR, and presenting
commonly used control methods and the challenges they face. Next,
Section 3 comprehensively discusses the fundamental principles of
RPC control and its detailed implementation in the wind turbine
system. Section 4 validates the superiority of the proposed RPC
control through simulation analysis. Finally, conclusions are drawn
in Section 5.

2 Grid-tied wind turbine system

2.1 Necessity of wind power system
providing frequency regulation

Figure 1 shows the basic structure and control principle of
the direct-drive permanent magnet synchronous wind power
generation system, which is connected to the grid through
a full-power converter. In this system, the wind turbine is
directly connected to the PMSG without the need for additional
intermediary structures, thus offering advantages such as high
reliability, strong stability, and good economic performance. The
rotor-side converter (RSC) is directly connected to the rotor of the
PMSG and is usually controlled using the maximum power point
tracking (MPPT) strategy, and the grid-side converter (GSC) is
typically controlled with a voltage-current dual closed-loop strategy
for grid connection.

For wind turbines within the same wind farm operating under
the same wind speed conditions, their internal interactions can be
ignored, and the wind farm can be approximated as an equivalent
unit. During the inertia response phase of the power grid frequency,
the influence of primary frequency control and secondary frequency
control can be neglected. Therefore, the frequency response process
of the grid-tied wind farm system can be described using the swing
equation as

TJ
d f
dt
= P− Pg (1)

where f is the grid frequency, TJ is the inertia time constant, P is the
power generated by the wind turbine system, and Pg is the power
absorbed by the grid.
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FIGURE 1
Grid connection control diagram of direct-drive PMSG wind power system.

To retain FR capability, the power generated by the wind turbine
P would include the MPPT power PMPPT and the auxiliary power
Pau, i.e.,

P = PMPPT + Pau (2)

In addition to the load power PL, the power absorbed Pg also
includes inherent grid frequency response power, such as the power
from the frequency response capability of asynchronous motor
loads. Therefore, Pg can be expressed as

Pg = PL −Kg ( fN − f) (3)

where Kg is the inherent grid frequency response coefficient, and fN
is the rated frequency of the grid.

In the case of a disturbance ΔPL, both the grid and the wind
turbine system need to respond to the disturbance power. Thus,
combining (1), (2), and (3), the dynamic response model of the
power system can be obtained as

TJ
d f
dt
= (PMPPT + Pau) − [PL0 +ΔPL −Kg ( fN − f)] (4)

Since the PMPPT is equal to the steady-state load power PL0, i.e.,
PMPPT = P0, (4) can be further simplified as

TJ
d f
dt
= Kg ( fN − f) −ΔPL + Pau (5)

Without auxiliary FR power Pau, the power deviation on the
right-hand side of (5) would be larger, resulting in greater frequency
deviation and RoCoF, seriously affecting the system’s frequency
stability. Therefore, it is very crucial for utilizing the grid-tied wind
turbine system to provide necessary frequency support.

2.2 Pitch angle control

By adjusting the pitch angle of the wind turbine, the captured
power can be altered, causing the operating point of thewind turbine
to deviate from the maximum power point. It, in turn, provides the
wind turbine with reserve capacity to participate in system FR. The
specific operational principle of pitch angle control is analyzed as
follows.

Wind energy is the kinetic energy generated by the flow of air
and can be analyzed using aerodynamic theory. Specifically, the
blades of a wind turbine can convert received wind energy into
mechanical energy, and the captured mechanical power Pm can be
represented as

Pm = 0.5ρπR
2v3mCp (β,λ) (6)

where, ρ is the air density, R is the radius of the wind turbine blades,
Cp is thewind energy capture coefficient, vm is the actual wind speed,
β is the pitch angle of the blades, and λ is the tip-speed ratio of the
wind turbine, which can be expressed as

λ =
Rωr

νm
(7)

where ωr is the rotational speed of the wind turbine rotor. It can
be seen that for a certain type of wind turbine, the tip-speed ratio
can be uniquely determined by the wind turbine speed ωr and wind
speed vm.

It needs to be highlighted that apart from Cp and vm, the other
parameters in (6) are mechanical structural parameters determined
by the inherent structure of the wind turbine and cannot be altered
after manufacturing, i.e., under certain wind speed conditions, the
wind energy captured by the wind turbine is uniquely determined
by the wind energy capture coefficient Cp. Therefore, a higher
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Cp captures more wind energy, while a lower Cp captures less.
Additionally, the value of Cp is related to the tip-speed ratio λ and
the pitch angle β, and their relationship can be described using a
high-order nonlinear function as

Cp (β,λ) = 0.22(
116
λi
− 0.4β− 5)e−

12.5
λi

1
λi
= 1
λ+ 0.08β

− 0.035
β3 + 1

(8)

The relationship between Cp, λ and β can be infered from (8),
i.e., at a fixed wind speed, if the pitch angle remains constant, Cp is
only affected by the wind turbine’s rotational speed ωr. At this point,
the wind turbine has a specific speed that captures the maximum
wind energy. If the wind turbine’s rotational speed remains constant,
gradually decreasing the pitch angle results in an increased Cp, and
thusmorewind energy is captured.The additionally captured energy
can then be utilized for FR, which is the fundamental principle of
using pitch angle control for FR.

When employing pitch angle control, the auxiliary FR power of
the wind turbine can be represented as:

Pau = (1− d%)Pmax (9)

where d is the derating rate used to characterize the wind turbine
system’s reserve capacity, and Pmax is the maximum power.

As shown in Figure 2, the operational range of a direct-drive
permanent magnet synchronous wind power generation system can
generally be divided into four areas: grid-tied area, Cp constant area,
rotor speed constant area, and power constant area. The grid-tied
area represents the transition from the turbine being shut down to
starting up, during which the turbine’s speed increases from 0 toωr0.
The second region is the Cp constant area (segments AB), where the
turbine’s speed continuously increases to track themaximumpower,
while Cp remains at its maximum value. The third region is the rotor
speed constant area (segment BC). As wind speed increases, the
rotational speed of thewind turbine also increases until it reaches the
maximum speed.However, the power output of thewind turbine has
not yet reached its maximum value in this region, so the rotational
speed remains constant. The fourth region is the power constant
area (segment CD), and the control objective is to maintain the
wind turbine’s output power near its rated value. Even as wind
speed increases, the generator and inverter power remain at their
maximum values. The pitch angle control proposed in this paper is
performed within the power constant area.

Pitch angle control can be implemented through a simple PI
control, Dai et al. (2022), which maintains a certain amount of
reserve power in the power constant area to achieve dynamic
frequency adjustment. The specific implementation is illustrated in
Figure 3, where fg represents the grid frequency, fref is the reference
frequency given, β0 is the rated pitch angle, andT is the time constant
of the low-pass filter (LPF). To ensure the safe and stable operation
of the wind turbine, the pitch angle should also operate within a
certain safety range, and the rate of change of the pitch angle should
be limited. βmin and βmax are the minimum and maximum values of
the pitch angle, respectively, and the rate of change of the pitch angle
is also restricted by a rate limiter module.

Figure 4 displays the power output curves of the wind turbine
under different controlmethods.The red curve PMPPT represents the

FIGURE 2
Power tracking curve of permanent magnet direct-drive wind turbine.

output power curve under MPPT control, and the purple curve Pβ
represents the output power curve under pitch angle control. It can
be observed that pitch angle control leaves the wind turbine with
reserve capacity. When a disturbance occurs, this reserve power can
be released by adjusting the pitch angle, thus providing frequency
support to the power system.

2.3 Challenges of existing controls

Pitch angle control reserves spare capacity for wind turbine
systems to participate in power system FR. Currently, the primary
methods used to achieve system FR are droop control, inertia
control, PD control and VSG control.

Droop control is the simplest frequency control scheme,
introducing frequency deviations into the control loop to improve
the FR of the wind turbine system. Since it acts as if it enhances the
damping capacity of the grid, it is mainly used to suppress frequency
deviations. As a result, the provided FR power of the droop control
can be expressed as

Pd = Kd ( fN − f) (10)

where Kd is the droop coefficient and fN is rated frequency.
Inertia control introduces the RoCoF into the power control

loop, effectively increasing the inertia level of the power system, and
it can effectively reduce the RoCoF index of the power system. Thus,
the provided FR power of inertia control is given by

Pi = sKi ( fN − f) (11)

where Ki is the inertia control parameter, and s is the differential
operator.

PD control combines the advantages of both droop and inertia
control, offering a better frequency response capability to the power
system. The output FR power can be written as

PPD = (kp + skd)( fN − f) (12)

where kp and kd are the proportional and derivative coefficients of
PD control, respectively.
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FIGURE 3
Principle diagram of pitch angle control.

FIGURE 4
Comparison of wind turbine output power under different control
methods.

From the aforementioned analysis, it can be seen that both droop
and inertia controls can be considered as special cases of PD control,
Xiong et al. (2020); Dreidy et al. (2017). When Kd = 0, PD control
becomes droop control, and when Kp = 0, PD control becomes
inertia control. Therefore, PD control can be used to analyze the
issues faced by these three control methods.

However, for PD control, it is a cumbersome issue for electing
appropriate control parameters reasonably. As shown in Figure 5,
if the control parameters are chosen inadequate, it is difficult
to achieve the desired FR effect (e.g., curves Pi1 and Pd1), and
the risk of frequency relay triggering still exists. On the other
hand, larger control parameters might exceed the maximum power
the wind turbine can provide (e.g., curves Pi2 and Pd2), still
failing to achieving desired control results. While it is possible
to find the optimal PD control parameters through rigorous
mathematical analysis, these parameters heavily depend on power
system parameters such as inertia and damping, which are
difficult to obtain in practical power systems. Thus, finding the
optimal PD parameters is challenging, and achieving the expected
optimal PD control in practical engineering is almost impossible.
Moreover, unreasonable PD parameters may even worsen the
power system’s frequency indicators, negatively impacting its
frequency stability. For instance, inappropriate inertia control

FIGURE 5
Frequency response characteristics under PD control.

FIGURE 6
Transitions between different FR modes.
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parameters can lead to oscillation problems in the grid Zhang et al.
(2024).

VSG control may be a potential solution to the problems
mentioned above. It simulates the rotor motion equation of a
synchronous generator to provide inertia and damping capabilities
to the power system. The pertinent mathematical model can be
expressed as

J fN
d f
dt
= PG − PL −ΔPL +D( fN − f) (13)

where J is the inertia of the power system, D is the damping
coefficient, and PG is the power output of the generators.

By designing J and D rigorously, the inertia and damping
capabilities of the power system can be significantly enhanced,
providing effective frequency support to the power system and
reducing the risk of frequency relay action. However, as VSG control
simulates the rotor motion equation of a synchronous generator, the
inherent oscillation problem of synchronous generators still exists
in wind power generation under VSG control, limiting the wide
application of VSG control in wind power systems. Furthermore,
due to the constraint of wind turbine pitch angle control’s spare
capacity, designing the parameters J and D in VSG control poses
difficulties. Inappropriate J and D parameters can still exceed the
wind turbine’s spare capacity, deteriorating the power system’s
frequency response characteristics.

3 RPC principle and implementation

3.1 Principle

As indicated from the analysis in the previous section, the
main challenge in selecting PD control parameters arises from
the limitation of wind turbine spare capacity and the difficulty in
accurately obtaining inertia and damping parameters of the actual
power system. Therefore, the core idea of the RPC principle is
to utilize the entire available spare capacity of the wind turbine
for FR during significant disturbances, abandoning linear control
strategies. By doing so, the problem of difficult parameter tuning
can be circumvented. Consider the derating rate of the wind power
system as 0, i.e., d = 0. Combining (6) and (9), the wind turbine’s
output power under this condition can be derived as

P = Pm = 0.5ρπR
2v3mCp (β,λ) (14)

When applying the RPC principle for FR, the wind turbine’s
maximum available auxiliary power Paum is used as the FR power
provided by the wind turbine system, i.e.,

Paum = Pau (15)

Substituting (15) into (5) yields the power system frequency
response when the wind power system adopts the RPC control
strategy, i.e.,

TJ
d f
dt
= Paum −ΔPL +Kg ( fN − f) (16)

Solving the above differential equation provides the time-
domain expression of power system frequencywhen thewind power
system employs the RPC control strategy, namely,

fRPC = fN −
ΔPL − Paum

Kg
(1− e

−
Kg
TJ
t
) (17)

From (17), the power system frequency deviation ΔfRPC under
the RPC control strategy can be obtained as

ΔfRPC = fRPC − fN =
ΔPL − Paum

Kg
(1− e

−
Kg
TJ
t
) (18)

Taking the derivative of (18) gives the RoCoF of the power
system under the RPC control strategy as

RRPC = −
ΔPL − Paum

TJ
e
−

Kg
TJ
t

(19)

When the wind power system adopts PD control, substituting
(12) into (5) gives the power system frequency response model
under the PD control strategy as

TJ
d f
dt
= (Kg + kp + skd)( fN − f) −ΔPL (20)

Solving (20) yields the time-domain expression of the power
system frequency under the PD control strategy

Δ fPD (t) =
PPD

TJ
⋅ (1− e

− t
TJ ) (21)

Taking the derivative of (21) yields the rate of change of the
power system frequency under the PD control strategy

dΔ fPD
dt
=
PPD

Tj
⋅ e
− t

Tj (22)

Substituting (21) and (22) into (12), the additional FR power
provided by the wind turbine under the PD control strategy can be
obtained as

PPD =
ΔPL

Kg + kp
(Kp +

Kgkd −TJkp

TJ + kd
e
−

Kg+kp
TJ+kd

t
) (23)

To avoid exceeding the wind turbine’s spare capacity limitation
and achieve optimal PD control effects, the control parameters must
satisfy:

kp =
KgPaum

ΔPL − Paum

kp =
TJPaum

ΔPL − Paum

(24)

Substituting (24) into (21) and (22), we have

Δ fRPC = Δ fPD
RRPC = RPD

(25)

Furthermore, by substituting (24) into (23), the following
important conclusion can be drawn

PRPC = PPD (26)

By combining (25) and (26), it can be observed that under the
constraint of the wind turbine’s maximum available spare capacity,
the frequency response effect achieved through the RPC control
strategy is equivalent to optimal PD control. This constitutes the
specific principle of RPC control. Clearly, the adoption of RPC
control can avoid the challenges of designing optimal PDparameters
and reduces the complexity of controller design.
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3.2 Implementation

Frequency deviation and RoCoF are two important indicators
reflecting the grid’s frequency response characteristics. By
comparing the operating ranges of these two indicators, the power
system’s status can be assessed, indicating whether the system is in
a power balance state and whether the generation system needs to
increase or decrease power output. Specifically, when the frequency
deviation is significantly larger than the deadband threshold and
the RoCoF R is negative, it signifies an increase in load power of
the power system. In this case, the wind turbine system should
increase power generation to mitigate the impact of disturbance
power on the power system frequency. Conversely, when the
frequency deviation is significantly smaller than the deadband
threshold and R is positive, it implies a decrease in load power
in the power system. Here, the wind turbine system should decrease
power generation. When both frequency deviation and RoCoF are
negligible, it indicates that the power system has not been notably
disturbed, and the wind turbine system does not need to provide
extra FR power. Additionally, as the frequency deviation and RoCoF
decrease gradually, in order to avoid consuming and occupyingwind
turbine FR resources with maximum spare capacity over prolonged
periods, the system can smoothly exit the RPCFRmode using droop
control.

Based on the above analysis, and according to different
operational ranges of frequency indicators and considering the
direction of disturbance power (increasing or decreasing load
power), the RPC control strategy can be divided into the following
four modes. The operational modes of each are explained as follows.

1. Steady State Mode: When the power system is not disturbed or
only slightly disturbed, both the frequency deviation and RoCoF
indicators are small, and the wind turbine system does not need
to provide extra FR power.

2. Droop ControlMode:When the frequency deviation and RoCoF
indicators of the power system reach certain values and exceed
the FR deadband range, the wind power system needs to
utilize droop control to provide a certain amount of FR power.
Moreover, this mode can also be used to smoothly exit the state
of using maximum available spare power.

3. Positive RPC Mode: When the power grid’s frequency
deviation significantly increases or the RoCoF indicator drops
significantly, exceeding the range tolerated by the droop
mode, the wind turbine system needs to rapidly release
power to effectively suppress further degradation of frequency
indicators.

4. Negative RPC Mode: When the frequency deviation of the
power system rapidly decreases or the RoCoF indicator rapidly
increases, surpassing the operational range of both the steady
state mode and droop control mode, it means that the power
output of the system exceeds the absorbed load power. At
this point, the wind turbine’s power output should be rapidly
reduced.

The frequency indicators corresponding to different modes are
shown in Table 1. Here, fdz and Rdz are the maximum allowable
frequency deviation and RoCoF of the steady state mode. When
the frequency indicators exceed these limits, the operational mode
transitions from steady state mode to droop control mode. fd and

FIGURE 7
Implementation of the proposed RPC strategy.

Rd are the frequency deviation and RoCoF when transitioning
from droop control mode to RPC control mode, respectively; they
define the maximum operational threshold of the droop control
mode. Frequency indicators exceeding these values will cause the
system to transition from droop mode to RPC mode, where KD is
the droop coefficient during this mode. The frequency thresholds
corresponding to different FR modes can be determined according
to various grid codes, Xiong et al. (2021). To ensure the safe
operation of the power system, the following relationships must be
satisfied by these mode thresholds.

0 < fdz < fd < frelay
0 < Rdz < Rd < Rrelay

(27)

The transitions between different FR modes are illustrated in
Figure 6. By evaluating the range of the power grid frequency
indicators, the corresponding FR mode can be selected.

The RPC-based FR strategy proposed for direct-drive
permanent magnet synchronous wind power generation system
can be implemented according to the schematic in Figure 7.
Firstly, using a Phase-Locked Loop (PLL) algorithm, the real-time
frequency deviation and RoCoF indicators of the power system are
measured online.Then, based on themeasured frequency indicators’
operational range, the corresponding FR mode is selected according
to Figure 6. Finally, the wind turbine power command in the control
strategy shown in Figure 1 is adjusted to actively participate in the
power grid FR process.

4 Validation

To validate the effectiveness and advancement of the proposed
wind power system FR strategy, this section conducts simulation
analysis on the MATLAB/Simulink. The IEEE Four-Machine Two-
Area (IEEE 4M2A) system serves as a testbed for studying power
system dynamic stability, power flow, and damping oscillations.
This system comprises 11 buses, four generators, and two areas
connected through weak tie lines, Xiong et al. (2021). To test the
FR performance of the wind power system, this study replaces
Generator G3 in Area 2 of the IEEE 4M2A simulation system
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TABLE 1 Different operatingmodes and their operational ranges.

Mode Operational range Output power

Steady state mode |Δf | < f dz and |R| < Rd 0

Droop mode f dz < |Δf | < f d and |R| < Rd KDΔf

+RPC mode Δf > − f d or R > Rd Paum

-RPC mode Δf < − f d or R < − Rd −Paum

FIGURE 8
IEEE 4M2A system configuration.

TABLE 2 Simulation parameters.

Parameter Value Parameter Value

Kd 80e6 K i 60

kp 50e6 kd 60e6

f dz 0.05 Hz Rdz 0.1 Hz/s

f d 0.2 Hz Rd 0.2 Hz/s

f relay 0.5 Hz Rrelay 0.6 Hz/s

architecture with an equivalent 100 MW direct-drive permanent
magnet synchronous wind power system, as shown in Figure 8.
Table 2 provides the main parameters of the simulation model.
Under pitch angle control, the wind turbine grid system can provide
a spare capacity of 40 MW. When power disturbances occur, this
section will extensively compare the time-domain waveforms of key
physical quantities such as frequency, RoCoF, and output power of
wind turbine system for the IEEE 4M2A simulation system under
natural response, droop control, PD control, and the proposed RPC
control.

4.1 Single disturbance scenario

At 35 s, as shown in Figure 9, the load power suddenly drops
by 70 MW, causing the frequency of the IEEE 4M2A system

to gradually increase. Under natural response, the maximum
frequency value reaches 50.62 Hz, and the maximum absolute
value of RoCoF is 0.64 Hz/s. These values exceed the operating
thresholds of frequency relays and RoCoF relays (0.5 Hz and
0.6 Hz/s, respectively), inevitably leading to a blackout.When droop
control and PD control are respectively employed, the frequency
peaks of the IEEE 4M2A system are 50.41 Hz and 50.42 Hz, and
themaximumabsolute values of RoCoF are 0.635 Hz/s and 0.5 Hz/s.
Compared to the natural response, both indicators slightly decrease,
improving the frequency response characteristics to some extent.
Moreover, the simulation results also indicate that the frequency
response results for the IEEE 4M2A system are similar when using
these two control methods. However, PD control shows better
suppression of RoCoF variation due to the smaller kp parameter, as
it does not achieve a good frequency deviation suppression effect.
This verifies the analysis results from Section 2, demonstrating that
unreasonable PD parameters struggle to achieve a good frequency
response. Regarding RPC control, since the wind power system
autonomously switches to the -RPC mode during the significant
disturbance, the wind turbine system’s output power decreases
from 100 MW to 60 MW. As a result, the frequency peak of the
IEEE 4M2A simulation system is only 50.27 Hz, and the maximum
absolute value of RoCoF is 0.34 Hz/s. As the frequency gradually
decreases, the wind power system’s FR strategy transitions back to
the droop control mode. RPC control switches to droop control
mode, and the wind turbine’s output power gradually increases
according to droop control characteristics, avoiding the adverse
effects of prolonged -RPC mode operation on the wind turbine
system.
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FIGURE 9
Frequency response of the system during single disturbance.

4.2 Continuous disturbance scenario

At 30 s, as shown in Figure 10, there is a sudden increase of
10 MW in the load, causing a slight reduction in the frequency of the
IEEE 4M2A system and a slight fluctuation in RoCoF. Specifically,

FIGURE 10
System frequency response during continuous disturbance scenario.

without any auxiliary frequency control service, the lowest point of
the system frequency under natural response conditions is 49.91 Hz,
with a maximum absolute RoCoF of 0.08 Hz/s. For droop control,
the lowest frequency point of the IEEE 4M2A simulation system is
49.92 Hz, and the maximum absolute value of RoCoF is 0.078 Hz/s,
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suggesting a weak capability to suppress RoCoF. When using PD
control, the lowest frequency point of the IEEE 4M2A system is
approximately 49.93 Hz, with a maximum absolute RoCoF value
of 0.06 Hz/s, due to the effect of the kd parameter in PD control
inhibiting the increase of RoCoF. As for RPC control, at this point,
both the frequency deviation and RoCoF of the IEEE 4M2A system
are small, and the wind power grid system is in a steady-state
operationmode.The changes in frequency andRoCoF indicators for
the IEEE 4M2A system are the same as those under natural response
conditions; since there is no need to provide additional frequency
response power, wastage of FR power is avoided.

At 40 s, the load power of the IEEE 4M2A system suddenly
increases by 60 MW, which is a large disturbance, causing a rapid
decrease in the frequency and a significant increase in the RoCoF
of the IEEE 4M2A system. Under the natural response condition,
the system frequency rapidly drops to 49.42 Hz, and RoCoF reaches
its peak value of 0.53 Hz/s. At this point, the frequency deviation
is greater than the action threshold of the frequency relay (0.5 Hz),
inevitably leading to a blackout. When using droop control and
PD control, the lowest frequency points and RoCoF indicators of
the IEEE 4M2A system are 49.63 Hz and 0.49 Hz/s, and 49.61 Hz
and 0.39 Hz/s, respectively. The simulation results indicate that
both droop control and PD control have some capacity to suppress
frequency deviation and RoCoF indicators. However, when using
RPC control, the lowest frequency point of the IEEE 4M2A system
is 49.78 Hz, and RoCoF is 0.31 Hz/s. The lowest frequency point
and RoCoF indicators are significantly lower than those of droop
control and PD control, demonstrating optimal frequency response
characteristics.The core reason is thatwhen the frequency indicators
of the IEEE 4M2A system exceed the threshold of the +RPC mode,
the wind power system’s FR strategy switches to the +RPC mode. At
this point, the wind turbine system’s output power reaches 140 MW,
rapidly suppressing the frequency fluctuation phenomenon of the
IEEE 4M2A system. When the frequency indicators return to the
range of the droop control mode threshold, the wind turbine
system’s output power gradually decreases according to the droop
characteristics, achieving the expected goal of smoothly exiting the
+RPC mode.

5 Conclusion

This paper proposes an FR strategy for a direct-drive permanent
magnet synchronous wind power generation system based on the
RPC principle, along with its implementation method. This strategy
effectively reduces power system frequency deviation and RoCoF,
while circumventing the challenge of optimal parameter tuning
faced by traditional linear controlmethods.Through comprehensive
theoretical analysis and comparative simulation verification, the
following main conclusions are drawn.

1. Direct-drive permanent magnet synchronous wind power
generation systems can reserve spare power through pitch angle
control and actively participate in system FR when the grid
experiences random disturbances.

2. Traditional control methods such as droop control, inertia
control, and PD control are limited by spare capacity constraints
and the difficulty of accurately determining grid inertia and

damping parameters. Consequently, it is challenging to obtain
control parameters that correspond to optimal FR performance,
leading to suboptimal frequency response.

3. RPC control effectively utilizes the spare capacity of the wind
turbine system. By continuously measuring grid frequency
indicators and autonomously switching its FR control mode,
it rapidly suppresses power system frequency fluctuations. The
FR performance of RPC control is entirely equivalent to the
frequency response of optimal PD control.

In future studies, the wind power system with grid forming
converter will be analyzed for further modification of the RPC
strategy proposed in this paper.
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Harmonic state estimation and
localization based on broad-band
measurement

Wei Wu1*, Dehui Zeng2, Jianghui Li2*, Jiajun Lu2, Chaojie Li2 and
Shenquan Liu2

1Electric Power Research Institute of Guangdong Power Grid Co., Ltd., Guangzhou, China, 2Guangzhou
Jiayuan Electric Power Technology Co., Ltd., Guangzhou, China

Harmonic and power quality issues brought by the high power electronics
penetration level have become a rising threat to power grids. To achieve
accurate measurement of the broadband harmonics caused by the power
electronic devices, the broadband phasor measurement unit has been
developed and installed. However, due to its high cost, it is less practical to
install bPMUon each node, and therefore, how to obtain the global harmonic state
in the power grid with minimum bPMUs is a crucial issue. This paper is focused on
the harmonic state estimation method based on bPMU data. The mathematical
model for harmonic state estimation is first derived based on circuit principles.
Then, the weighted least squares method is then utilized to solve the established
measurement equations for harmonic state estimation to obtain the harmonic
state across the grid. Furthermore, the 0–1 integer programming approach is
employed to optimize the installation locations of the bPMUs to reduce the overall
cost while maintaining full observability. Subsequently, the harmonic sources are
localized by analyzing the injected harmonic power on each node. Finally, the
validity and effectiveness of the proposed method are proved by matching results
between the proposed methods and the simulation model based on the IEEE 14-
node system.

KEYWORDS

harmonic state estimation, broadband synchronous phasormeasurement, weighted least
squares, 0–1 linear programming, power quality

1 Introduction

The conventional AC power grid is experiencing a shift toward an AC-DC hybrid one
with the continuous integration of the power electronics HVDC transmission projects.
Meanwhile, large quantities of renewable energy generation units, e.g., PV panels and wind
turbines, have been installed to meet the carbon peaking and carbon neutrality goals, which
both necessitate power electronic converters to achieve energy integration (Xiao et al., 2021).
Despite enhancing the controllability and flexibility of the power grids, the massive
application of power electronic devices has also raised considerable harmonic issues,
leading to a series of problems, such as deteriorated power quality, increased energy
losses, accelerated equipment aging, etc (Xiao et al., 2018). Due to the nonlinearity of
power electronics devices, the power grid harmonics have shown broadband and multi-
source characteristics, which challenge the effectiveness of conventional harmonic
measurement techniques. Therefore, it becomes imperative to accurately perceive the
harmonic state across the power grid and locate the harmonic sources. These
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prerequisites are essential for implementing power quality
enhancement measures and ensuring the safe, reliable, and stable
operation of the power grid (Liang et al., 2010).

The concept of harmonic state estimation was initially proposed
by Heydt in 1989, which immediately garnered the interest and
enthusiastic discussion of numerous scholars (Heydt, 1989). The
development of synchronized phasor measurement technology
significantly broadened the range of available measurement
quantities. In (Meliopoulos et al., 1994), the voltage and current
phasors were chosen as the measured quantities, and harmonic
voltage was selected as the state variable. A least squares estimation
method with a certain level of universality was proposed. However,
this method necessitates a substantial amount of redundant
measurement data, resulting in a significant increase in
computational burden and cost. Consequently, it is not suitable
for systems with a large number of complex busbars. To address this
issue (Xu et al., 2006), put forth a harmonic state estimation
algorithm based on singular value decomposition, which
effectively estimates the harmonic state of the power grid in cases
of incomplete observability without requiring excessive redundant
measurement data. In order to enhance the accuracy of harmonic
state estimation (Wang et al., 2018), introduced a dynamic harmonic
state estimation model based on feature extraction of harmonic
sources. This model employs wavelet filtering to extract the
characteristic components of harmonic source fluctuations,
utilizing slow fluctuation components for calculating the state
transition matrix and fast fluctuation components for calculating
the system noise covariance matrix. However, it is important to note
that this model solely focuses on conventional harmonic sources and
does not account for the numerous distributed new harmonic
sources such as wind power and photovoltaics that are prevalent
today. Carta et al. (2019); Carta et al. (2021) consider the sparse
characteristics of harmonic source distribution and transform the
solution problem of the underdetermined model into an l0 norm or
l1 norm problem. They utilize compressive sensing algorithms to
solve the underdetermined harmonic state estimation model,
thereby reconstructing the harmonic injection current of the
harmonic source.

To enhance the perception of the operational status of the power
grid, numerous advanced sensors have been installed in the grid
(Cao et al., 2023). In response to the challenges posed by harmonic
issues and the wideband nature of grid harmonics, high-
performance measurement devices such as wideband
measurement devices have been developed and deployed. These
devices enable accurate synchronous measurement of harmonics
from the first to the 50th order, as well as the inter-harmonics within
this range (Jin et al., 2022). This hardware foundation and data
support have paved the way for further research on harmonic source
localization. The broadband measurement device, commonly
referred to as the broadband phasor measurement unit (bPMU),
offers significant advantages in terms of synchronization and real-
time performance, thanks to its precise timing based on the Global
Positioning System. However, the cost of bPMUs remains relatively
high, prompting increased attention toward achieving harmonic
state estimation with the minimum number of bPMUs. Currently,
two main methods are employed to optimize the configuration of
bPMUs. The first method aims to maximize measurement
redundancy while minimizing the number of bPMUs, with

observability as the primary objective (Babu and Bhattacharyya,
2019). The second method focuses on achieving the best application
performance (Zeng et al., 2021). Considering the importance of
accuracy and cost-effectiveness in harmonic state estimation, this
paper proposes the utilization of 0–1 integer programming to
configure bPMU devices. Additionally, the weighted least squares
method is employed for harmonic state estimation.

Besides, to accurately allocate harmonic responsibilities and
address harmonic pollution, it is crucial to locate the numerous
harmonic sources within the power grid and identify the origins of
harmonic pollution. Harmonic source localization involves utilizing
measurement devices to obtain harmonic voltage and current data,
which is then analyzed to determine the location of each harmonic
source. Existing methods for harmonic source localization can be
broadly categorized into two groups. The first category focuses on a
single node, where the primary harmonic source is identified at the
Point of Common Coupling (PCC) based on the impact of harmonic
distortion on both the system side and the user side. However, this
method is not suitable for scenarios with multiple harmonic sources
in practical power grids (Ding et al., 2020). The second category of
methods is based on the results of harmonic state estimation,
enabling the identification of multiple harmonic sources across
the entire network (Yu et al., 2019). This approach provides a
foundation for effective harmonic management and has emerged
as a new research area in the context of multi-source harmonics in
power grids. Chen and Shao. (2019) proposed a harmonic source
localization method based on maximum a posteriori estimation,
which requires a reduced number of measurement devices and
effectively reduces measurement noise interference. In (Zhang
et al., 2021), the authors differentiate between harmonic and
non-harmonic sources by exploiting the linear and nonlinear
differences in the equivalent models of these sources. A harmonic
source localization method based on modal identification is
proposed, which identifies the harmonic source by calculating the
conformity between the measured electrical quantities and the linear
model. However, this method requires power quality monitoring
data from each load-supply line, which is difficult to obtain in
practical applications. To address the issue of local unobservable
systems (Shao et al., 2023), present a harmonic source localization
method based on interval dynamic state estimation. The
unobservable system is transformed into an equivalent observable
system, and the Unscented Bayesian Interacting Kalman Filter
(UBIKF) algorithm is utilized for harmonic state estimation,
which accurately determines the location of harmonic sources
within the unobservable area.

This article is focused on harmonic state estimation and source
location based on bPMU measurement data. The mathematical
model for harmonic state estimation is first derived based on
circuit principles. The weighted least squares method is then
utilized to solve the established measurement equations for
harmonic state estimation to obtain the harmonic state across the
grid. Furthermore, the 0–1 integer programming approach is
employed to optimize the installation locations of the bPMUs to
reduce the overall cost. Subsequently, the harmonic sources are
localized by analyzing the injected harmonic power on each node.
Finally, a simulation model is constructed in MATLAB based on the
IEEE 14-bus system, and the validity and effectiveness of the
proposed method are proved by matching results between the
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proposed methods and the model. This simulation serves as a means
to assess the correctness of the estimation and localization methods,
ensuring their reliability in practical power system scenarios.
Overall, this research paper contributes to the advancement of
harmonic analysis and management in power systems, offering
valuable insights into mathematical modeling, estimation
techniques, and source localization methodologies.

2 Harmonic state estimation

Harmonic state estimation primarily consists of three steps: the
selection of measurement quantities and state variables, the
establishment of the measurement matrix, and the solution of the
mathematical model. The basic block diagram is illustrated in
Figure 1.

2.1 Harmonic state estimation phasor
measurement equations

2.1.1 Node voltage measurement equations
The node voltage measurement equations utilize node harmonic

voltage phasors as measurement quantities to estimate the harmonic
voltages at nodes during harmonic conditions. The measurement
equation is expressed as follows:

_U
h
M,i� I _U

h
S,i + ηi (1)

where the subscript M and S represent the measurement and the
state quantities, respectively; _U

h
M,i denotes the h-th harmonic voltage

measurement at node i; _U
h
S,i represents the h-th harmonic voltage

state quantity at node i; I is the identity matrix with dimensions
matching the voltage measurement, and ηi signifies the
measurement error at node i under h-th harmonic conditions.

2.1.2 Node current injection measurement
equations

According to Kirchhoff’s current law, the sum of currents
flowing out of any node is always equal to the sum of currents
flowing into it. Utilizing this principle, the harmonic injection
current at the measurement device node can be selected as a
measurement quantity. By considering the network topology
structure and component harmonic parameters, the harmonic
voltages at other nodes can be determined. The measurement
equation is expressed as follows:

_I
h
M,i � ∑n

j�1
_Y
h
ij
_U
h
S,j + ηi (2)

Where, _I
h
M,i represents the h-th harmonic current injection

measurement at node I; _U
h
S,j denotes the h-th harmonic voltage

state quantity at node j; _Y
h
ij represents the matrix element in the

admittance matrix of nodes i and j related to the h-th harmonic
under the given conditions, and n represents the total number of
nodes in the tested system.

FIGURE 1
Structure diagram of harmonic state estimation.

FIGURE 2
Equivalent circuit of transmission line and transformer.
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2.1.3 Branch current injection measurement
equations

If a broadband measurement device is installed at node i, the
current in the branches connected to node i can be used as a
measurement quantity, which is referred to as branch current
injection measurement.

Based on the π-type equivalent harmonic model of the
transmission line or transformer branch shown in Figure 2, the
measurement equation for branch currents can be established as
follows:

_I
h

M,ij � Yh
ii
_U
h

S,i + Yh
ij
_U
h

S,j + ηi � yhii + yhij( ) _U
h

S,i − yhij _U
h

S,j + ηi

� yhii _U
h

S,i + yhij _U
h

S,i − _U
h

S,j( ) + ηi (3)

Where, _I
h
M,ij represents the measurement quantity of the

injected current between node i and node j under hth harmonic
conditions; _U

h
S,i denotes the harmonic voltage at node i under hth

harmonic conditions; _U
h
S,j represents the harmonic voltage at node j

under hth harmonic conditions; Yh
ii � yh

ii + yh
ij, Y

h
ij� −yh

ij, and yh
ii

represent the self-admittance in the admittance matrix of node i
under hth harmonic conditions, and yh

ij signifies the admittance
between node i and node j under hth harmonic conditions.

2.2 Mathematical model for harmonic state
estimation

Harmonic state estimation involves developing a mathematical
model that relates the measurement quantities to the state quantities.
This is commonly accomplished by incorporating current
measurements, voltage measurements, or their derivatives. By
applying the fundamental principles of circuit theory, a
fundamental mathematical model for harmonic state estimation
can be formulated.

In this paper, the measurement quantities selected for harmonic
state estimation are the harmonic voltages at nodes and the
harmonic currents in branches. Additionally, the harmonic
currents at nodes are chosen as the state quantities. The modified
equation for the branch current injection measurement variation is
presented as Equation 4, and the synchronized phasor measurement
equation is established as Equation 5:

_I
h
M,ij � yhii _U

h
S,i + yhij _U

h
S,i − _U

h
S,j( ) � _yhii + _yhij( ) _Zh

i − _yhij _Z
h

j[ ] _IhS (4)
_U
h

M

_I
h

M,ij

⎡⎢⎣ ⎤⎥⎦ � _H1
_H2

[ ] _IhS (5)

Where, _U
h
M denotes the measurement of the harmonic voltage at

the node where the bPMU device is installed; _I
h
M,ij represents the

measurement of harmonic current in the branch connected to the
node where the bPMU device is installed; _I

h
S represents the unknown

harmonic current state at each node; _H1 represents the
measurement matrix where the measurement quantity is the
harmonic voltage at the node; _H2 represents the measurement
matrix where the measurement quantity is the harmonic
current in the branch; _U

h
S,i represents the harmonic voltage at

node i under hth harmonic conditions; _U
h
S,j represents the

harmonic voltage at node j under hth harmonic conditions; yh
ii

represents the self-admittance in the admittance matrix of node i
under hth harmonic conditions, and yh

ij represents the admittance
between node i and node j under hth harmonic conditions.

Based on the phasor measurement equations in Section 2.1, by
observing the form of Equation 5, the mathematical model can be
defined as follows:

Z � HX + ε (6)
Where, Z is an m × 1-dimensional vector representing the

measurement phasors; X is an n × 1-dimensional vector
representing the unknown state phasors; Z and X are determined
based on the selected measurement and state quantities and the
phasor measurement equations; H is an m×n-dimensional
measurement matrix that serves as a bridge connecting the
measurement quantities and the state quantities; the
measurement matrix is mainly determined by the network
topology and the harmonic parameters of the components in the
tested power system, ε represents an m × 1-dimensional vector
representing the measurement error; m represents the number of
measurement quantities, and n represents the number of unknown
state quantities.

2.3 Harmonic source localization

Based on harmonic state estimation, the localization of
harmonic sources involves identifying whether a node injects
positive or negative harmonic active power into the system. This
determination helps in classifying the node as a harmonic source or
a harmonic absorption source. If a node injects positive harmonic
active power, it is categorized as a harmonic injection source.
Conversely, if it injects negative harmonic active power, it is
considered a harmonic absorption source. Assuming that the
harmonic current in the entire study area has been estimated
through harmonic state estimation, the harmonic voltages at each
node can be obtained using Equation 2.

The injected harmonic active power at the ith node for the hth
harmonic is defined as follows:

Ph
i � Re _U

h
i
_I
h
i

*⎛⎝ ⎞⎠ (7)

where _U
h
i represents the harmonic voltage at the node; _I

*

i
h represents

the complex conjugate of the harmonic current at the node. The sign
of the injected active power is used to determine whether the node is
a harmonic source.

2.4 Harmonic source localization based on
weighted least squares estimation

The solution to the harmonic state estimation model is
essentially the solution to the objective function, which aims to
calculate the optimal estimate based on the selected estimation
criterion. Both the measurement characteristics of the
synchronized phasor measurement device and the constructed
mathematical model are linear. The harmonic state estimation
model is solved using the weighted least squares estimation
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method, which improves the distribution of errors among different
measurement data. The mathematical model for harmonic state
estimation, as presented in Equation 6, shows that Equation 8
represents the measurement estimation error vector, while
Equation 9 represents the objective function of the weighted least
squares method. The weighted least squares method weights the
original model to make it a model without heteroscedasticity. Then,
it estimates its parameters using the least squares method to obtain
the optimal solution of the objective function.

v � HX̂ − Z (8)
J x( ) � Z −HX( )TW Z −HX( ) (9)

Where, X̂ represents the estimated value of the state variable X.
When X � X̂, the objective function reaches its minimum value,

that is:

min J x( ) � Z −HX( )TW Z −HX( ) (10)
To find the minimum value of the sum of squared residuals, the

harmonic state estimation equation based on the weighted least
squares principle is derived:

HTWHX̂ � HTWZ (11)
where W � R−1; W is the m×m-dimensional measurement weight
matrix; R is the diagonal matrix of error variances for each
measurement data.

Solving Equation 11 yields the weighted least squares solution
for the harmonic state estimation model:

X̂ � HTWH( )−1HTWZ (12)

3 Observability analysis and broadband
measurement device configuration

3.1 Integer programming mathematical
model

The observability of a power system refers to the availability of
sufficient measurement data to determine the state of the entire
network. A node is considered observable if its state is known or
can be calculated. Currently, there are two perspectives on defining
network observability: algebraic and topological (Han et al., 2022).
Based on the fundamental principles of circuits, nodes equipped with
broadband measurement devices not only provide voltage information
but also enable the determination of branch currents connected to those
nodes. As a result, both the nodes with broadbandmeasurement devices
and their adjacent nodes become observable.

In this research paper, the configuration of broadband
measurement devices is addressed as a 0–1 integer programming
problem to achieve system observability while minimizing the
number of devices required. The variable "x" is used to indicate
whether a node is equipped with a broadband measurement device,
where x = 1 denotes the presence of a device at a node and x = 0 signifies
its absence. The intlinprog function is commonly used to solve the
0–1 integer programming problem on the MATLAB simulation
platform. Eq. 13 represents the standard form of this function.

min
x

f Tx

s.t.

x intcon( )is an integer
A · x≤ b
Aeq · x �beq
lb≤ x≤ ub

⎧⎪⎪⎪⎨⎪⎪⎪⎩ (13)

Here, A and b are coefficient matrices in the inequality
constraints; Aeq and beq are coefficient matrices in the equality
constraints; lb and ub represent the upper and lower bounds of each
variable, and f represents the coefficient matrix of each variable in
the objective function.

The 0–1 integer programming mathematical model for PMU
configuration in an n-node system is as follows:

min∑n
i�1
xi

s.t.
A · X ≥ I
xi� 0 or 1

{ (14)

where xi � 1
0

{ Node i configures the bPMU
Node i is not configuredwith bPMU

i � 1, 2,/, n, A

is the node adjacency matrix of the system, taking a value of 1 when
there is a connection between two nodes and 0 otherwise;
X � (x1, x2,/,xn)T; I � (1, 1,/, 1)T.

3.2 Solving the 0–1 integer programming
mathematical model

According to the fundamental principles of circuits, when
broadband measurement devices are installed at specific nodes,
not only can the voltage at that node be known, but also the
branch currents connected to it. As a result, both the nodes

FIGURE 3
IEEE14 node system.
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where broadband measurement devices are installed and their
adjacent nodes become observable. To illustrate this concept, we
utilize the IEEE 14-node system as a case study and construct an
analysis table for broadband measurement device configuration.
Figure 3 depicts the topology diagram of the IEEE 14-node system.
In Table 1, the first column represents the nodes where broadband
measurement devices are installed, while the first row indicates the
nodes that become observable when a broadband measurement
device is installed at the respective node listed in the first column. A
value of "1"in the table signifies that the corresponding node is
observable. For instance, taking node 2 in the IEEE 14-node system
as an example, according to Figure 3, nodes 1, 3, 4, and 5 are all
connected to node 2. Therefore, in Table 1, the observable nodes 1, 2,
3, 4, and 5 are marked with the digit "1"after a broadband
measurement device is installed at node 2.

To minimize costs, it is desirable to reduce the number of
broadband measurement devices while ensuring the observability
of the power system. To achieve this objective, we propose an
objective function that can be represented by Equation 15:

min x1 + x2+/+x14( ) (15)
To achieve system observability, every node in the system must

be observable. Based on the information provided in Table 1, a node
can be made observable if either the node itself or at least one of its
connected nodes is equipped with a broadbandmeasurement device.
For instance, in the case of node 2, it can be observed if any of the
nodes 1, 3, 4, or 5 has a broadband measurement device installed.
Consequently, the inequality constraints for the 0–1 integer
programming formulation of the IEEE 14-node system can be
derived as follows:

x1 + x2 + x5 ≥ 1
x1 + x2 + x3 + x4 + x5 ≥ 1
..
.

x9 + x13 + x14 ≥ 1

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
(16)

The objective function can be solved using the intlinprog
function in MATLAB simulation, providing a configuration
scheme for broadband measurement devices that ensures full
observability of the system. For the IEEE 14-node system, the
0–1 programming yields the following positions for broadband
measurement device configuration: nodes 2, 8, 10, and 13.
Referring to Table 1, it can be confirmed that when these four
nodes are equipped with broadband measurement devices, every
node in the IEEE 14-node system becomes observable. Furthermore,
each node has only one related node with a broadbandmeasurement
device, effectively minimizing the number of broadband
measurement devices while ensuring system observability.

4 Simulation results and analysis

In this study, we validate a harmonic state estimation method
using synchronized phasor measurements, employing the IEEE 14-
node system as an example. The system comprises an AC load, two
three-phase six-pulse converter terminals (LCC), and a modular
multi-level converter terminal (MMC). Node 11 is connected to the
AC load, while nodes 5 and 14 are connected to the LCC, and node
4 is connected to the MMC. The harmonic sources are simplified as
harmonic current sources injecting harmonic currents into the
system. The system’s topology relationship is depicted in
Figure 4. To perform power flow calculations on the IEEE 14-
node system, we utilize the MATLAB tool MATPOWER to obtain
the power flow state at the fundamental frequency. The amplitudes
and phase angles of each harmonic current are determined based on
the typical spectrum of harmonic currents and the current at the
fundamental frequency, the spectrum table of harmonic loads is
shown in Table 2. (Xiao et al., 2021). This establishes the
measurement and verification databases for harmonic state
estimation. Under stable operating conditions of the AC-DC
power grid, the AC grid primarily contains the 12k ± 1 (k = 1, 2,
3, . . . ) harmonic components, while the DC part mainly contains
the 12k (k = 1, 2, 3, . . . ) harmonic components. However, the
MMC-induced resonance frequency depends on various factors
such as the equivalent impedance parameters of the port grid, its
own control and topology parameters, and lacks numerical
regularity. Therefore, for the sake of simplicity, this paper
assumes that the harmonic current injected by the MMC is
equivalent to a high-frequency harmonic current source with a
frequency of 515 Hz. The amplitude of this harmonic current is set
to 5% of the fundamental current. Given that higher-order
harmonics have smaller amplitudes and lower significance, we
focus on the 11th and 13th harmonics, which have the greatest
impact, as well as the non-integer harmonics introduced by the
MMC in the example.

The algorithm flow is depicted in Figure 5. Initially, the
harmonic order, h, is provided as input, and the measurement
database for harmonic state estimation corresponding to the
harmonic order is constructed. This involves extracting the
necessary measurement data and verification from the broadband
measurement devices. Using the constructed example, a
0–1 programming model is established to determine the optimal
locations for the broadband measurement devices. Subsequently, the
relevant data is extracted from the measurement database, and the

TABLE 1 The bPMU configuration analysis table of IEEE14 node system.

1 2 3 4 5 6 7 8 9 10 11 12 13 14

x1 1 1 1

x2 1 1 1 1 1

x3 1 1 1

x4 1 1 1 1 1 1

x5 1 1 1 1 1

x6 1 1 1 1 1

x7 1 1 1 1

x8 1 1

x9 1 1 1 1 1

x10 1 1 1

x11 1 1 1

x12 1 1 1

x13 1 1 1 1

x14 1 1 1
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h-order harmonic node admittance matrix is formed by combining
it with the example. This matrix, denoted as H, is utilized for
harmonic state estimation. The weighted least squares method is
employed to solve the harmonic state estimation equations, yielding
the estimated state values. These estimated values are then compared
with the actual values to assess the accuracy of the harmonic state
estimation. Building upon the accurate harmonic state estimation,
the active power injection at each node is calculated. Based on the
positive and negative values of active power injection at the nodes,
the locations of the harmonic sources in the example are
determined.

According to the 0–1 integer programming model, the optimal
locations for the broadband measurement devices are determined to be
node 2, node 8, node 10, and node 13. These nodes are selected to
measure the harmonic voltages, while the harmonic currents at these
nodes are considered as the state quantities. The data collected from the
broadband measurement devices includes the harmonic voltage values
at the installed nodes, as well as the harmonic current values of the
branches connected to these nodes. Using this data, we construct the

measurement matrices H for the 11th harmonic, 13th harmonic, and
the non-integer harmonic introduced by the MMC.

Random measurement errors, with a mean of 0 and a standard
deviation of 0.2%, are introduced into the broadband measurement
data. The measurement equations are then formulated for the IEEE
14-node system, considering the 515 Hz, 11th harmonic, and 13th
harmonic scenarios for the multi-harmonic source cases. By
utilizing synchronized phasor measurements, the weighted least
squares method is employed to solve the harmonic state
estimation equations, resulting in the determination of the state
quantities, specifically the harmonic currents at each node. In the
case of the 515 Hz harmonic, our focus lies on the injected harmonic
currents originating from the MMC. Conversely, for the 11th and
13th harmonics, our attention is directed towards the AC loads and

FIGURE 4
IEEE14 node AC/DC system.

TABLE 2 Spectrum table of harmonic loads.

Number of harmonics/h Amplitude/% Phase Angle/°

1 100 0.00

5 18.24 −55.68

7 11.90 −84.11

11 5.73 −143.56

13 4.01 −175.56

FIGURE 5
Flow chart of the proposed algorithm.
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LCC. The estimated deviations of the harmonic source nodes are
presented in Tables 3–5.

Based on the data presented in Tables 3–5, it can be observed
that the average relative error of the harmonic state estimation for
the 515 Hz, 11th harmonic, and 13th harmonic scenarios is
consistently below 3% for the amplitude. This indicates a high
level of estimation accuracy, exceeding 97% on average.
Furthermore, the average relative error of the phase for the
harmonic state estimation is also below 3.5%, demonstrating an

average estimation accuracy of over 96.5%. These results highlight
the effectiveness of the proposed harmonic state estimation method,
which relies on broadband synchronized phasor measurements, in
accurately determining the harmonic conditions of the IEEE 14-
node system under multi-harmonic source scenarios.

Once the harmonic state estimation accurately determines the
harmonic conditions within the system, the next step is to conduct
further analysis for harmonic source localization. This process
involves identifying whether the nodes inject positive or negative

TABLE 3 Comparison result of 515 Hz harmonic current at the MMC harmonic source bus of IEEE14 system.

Harmonic source node Data type 515 Hz harmonic

Amplitude Phase angle

Node 4 True value 0.0236 0.7741

Estimates 0.0238 0.7633

relative error/% 0.85 1.40

TABLE 4 Comparison result of 11th harmonic current at the harmonic source bus of IEEE14 system.

Harmonic source node Data type 11th harmonic

Amplitude Phase angle

Node 5 True value 0.0044 0.2754

Estimates 0.0047 0.2606

relative error/% 6.82 5.37

Node 11 True value 0.0021 −0.0972

Estimates 0.0021 −0.0953

relative error/% 0 1.95

Node 14 True value 0.0087 0.0324

Estimates 0.0087 0.0231

relative error/% 0 2.87

TABLE 5 Comparison result of 13th harmonic current at the harmonic source bus of IEEE14 system.

Harmonic source node Data type 13th harmonic

Amplitude Phase angle

Node 5 True value 0.0030 −0.2831

Estimates 0.0028 −0.3009

relative error/% 6.67 4.69

Node 11 True value 0.0015 −0.6557

Estimates 0.0015 −0.6489

relative error/% 0 1.04

Node 14 True value 0.0061 −0.5261

Estimates 0.0060 −0.5190

relative error/% 1.64 1.35
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harmonic active power into the system. If a node injects positive
harmonic active power, it is identified as a harmonic injection
source. Conversely, if it injects negative harmonic active power, it
is considered a harmonic absorption source.

The harmonic current values at each node can be obtained
through harmonic state estimation, and using the node injection
current equations, the harmonic voltage values at each node can be
further determined. The harmonic active power at each node can be
calculated using the formula presented in Table 6.

Based on the information presented in Table 3, it can be
concluded that the system contains four harmonic sources
located at nodes 4, 5, 11, and 14. Node 4 is identified as a
non-integer multiple harmonic source at 515 Hz, while nodes
5, 11, and 14 are identified as harmonic sources at the 11th and
13th harmonics, consistent with the designated harmonic source
scenarios. Additionally, a few individual nodes exhibit positive
harmonic active power values. However, these values are
negligible and fall within the acceptable range of measurement
and estimation errors. Thus, the employed harmonic source
localization method proves to be effective and accurate in
identifying the harmonic sources in the system.

5 Conclusion

With the integration of numerous power electronic and
renewable energy devices into the power grid, the issue of
harmonic pollution has become increasingly severe. The sources
of harmonics are becoming more diverse, and their detrimental
impact on power quality is growing. This paper aims to address the
coexistence of multiple harmonic sources to ensure the safe, stable,

and reliable operation of the AC/DC hybrid grid. To achieve this, a
harmonic state estimation method based on broadband
synchronized phasor measurement is proposed. By capitalizing
on the advantages of broadband measurement devices and
employing a simple and comprehensible 0–1 integer
programming concept for their configuration, the proposed
method reduces the number of broadband measurement devices,
mitigating their high cost and effectively lowering the overall
expenses. With fewer broadband measurement devices, the
proposed method can reliably estimate the harmonic conditions
of the system, ensuring its observability. Furthermore, building upon
the achievement of harmonic state estimation, this paper delves into
the problem of harmonic source localization, accomplishing basic
localization of harmonic sources within the system using the data
obtained from harmonic state estimation.

Due to the limitations of experimental conditions, this paper
only conducted numerical simulation verification of the proposed
method using MATLAB. It was not possible to verify it on a semi-
physical simulation platform. In the simulation example, the MMC
was equivalent to a high-frequency harmonic current source of
515 Hz. However, in actual situations, the resonance frequency
induced by the MMC depends on a series of influencing factors
such as the equivalent impedance parameters of the port grid, its
own control level topology parameters, and there are significant
differences in the generation and transmission mechanisms of
harmonics in different types of converter stations. Additionally,
there are associated effects of harmonics between converter stations.
Therefore, the next step will be to establish the model of the MMC
and study the harmonic transmission mechanism of the MMC.
Based on this, a more accurate study of harmonic source localization
will be conducted.

TABLE 6 Estimated value of nodal injection harmonic active power.

Number of harmonics 515 Hz harmonic (W/x105) 11th harmonic (W/x105) 13th harmonic (W/x105)

Node

1 0.009 −0.016 −0.006

2 −0.293 −0.022 −0.006

3 −0.083 −0.032 −0.003

4 4.040 −0.002 −0.029

5 −0.215 0.137 0.136

6 −0.022 −0.065 −0.007

7 −0.008 −0.017 −0.025

8 −0.000 −0.006 0.001

9 −0.011 −0.024 −0.012

10 0.007 −0.046 −0.031

11 −0.028 1.227 0.919

12 −0.002 −0.002 −0.001

13 −0.005 −0.015 −0.004

14 0.009 9.872 6.218

Bold values are estimated input harmonic active power at the preset harmonic source node.
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To maximize the expected profits and manage the risks of renewable energy
system under electricity market environment, scenario-based- stochastic
optimization model can be established to generate energy bidding strategies,
in which the probabilistic scenarios of risk parameters are usually obtained by
using statistical or machine learning methods. This paper proposes a practical
multivariate statistical method for risk parameter scenario generation, which is
used by a wind energy system faced with uncertain electricity prices and wind
power productions, and it considers the correlation between dependent risk
parameters by using historical data directly. The probabilities of scenarios
containing correlated risk parameters are calculated by using multivariate
histograms, in which the asymmetric correlation between different parameters
existing in the historical data are preserved. Additionally, in order to make the
stochastic optimization problem with large numbers of scenarios tractable, a
multivariate scenario reductionmethod is used to trim down the scenario number.
By solving the stochastic optimization problem, optimal day-ahead bidding curves
for the wind energy system are generated, and Douglas–Peucker algorithm is
used to fit the bidding curves according to market requirements. Case studies
based on real world data in electricity markets are performed to prove the
effectiveness of the proposed risk parameter scenario generation method and
energy bidding strategies. Finally, conclusions and practical suggestions on future
research works are provided.

KEYWORDS

terms–correlated parameters, electricity market, multivariate statistical method,
stochastic optimization, wind power bidding

1 Introduction

During the last two decades, the increasing penetration of wind power in the electric grid
has reduced carbon emissions significantly (Roga et al., 2022). However, the intermittence
and unpredictability of wind resources also posed challenge to wind energy systems
(AlAshery et al., 2020). Additionally, instead of selling wind power through power
purchasing agreements (PPAs) at a fixed price, an increasing number of wind energy
systems have committed themselves in the competitive electricity market to earn profits. In
this circumstance, wind energy systems need to not only handle the uncertainties of their
generations, but also face the volatility of the electricity prices in the electricity markets.
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To handle the uncertainties in electricity markets and maximize
the profits for wind energy systems, several solutions have been
proposed in the literature. Energy storage and demand response
technologies have been used to help wind energy systems handle the
uncertainties. A coordinated use of wind power and hydro-pump
storage was performed to mitigate the wind power imbalances in the
electricity market (De la Nieta et al., 2016). He et al. (2017) exploited
the complementary characteristics of wind energy and battery
storage, and developed optimal bidding strategies in joint energy
and regulation markets. The wind energy system could smooth its
power variations by establishing various demand response (DR)
agreements with DR aggregators (Wu et al., 2015). Another solution
is using financial tools given byHedman and Sheble, 2006, and it was
demonstrated that purchasing options was a financially competitive
way to hedge the risks for wind energy systems.

Additionally, instead of using deterministic optimizationmodels
for decision makers, robust optimization, stochastic optimization,
information gap decision theory (IGDT) can be used to handle the
uncertainties of the risk or random parameters, such as electricity
prices and renewable power generations (Baringo and Conejo, 2016;
Li et al., 2016; Deng et al., 2023; Wei et al., 2023). When it is difficult
to characterize the risk parameters by using discrete probability
distributions, a good choice is to use robust optimization because it
assumes that the risk parameters belong to deterministic uncertainty
sets. In the electricity market, since the historical data of electricity
prices and power generations are usually available, the risk
parameters can be modeled by using probabilistic models
effectively. Thus, stochastic programming has been widely used
by renewable energy systems to maximize their expected profits
in the electricity markets (Xiao et al., 2022). Moreover, stochastic
programming can be used to further improve the performance of
robust and IGDT-based decision-making problems considering risk
management (Daneshvar et al., 2020; Khodadadi et al., 2022).

The scenario generation of risk parameter is an important part
of stochastic programming, and its accuracy affects the performance
of the optimization results significantly. Kaut and Wallace, (2007)
presented several widely used scenario generation methods. In the
scenario generation process, the correlations between risk
parameters are usually characterized by using a variance-
covariance matrix (VCM) if they need to be considered, the
scenarios of each univariate variable were first generated
separately by using time series models or artificial neural
networks, and then the VCM is used to model the correlations
between different risk parameters (Morales et al., 2010). Based on
the VCN approach, a hybrid scenario generation method for
dependent spot electricity prices has also been developed by
using time series models and outlier detection method (Xiao and
Qiao, 2021). However, Vagropoulos et al. (2016) addressed that
although the VCM is suitable for elliptical distributions, such as the
normal or Student’s t-distribution, it might not work well if there are
asymmetric correlations between variables, because the VCM can
only measure the linear dependence between variables. The
asymmetric correlations between variables can be found in the
area of finance. It was shown that the correlations between
equity markets in different countries tend to increase in the bear
market but decrease in the bull market (Kaut, 2014). Therefore,
Vagropoulos et al. (2016) presented a heuristic algorithm for
generating dependent scenarios from a given copula, which is a

full description of the correlation between marginal probability
distributions of multiple risk parameters, which is shown to have
better performance than the VCM-based method. Additionally,
Krishna and Abhyankar, (2023) employed regular vine copula to
model the temporal dependence structure of the wind power
forecast error, which has also achieved desired performance.
However, it was assumed that the target copula was known, but
obtaining the actual copula in practice is as complicated as
estimating multidimensional distribution functions (Vagropoulos
et al., 2016). To solve the aforementioned problems, this paper
proposes a multivariate scenario generation method that can
consider the asymmetric correlations between risk parameters by
using their historical data directly, and the probabilities of correlated
risk parameters are calculated by using multivariate histograms.

In order to characterize the risk parameters accurately, the
number of generated scenarios may be very large, which can
make the stochastic optimization problem intractable. To solve
this problem, Longin and Solnik. (2001) provided an algorithm
to reduce the number of scenarios while keeping the information of
risk parameters in the original scenario set as intact as possible.
However, the scenario reduction algorithm in (Longin and Solnik,
2001) was used for univariate stochastic processes, while the
scenario generation method proposed in this paper focuses on
multivariate stochastic processes. Therefore, in this paper, a
multivariate scenario reduction method is developed based on
the univariate one. Additionally, after the stochastic optimization
problem is solved, the Douglas–Peucker algorithm is used to fit the
bidding curves according to the actual requirements of the electricity
market.

The contributions of the conducted research work in this paper
are summarized as follows.

1) A practical multivariate statistical method of generating
scenarios is proposed for renewable energy management in
electricity markets, which is developed based on univariate
Seasonal Autoregressive Integrated Moving Average
(SARIMA) models and multi-dimensional histograms of
historical data. This method is capable of improving the
expected profits in electricity markets and capturing the
asymmetric correlations of different risk parameters without
complicated model estimation or strict joint distribution
assumptions.

2) The applicability of the proposed scenario-based stochastic
optimization model is improved by jointly employing
Douglas–Peucker algorithm and multivariate scenario
reduction approach. The Douglas–Peucker algorithm is used
to simplify the power bidding curves for satisfying the electricity
market requirements, and a multivariate forward reduction
approach is adopted to trim down the number of generated
scenarios for reducing the computational cost of solving the
problem.

The paper is organized as follows. Section 2 presents the short-
term electricity market framework and the optimization model for
generating the renewable energy management strategy. Section 3
presents the proposed multivariate statistical method. Section 4
provides case studies to validate the proposed statistical method
and energy management strategy. Section 5 concludes the paper.

Frontiers in Energy Research frontiersin.org02

Feng et al. 10.3389/fenrg.2023.1326613

221

https://www.frontiersin.org/journals/energy-research
https://www.frontiersin.org
https://doi.org/10.3389/fenrg.2023.1326613


2 Market framework and model
description

2.1 Market framework

A pool-based electricity market in the United States consisting of
a day-ahead and a real-time energy market is considered in this
paper, which is also the typical market framework for most
provincial or regional spot electricity markets in China and
Europe. Figure 1 shows the time frame of a two-settlement
electricity market used by the participants in the Southwest
Power Pool (SPP) market of United States (Heitsch and
Romisch, 2003).

Suppliers including wind energy systems submit energy bidding
curves into the day-aheadmarket for each hour of the next operating
day. After the day-ahead market is closed, the market operator
aggregates the bidding curves of the wind farm to determine the
hourly day-head electricity price and the cleared energy volume for
each producer. The power deviations of the wind farm are settled at
the real-time price in the real-time energy market on the operating
day. According to the policy of Electricity Market, the day-ahead
bidding curve should be a non-decreasing curve and the number of
its price/quantity pairs should not exceed the maximum number
specified by SPP.

2.2 Mathematical formulation of the wind
energy system

In this paper, the wind energy system is considered as a price-
taker in the two-settlement electricity market facing three risk

parameters, including day-ahead energy price, real-time energy
price, and wind power generation. It is assumed that the bidding
strategy of wind energy producer cannot affect the electricity market
clearing results obviously. In this circumstance, the risk parameter
would be more suitable to be forecasted by using historical data. The
bidding problem of the wind energy system in the short-term
electricity market is modeled by using the stochastic optimization
technique as follows, in which the risk parameters are represented by
using scenarios.

Max
Π

πW �
∑NT

t�1
∑NΩ

w�1
prtwdt λDtwW

D
tw + λr+twΔ+

tw − λr−twΔ−
tw[ ]

+βW ζ − 1
1 − α

∑Nw

w�1
prwηw⎡⎣ ⎤⎦

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎭
(1)

Subject to:

0≤WD
tw ≤Wmax, ∀t,ω (2)

Δ+
tw − Δ−

tw � Δtw

Δtw � dt Wac
tw −WD

tw( )
0≤Δ+

tw ≤W
ac
twdt

0≤Δ−
tw ≤WD

twdt

⎧⎪⎪⎪⎨⎪⎪⎪⎩ ∀t,ω (3)

WD
tw � WD

tw′ ∀t,ω,ω′: λDtw � λDtw (4)
λDtw − λDtw′( ) WD

tw −WD
tw′( )≥ 0, ∀t,ω (5)

ηw ≥ 0
ζ − ∑NT

t�1 λDtwW
D
twdt[ + λrtwΔ+

tw − λrtwΔ−
tw]{ ∀t,ω (6)

where πw is the expected profit of a wind energy system, WD
tw is the

power offered by a wind energy system in the day-ahead market for

FIGURE 1
Time frame of the two-settlement SPP market.
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scenario w in a time period t, ζt is the auxiliary variable used to
compute the conditional value at risk (CVaR) in a time period t, ηtw
is the auxiliary variable used to compute the CVaR for a scenario w
in a time period t, CVaR refers to at α confidential interval, Δtw is the
total deviation of energy incurred by a wind energy system with
respect to the schedule for scenario w in a time period t, Δ+

tw is the
positive deviation of wind energy for scenario w in a time period t,
Δ−
tw is the negative deviation of wind energy for scenario w in a time

period t, λDtw is the day-ahead energy price for scenario w in a time
period t, λr+tw is the real-time energy price of positive deviations for
scenario w in a time period t, λr−tw is the real-time energy price of
negative deviations for scenario w in a time period t, Wac

tw is the
actual wind power production for scenario w in a time period t,
Π � WD

tw, ζ , ηw{ } is the decision variable set of the stochastic
optimization model, and the objective function consists of two
terms: 1) the expected profit, which is equal to the total revenue
form selling power in the day-ahead and real-time markets minus
the cost of buying power from the real-time market; and 2) the
CVaR multiplied by a risk aversion parameter βw, which is
determined by the risk aversion degree of the wind energy
system. Constraint (2) limits the wind power bid capacity in the
day-ahead market. Constraints (3) limit the positive and negative
power deviations caused by the uncertainty of wind energy.
Constraint (4) gives the same bid capacity for the same day-
ahead price scenario on the bidding curve. Constraint (5)
constitutes the non-decreasing property for the bidding curve.
Constraints (6) are used to compute the CVaR for risk management.

3 Proposed multivariate statistical
modeling and scenario reduction
methods

In practice, when a stochastic model contains multiple risk
parameters, it is complex to generate scenarios by sampling the
estimated joint distribution of these variables. To avoid this
problem, this paper proposes a practical multivariate scenario
generation method for the stochastic optimization involving
correlated risk parameters, which is easier to be understood and
implemented. By using the proposed method, the univariate
scenarios of each risk parameter are obtained by using univariate
SARIMA models, while the probabilities of the multivariate
scenarios containing correlated risk parameters are calculated
based on the histograms.

3.1 Univariate scenario generation by using
SARIMA models

According to the univariate SARIMA model, a univariate
stochastic processY � ∑T

t�1yt can be mathematically expressed as (7).

1 − ∑p
g�1

ϕgB
g⎛⎝ ⎞⎠ 1 −∑P

i�1
ΦiB

iS⎛⎝ ⎞⎠ 1 − B( )d 1 − BS( )Dyt

� 1 −∑q
h�1

θhB
h⎛⎝ ⎞⎠ 1 −∑Q

j�1
ΘjB

jS⎛⎝ ⎞⎠εt

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎭
(7)

where ϕ1, ϕ2,/,ϕp are p autoregressive parameters; θ1, θ2,/,θq are
q moving average parameters; Φ1,Φ2,/,ΦP are P seasonal
autoregressive parameters; Θ1,Θ2,/,ΘQ are Q seasonal moving-
average parameters; εt represents the error term of uncertain
parmater, which is an independent normal stochastic process;
and B is the backward shift operator defined as follows.

∇dyt � 1 − B( )dyt (8)
The details on the parameter estimation and adjustment of the

univariate SARIMA models are given in (Rockafellar and Uryasev,
2000). In this paper, the scenarios of the three risk parameters in the
stochastic bidding model of the wind energy system, i.e., day-ahead
energy price, real-time energy price, and wind power generation, are
obtained separately by using the univariate SARIMA model (11).

3.2 Joint probability calculation for
correlated parameters

Denote the scenario w containing the three risk parameters in
each time period t as Ztw � λDtw, λ

r
tw,W

ac
tw{ } (w� 1,/,NΩ), where

the scenarios of each risk parameter are generated by the univariate
SARIMAmodel. Then, the probability of Ztw needs to be calculated.
If the risk parameters in Ztw are mutually independent, the
probability of Ztw will be equal to the product of the marginal
probabilities of all the risk parameters. However, if the variables are
correlated, the calculation of the probability of Ztw should consider
the correlations between variables.

Since the historical data of the risk parameters contain the intact
information of their correlations, multidimensional histograms of
the risk parameters are built to capture this kind of information.
Then, the probabilities of different scenarios can be calculated using
the frequencies of data in the grids.

The multivariate histograms are built by dividing the
multidimensional historical data of each variable into bins with
equal width. The bin width for the data of the kth variable is
commonly determined as follows (Box et al., 2008).

hk� 3.5σkn
−1/2+NK (9)

where hk is the bin width for the kth variable; σk is the standard
deviation of the kth variable; n is the sample size of the historical
data of stochastic parameters; andNK is the dimensionality of data.
Eq. 9 indicates that the bin width for each variable increases with the
dimensionality and the variance of the historical data, but decreases
with the simple size n.

Once the multivariate histogram is built, the frequency of
the historical data in each grid of the histogram can be obtained.
Then the probability of a scenario l, prl, is assigned to be
proportional to the frequency of the grid containing the
scenario l as follows.

prl � fSl∑NΩ
w�1fSw

(10)

where Sl represents the grid containing the scenario l; fSl is the
frequency of the historical data in the grid Sl; and the denominator
represents the data size, which makes the sum of the probabilities of
all scenarios to be 1.
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The proposed method is a practical general framework for
generating scenarios based on univariate statistical model, and its
main advantage is not requiring complex modeling of joint
probability distribution for multiple risk parameters, which
makes it easy to be implemented. However, the disadvantage is
that, the proposed statistical method might be not so accurate as the
complicated one based on joint probability distribution function
estimation, and the modeling capability of some complicated
statistical models cannot be fully utilized.

The commonly used method of generating scenarios for a
multivariate stochastic process containing correlated parameters is
using the VCM to adjust the scenarios generated by the univariate
scenario generation method and historical data. The details of the
VCM-based multivariate scenario generation method are given in
Morales et al. (2010). The VCM-based scenario generation method is
suitable for elliptical distributions, such as the normal distribution or
the Student’s t-distribution. However, this method may not work well
if the correlations between stochastic parameter are asymmetric due to
the statistical assumption.

The procedures of the VCM-based multivariate scenario
generation method and the proposed multivariate scenario
generation method are depicted in the flowcharts in Figure 2. For
the VCM-based scenario generation method, the standard normal
errors are cross-correlated. As a result, the correlations between

variables are considered in the scenario value calculation process,
while the probabilities of all the scenarios are equal. However, for the
proposed scenario generation method, the probabilities are
recalculated by using the multivariate histograms.

3.3 Multivariate scenario reduction for
correlated parameters

To characterize the risk parameters accurately, the scenario set
generated by using the proposed method is usually very large. This
may render the stochastic optimization problem intractable. To
solve this problem, an appropriate scenario reduction algorithm
needs to be designed to reduce the number of scenarios and the
reduced scenario set should retain the information contained in the
original scenario set as intact as possible.

In Longin and Solnik (2001), a univariate scenario reduction
algorithm based on the concept of probability distance was
proposed. The probability distance quantifies the closeness of two
different scenario sets. However, the algorithm in Longin and Solnik
(2001) cannot be used directly for multivariate scenario reduction.
In this paper, a multivariate scenario reduction algorithm is
developed based on the univariate one in Longin and Solnik (2001).

The most commonly used probability distance for scenario
reduction is the Monge-Kantorovich distance, which is obtained by
solving the Monge–Kantorovich mass transportation problem for two
probability distributions, and details on this problem are provided in
Longin and Solnik (2001). For the single-stage stochastic programming
problem of the wind energy system in this paper, the Monge-
Kantorovich distance DK can be equivalently determined as follows.

DK F, F′( ) � ∑
w∈ΩS\Ω

πw min
w′∈ΩS

v w, w′( ) (11)

where Ω is an initial set of scenarios according to probability
distribution F; ΩS (ΩS ∈ Ω) is a reduced set of scenarios according
to a probability distribution F′; and v(w,w′) is the cost function of
two scenarios, which is a norm in Eq. 11. Further information on the
derivation of (15) can be found in (Scott, 1992).

Based on Eq. 11, several heuristic algorithms can be utilized for
generating reduced scenario sets that are close enough to the original
set. Specifically, two different heuristic algorithms can be developed,
namely, the backward reduction and the forward selection,
depending on whether the subset ΩS is built by eliminating or
selecting scenarios from the initial set Ω.

In this paper, the forward scenario reduction algorithm is used,
and for the proposed multivariate scenario reduction algorithm, the
cost function in Eq. 11 is calculated as follows:

v w, w′( ) � λ′ w( ) − λ′ w′( )���� ���� (12)

where λ′(w) � λ1′(w),/, λ′k(w),/λNK
′ (w){ } represents the scenario

containing correlated parameters, and λ′k(w) is the normalized value of
the kth risk parameter in Scenario w. The NK risk parameters are
normalized when used for calculating the probability distance, because
different risk parameters may have different units or variances, which do
not need to be considered in the univariate scenario reduction algorithms.

In the proposed stochastic model, since only three parameters
are considering by the wind energy system, it is fine to use Eq. 11 to

FIGURE 2
Flowcharts of (A) the VCM-based multivariate scenario
generation method and (B) the proposed multivariate scenario
generation method.
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reduce the scenarios. However, for a complex scenario considering
more risk parameters, Eq. 11 might not work well. In this
circumstance, other scenario reduction methods, such as the one
using objective function as cost function or the method based on
generative adversarial network, might have better performance
(Morales et al., 2009; Dong et al., 2022).

3.4 Energy bidding curve fitting according to
market requirements

Based on the proposedmultivariate scenario generation method,
the optimization model can be solved to obtain the optimal day-
ahead bid capacity for each day-ahead energy price scenario w in
each time period t. Then, the optimal day-ahead bidding curves can
be obtained. However, if the number of day-ahead energy price
scenarios in the time period t is larger than the maximum number of
price/quantity pairs specified by electricity market operator, the
generated bidding curve will not satisfy the market requirements. To
solve this problem, the Douglas–Peucker algorithm is used to fit the
curves in this paper (Dupačová et al., 2003).

The function of the algorithm is to find a simplified curve with
fewer points when a curve composed of line segments is given. The
algorithm is implemented based on a specified maximum distance
between the original points and the simplified curve, which consists
of a subset of the points that defined the original curve. In Dupačová
et al. (2003), the implement procedures of this algorithm are
described in detail, and the required segment number of the
wind power bidding curve is set as the termination criteria for
the adopted algorithm (Saalfeld, 1999).

4 Case studies

Case studies for a wind energy system participating in the short-
term electricity market are carried out to demonstrate the
effectiveness of the proposed multivariate statistical method and
energy management strategy. The installed capacity of the wind
farm is 30 MW, and the historical wind energy data can be obtained
from the official website of National Renewable Energy Laboratory
(NERL). The historical data of electricity prices are obtained on the
website of Southwest Power Pool (SPP) market of the United States.
In Sections 4.1–4.3, the historical data from 1 January to
31 December 2015 are utilized to generate the scenarios for the
risk parameters on 1 January 2016, which is operating day when the
wind power is delivered. In Section 4.3, actual profits from 1 January
to 31 August 2016 are calculated to compare the proposed scenario
generation method with the VCM-based one with the same
univariate scenario generation results. The optimization problem
is solved by using Gurobi 6.5 in MATLAB. The computer used for
simulation studies has a 3.16-GHz, 4-core CPU and an 8-GB RAM.

4.1 Scenario generation results of risk
parameters

The scenario generation results of wind power productions and
energy prices are given in this part, and this process is

implemented by using MATLAB econometrics toolbox. The
wind energy system is considered as a price-taker in the
optimization model, therefore, the wind power productions are
independent with day-ahead or real-time energy prices. Two
thousand scenarios of wind power production are obtained by
using a univariate SARIMA model, and the scenario number is
reduced to 5 by using the univariate forward scenario reduction
method given in Longin and Solnik (2001). The scenario
generation and reduced results for 1 day are shown in Figure 3
and the probabilities of reduced wind power scenarios in the first
hour are given in Table 1.

A total of 2,000 scenarios for day-ahead and real-time energy
prices are first generated based on univariate SARIMA models
separately. It should be noted that, the scenario number is so
large that most trajectories of the scenarios overlap with each
other. In this circumstance, the specific trajectories of original
generated wind power scenarios cannot be observed and only the
boundary of the generated scenarios can be seen in Figure 3. By
contrast, when the scenario number is finally reduced to be 5, the
trajectories of the reduced scenarios in deep blue are much easier to
be judged. In order to consider the correlation between day-ahead
and real-time energy prices, a multivariate histogram is built by
based on historical data by using (13), and the probabilities of
scenarios containing these two variables are calculated by using (14).
Themultivariate histogram is given in Figure 4, and the scenarios for
the correlated parameters are given in Figure 5.

FIGURE 3
Scenario generation and reduction results for wind power
production.

TABLE 1 Reduced scenarios of wind power production for the first hour.

Scenario value (MW) Probability

3.56 0.121

6.75 0.132

9.68 0.176

12.49 0.327

22.29 0.244
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4.2 Correlation analysis for scenarios of day-
ahead and real-time energy prices

The historical data of hourly day-ahead and real-time energy
prices from 1 January to 30 December 2016 are given in Figure 6,
and it is shown that, when the day-ahead or real time energy prices
are in different intervals, the correlations between these two
variables are different. For instance, when the real-time energy
price is very high, its correlation with the day-ahead energy price
seems to be weak. In this case, the conditional correlation between
day-ahead and real-time energy prices needs to be analyzed in detail,
and the Pearson correlation coefficient of day-ahead and real-time
prices rdr are calculated by using the historical data and scenario
generation results when either day-ahead or real-time prices are in
different intervals, which are shown in Figures 7, 8.

In Figures 7, 8, the interval length and the increment are set to be
10 and 1, respectively, and the values on the X-axis are themidpoints
of energy price intervals. For instance, the first value on X-axis of
Figure 7 is 20, which is the midpoint of this day-ahead price interval.
Therefore, if the interval length is 10, the corresponding day-ahead
price interval would be within the range of [15, 25], and the
conditional rdr when day-ahead price is in this interval is shown
on the Y-axis.

As is shown in Figures 7, 8, for the historical day-ahead energy
prices in different intervals, the maximum and minimum
conditional rdr are 0.252 and 0.065, respectively. For the
historical real-time energy prices in different intervals, the
maximum and minimum conditional rdr are 0.57 and −0.24,
respectively. It can be seen that rdr is more sensitive to the value
of real-time energy price, and it will decrease significantly when real-
time energy price is very high. Therefore, if the scenario generation
results could characterize this kind of asymmetric correlation better,

FIGURE 4
Multivariate histogram built by using historical data.

FIGURE 5
Scenario generation results of day-ahead and real-time energy
prices for the 18th hour on 1 January 2016.

FIGURE 6
Historical data of day-ahead and real-time energy prices.

FIGURE 7
Conditional rdr in different day-ahead price intervals based on
historical data, scenarios generated by using proposed method, and
scenarios generated by using VCM-based method.
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the corresponding stochastic optimization model will be more
suitable for solving the actual problem.

In Figure 7, since the rdr based on historical data does not vary
significantly with different day-ahead price intervals, the proposed
scenario generation method does not show advantages over the
VCM-based one for characterizing the correlation. However,
Figure 8 shows that rdr based on the proposed method follows
that of the historical data much better when real-time prices are in
different intervals. Therefore, the proposed method can characterize
the symmetric correlation existing in the historical data more
effectively than the VCM-based scenario generation method.

4.3 Out of sample test by using real-world
data

In this section, the data of electricity price from 1 January to
31 December 2015 are utilized to generate day-ahead bidding curves
for the wind energy system, and the actual profits from 1 January to
August 31 in 2016 are calculated to test the performance of the
proposed method. The number of reduced scenarios for wind power
is 5, and the number of reduced scenarios for day-ahead and real-
time energy prices is 25. Therefore, there are 125 scenarios for the
optimization problem during each time period t.

First, the day-ahead bidding curves are generated based on the
results of the optimization model for wind energy systems, which
has been fitted by using Douglas-Peucker algorithm according to
market requirements. Day-ahead bidding curves for several hours
on 1 January 2016 are given in Figure 9, and the number of price/
quantity pairs for these bidding curves does not exceed 10, which is
the maximum number specified by SPP. The bidding curves in
different time periods are not the same due to the time-varying
electricity prices and wind power productions. Moreover, it is shown
that all the bidding curves are non-decreasing, which indicates a
large power quantity tends to be sold at a higher price. This kind of
property for the bidding curve is determined by constraints (4) and
(5) in the proposed stochastic optimization model.

FIGURE 8
Conditional rdr in different real-time price intervals based on
historical data, scenarios generated by using proposed method, and
scenarios generated by using VCM-based method. FIGURE 9

Day-ahead bidding curves for typical hours.

FIGURE 10
Actual profits obtained by using two kinds of scenario generation
methods.

FIGURE 11
Profit improvement by the proposed scenario generation
method.
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Based on the generated bidding curves, the actual wind power
bid capacities are obtained, and the actual profits of 8 months are
calculated. Then the actual profits obtained by using the proposed
scenario generation method are compared with the profits obtained
by using the VCM-based scenario generation method. The actual
profits and profit improvement are given in Figures 10, 11
separately.

The total profits of the wind energy system by using the VCM-
based scenario generation and the proposed scenario generation
method are $1,357,468.4 and $1,376,496.3, respectively. Therefore,
the wind energy system’s profits can be increased by approximate
1.4% when using the proposed scenario generation method.
However, among the 8 months in 2016, there are still 2 months
in which the proposed method does not perform better than the
VCM-based one, this is because there are uncertainties in the real-
time that cannot be handled by using the scenario generation
method. These abnormal energy prices are usually caused by
some unexpected factors in the real-time market, such as
lightning, component failures (Yin, 2011). However, the
information of these unexpected factors is not available for the
market participants on the day before the operating day, when the
market participants need to submit the bidding curves.

5 Conclusion

This paper proposes a practical multivariate scenario generation
method considering the correlation between dependent risk
parameters in the short-term electricity market for a wind energy
system. In this method, the probabilities of correlated parameters are
calculated by using multivariate histograms, and the asymmetric
correlation between variables existing in the historical data can be
preserved.

Case studies are performed to prove the effectiveness of the
proposed scenario generation method. First, the correlation between
day-ahead and real-time energy prices are analyzed, and it is shown
that the conditional correlation coefficient of day-ahead and real-
time prices varies significantly when the real-time prices are in
different intervals. Simulation results show that the proposed
scenario generation method can preserve this kind of asymmetric
correlation more effectively than the VCM-based scenario
generation method. In order to reduce the number of scenarios,
a multivariate scenario reduction method is developed to trim down
the scenario number. By solving the stochastic optimization model,
day-ahead wind power bidding curves are generated, and
Douglas–Peucker algorithm is used to fit the bidding curves
according to electricity market requirements. Based on the
generated bidding curves, the actual profits are calculated and the
results indicate the proposed statistical method and scenario-based
stochastic optimization model can make the wind energy system
earn more profits.

In the future research, the scenario-based stochastic
optimization for other types of decision makers, such as virtual
power plant and prosumer aggregator with flexible resources, would
be further investigated. In this case, other statistical models, such as
Generalized Autoregressive Conditional Heteroskedasticity model
and machining learning, can be adopted to implement and analyze
the proposed scenario generation framework under more

complicated conditions with other risk parameters, such as
electric demands, solar power productions, reserve prices, etc
(Batlle and Barqun, 2004; Hu and Li, 2022).
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With the integration of large-scale nonlinear loads and distributed power sources
into the grid, composite power quality disturbances (PQDs) events are becoming
increasingly common, which significantly degrade the quality of power supply.
Therefore, this paper focuses on studying the accurate classification of composite
PQDs to mitigate the risk of power quality deterioration. However, traditional
classification methods perform barely satisfactory in terms of accuracy and
robustness in the classification of PQDs. To address these issues, this paper
proposes a method for recognizing composite PQDs based on relative
position matrix (RPM). Initially, utilizing the RPM method, the initial one-
dimensional PQD time series data is transformed into two-dimensional image
data while preserving its high-frequency characteristics. This process results in the
creation of an informative and feature-rich image training set. Subsequently, an
end-to-end framework for PQDs classification was developed. The framework
utilizes convolutional neural networks to automatically extract multi-scale spatial
and temporal features from image data. This design aims to automate the
classification of composite PQDs, eliminating the need for labor-intensive
manual signal processing and feature extraction. This integration ensures a
more accurate and robust classification. Finally, the proposed method is tested
on a case involving 30 types of PQDs at varying noise levels and compared with
existing power quality disturbance classification methods, and results show that
the proposed method has better performance than the previously established
methods.

KEYWORDS

power quality, relative position matrix, convolutional neural network, feature extraction,
time series data classification

1 Introduction

Power quality issues encompass voltage and current waveform distortions, instability,
and other anomalies in the electrical system, all of which have adverse effects on the normal
operation of the power system and the performance of electrical equipment (Xu et al., 2019;
Sahu et al., 2020). In the context of the evolving energy landscape, the widespread integration
of distributed resources, and the extensive utilization of power electronic devices, power
quality issues have gained increasing prominence. These issues may lead to power equipment
damage, increased energy consumption, electromagnetic interference, and even power
outages. The impact of power quality issues is particularly significant in sensitive
equipment and critical areas, such as specialized equipment and precision manufacturing
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(Li et al., 2016; Zhang, 2023). As a result, the swift and precise
identification and classification of power quality disturbances
(PQDs) have become essential prerequisites to ensure the safe
and stable operation of modern power systems and to drive the
transition towards low-carbon energy sources (Huang et al., 2021;
Cao et al., 2023).

Traditional signal detection for PQDs typically involves two
independent fundamental steps: the extraction of features from the
disturbance signal and the classification of the disturbance signal
(Wang and Chen, 2019).

The feature extraction of disturbance signals aims to process and
analyze the original PQDs signals to obtain low-dimensional feature
vectors that reflect signal characteristics. Common feature
extraction methods include Short-time Fourier transform (STFT),
Wavelet transform (WT), s-transform, Hilbert-Huang transform
(HHT), and others. These methods decompose and reconstruct
continuous PQDS signals to obtain corresponding discrete time-
domain or frequency-domain features. STFT is one of the most
classical linear time-frequency analysis methods, known for its
advantages of high spectral resolution and fast computation
speed. However, it lacks local specificity in both the time and
frequency domains, is sensitive to signal length and window
selection, and can easily lead to issues such as spectral leakage
and inadequate accuracy (Shukla et al., 2009). In contrast, WT
overcomes the drawbacks of STFT, offering multi-time-scale
analysis capabilities, simultaneous extraction of time and
frequency domain features, and excellent time-frequency
resolution, making it suitable for the analysis of steady-state
disturbance signals (Shukla et al., 2009). Nevertheless, WT has its
challenges, as it is sensitive to signal length and window selection,
which can result in higher computational complexity (Thirumala
et al., 2015; Thirumala et al., 2018). Another approach, the
S-transform, extends and improves upon both WT and STFT. It
employs movable and scalable Gaussian windows for localized signal
analysis and exhibits strong noise resistance. However, it is less
effective in detecting transient disturbances, such as oscillatory
transients and pulse transients (Wang et al., 2021). HHT, on the
other hand, is an adaptive time-frequency analysis method suitable
for non-stationary and transient signal analysis (Wang et al., 2021),
but it suffers from endpoint effects, leading to artifacts or distortion
at the boundaries of signal analysis (Khetarpal and Tripathi, 2020).
Moreover, the traditional feature extraction methods mentioned
above require manual feature set selection, heavily relying on expert
experience, and cannot meet the increasingly complex classification
requirements for PQDs in modern power systems.

The classification of disturbance signals aims to categorize
PQDS signals using the extracted feature vectors. Classification
methods include traditional machine learning algorithms and
deep learning algorithms, such as K-nearest neighbors (Gou
et al., 2019), decision trees (Kotsiantis, 2013), support vector
machines (Tang et al., 2020), neural networks (Cai et al., 2019),
and more. These methods establish mapping relationships between
feature vectors and corresponding classification labels to achieve the
classification of disturbance signals. For example, reference (Zhu
et al., 2019) proposes a hybrid algorithm that combines K-nearest
neighbors with a fully convolutional Siamese network for classifying
power quality disturbances by learning from small samples. In
another approach, reference (Zhong et al., 2018) introduces a

novel PQDs recognition algorithm based on time-frequency (TF)
analysis and a decision tree classifier. In this method, feature
statistics extracted by TF analysis are trained by the decision tree
classifier to enable automatic PQDs classification. However, these
methods require the manual selection of an appropriate classifier
based on the chosen set of disturbance features to achieve the desired
classification accuracy.

To address the challenges mentioned above, this paper proposes
an advanced method that combines the Relative Position Matrix
(RPM) and Convolutional Neural Network (CNN) for the effective
classification of composite Power Quality Disturbances (PQDs). By
integrating RPM and CNN, this method overcomes the limitations
of feature observation and the complexity of operations in
traditional classification methods. The main work of this paper is
summarized as follows.

• Proposing a method based on RPM to transform the original
one-dimensional PQD time series data into two-dimensional
image data. This approach, while preserving the original high-
frequency information, generates an information-rich and
feature-rich image training set. Facilitating the automatic
capture of inherent multi-scale spatial and temporal
features in disturbances, this departure from traditional
signal processing methods represents a crucial step in
achieving the automation of the classification process.

• Propose a comprehensive end-to-end framework for PQD
classification. Utilize a convolutional neural network to
automatically extract multi-scale spatial and temporal
features from image data, eliminating the need for tedious
manual signal processing and feature extraction.

• Extensive simulation results verify the effectiveness of this
method in identifying composite Power Quality Disturbances.
Its performance was systematically evaluated in various noise
environments. By rigorously comparing it with existing
methods, we can conclude that this approach exhibits
superior accuracy and robustness.

The remaining sections of this paper are organized as follows. In
Section 2, the data sources and model framework are discussed. Section
3 provides a detailed presentation of the methodology, followed by the
presentation of experimental results on the dataset in Section 4. Finally,
Section 5 concludes the paper and outlines future work.

2 PQDs identification framework

2.1 Steps for recognizing compound PQDs
classification based on RPM-CNN

The fundamental framework of the composite PQDs
classification and recognition system based on RPM-CNN, as
proposed in this paper, is depicted in Figure 1. It primarily
comprises three steps, which are introduced in the following.

Step 1) Data Preprocessing. In this initial phase, diverse PQDs
are systematically generated through numerical simulations in
batches. Subsequently, the data undergoes RPM-based processing
and is assigned appropriate labels. This approach transforms the raw
time-series data of composite PQDs into two-dimensional image
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data while preserving crucial high-level features, thereby facilitating
deep learning networks in uncovering potential correlated
information within the dataset.

Step 2) Feature Extraction. Given the intricate nature and
stochasticity of PQDs, multiple layers of convolutional kernels
within neural networks are employed to analyze the nuances of
periodic and subtle features present in the data. Subsequently,
these features are mapped to a hidden feature space, thereby
furnishing a more comprehensive depiction of the
spatiotemporal characteristics inherent in the original time-
series data of composite PQDs.

Step 3) Training the Classification Model. In this stage, careful
consideration is given to a range of noise and disturbance
combinations. Utilizing the first two fully connected layers, the
extracted features are merged and abstracted, progressively elevating
low-level features to high-level semantic features. The ultimate fully
connected layer, post-application of the softmax function,
transforms these features into a probability distribution for
classifying distinct categories of PQDs. Furthermore, a validation
set is employed to conduct specialized model validation, ensuring
both its generalization capacity and high-precision recognition
performance.

2.2 Mathematical model of PQDs

To address the challenge of acquiring a substantial amount of data for
the model training process, this study generated training and testing
datasets in accordancewith the IEEE Std 1,159–2019 (Std, 2019) electrical
power quality disturbance standard. These datasets encompass eight
distinct types of single disturbances, comprising voltage sags, voltage
swells, voltage interruptions, voltage fluctuations, harmonics, notches,
oscillations, and pulses, alongside twenty-two types of compound
disturbances. The mathematical model for electrical power quality
disturbances and their corresponding signals are generated using the
aforementionedmethod. Table 1 presents themathematical model, while

Figure 2 displays the waveforms of single electrical power quality
disturbances.

3 Classification method based on
RPM-CNN

3.1 RPM implementation: Process & results

RPM is a technique for transforming raw one-dimensional
time series data into two-dimensional image data (Chen and Shi,
2019). Consider a set of original voltage data V � [v1, v2, . . . ,vn]
with a length of n, where vi represents the voltage amplitude at
timestamp ti. Initially, the original data is normalized using
Z-Score to obtain a standard normal distributionZ � [z1, z2, . . . ,zn].

zi � vi − μ

σ
(1)

Here, μ represents the mean value of the time series data T, and
σ represents its standard deviation.

Next, the piecewise aggregate approximation (PAA) method is
employed to reduce the dimensionality of Z to m. An appropriate
reduction factor k is thoughtfully selected to produce the new
smoothed time series, denoted as X � [x1, x2, . . . ,xm].

xi �

1
k
∑k *i

j�k* i−1( )+1zj, i� 1, 2, . . .m, ⌈n
k
⌉ − ⌊n

k
⌋� 0

1
k
∑k *i

j�k* i−1( )+1zj, i� 1, 2, . . .m−1

1
n − k* m−1( )∑n

j�k* m−1( )+1zj, i � m

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
, ⌈n
k
⌉ − ⌊n

k
⌋> 0

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
, m � ⌈n

k
⌉ (2)

Here, m represents the length of X. In simpler terms, by
computing the average of piecewise constants, the normalized
time series data is reduced from n dimensions to m dimensions.
This achieves dimensionality reduction while preserving the
approximate trends of the original sequence.

FIGURE 1
Framework comparison between the proposed method and traditional methods.
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Next, an m × m matrix, denoted as M, is constructed using
RPM.Within this matrix, relative positions between two timestamps
are computed, and the preprocessed time series X is transformed
into a two-dimensional matrix. Consequently, for each value at
timestamp II, its corresponding position in the two-dimensional
matrix can be determined, thus achieving a two-dimensional spatial
representation of the original time series data. Each value at
timestamp i serves as a reference point for each row in M, with
the transformation equation as follows:

M �
x1 − x1 x2 − x1 / xm − x1

x1 − x2 x2 − x2 / xm − x2

..

.
1 1 ..

.

x1 − xm x2 − xm / xm − xm

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (3)

Clearly, M connects each pair of timestamps in the time series,
allowing us to determine their relative positions. Each row and
column of M contains information about the entire time series,
using a specific timestamp as a reference point. One notable
advantage of our approach is that RPM can be seen as a data
augmentation technique, enhancing generalization by introducing
redundant features of the time series. Each row ofM represents the
time series with different reference points, while each column

presents its mirrored counterpart, providing an alternative
perspective for analyzing the time series.

Finally, min-max normalization is applied to transformM into a
grayscale value matrix. The ultimate matrix, denoted as F, is
obtained using the following equations:

F � M −min M( )
max M( ) −min M( )× 255 (4)

Figure 1 illustrates the original time-series data of voltage sag
alongside the image generated by RPM. For further related data,
please consult Figure A1. These images convey valuable information
about the original time series data. For instance, dark areas in the
images represent lower values in the original time series, while light
areas indicate higher values. Solid regions suggest little or slow
changes in the original time series values. The frequency of color
transitions, from dark to bright or vice versa, represents the
waveform of the original time series. Simultaneously, the RPM
offers a reverse perspective for analyzing original time series data
by constructing a matrix in which elements on either side of the
diagonal oppose each other. Therefore, the patterns and features
embedded in the original time series data are better preserved in
these transformed images. This characteristic streamlines

TABLE 1 Classification of power quality disturbances and their mathematical models.

Type Mathematical model Constraint condition

voltage swell y(t) � 1 + α[u(t − t1) − u(t − t2)]{ } sin(2πft) 0.1≤ α≤ 0.8 T≤ t2 − t1 ≤ 10T

voltage sag y(t) � 1 − α[u(t − t1) − u(t − t2)]{ } sin(2πft) 0.1≤ α< 0.9 T≤ t2 − t1 ≤ 10T

voltage interruption y(t) � 1 − α[u(t − t1) − u(t − t2)]{ } sin(2πft) 0.9≤ α≤ 1 T≤ t2 − t1 ≤ 10T

voltage fluctuation y(t) � [1 + α sin(2πβt)] sin(2πft) 0.1≤ α≤ 0.2 5Hz≤ β≤ 20Hz

harmonic y t( ) � sin 2πft( ) + α3 sin 6πft( )+
α5 sin 10πft( ) + α7 sin 14πft( ) 0.05≤ α3 , α5 , α7 ≤ 0.15

voltage notch
y(t) � sin(2πft) − sign[sin(2πft)] × ∑9

n�1
α[u(t − (t1−0.02n)] − α[u(t − (t2−0.02n))]

⎧⎨⎩ ⎫⎬⎭ 0.01T≤ t2 − t1 ≤ 0.05T
0.1≤ α≤ 0.4

voltage oscillation y(t) � sin(2πft) + [u(t − t1) − u(t − t2)] × α−c(t−t1 )/t × sin(2πfnt) 0.1≤ α≤ 0.8 0.5T≤ t2 − t1 ≤ 3T
8ms≤ τ ≤ 40ms 300Hz≤fn ≤ 900Hz

voltage pulse y(t) � 1 + α[u(t − t1) − u(t − t2)]{ } sin(2πft) 1≤ α≤ 3 0.05T≤ t2 − t1 ≤ 0.1T

FIGURE 2
Waveform diagram of a single power quality disturbance.
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subsequent feature extraction tasks. As demonstrated in Figure 3,
the images produced by RPM facilitate easy visual observation and
interpretation of both intra-class and inter-class similarities.
Furthermore, it successfully circumvents the issue of insufficient
feature extraction that arises from directly applying raw time series
data in deep learning.

3.2 Deep learning stages in RPM-CNN

3.2.1 Specific architecture of the CNN
CNN typically consists of several key components, including the

input layer, convolutional layers, pooling layers, activation function
layers, fully connected layers, and output layers. Using convolution
operations, CNN efficiently extracts features from images,
facilitating the stepwise extraction and combination of features.
This approach enables advanced feature extraction and image
classification with high robustness and accuracy.

This paper establishes a neural network for classifying composite
PQDs (Fawaz et al., 2020). The network trains an end-to-end
convolutional neural network for image feature extraction and
classification. The network architecture comprises a total of
7 layers, which include 5 convolutional layers, 1 global average
pooling (GAP) layer, and 1 fully connected (FC) layer. To prevent
the blurring effect associated with average pooling, the network
exclusively utilizes max-pooling. Furthermore, the stride is set
smaller than the size of the pooling kernel, leading to overlap
and coverage between the outputs of pooling layers, thus
enhancing feature richness. Additionally, to mitigate potential
challenges faced by traditional ReLU activation functions, we
employ the LeakyReLU function. This choice effectively addresses
issues like neuron inactivity, gradient explosion, and gradient
vanishing, which might compromise the neural network’s
performance. This activation function exhibits superior

generalization capabilities, more stable gradient propagation, and
faster computational speed.

In the design of the deep CNN network for PQDs, three critical
factors are considered.

(1) The occurrence and duration of PQDs are random, requiring
the DNN to monitor the entire input cycle effectively. This
means the network must analyze the complete time range of the
input signal to promptly detect and handle PQDs events.

(2) PQDs exhibit complex characteristics, and even disturbances of
the same type have significant differences. Thus, the post-
trained network must possess strong generalization
capabilities and robust noise resistance to adapt to real-world
scenarios with various noise levels and PQDs types.

(3) Some disturbances display global periodic characteristics, while
others contain detailed features within local sampling intervals.
Therefore, the network design should effectively capture both
global information and local details to improve PQDs event
identification and differentiation

3.2.2 Strategies for overcoming overfitting
In the deep CNN proposed in this paper, renowned for its robust

feature extraction and classification capabilities, the challenge of
overfitting the training data is frequently encountered. To mitigate
this issue, advanced techniques have been employed in both the
network architecture and training process.

(1) Batch Normalization (BN): BN is an effective technique for
optimizing neural networks. It normalizes the input data for
each layer, mitigating gradient issues andmaking deep networks
more trainable (Ioffe and Szegedy, 2015). This approach reduces
inter-layer coupling, speeds up model training, allows for larger
learning rates, accelerates convergence, and reduces sensitivity
to hyperparameters. It also enhances the model’s generalization

FIGURE 3
RPM transformation process.
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capability, making it more robust to input variations and
improving performance on the test set. Additionally, BN has
a regularizing effect, reducing the reliance on Dropout and
aiding in overfitting prevention. By enabling the use of deeper
networks, Batch Normalization further increases the model’s
representational capacity, enhancing overall performance.

(2) Dynamic Learning Rate and Early Stopping Strategy: The use of
adaptive learning rate adjustment techniques can expedite
convergence, prevent getting stuck in local optima, and
enhance the model’s generalization capability. The early
stopping strategy is applied to monitor the performance of
the validation set, preventing overfitting, improving training
efficiency, and simplifying the model selection process.
Combining these two strategies leads to more efficient
training. Specifically, if the loss value does not decrease for
five consecutive epochs, the learning rate is halved. If the loss
value remains unchanged for ten consecutive epochs, early
termination of training is employed to prevent overfitting.

(3) Global Average Pooling (GAP), as a technique that replaces
Fully Connected layers, notably reduces the number of
parameters and complexity within deep neural networks,
thereby enhancing the model’s generalization capacity (B.
et al., 2016). By applying average pooling across the entire
feature map, GAP adeptly captures the global information of
the image, effectively mitigating the risk of overfitting and

enhancing the model’s spatial invariance to input. This
alternative approach not only reduces computational
expenses but also alleviates potential overfitting concerns,
delivering a more universally applicable solution for deep
learning tasks.

Figure 4 provides a visual representation of the process of feature
extraction and transformation from disturbance samples using the
proposed units.

4 Results and discussion

4.1 Generation of PQDs image data

In this study, utilizing the IEEE Std 1,159–2019 power quality
disturbance model as the foundation, a total of 30 types of
disturbance signals are generated using MATLAB software. These
signals encompass 8 categories of single disturbances and
22 categories of double disturbances. Detailed parameters can be
found in Table 1, with 1,000 sets of signal data generated for each
disturbance category. The fundamental frequency of composite
PQDs is set at 50Hz, with a sampling frequency of 3200 Hz. The
sampling duration covers 10 cycles, resulting in a total of
640 sampling points. During the training process, cross-

FIGURE 4
The neural network model architecture in this paper.
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TABLE 2 Hardware models and software versions.

Hardware/Software Model/Version Hardware/Software Model/Version

OS Win11 64bit Python 3.10

CPU i5-13500Hx Keras 2.3.1

GPU RTX4060 TensorFlow 2.10.0

RAM DDR5 16GB CUDA 11.8

HDD SSD 512GB cuDNN 8.9.0

FIGURE 5
Training and validation accuracy of PQDS classification under various noise environments.

FIGURE 6
The training process of CNN models using different improvement strategies.
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validation is employed, with the dataset split into a training set and a
validation set in a 4:1 ratio. The best model is determined based on
the classification accuracy on the validation set and saved
accordingly.

In this study, the model is constructed using the Keras
framework in Python for deep learning training and
classification. Table 2 provides a list of hardware models along
with their corresponding software versions.

4.2 Training results analysis

The network was trained using the data generated in Section 3.1.
Figure 5 illustrates the loss and performance curves during model
training. Initially, the noiseless model displayed relatively low
accuracy and some oscillations. However, after approximately
20 training epochs, both training accuracy and validation
accuracy began to stabilize and steadily increase, signifying
network convergence and eventually reaching 99.3%. The loss
and accuracy curves for both the training and validation sets
followed a similar trajectory, indicating that the network
operated smoothly without any indications of underfitting or
overfitting. These results suggest that the network’s complexity in
this paper is moderate and appropriately captures the training data,
allowing it to generalize well to both the training and unseen
test data.

4.3 Optimization strategy testing

This section evaluates the impact of incorporating Batch
Normalization (BN) and Global Average Pooling (GAP) layers
on the training performance of the model. For the comparative
analysis, the “model without BN layers” refers to the direct removal
of BN layers from the original network, whereas the “model without
GAP layers” replaces the GAP layer with a fully connected layer. The
initial network structure used is derived from Figure 4. Figure 6
displays the training accuracy and loss of the three neural networks

throughout the entire training process, while Figure 7 showcases the
final training results of these three networks.

Figures 6, 7 illustrate that the network presented in this
paper, equipped with BN layers, outperforms the model without
BN concerning both training time and accuracy. This
underscores that the inclusion of BN layers effectively
enhances the model’s generalization capabilities, rendering it
more robust and expediting convergence. Simultaneously, the
model without GAP, despite delivering commendable accuracy,
demands significantly more training time when compared to the
model featuring GAP. This unambiguously underscores the
substantial reduction in computational cost achieved through
the incorporation of the GAP layer. Consequently, for the
design of networks targeting PQDs classification tasks, it is
advisable to incorporate both BN and GAP layers to augment
performance.

4.4 Noise robustness testing

To assess the effectiveness of our proposed method in terms of
its ability to withstand noise, we introduced Gaussian white noise
with signal-to-noise ratios of 50dB, 40dB, and 30dB to the dataset
and conducted classification training. In high-noise environments,
PQDS signals are subject to distortion due to the superimposition of
multiple noise components. The presence of nonlinear responses
and feature interactions presents significant challenges for our
model when dealing with composite disturbances, exacerbating
their combined effects.

To illustrate this point, we have provided Figure 5 which
showcases the training and validation accuracy of our model
under various noise environments. We have also presented
Table 3 which provides a comprehensive overview of the model’s
performance on a new test set. The table shows that certain
composite disturbances, such as those involving oscillations and
gaps, exhibit reduced accuracy compared to their single
counterparts. Notably, the recognition accuracy for the
“Oscillation + Notch” composite disturbance reaches its lowest

FIGURE 7
PQDs classification results of CNN using different improvement strategies.
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point at 88.94%. This reduction in accuracy can be attributed to the
simultaneous presence of oscillations and gaps, which leads to
feature blurring in the gap region and consequently affects the
model’s recognition accuracy.

However, overall, the model proposed in this paper achieved
average classification accuracies of 99.17%, 98.80%, and 97.26% for
PQDs in high-noise environments with signal-to-noise ratios of
50dB, 40dB, and 30dB, respectively. This demonstrates that the
model maintains a high PQDs classification accuracy in high-noise
environments and exhibits good noise robustness.

4.5 Comparison with existing methods

As demonstrated in Table 4, under noise-free, low-noise, and high-
noise conditions, the proposed algorithm outperforms other algorithms
in terms of recognition categories and classification accuracy.

Particularly in high-noise conditions (30 dB), the algorithm exhibits
significantly improved noise resistance, attributed to the training set
augmented with artificially added noise signals. Furthermore, the
closed-loop feedback structure of the network and its automatic
feature selection capability accurately extract the most crucial
features associated with various disturbances, consequently
enhancing PQDS recognition accuracy significantly.

5 Conclusion

This paper first introduces a method for classifying composite
PQDs based on RPM and CNN. It maps the initial one-dimensional
PQDs time-series data into two-dimensional image data using the RPM
method while preserving their high-frequency characteristics. Then, the
image data are employed as input for the specially designed
convolutional neural network. Leveraging the CNN’s closed-loop

TABLE 3 Network test results in different noise environments.

Type 0dB 50dB 40dB 30dB Type 0dB 50dB 40dB 30dB

voltage swell 1.0000 1.0000 0.9975 0.9848 sag + notch 0.9598 0.9563 0.9850 0.9188

voltage sag 1.0000 1.0000 1.0000 0.9898 sag + oscillation 0.9747 0.9945 0.9621 0.9196

voltage interruption 0.9849 0.9781 0.9975 0.9444 sag + pulse 1.0000 1.0000 0.9637 0.9899

voltage fluctuation 1.0000 1.0000 0.9975 0.9949 interruption + fluctuation 0.9949 0.9941 1.0000 1.0000

harmonic 1.0000 1.0000 1.0000 0.9949 interruption + harmonic 0.9899 0.9672 1.0000 1.0000

voltage notch 1.0000 1.0000 0.9949 0.9898 interruption + notch 0.9694 0.9943 0.9698 0.9296

voltage oscillation 0.9949 1.0000 0.9926 1.0000 interruption + pulse 1.0000 1.0000 0.9719 0.9388

voltage pulse 1.0000 0.9943 1.0000 0.9949 fluctuation + harmonic 1.0000 1.0000 1.0000 1.0000

swell + fluctuation 1.0000 0.9944 1.0000 0.9948 fluctuation + notch 0.9495 0.9833 1.0000 0.9444

swell + harmonic 0.9949 0.9828 0.9975 1.0000 fluctuation + oscillation 1.0000 1.0000 0.9715 0.9747

swell + notch 0.9850 0.9891 0.9926 0.9646 fluctuation + pulse 0.9899 0.9435 1.0000 1.0000

swell + oscillation 1.0000 1.0000 0.9481 0.9800 harmonic + oscillation 1.0000 1.0000 0.9356 0.9343

swell + pulse 1.0000 1.0000 0.9950 1.0000 harmonic + pulse 1.0000 1.0000 1.0000 1.0000

sag + fluctuation 0.9949 1.0000 0.9975 0.9949 notch + oscillation 0.9950 0.9944 0.9689 0.8894

sag + harmonic 0.9949 0.9839 1.0000 1.0000 notch + pulse 1.0000 1.0000 1.0000 0.9100

average value 0.9924 0.9917 0.9880 0.9726

TABLE 4 Comparison with existing methods.

The number of features selected Types of PQDs Accuracy (%)

0dB 50dB 40dB 30dB

Reference (Khokhar et al., 2017) 9 16 99.875 - 98.6 95.2

Reference (Borges et al., 2015) - 8 - - 93.95 95.9

Reference (Qu et al., 2018) Automatic 7 - 98.75 98.3 97.8

Reference (Qu et al., 2023) Automatic 25 98.34 97.54 - 94.24

This paper Automatic 30 99.24 99.12 98.8 97.8
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structure and automatic feature selection capabilities, it achieves high-
precision classification of composite PQDs without the tedious manual
signal processing and feature extraction work. Finally, the proposed
method is compared with the existing methodologies through testing
30 distinct composite power quality disturbance events, the results
indicate that it performs better than other methods in terms of
classification accuracy, noise resilience, and generalization
capability. As for future work, it is suggested to focus on the
research of more intricate composite PQDs classification and
improvement of computation efficiency.
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Appendix A

FIGURE A1
The two-dimensional mapping results obtained using RPM correspond to each type of PQDs.
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A virtual synchronous generator (VSG) strategy can introduce the rotational
inertia and damping characteristics of the synchronous generator to the static
inverter, e.g., PV, wind generation, and ESS, which are used to enhance the system
frequency support characteristics of the micro-grid. However, under various
operations of the VSG, the inertia and damping support capabilities are different,
and the conventional VSG strategy with a fixed control coefficient sacrifices a
certain degree of dynamic regulation performance with less robustness. This
research proposes an improved VSG strategy with adaptive inertia and damping
coefficients to increase the flexibility of VSG. To this end, amathematical model is
first established to analyze the impact of various parameters on the
characteristics of VSG, and then the root trajectory is used to explore the
impacts of various rotational inertia and damping coefficients on the stability
of the VSG system. Second, an improved control strategywith adaptive inertia and
damping coefficients is proposed based on the characteristics of the second-
order system and the system frequency deviations. Finally, a simulation system
with the VSG is constructed based on MATLAB/Simulink. The effectiveness of the
proposed control strategy is verified by comparing the simulation results to the
conventional control strategy with the fixed control coefficients under over-
frequency and under-frequency disturbances.

KEYWORDS

grid-forming inverter, VSG, inertia and damping, frequency deviation, adaptive control
coefficient

1 Introduction

With the increasingly severe global energy crisis, major countries have shifted their energy
acquisition methods from traditional fossil fuels to renewable energy. Wind energy is a kind of
clean and environmental-friendly energy (Liu et al., 2023; Zhu et al., 2023). Traditional
synchronous generators (TSGs) can provide inertia and damping for the power grid due to the
presence of a rotor following disturbances (Liu et al., 2022; Guo et al., 2023; Zhu et al., 2023).
Most distributed power generation units are connected to the grid through power electronics.
Most of these 31 types of renewable energy generation units are unable to provide inertia and
damping as synchronous 32 generators do after a disturbance (Long et al., 2024), thereby
resulting in a reduction in spinning reserve capacity and inertia in the power system,
particularly for a high renewable energy-integrated power grid (Cheng et al., 2022; Zhou
et al., 2023). The power system’s dynamic performance is susceptible to power fluctuations and
faults, even leading to instability (Yang et al., 2019). For example, there were two major power
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outages caused by frequency collapse: in Australia in 2016 and in the
United Kingdom in 2019. One of the main reasons for the frequency
collapse was the insufficient fault traversal ability of renewable energy
and the reduction of system inertia (Björk et al., 2022). Therefore, as
the penetration rate of the power electronic equipment increases in a
power system, it becomes necessary that power electronic converters
can actively provide inertia and damping support capabilities to ensure
a stable frequency operation (Cheema, 2020).

Many scholars have suggested the virtual synchronous generator
(VSG) strategy to actively provide support capability, which involves
upgrading and modifying the control strategy of grid-connected
inverters to simulate rotor characteristics (rotational inertia and
damping support characteristics) of synchronous generators, so that
static inverters also retain damping and rotational inertia support
characteristics to the power grid (Hou et al., 2020; Rehman et al.,
2021). Thus, it can improve the dynamic support characteristics of
inverters and enhance the grid connection ability of grid-connected
inverters. This provides a novel research topic for a grid-friendly
connection of power generation systems to deal with the issues
caused by wind power fluctuations and other disturbances.

Nowadays, although significant progress has been made in the
research field of VSG technology, many problems have to be further
solved, such as suitable coefficient definition and voltage support.
Therefore, many researchers have proposed different improvement
control methods of VSGs to enhance the capability of integrating the
power grid. Zhong andWeiss (2011) addressed a virtual inertia support
strategy for distributed power sources, which can sustain damping and
inertia characteristics of a TSG. Zhang et al. (2016) addressed an inertia
control strategy that adds a local linearization model of Synchronous
generator (SG) in the active frequency droop controller, which can
effectively simulate the primary frequency regulation characteristics of
the TSG. However, the control coefficient is constant, which sacrifices a
certain degree of dynamic regulation performance with less robustness
under different operation conditions. Alipoor and Miura (2015)
dynamically adjusted the magnitude of inertia in real time based on
frequency changes, thereby slowing down rapid frequency changes and

improving system frequency stability. However, the influence of
damping of the VSG on frequency stability is neglected. Three
operating modes for the VSG strategy are addressed to smooth out
the frequency fluctuation (Lu et al., 2014). However, it does not provide
the value of the moment of inertia and the principle of distinguishing
operating modes under the three operating modes. Li et al. (2017)
proposed a method for interleaving inertia and damping adaptive
control, which has a significant impact on improving system frequency
stability. However, the selection principle for damping coefficient was
not provided. Thus, the research studies have indicated the feasibility of
variable coefficients for VSG. However, the existing strategies of VSG
do not provide clear guidelines for determining the control coefficients
of inertia and damping control. In addition, using the rate of change of
frequency for determining the control coefficient, which is sensitive to
the measured frequency, is to easily result in large control coefficients,
so as to result in VSG instability.

This article addresses an improved VSG strategy with adaptive
damping and inertia coefficients considering system frequency
deviations. First, a mathematical model is established to analyze the
impact of different control coefficient settings on the characteristics of
VSG, and then the root trajectory is used to explore the impact of
different rotational inertia and damping coefficients on the stability of the
VSG system. Second, an improved control strategy with adaptive inertia
and damping coefficients is proposed based on the characteristics of the
second-order system and frequency trajectory. Finally, a simulation
system embed with VSG is constructed based on MATLAB/Simulink
to verify the effectiveness of the addressed strategy with adaptive
damping and inertia coefficients under various disturbances.

The organization of the remaining article is as follows: Section 2
introduces a mathematical model of VSG and the impact of different
rotational inertia and damping coefficients on the stability of the
VSG system based on the root trajectory method. Section 3 proposes
an improved control strategy with adaptive inertia and damping
coefficients. Section 4 analyzes the effectiveness of the proposed VSG
strategy under various disturbances. The conclusion is provided
in Section 5.

GRAPHICAL ABSTRACT
Focusing on the conventional VSG strategy with fixed control coefficient sacrifices a certain degree of dynamic regulation performance with less
robustness, this research proposes an improved VSG strategy with adaptive inertia and damping coefficients to increase the flexibility of VSG.
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2 Basic operating characteristics of VSG

2.1 Overall control structure of VSG

The VSG strategy not only emulates the characteristics of TSG
but also participates in voltage regulation, inertia support, and other

control functions, while endowing the static grid-connected inverter
with rotational inertia and damping characteristics, so as to enhance
its ability to suppress fluctuations (Guo et al., 2023). Figure 1 shows
the basic principle topology of the VSG, which consists of two parts:
a power control loop and a voltage and current control loop (Qu
et al., 2021; Sun et al., 2023). After generating the reference of

FIGURE 1
Overall control diagram of VSG.

FIGURE 2
Diagram of VSG control strategy.

FIGURE 3
Small-signal model of VSG.
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terminal voltage through the power loop and reference of voltage
calculation loop, the corresponding modulation wave is obtained
through the voltage and current control loop in the dq coordinate

system with the objectives of regulating the power electronic devices
on and off. Therefore, it controls the output of the VSG to meet the
required voltage and current. Figure 1 shows that P and Q are the
active and reactive power outputs of the VSG, respectively; Pref, Qref,
andUref are the reference active power, reactive power, and reference
voltage, respectively; and u and e are the output terminal voltage and
reference excitation electromotive force, respectively.

As in Liang et al. (2022), by ignoring the effect of the filtering
capacitor C, the relationship between the midpoint voltages of the
bridge arm, the terminal voltage, and the inductance current of the
VSG is represented as in Eq. 1

eCabc � uabc − R1i1abc − L1
di1abc
dt

(1)

where the subscript “abc” represents the component in the
abc system.

By using the terminal voltage vector orientation strategy for dq
decomposition, the relationship between the voltage and current in
the dq coordinate system is

uCd

uCq
[ ] � ud

uq
[ ] − Y−1 i1d

i1q
[ ], (2)

Y−1 � 1
R2
1 +X2

1

R1 X1

−X1 R1
[ ], (3)

FIGURE 4
Root locus with different coefficients of VSG.

FIGURE 5
System frequency trajectory following a disturbance.
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ud

uq
[ ] � Usinφ

Ucosφ
[ ], (4)

where i1d, i1q, and ud, uq, respectively, are the current and voltage
in the dq system of the converter. ucd and ucq, respectively, are the
terminal voltage in the dq system. Y and X1 are the

impedance matrix and the inductive reactant, respectively, and
X1 = ωL1.

The voltage reference value of the bridge arm is used to obtain
the terminal voltage command value, which is fed into the voltage
and current control loop in the synchronous rotating system. The
voltage loop is used to regulate the terminal voltage, and the current

FIGURE 6
First part of control coefficient J.

FIGURE 7
Control coefficient D.

FIGURE 8
Control diagram of the proposed scheme.
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loop is controlled by the inductance current ratio on the
converter side.

1) To model the VSG strategy, the rotor motion equation is
expressed as (Guo et al., 2023)

Pm

ω
− Pe

ω
−D ω − ωref( ) � J

dΔω
dt

dθ
dt

� ω

⎧⎪⎪⎪⎨⎪⎪⎪⎩ , (5)

where D and J are the coefficients of the damping and rotational
inertia of the VSG.

Due to the fact that grid-connected inverters do not have the
rotational inertia of synchronous generators, they cannot
provide inertia support capability. With the integration of
large-scale power electronic systems, the inertia of the power
system is gradually decreasing, thereby affecting the stable
operation of the power system. Therefore, to address this
issue, the control inverter is modified and provides the
damping and inertia support to the grid (Li et al., 2023; Yang
et al., 2023). The rotor equation of the VSG strategy is the same
as Eq. 5, while the control block diagram is illustrated
in Figure 2.

2) VSG could regulate the reactive power by emulating the excitation
regulation effect of TSG and 130 constructs a virtual excitation
controller (Du et al., 2021). This relationship is given as in Eq. 6.

E � Uref − U( )Ku + Qref − Q( )Kq + E0, (6)

where Kq and Ku are the coefficients of the reactive-voltage droop
and voltage regulation, respectively.

3 Proposed VSG strategy with adaptive
damping and inertia coefficients

The damping and rotational inertia coefficients are the core
variables in the VSG control system. However, the rotational
inertia of SG only depends on the physical characteristics of the
internal rotor and is generally constant; the rotational inertia of
the VSG is a virtual value that is not constrained by the system,
thus its value is relatively flexible and can be designed on the basis
of the control objectives.

As shown in Figure 2, the active and reactive powers injected to
the electric power system can be expressed as in Eq. 7 and Eq. 8

Pe � EU cos φ − σ( ) − U2 cosφ
Z

,

Q � EU sin φ − σ( ) − U2 sinφ
Z

,

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
(7)

Z �











ωL( )2 + R2,

√

θ � arctan
ωL
R

( ).
⎧⎪⎪⎪⎨⎪⎪⎪⎩ (8)

where φ and θ are the power angle and impedance angle of the VSG,
respectively.

The inductive component of the line impedance (Xs) in high-
voltage and medium-voltage power transmission is usually much
higher than the resistive component (Rs). Therefore, the resistive
part of line impedance is ignored. Thus, Pe can be re-expressed as
(Sun et al., 2023)

P e ≈
EU

Xs
sin σ ≈

EU

Xs
σ. (9)

When the VSG is connected to the power grid, its frequency is
constrained by the grid. Drawing on the small-signal model analysis
method of SG, the closed-loop transfer function of the active power
control loop for VSG is calculated as

G2 s( ) � P s( )
Pref s( ) �

EU
Jω0Xs

s2 + D
J + kd

Jω0
( )s + EU

Jω0Xs

. (10)

FIGURE 9
Flowchart for the proposed VSG scheme.

TABLE 1 Parameters of the simulation model.

Parameter Value

L/mH 6

C/μF 20

Udc/V 700

UN/V 220

J0/(kg·m2) 0.2

D0/(N·m·s·rad−1) 10
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FIGURE 11
Comparison results with various control coefficients for Case 1.

FIGURE 10
Simulation model of VSG connected to the AC system.
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Equation 10 is represented as a typical second-order transfer
function system form. The damping ratio and natural oscillation
angular frequency are given as in Eq. 11

ωn �








EU

JωrefXs
,

√

ξ � D

2








ωrefXs

JEU

√
.

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
(11)

FIGURE 12
Comparison results with various control strategies for Case 2.

FIGURE 13
Comparison results with various control strategies for Case 3.

FIGURE 14
Comparison results with various control strategies for Case 4.
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According to the theory of automatic control, adjusting the
time ts and overshoot σ% is important for the dynamic
performance of the system. The performances of the second-
order system shown in Eq. 10 are dependent on the setting of the
coefficient for D and J. When D is constant, the use of a larger J
results in a smaller ξ, larger overshoot σ%, and a longer
adjustment time ts. When J is constant, the use of a larger D
would result in a larger ξ, smaller overshoot σ%, and smaller ts.
Thus, the oscillation frequency is determined by the setting of the
coefficient for J, while the setting of D determines the oscillation
attenuation rate of the active power response.

To analyze the effect of the setting of D and J on system stability
of the VSG, the linearized Eq. 5 would derive the active-power small-
signal model of the VSG power controller:

Δω � ΔPref − ΔP( )/ ω0 Js +D( )[ ]
Δσ � Δω/s{ . (12)

According to Eq. 12, a small-signal model of the VSG power
controller in the s domain can be drawn, as shown in Figure 3. The
closed-loop characteristic equation of the active power response is
obtained as

1 + G s( )H s( ) � s2 + D

J
s + EU

JωrefXs
� 0. (13)

The various settings of J and D provide an impact on the
stability of the VSG. Figure 4 shows the root trajectory with
different settings of J and D based on Eq. 13. Obviously, the use
of a larger D results in a reduction of the absolute value of the real
part, leading to the rapid decay rate and short adjusting period.
From Figure 4B, it can be seen that if D is constant, the use of a
larger J leads to the open-loop poles being closer to the coordinate
origin, which in turn deteriorates the system’s stability. Hence, the
coefficient of rotational inertia cannot be a large value. Meanwhile,
the large setting of D is beneficial for improving the stability of the
VSG. Thus, the setting limitations of D and J can be derived based
on the stability analysis.

Figure 5 shows the system frequency trajectory following a
disturbance. During the initial period of disturbance, the change
of frequency depends on the moment of inertia of the power
system, after that the system frequency deviation becomes large
and more attention should be paid so as to arrest the frequency
decline. According to the frequency trajectory, the definition of
adaptive J can be defined in two parts: the first part is before the
frequency nadir and the second part is after the maximum
frequency deviation, as shown in Eq. 14. To arrest the
frequency deviation, the adaptive D can be designed as in Eq.
15, which only contains one part, with the objective of improving
the frequency deviation. Figures 6, 7 show the first part of the
control coefficient of inertia and the droop control coefficient,
respectively. In Figure 6, the coefficient of J increases as the
frequency deviation increases, with the objective of reducing
the imbalance power and arresting the frequency decline. In
Figure 7, the coefficient of damping increases as the frequency
deviation increases, with the aim of reducing the maximum
frequency deviation. In addition, the rate shown in Figure 6

and Figure 7 depends on the setting of the regulating factor
and the frequency deviation. Figure 8 shows the control
diagram of the proposed scheme.

J � J0 + b Δf
∣∣∣∣ ∣∣∣∣,Δfmax ≥Δf≥ 0

J0, t≥ tnadir
{ , (14)

D � D0 + k Δω| |, (15)
where J0 and D0 are the initial values of inertia and the damping
control loop and are defined by considering the characteristics of the
typical second-order transfer function system. Δf, Δfmax, and tnadir
are the frequency deviation, maximum frequency deviation, and
occurrence time of the maximum frequency deviation, respectively.
k and b are the controllable coefficients of damping and inertia
coefficients, respectively. In this article, b and k are restricted by
considering the stability of the VSG. Thus, the proposed adaptive
coefficient would improve the frequency support capability while
avoiding instability of the VSG.

Since the rate of change is greatly affected by noise, which can
easily cause sudden changes in control gain, the rate of change of
frequency would not be considered to define the adaptive control
coefficient of J and D control loops. As in Eqs 14, 15, the
frequency deviation is employed to adjust the control
coefficient of J and D. In Eq. 14, the control coefficient J
linearly increases with the frequency deviation to reduce the
imbalance power and starts from 0.2, which is the initial value. As
the frequency deviation increases, the control coefficient of J
increases until the maximum frequency deviation is captured.
After the maximum frequency deviation, the coefficient of J
decreases to J0 to avoid the negative impacts on frequency
rebounding. In Eq. 15, the control coefficient increases with
the frequency deviation so as to decrease the maximum
frequency deviation.

To ensure the occurrence time of the maximum frequency
deviation, the frequency deviation detector is used. As in Eqs 16,
17, if the frequency deviation is less than the absolute value of
0.001 Hz while the rate of change of frequency is less than 0.01 Hz/s,
it means that tnadir is captured.

Δf≤ 0.001 Hz| |, (16)
df

dt

∣∣∣∣∣∣∣
∣∣∣∣∣∣∣≤ 0.01

Hz
s
. (17)

Once the thresholds in Eqs 16, 17 are met, it means that the
frequency nadir is detected and tnadir would be marked. This
approach might detect the frequency nadir slightly later or earlier
than the actual frequency nadir. However, it does not have a severe
impact on the frequency support capability since the output power
of the VSG would change excessively.

Figure 9 shows the flowchart of the proposed VSG strategy with
adaptive control coefficient. The frequency deviation is measured to
calculate the control coefficient of J and D depending on Eqs 14, 15.
Meanwhile, the frequency deviation and rate of change of frequency
are calculated, which is used to switch the calculation for the second
part of J. In addition, the calculated J and D are restricted to the
upper limits of causing instability of the VSG.
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This article suggests an improved VSG strategy with adaptive
inertia and damping coefficients. Such coefficients are defined in
Eqs 14, 15 and are restricted by the derived limitation based on
stability. As the frequency deviation increases, the control
coefficients become large to increase the flexibility of VSG so as
to improve the frequency support capability. In addition, for the
coefficient of inertia, it changes to the initial value when the
frequency nadir is detected to avoid the neglected impact on
the frequency rebounding period.

4 Simulation results

To indicate the effectiveness of the addressed VSG strategy
with adaptive control coefficients, a model embedded with a VSG
is built in MATLAB/Simulink, as shown in Figure 10. Table 1
shows the parameters for simulation. The reactive power and
active power of the load is set to 2 kvar and 12 kW, respectively.
The initial operating condition of the VSG is 2 kW. As a
disturbance, at 0.5 s, the active power of the VSG suddenly
increases and then decreases after 0.8 s for Case 1 and Case 2,
and the active power of the VSG suddenly decreases and then
increases after 0.8 s for Case 3 and Case 4. In the simulation
results, J fixed and D fixed mean that the VSG with fixed inertia
and damping coefficients are employed. In addition, J variable and
D variable mean that the adaptive inertia and damping coefficient
are employed in the VSG.

Figure 11 shows the step response curves of the output active
power of the VSG under the different control coefficients of
damping and inertia control of the VSG. During the initial
period of disturbance, compared with using a constant J strategy,
using a variable J strategy can effectively suppress frequency
decrease. As the frequency deviation increases, using a variable
damping coefficient strategy can reduce the frequency deviation. At
the same time, when using an excessively large J strategy, it will
generate a large overshoot.

Figure 12 shows the comparison results of system frequency and
VSG output under different control coefficients of damping and
inertia control of the VSG for Case 2. As shown in Figure 12A, at
0.5 s, the active power of the VSG suddenly increases to 12 kW, and
the maximum frequency deviation of the VSG under fixed control
parameters is 0.632 Hz. When using the adaptive coefficients of
damping and inertia, the maximum frequency deviation reduces to
0.222 Hz.When the power suddenly drops, the maximum frequency
deviation of the VSG under fixed control parameters is 0.633 Hz.
When using an improved VSG strategy with adaptive damping and
inertia coefficients, the maximum frequency deviation reduces to
0.221 Hz. Figures 12C, D show the changes in J and D. The adaptive
change of the coefficients of damping and inertia based on the
frequency deviation has a significant impact on the maximum
frequency deviation and df/dt so as to smooth out the out
fluctuation of VSG outputs, thereby effectively improving the
grid connection ability of the VSG.

Figure 13 shows the comparison results of system frequency
and VSG output under different control coefficients of damping

and inertia control of the VSG for Case 3. Similar to Case 1, during
the initial period of disturbance, compared with using a constant J
strategy, the VSG employs a variable J strategy that could
effectively suppress frequency decline. With the increasing
frequency deviation, the VSG using a variable damping
coefficient can decrease the frequency deviation. In addition,
when the VSG uses an excessively large J strategy, a large
overshoot would be caused.

Figure 14 shows the comparison results of system frequency and
VSG output under different control coefficients of damping and
inertia control of the VSG for Case 4. At 0.5 s, the active power of the
VSG suddenly decreases and then the output power is suddenly
recovered at 1.5 s, which is the inverse disturbance to Case 2. During
the first disturbance, the maximum frequency deviation of the VSG
under fixed control parameters is 0.68 Hz. When the VSG uses the
adaptive coefficients of damping and inertia, the maximum
frequency deviation reduces to 0.26 Hz. During the second
disturbance, the maximum frequency deviation of the VSG under
fixed control parameters is 0.67 Hz. When the VSG uses an
improved VSG strategy with adaptive damping and inertia
coefficients, the maximum frequency deviation reduces to
0.26 Hz. The adaptive variation of coefficients for damping and
inertia control has a significant impact on the maximum frequency
deviation and df/dt so as to smooth out the fluctuation of VSG
outputs, thereby effectively improving the grid connection ability
of the VSG.

5 Conclusion

Under various operations of the VSG, the inertia and
damping support capabilities are different, and the
conventional VSG strategy with fixed control coefficients
sacrifices a certain degree of dynamic regulation performance
with less robustness. This article addresses an improved VSG
strategy with adaptive damping and inertia coefficients
considering the system frequency deviations and stability of
the VSG. The conclusions are as follows: 1) a mathematical
model is established to analyze the impact of various parameters
on the characteristics of the VSG, and then the root trajectory is
used to explore the impact of different rotational inertia and
damping coefficients on the stability of the VSG system. In
addition, the oscillation frequency is dependent on the setting
of inertia during which the setting ofD determines the oscillation
attenuation rate of the active power response. 2) When
compared with the conventional fixed coefficient, the VSG
control strategy, the proposed control strategy can reduce the
maximum frequency deviation and increase the robustness
of the VSG, thereby improving the integrating capability of
the VSG under various over-frequency and under-frequency
disturbances. Thus, the addressed adaptive control coefficient
would enhance the system frequency regulating capability while
avoiding the instability of the VSG. In the future, multi-VSGs are
to be considered for designing the coordinating inertia and
damping control strategy.
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Aiming at the problem of wind curtailment caused by the lack of system flexibility,
an optimal scheduling strategy for improving the flexibility of the electricity-gas-
heat interconnection system by the coordinated operation of the gas network
management and storage characteristics and the heat storage characteristics of
the heat network is proposed. Firstly, the influence of gas network storage and
heat network storage on improving flexibility is analyzed respectively. Then, an
electricity-gas-heat interconnected system scheduling model considering the
dynamic characteristics of gas network management and t the delay
characteristics of heat storage in heat network, which greatly improves the
imbalance between supply and demand of flexibility in space and time brought
by the anti-peak regulation characteristics of wind power to the system. Finally,
the IEEE-24 nodes power system, Belgium’s 20-node natural gas network and 6-
node thermal network are used, for example, analysis. The results show that the
proposed scheduling scheme improves the flexibility of the system while its
operating cost and wind curtailment cost are the lowest, which promotes the
consumption of wind power.

KEYWORDS

flexibility, gas network management, heat network heat storage, wind power
consumption, electricity-gas-heat interconnection system

1 Introduction

The scheduling operation of traditional power, natural gas and thermal systems is
completed independently in each system, and different forms of energy cannot be converted
to each other. However, with the popularization of coupling equipment such as power to gas
(P2G), gas turbines, and combined heat and power (CHP) units, the electricity, gas, and heat
systems are gradually interconnected to form an integrated energy system (IES) in which
three types of energy can be converted to each other (Li et al., 2019; Li et al., 2021). According
to the complementary characteristics of various energy types such as electricity, heat, and gas,
and the principle of energy cascade utilization, unified planning and coordinated

OPEN ACCESS

EDITED BY

Liansong Xiong,
Xi’an Jiaotong University, China

REVIEWED BY

Yushuai Li,
University of Oslo, Norway
Xiong Wu,
Xi’an Jiaotong University, China
Bin Zhou,
Hunan University, China

*CORRESPONDENCE

Xiuyu Yang,
yangxiuyu2011@163.com

RECEIVED 01 November 2023
ACCEPTED 04 December 2023
PUBLISHED 11 January 2024

CITATION

Yang X, Liu Y, Zhang H, Guo Q, Liu X and
Sun J (2024), Optimal scheduling of
electric-gas-heat system considering
dual virtual energy storage of gas network
management and heat network storage.
Front. Energy Res. 11:1331428.
doi: 10.3389/fenrg.2023.1331428

COPYRIGHT

© 2024 Yang, Liu, Zhang, Guo, Liu and
Sun. This is an open-access article
distributed under the terms of the
Creative Commons Attribution License
(CC BY). The use, distribution or
reproduction in other forums is
permitted, provided the original author(s)
and the copyright owner(s) are credited
and that the original publication in this
journal is cited, in accordance with
accepted academic practice. No use,
distribution or reproduction is permitted
which does not comply with these terms.

Frontiers in Energy Research frontiersin.org01

TYPE Original Research
PUBLISHED 11 January 2024
DOI 10.3389/fenrg.2023.1331428

253

https://www.frontiersin.org/articles/10.3389/fenrg.2023.1331428/full
https://www.frontiersin.org/articles/10.3389/fenrg.2023.1331428/full
https://www.frontiersin.org/articles/10.3389/fenrg.2023.1331428/full
https://www.frontiersin.org/articles/10.3389/fenrg.2023.1331428/full
https://www.frontiersin.org/articles/10.3389/fenrg.2023.1331428/full
https://www.frontiersin.org/articles/10.3389/fenrg.2023.1331428/full
https://crossmark.crossref.org/dialog/?doi=10.3389/fenrg.2023.1331428&domain=pdf&date_stamp=2024-01-11
mailto:yangxiuyu2011@163.com
mailto:yangxiuyu2011@163.com
https://doi.org/10.3389/fenrg.2023.1331428
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/journals/energy-research
https://www.frontiersin.org
https://www.frontiersin.org/journals/energy-research
https://www.frontiersin.org/journals/energy-research#editorial-board
https://www.frontiersin.org/journals/energy-research#editorial-board
https://doi.org/10.3389/fenrg.2023.1331428


optimization of multiple energy sources are performed to improve
energy utilization (Li et al., 2021). In recent years, due to the
increasing installed capacity of wind power and load demand, the
problem of unbalanced supply and demand of power system
flexibility has become more and more obvious (Wei et al., 2017a;
Chai et al., 2020; Yang et al., 2020; Yang et al., 2023; Cao et al., 2023).
The North American Electric Reliability Council (NERC) defines’
power system flexibility “as” the ability of supply-side and demand-
side resources to respond to system changes and uncertainties’
(Adams et al., 2010). It is an important index to evaluate the
power system’s absorption of renewable resources such as wind
power. Because the supply and demand flexibility of natural gas
system and thermal system has sufficient margin in most of the time,
and its transmission network can be used as “virtual energy storage”
to store and release energy, the potential flexibility in gas-heat
network can provide help for the flexibility of power system,
which can effectively solve the problem of supply and demand
tension of power system flexibility.

The transmission of natural gas in the gas network pipeline is
not instantaneous, and there is a time difference between its
injection and output. The “virtual energy storage” function can
be realized by using its “tube storage” characteristics. (Chen et al.,
2019). The dynamic effect of gas network management and storage
and the existence of P2G create space for mutual coordination
among energy sources and improve the flexibility of power system.
In (Yang et al., 2023), considering the dynamic characteristics of
natural gas “management and storage” and the coordinated
operation of P2G and gas turbine, a dynamic electricity-gas
interconnection system scheduling model was constructed. In
(Liu et al., 2011), considering the transient characteristics of
natural gas transmission system, it is modeled as a set of partial
differential equations and algebraic equations. From the perspective
of independent system operators, the coordinated scheduling of
power and natural gas systems is described as a bi-level
programming problem. In (Keyaerts et al., 2011; Ai et al., 2018;
Zhang et al., 2021), the gas network inventory is modeled, and the
dynamic effect in the natural gas network is used to improve the
flexibility of the power system. In (Fang et al., 2018) expounded the
buffer principle of pipeline storage, and combined the transient
characteristics of natural gas with the steady-state power flow to
form the dynamic optimal energy flow of the integrated electricity-
gas system. In (Zhai et al., 2021) shows that when the source of
natural gas is disturbed or even stopped, the pipeline still has the
ability to maintain the normal operation of the natural gas network
for a short time. It can be seen that the gas network management
inventory can be used as a flexible resource to participate in the
optimal scheduling of the whole system, which not only makes the
natural gas system considered more elaborate, but also improves the
flexibility of the whole system scheduling.

The transmission of heat in the heat network is not
instantaneous. The heat network can store the heat for a short
time by using the delay characteristics. This “virtual energy storage”
effect is referred to as heat storage in the heat network. The delayed
heat storage characteristics of the thermal system can increase the
renewable energy access space and improve the flexibility of the
system by cooperating with the thermoelectric unit. In (Li et al.,
2016) first proposed a thermal network heat storage energy storage
model of the electric-heat interconnection system under steady-state

energy flow, using Variables Flow and Variables Temperature (VF-
VT) control method with CHP heat production to adjust the
temperature of the pipe network to control the energy
transmission of the heating network and improve the flexibility
of the system. Based on the operation characteristics of CHP (Lv
et al., 2014), used the CHP to configure the CHP to store heat in the
feasible region of power generation and heating, so as to improve the
flexibility of the CHP’s electric heating up and down, and give full
play to the benefit of the CHP’s configuration of heat storage device
to absorb wind power. In (Wang et al., 2020), the dynamic
characteristics of the heating network are used as scheduling
resources to participate in the optimal operation of the electric-
heat IES, so as to realize the scheduling and utilization of the virtual
energy storage in the heating network. In (Liu et al., 2021b), the
resistance of water flow in the pipeline is taken into account on the
basis of considering the transmission dynamics of the heating
network, so that the temperature change in the water supply
pipeline is more precise, and the accuracy of the unit output
satisfying the heating energy flow is improved. In (Zhang et al.,
2021), considering the fluctuation of load forecasting, and using the
device with phase change energy storage characteristics in the
electrothermal integrated energy system to cope with the load
fluctuation, an electric-thermal linkage peak load shifting control
strategy is proposed to minimize the net load fluctuation on the
power side and the thermal side.

Therefore, aiming at the problem of insufficient flexibility
caused by the anti-peaking characteristics of renewable energy,
this paper takes into account the dual virtual energy storage
effect of gas network storage and heat network storage, and uses
coupling equipment such as P2G, gas turbine and CHP to realize the
mutual conversion between the three kinds of energy, which
effectively improves the flexibility of the system. Based on the
above principles, an optimal scheduling model of electric-gas-
heat system considering dual virtual energy storage of gas
network management and heat network storage is constructed,
and the effectiveness of the proposed method is proved by an
example system.

The main contributions of this paper are as follows:

(1) From the perspective of electrical and thermal interconnection,
a day-ahead optimal scheduling method for electrical heat is
proposed to solve the problem of insufficient system flexibility
to a certain extent;

(2) The dynamic model of natural gas network and the dynamic
model of heat network are established, and the influence of their
coordination on the dispatching of power system is analyzed;

(3) An electricity-gas-heat integrated energy system considering the
dual virtual energy storage characteristics of gas-heat network is
constructed, which further improves the overall wind power
consumption capacity and unit reserve capacity of the system.

The rest of the paper is organized as follows:
Section 2 analyzes the influence of dual virtual energy storage of

gas network storage and heat network storage on improving the
flexibility of the system. Section 3 introduces the IES day-ahead
optimal scheduling model considering gas-heat dynamic
characteristics in detail. Section 4 constructs an electric-gas-heat
integrated energy system model considering the dual virtual energy
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storage characteristics of gas-heat network. The effectiveness and
economy of the source-storage-transmission coordinated
optimization method are verified by simulation results. Finally,
Section 5 concludes the paper.

2 Analysis of the influence of dual
virtual energy storage of gas network
storage and heat network storage on
improving the flexibility of the system

With the widespread use of coupling equipment such as P2G,
gas turbines, and CHP, the connection between power systems,
natural gas systems, and thermal systems has become closer and
closer. They have been interconnected to form an integrated energy
system, so that the power grid, gas network, and heating network can
achieve flexible mutual assistance to solve the problem of insufficient
flexibility in the operation of a single system.

In the period when wind power generation cannot be fully
consumed by the power system, the gas network uses pipe storage
and P2G to convert the part of wind power that is not consumed by
the electric load into natural gas stored in the natural gas pipeline,
and the gas network pipe storage rises to improve the
downregulation flexibility of the power system. During the period
of large gas load demand, the stored natural gas is released, and CHP
and gas-fired units are used to generate heat to meet the demand of
the system’s electric heating gas. While the gas network storage and
gas source cost are reduced, the load loss caused by the insufficient

output limit of the thermal power unit is solved, and the flexibility of
the power system is improved.

During the period of large wind power generation and large heat
load demand, the CHP output is replaced by the heat release of the
heat supply network, so as to give the discharge space for wind
power to maximize the absorption of wind power to avoid wind
abandonment and reduce the flexibility of the gas source output to
improve the system. In the period of small wind power and small
heat load demand, CHP releases heat and discharges in advance,
reduces the output of high-cost gas units, and uses the heat storage
capacity of the heating network to store heat, so as to prepare for the
subsequent heat load peak and wind power discharge, and improve
the flexibility of the system.

It can be seen that the dual virtual energy storage of gas network
management and heat network storage can be used as a flexible
resource to store excess wind power. The coordinated operation of
the two further increases the utilization efficiency and storage energy
of the virtual energy storage of the two networks. The interaction of
the virtual energy storage of the two networks provides more energy
conversion space for the P2G and CHP coupling units to realize the
consumption of wind power. At the same time, the coordination of
the two virtual energy storage can increase the adjustable space of
the unit and improve the flexibility of the system. The principle of
gas-heat dual virtual energy storage to improve the flexibility of
electric-gas-heat system is shown in Figure 1.

3 A day-ahead optimal scheduling
model of IES considering gas-heat
dynamic characteristics

In this paper, an IES model considering the gas-heat dynamic
characteristics is constructed to realize the dual virtual energy
storage effect in the gas and heat networks. The gas network
management and storage characteristics are used to solve the
difference between the wind power trough and the gas load time
during P2G operation. The delay characteristics of the heat network
are used to solve the problem of wind curtailment caused by CHP
“heat-determined power” when the wind power peak-valley and
heat load peak-valley differences. The gas network storage and heat
network storage are used as the carrier of IES energy storage and
release to improve the system’s wind power consumption and meet
the load demand. CHP, P2G and gas turbine can realize
heterogeneous energy conversion and flexibility as three kinds of
energy network coupling equipment of electricity-gas-heat.

3.1 Objective function

The scheduling model proposed in this paper fully considers
various operating costs in the electricity-gas-heat system as shown in
Formula 1, including the unit operating cost in the power system, the
gas source purchase cost in the natural gas system, and the CHP
operating cost in the thermal system. At the same time, in order to
fully consider the upregulation flexibility and downregulation
flexibility of the system, the wind curtailment penalty cost and
various load shedding penalty costs are introduced, so that the

FIGURE 1
The principle of dual virtual energy storage to enhance flexibility.
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system can achieve optimal economy under the premise of meeting
the needs of electricity, gas and heat.

C � min∑
t∈T

∑
i∈Ωh

Ch
i,tP

h
i,t( ) + ∑

κ∈Ωg

Cg
κ,tQ

g
κ,t( )⎡⎢⎢⎢⎣ + ∑

φ∈ΩCHP

CCHP
φ,t QCHP

φ,t( )
+ ∑

τ∈Ωw

λWC
τ PWC

τ,t( ) + ∑
μ∈ΩGCut

δGCutμ QGCut
μ,t( ) + ∑

ξ∈ΩECut

δECutξ PECut
ξ,t( )⎤⎥⎥⎦

(1)

In the formula: T is the scheduling cycle; C is the operation cost of
the selected scheduling scheme;Ωh is the set of conventional unit nodes;
Ch
i,t is the cost coefficient of generating unit i at time t; Ph

i,t is the
operating power of conventional unit i at time t; Ωg is the set of gas
source nodes; Cg

κ,t is the price of natural gas at time t; Qg
κ,t is the

purchase volume of gas source l at time t; ΩCHP is the set of CHP
nodes; CCHP

φ,t is the cost coefficient of CHP unit φ at time t; QCHP
φ,t is the

gas consumption of CHP unit φ at time t;Ωw is the set of wind turbine
(wind curtailment) nodes; λWC

τ is the penalty coefficient of wind
abandonment; PWC

ξ,t t is the wind power curtailment of the wind
turbine node τ at time t; ΩGCut is the set of gas load nodes; δECutμ is
the penalty coefficient of gas cutting load; PWC

ξ,t is the load shedding
amount of natural gas load node μ at time t; ΩECut is the set of power
load shedding nodes; δECutξ is the penalty coefficient of power-off load;
PECut
ξ,t , tis the load shedding amount of the electric load node ξ at time t.

3.2 Power network constraints

In this paper, DC power flow constraints are adopted. The
constraints are as follows:

3.2.1 Generator output constraints
The output constraints and climbing constraints of thermal

power units are shown in Eqs 2, 3:

Pi
minIi,t ≤Ph

i,t ≤Pi
maxIi,t ∀Ii,t ∈ 0, 1[ ] (2)

−PDo
i ≤Ph

i,t − Ph
i,t−1 ≤P

Up
i ∀i ∈ Ωh (3)

In the formula: Pi
max and Pi

min are the upper and lower limits of
the power of generator set i, respectively; Ii,t is the start-stop state of
generator set i at time t; PUp

i and PDo
i are the maximum uphill and

downhill climbing power of unit i are respectively.

3.2.2 Power balance constraints
Power balance constraints are shown in Formula 4:

∑PLoad
t � ∑

a,b∈ΩpL

PLab,t − ∑
a,b∈ΩpL

PLba,t + ∑
i∈Ωh

Ph
i,t + ∑

υ∈Ωw

Pw
υ,t

+ ∑
φ∈ΩCHP

PCHP
φ,t + ∑

ε∈ΩGT

PGT
ε,t − ∑

k∈ΩP2G

PP2G
k,t + ∑

ξ∈ΨNP

PNP
ξ,t (4)

In the formula: a and b are the first and last nodes of the power
grid branch respectively;ΩqL for the grid branch set; PLab,t and PLba,t
are the inflow and outflow power of ab branch at time t; Pw

v,t is the
power of the wind turbine v at time t; PCHP

φ,t is the operating power of
CHP unit φ at time t;ΩGT is the set of gas turbine equipment nodes;
PGT ε,t is the operating power of CHP unit φ at time t; ΩP2G is the
set of P2G device nodes; PP2G

k,t is the operating power of P2G unit k at
time t; PLoad

t is the electrical load at time t.

3.2.3 Line power constraints
Line power flow constraints are shown in Eqs 5, 6:

PLab,t � θa,t − θb,t
Xab

∀a, b ∈ Ω pL (5)
−PL

max ≤PLab,t ≤PL
max ∀a, b ∈ Ω pL (6)

In the formula: Pmax
L the upper limit of the transmission power of

the line; Xab is the node reactance; θa,t, θb,t is the node voltage of a
and b at time t.

3.3 Natural gas network constraints

3.3.1 Gas source constraints
The gas source output constraint is shown in Eq. 7.

Qκ,min ≤Q
g
κ,t ≤Qκ,max (7)

In the formula: Ql,max and Ql,min are the upper and lower limits
of the output of the gas source respectively.

3.3.2 Natural gas energy flow constraints
The flow balance diagram of each node in the natural gas

network is shown in Figure 2.
The mathematical equilibrium equation of energy flow in

natural gas network is shown by Eq. 8.

∑
n∈Ω qL

Fout
mn,t − ∑

m∈Ω qL

Fin
mn,t + ∑

κ∈Ω g

Qg
κ,t + ∑

k∈Ω P2G

QP2G
k,t + ∑

μ∈ΩGCut

QGCut
μ,t

− ∑
ε∈ΩGT

QGT
ε,t − ∑

φ∈Ω CHP

QCHP
φ,t � ∑QLoad

t (8)

In the formula: Fin
mn,t and Fout

mn,t are m, n nodes in the pipeline t
time in and out of the flow; ΩqL is a collection of natural gas
pipelines; QGT ε, tis the gas consumption of gas turbine unit i at
time t;QP2G

k,t is the gas production of P2G unit k at time t;QLoad
t is the

gas load at time t; QCHP
φ,t is the gas consumption of unit φ at time t.

Due to the compressor consumption of natural gas is very small, so
negligible (Wang et al., 2018).

3.3.3 Pipeline flow constraints
The flow rate of natural gas in the pipeline is related to the

parameters of natural gas itself, environmental factors and pipeline
related parameters. The properties of natural gas itself include gas
pressure p, gas density ρ, gas flow rate v, gas flow rate F, environment-
related parameters include standard gas density ρ0 and temperature T;
the properties of gas pipeline include friction coefficient fr, pipeline
diameter D, gas constant R and compression coefficient Z. The
material balance equation and gasmomentum equation are as follows:

∂ ρv( )
∂x

+ ∂ρ
∂t

� 0 (9)
∂p
∂x

+ ρfrv v| |
2D

� 0 (10)
p � ρRTZ (11)
F � πD2

4
ρv

ρ0
(12)

In the formula: t and x are the time dimension and the spatial
dimension respectively.
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Through the finite implicit difference method (Liu et al., 2021a),
the partial differential equation is transformed into an algebraic
form of Weymouth equation, as shown in Eq. 13.

Fmn,t Fmn,t

∣∣∣∣ ∣∣∣∣ � CM p2
m,t − p2

n,t( )
CM � π2D5

mn

16LmnfrRTZρ
2

∀m, n ∈ Ω qL

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
(13)

The flow calculation formula is shown in Formula 14.

Fmn,t � Fin
mn,t + Fout

mn,t( )/2,∀m, n ∈ Ω qL (14)

In the formula: pm,t and pn,t are the pressure of nodesm and n at
time t respectively; among them, the gas source node pressure is
constant; Lmn and Dmn are the length and diameter of the pipeline
between themn nodes of the pipeline; Fmn,t is the average flow rate of
mn pipeline at time t. In order to conveniently express the
relationship between the two state variables of natural gas flow
and pressure, the intermediate variable is represented by CM.

3.3.4 Second-order cone relaxation model
Due to the existence of the square term and the absolute value

term in Formula 13, this paper uses the second-order cone relaxation
model in (Yang et al., 2023) to solve the nonlinear problem in the
model. As shown in Eqs 15–17.

Fmn,t

CMpn,t

�������
�������
2
≤CMpm,t (15)

Fmn,t ≥CM · pm,t − pn,t( ) (16)
θp � ∑

mn∈ΩqL

ψ pm,t − pn,t( ) (17)

In the formula (Keyaerts et al., 2012; Ansari et al., 2021): Ψ is
the penalty coefficient of the node pressure difference; θp is the
penalty cost of node pressure difference. The second-order cone
relaxation method in (Yang et al., 2023) is used to deal with the
Weymouth equation without considering the pipeline flow loss
and compressor flow loss, and the influence of the pressure error of
the gas network pipeline node on the system scheduling result
under the minimum operating cost target can be ignored.

3.3.5 Compressor constraints
With the flow of natural gas in the pipeline, the gas pressure will

gradually decrease. In order to maintain the pressure required for
gas flow in the pipeline, it is necessary to install compressors on

some gas network nodes to increase the pressure required for gas
flow. The principle of the compressor is shown in Figure 3.

Compressor constraints are as follows:

Gmn,t � ηpFp
mn,t,∀m, n ∈ ΩqL (18)

pp
m ≤pp

n ≤ κp
p
m,∀m, n∈ ΩqL (19)

In the Formula 18, Gmn,t is the gas consumption of mn branch of
compressor at time t; ηp is the consumption coefficient of the compressor.
In this paper, the compressor loss is not taken into account, and ηp is 0
(Ansari et al., 2021). Fp

mn,t is the flow of the mn branch where the
compressor is located. The Formula 19 represents the compressor boost
constraint, pp

m and pp
n are the head and end pressure of the compressor,

and l is the compression coefficient of 1.10–1.15.

3.4 Thermal network constraints

The thermal system is an energy system that provides heat
supply to users. It is mainly composed of three parts: heat source
(CHP unit), thermal network and residential users (heat load).
Among them, the heating network in the thermal system is
composed of two network waterways: the water supply network
starting from the heat source and the return water network starting
from the user side. The spatial structure of the two waterways is
exactly the same. The heat in the hot water network is transmitted in
the form of liquid or water vapor through the heat carrier, and the
heat is transmitted to the heat load side through the thermal network
pipeline for users (Li et al., 2016). The structure of the thermal
system is shown in Figure 4.

As a medium of heat transmission, heat supply network is an
important part of the thermal system. The heat supply network is

FIGURE 2
Natural gas network flow diagram.

FIGURE 3
Compressor schematic diagram.

Frontiers in Energy Research frontiersin.org05

Yang et al. 10.3389/fenrg.2023.1331428

257

https://www.frontiersin.org/journals/energy-research
https://www.frontiersin.org
https://doi.org/10.3389/fenrg.2023.1331428


divided into primary pipe network and secondary pipe network
from the transmission level, and inlet pipe network and return
water pipe network from the spatial structure. Among them, the
primary pipe network, the secondary pipe network, the inlet pipe
network and the return water pipe network take the heat
exchange station as the connection point, and the spatial
structure of the pipe network is exactly the same. The heat
source heats the water to a certain temperature and then
transmits it to the primary pipe network. After the hot water
flows through the heat exchange station, the water temperature is
converted into the temperature required by the user, and then it
flows into the secondary pipe network and is transmitted to the
thermal user. After the hot water is used by the user, the water
temperature decreases, and the partially cooled water flows back
to the heat source through the heat exchange station through the
return water pipe to achieve recycling. The secondary pipe
network in the thermal system is small in scale and short in
transmission distance, so only the primary pipe network is
considered and the secondary pipe network is ignored in the
analysis of the thermal system.

In addition to the basic structure of the thermal system, the
hydraulic model is used to represent the flow and temperature
relationship of the head and end of each water supply and return
pipe network, the flow and temperature relationship of the
connection node and the temperature constraint of the mixed
node in the system. The node temperature of the heating
network can be divided into two categories: water supply
temperature and return water temperature. In this paper, it is
assumed that the mass flow rate in the heating pipe network is
constant, and the primary heating network quality adjustment
method is adopted, that is, the mass flow rate of hot water in the
heating network is not changed, and the water temperature is only
adjusted. This adjustment method is adopted in the thermal network
in most areas of northern China (Li et al., 2016).

3.4.1 Heat source (CHP) node constraints
The heat output of the CHP unit at the heat source node can be

expressed as:

ΦCHP
φ � Cpm

CHP
φ × Ts

φ − Tr
φ( ) (20)

In Eqs 20, ΦCHP
φ is the heat energy produced by CHP; CP is the

specific heat capacity of water; mCHP
φ is the flow through the heat

source pipeline; Ts
φ is the node mixing temperature of the heat

source water supply pipeline, and the node mixing temperature of
the Tr

φ heat source return water pipeline.

3.4.2 Heat load (heat exchange station) constraints
The relationship between the thermal power of the load node

and the node temperature can be expressed as:

Φq � Cpm
load
q × Ts

q − Tr
q( ) (21)

In Eq. 21, Φq is the heat load demand of the user node; mload
q is

the mass flow rate of hot water in the pipeline; Ts
q is the water supply

temperature in the load node of the thermal network; Tr
q is the

return water temperature in the load node of the thermal network.
In operation, the heating network of the thermal system needs to

meet the upper and lower limits of the temperature of supply and
return water at the node of the heat exchange station, as shown in
Formula 22.

Ts
q,min ≤Ts

q ≤Ts
q,max

Tr
q,min ≤Tr

q ≤T
r
q,max

{ (22)

3.4.3 Thermal network constraints
The nodes connecting more than two pipelines in the thermal

network are called intersection nodes. Different thermal pipelines
flowing through the nodes converge here. The temperature of the
mixed nodes is determined by the flow and temperature of the
intersection pipelines. The total heat energy of the intersection node
determines the temperature, and the temperature of the node can be
calculated by the weighted average of the temperature and flow of all the
injected pipes. The flow diagram of heating network is shown in Figure 5.

The temperature of the junction node in the heating network is
shown by Formula 23, 24.

∑
x∈Ωpipe−

Touts
x,t m

s
x,t( ) � Ts

d,t ∑
x∈Ωpipe−

ms
x,t (23)

∑
x∈Ωpipe+

Toutr
x,t m

r
x,t( ) � Tr

d,t ∑
x∈Ωpipe+

mr
x,t (24)

In the formula: Ωpipe- and Ωpipe+ are the heat pipes with node d
as the end node and the head node in the heat network. Ts

d,t and T
r
d,t

are the temperature of the water supply pipe and the return pipe at
the connection node d, respectively. Touts

x,t ,T
outr
x,t are the temperature

of the end outlet of the water supply pipeline and the return water
pipeline at time t.ms

d,t andm
r
d,t are the mass flow of hot water in the

water supply pipe s and the return water pipe r respectively. The
expressions Eqs 25, 26 indicate that the temperature at the inlet port
of the heat network pipeline connected from the node is equal to the
temperature of the node (Li et al., 2019).

Tins
x,t � Ts

d,t, x ∈ Ωpipe− (25)

FIGURE 4
The schematic diagram of thermal system composition.
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Toutr
x,t � Tr

d,t, x ∈ Ωpipe+ (26)

In the formula: Tins
x,t is the inlet temperature of the pipe x in the

water supply network in the t period; Toutr
x is the outlet temperature

of pipeline x in the backwater network during t period.

3.5 Coupling device constraints

3.5.1 Gas turbine constraints
In this paper, the gas turbine unit model uses gas source purchase

and P2G gas production as fuel to convert natural gas in the gas
network into electrical energy without pollution (Wei et al., 2017b).
The relationship between the gas turbine ε output PGT ε, t and its gas
consumption QGT

ε,t at time t is expressed as follows:
The calculation formula of gas turbine output is shown in

Formula 27:

PGT
ε,t � μGTQGT

ε,t (27)

In the formula: μGT is the conversion efficiency coefficient; its
power and climbing constraints, the same type (2), (3).

3.5.2 Power-to-gas equipment constraints
The power-to-gas equipment can cooperate with the gas

network storage to convert the excess electricity into natural gas
and store it in the gas network, reducing the system abandoned wind

and improving the flexibility of the system downregulation. The
specific principle of electricity-to-gas is divided into two parts:
electrolysis and methanation, as shown in Figure 6.

The energy conversion efficiency of P2G is 45%–60%, and the
value is 50%. This paper focuses on the impact of P2G wind power
on the flexibility of the system, ignores the reaction process of each
fine link, and adopts the total conversion reaction formula (Zhang
et al., 2018). The output calculation formula of P2G equipment is
shown in Formula 28 and 29.

QP2G
k,t � ϕPP2G

k,t ηP2G/HGV (28)
PP2G
k,min ≤PP2G

k,t ≤PP2G
k,max (29)

In the formula: φ is the energy conversion coefficient;HGV is the
high calorific value of natural gas; ηP2G is conversion efficiency;
PP2G
k,max and PP2G

k,min are the upper and lower limits of the operating
power of P2G unit k, respectively.

3.5.3 Cogeneration unit (CHP) constraints
Cogeneration units consume natural gas to generate heat and

electricity input to the heating network and the power grid, and have
a flexible operating area range, which is an important heating source
in the thermal system. The operating region of the CHP unit is very
flexible, which is composed of the operating boundary of the back
pressure and condensation modes. The electric and thermal
operating regions can be represented by a planar quadrilateral, as
shown in Figure 7.

FIGURE 5
Heating network flow diagram.

FIGURE 6
Electric-to-gas schematic diagram.
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The mathematical expressions of CHP feasible region are shown
in Eqs 30, 31.

PCHP
φ,t � ∑NK

k�1
αkφ,tP

k
φ

HCHP
φ,t � ∑NK

k�1
αkφ,tH

k
φ

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
(30)

∑NK
k�1

αkφ,t� 1, 0≤ αk
φ,t ≤ 1 (31)

In the formula: PCHP
φ and HCHP

φ are the power generation and
heat generation of the CHP unit respectively; Pk

φ and Hk
φ are the

values of electric power and thermal power corresponding to the k th
extreme point in the operation domain, where HCHP

φ,t and VCHP
φ are

the same; NK denotes the number of runnable points in the range of
CHP power operation domain; αkφ,t enotes the running point of CHP
in the running domain at time t.

Among them, the natural gas supply required for CHP operation
to generate heat and generate electricity is shown in the following
Formula 32:

QCHP
φ � ∑ PCHP

φ,t +HCHP
φ,t( )

ηCHPHGV
(32)

Among them, the efficiency of the ηCHP production unit.

3.6 Natural gas dynamic model constraints

The traditional natural gas steady-state model believes that the
inflow and outflow of natural gas are equal at all times, which is
contrary to the delay and buffer of the actual flow of natural gas in
the pipeline. Making full use of this dynamic characteristic can not
only refine the gas network model, but also participate in the system
scheduling as a flexible resource to improve the flexibility of the
system. The natural gas dynamic model is shown in Figure 8.

The expression of pipeline inventory considering the dynamic
effect of natural gas (Correa-Posada and Sánchez-Martín, 2015; Liu
et al., 2022) is as follows:

LP
mn,t �

πLmnD2
mnp

a.v
mn,t

4RTZρ
,∀m, n ∈ ΩqL (33)

LP
mn,t � LP

mn,t−1 + Fin
mn,t − Fout

mn,t, ∀m, n ∈ ΩqL (34)

pa.v
mn,t �

pm,t + pn,t( )
2

, ∀m, n ∈ Ω qL (35)

Eq. 33 is the calculation formula of pipe storage LPmn,t in mn
section, which is related to the relevant parameters of gas network
pipeline and the average pressure pa.v

mn,t at both ends of pipeline.
The Formula 34 is the relationship between the tube storage LPmn,t

at time t and the tube storage LPmn,t−1 at the previous time, where
Fin
mn,t and Fout

mn,t represent the tube storage injection gas volume
and output gas volume at time t respectively. The initial pipe
storage of the natural gas network is set to 1.3 × 107 m3 (Xu et al.,
2021). The average pressure is calculated as shown in Eq. 35.

3.7 Thermal network dynamic model
constraints

3.7.1 Dynamic hydraulic model of heating network
In the heating network water pipeline, the temperature

change of the inlet is slowly transmitted to the outlet, and the
time consumed is about the transportation time of the unit mass
flow through the pipeline (Li et al., 2016). The heat has transfer
delay and temperature loss in the dynamic transmission process
of the heating network (Jiang et al., 2020; Jiang et al., 2021; Xu
et al., 2021), and the principle of transfer delay is shown in
Figure 9.

Without considering the temperature loss and pipeline delay,
the temperature at the end of the heating network pipeline at time t
is equal to the temperature at the beginning of the pipeline at the
same time. As shown in Formula 36.

Ti,x,t � To,x,t (36)
In Eq. 37, if the pipeline delay time τ caused by the heat transfer

delay is considered, the pipeline delay time calculation formula is τ:

τx� round
πρD2

xLx

4mpipe
x

[ ] (37)

If the pipeline delay time τ caused by the heat transfer delay is
considered, the pipeline delay time calculation formula is τx:

In Eq. 38, considering the time delay of pipeline transmission,
the outlet temperature should be corrected as follows:

Tdelay
o,x,t � Ti,x,t−τx (38)

3.7.2 Dynamic thermal model of heating network
In the hot water pipe network, the flow process of hot water from

the inlet to the outlet will produce heat loss. In Eq. 39, the
temperature at the outlet of the pipe is:

To,x,t � Tdelay
o,x,t − Ta,t( )e −λLx

CPm
pipe
x,t (39)

In the formula: λ is the thermal conductivity of the heat network
pipeline, Ta,t is the external temperature. When the length of the
thermal network pipe network is short, the heat loss generated
during the flow process can be ignored.

FIGURE 7
CHP running domain diagram.

Frontiers in Energy Research frontiersin.org08

Yang et al. 10.3389/fenrg.2023.1331428

260

https://www.frontiersin.org/journals/energy-research
https://www.frontiersin.org
https://doi.org/10.3389/fenrg.2023.1331428


4 Case study

The structure of the example in this paper is shown in
Supplementary Figure SA1, including a 24-node power system,
20-node natural gas network and 6-node thermal network. Power
grid data (Correa-Posada and Sánchez-Martín, 2015), natural gas
network data (DeWolf and Smeers, 2000), heating network data are
shown in the Supplementary Table. The day-ahead electricity, gas
load and wind power forecast data are shown in Figure 10, and the
heat load data are shown in Figure 11. The second-order cone
relaxation method used in this paper to deal with the Weymouth
nonlinear equation avoids the generation of a large number of

0–1 variables, so that the overall solution model has good
computational efficiency, and the system operation time is 47.74 s.

4.1 Analysis of scheduling results

In this paper, the optimal scheduling model of electric heating
system considering the dual virtual energy storage effect of gas
network storage and heat network storage is adopted. The
scheduling results of electric, gas and heat systems are shown in
Figures 12–14.

In the figure, the pipeline storage of the natural gas network
increases from 01:00–08:00 and 22:00–23:00. Because this period is
the stage of wind power generation with low gas load and electricity
load, during this period, P2G equipment will convert wind power
not absorbed by the grid into natural gas and store it in the natural
gas pipeline. The pipeline storage of natural gas pipeline will increase
to improve the flexibility of the system to be used when the gas load
increases later, and at the same time, the demand for gas source
output will be reduced to reduce the gas purchase cost. From 09:00 to
21:00 and 24:00, the pipeline storage of the natural gas network
decreases. As the wind power output decreases and the demand for

FIGURE 8
Natural gas dynamic model.

FIGURE 9
Heating network pipeline energy transfer delay.

FIGURE 10
Load profile of electricity, gas and wind farms.

FIGURE 11
Heat load demand curve.
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electric load and gas load increases during this period, it is necessary
to increase the output of gas and thermal power units to meet the
power load demand of the system and supplement the lack of
upward adjustment flexibility of the power system. As a result,
the gas load demand is greater, requiring the natural gas network to
release the previously stored natural gas, while the gas source output
is increased to meet the gas load demand of the system, and the two
work together to cope with the load cutting risk caused by the
insufficient flexibility of the system.

In the figure, heat is released by the thermal network during the
hours of 01:00–08:00 and 18:00 to 24:00. Because the heat load
demand is large during this period, it is necessary for the heat supply
network to release the stored heat during this period, and consume
natural gas through CHP (heat source) and a small number of gas
units to generate a large amount of heat to meet the heat load

demand at this time. From 09:00 to 17:00, heat storage is carried out
in the thermal network. Because the heat load demand is the lowest
and the wind power output is the lowest during this period, in order
to reduce the pressure of heat load and electricity load increase at
night, the remaining heat source output is stored in the thermal
network to improve the flexibility of the power system.

4.2 Analysis of dynamic characteristics of
dual virtual energy storage of gas network
storage and heat network storage

In order to study the influence of gas network storage
characteristics and heat network storage characteristics on the
flexibility of IES, this paper sets up four schemes for comparative
analysis, which are as follows:

Scheme 1: Do not consider the dynamic characteristics of gas
network storage, the dynamic characteristics of heat network
storage.
Scheme 2: Without considering the dynamic characteristics of
gas network storage, considering the dynamic characteristics of
heat network storage.
Scheme 3: Consider the dynamic characteristics of gas network
storage, do not consider the dynamic characteristics of heat
network storage.
Scheme 4: Considering both the dynamic characteristics of gas
network management and the dynamic characteristics of heat
storage in heating network.

In this section, the dynamic characteristics of gas network
management and storage and the dynamic characteristics of heat
network storage are analyzed separately, and the operation
characteristics of network “virtual energy storage” characteristics
in the IES constructed in this paper under the conditions of Scheme
2 and Scheme 3 are explored respectively. The changes of storage

FIGURE 12
Power system scheduling results.

FIGURE 13
Natural gas system scheduling results.

FIGURE 14
Thermal system scheduling results.
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energy in thermal network and natural gas network are shown in
Figure 15.

Firstly, the energy change of the thermal network under the
action of the heat storage characteristics of the thermal network
delay transmission is analyzed, that is, the heat charge and discharge
change of the thermal network in Scheme 2 is shown in Figure 15A.
It can be seen from the figure that the thermal network releases heat
during the period of 1: 00–9: 00. This is because the wind power in
this period belongs to the peak period as a whole. At this time, P2G
converts part of the wind power into natural gas and injects it into
the natural gas network. This is because P2G can only convert wind
power that meets the transient natural gas load demand without
considering the storage effect of the gas network. In order to reduce
the cost of wind curtailment in the system, the thermal network
presents an exothermic trend, which makes CHP reduce the thermal
output and reduce the generated electric power, so as to absorb more
wind power and reduce the amount of wind curtailment in the
system to improve the flexibility of the system. During the period of
10: 00–17: 00, the thermal network began to enter the heat storage
stage, which corresponded to the trough stage of wind power.

In this period, the wind power is small. In order to meet the
demand of electric load, CHP increases the output electric power
while the output heat power also increases. However, the heat load in
this period belongs to the excess heat production of CHP in the
trough period. In order to absorb the excess heat generated by CHP,
the thermal network is used for heat storage to improve the
flexibility of the system. However, the lack of gas network storage
will lead to the decrease of the amount of natural gas provided to

CHP, which will affect the heat storage efficiency. The 18: 00–24:
00 period is also the peak period of wind power and heat load. Like
the 10: 00–17: 00 period, the heat storage and energy storage
characteristics of the delayed transmission of the thermal
network are used to release heat and consume more wind power.

Then, the energy change of the natural gas network under the
separate action of the pipe storage effect of the dynamic
characteristics of the natural gas network is analyzed, that is, the
change of the pipe storage of the natural gas network in Scheme 3 is
shown in Figure 15B. The natural gas network stores energy during
the period of 1: 00–8:00. At this time, the wind power is at its peak,
and P2G converts the remaining part that is not used by the electric
load into natural gas injected into the natural gas network to increase
the pipe storage and improve the flexibility of the system. However,
because the dynamic characteristics of the heating network are not
taken into account, the CHP needs to generate higher heat during
the peak period of the heat load and still generates electric power
into the power grid. Therefore, the failure to continue to consume
wind power after the P2G reaches the rated capacity will cause a lot
of wind power waste. During the 9:00–18:00 period, the wind power
is reduced, and the gas network storage is in a release state to provide
gas turbines and CHPs to meet the electric load demand to improve
the system’s upregulation flexibility. However, CHP can only
generate a small amount of electricity associated with heat, so
that the gas turbines with high operating costs account for the
main output, resulting in increased operating costs. The 19:00–24:
00 period is the same as the larger stage of wind power. P2G
operation converts redundant wind power into natural gas
injection into the natural gas network and restores the initial
pipe stock at the end of the scheduling cycle.

4.3 Analysis of dual virtual energy storage
characteristics of gas network storage and
heat network storage

4.3.1 Scheme 2 compared with Scheme 4
This section studies the impact of dual virtual energy storage

formed by the combination of gas network dynamic
characteristics and heat network dynamic characteristics on
IES scheduling. Firstly, the influence of the system with or
without the gas network storage characteristics under the heat
storage characteristics of the heat network is analyzed, and the
Scheme 4 is compared with the Scheme 2. Figure 16 is the heat
storage comparison diagram of the heat network of Scheme 2 and
Scheme 4.

It can be seen from Figure 16 that the charging and releasing
capacity of the heat supply network is improved after taking into
account the storage effect of the gas network. The improved
charging and releasing capacity of the heat supply network
makes the decoupling effect of CHP during operation more
obvious. During 1:00–9:00, the wind power heating network
releases heat, but there is still a heat storage working period in
Scheme 2, which is because the heat release cannot be carried out
due to the overall constraints of the system, leading to the heat
storage state of the heat network at that time. In Scheme 4, P2G can
absorb more wind power after adding the storage characteristics of
gas management, so that the heat release efficiency of the thermal

FIGURE 15
Network storage energy changes. (A) Gas network. (B) Heat
network.
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network in the stage of wind power generation can be improved, and
the flexibility of the heat network can be improved.

In the 10: 00–17: 00 period, in order to solve the large power load
during the low wind power period, the CHP emits electric power and
produces heat at the same time, so that the thermal network is in the
heat storage stage. It can be seen from the figure that Scheme
4 improves the heat storage capacity of the thermal network after
adding the gas network storage. This is because the power generation
cost of CHP is less than that of the gas turbine, and more natural gas
can be supplied after adding the pipe storage characteristics, which
saves the cost of CHP operation. The 18: 00–24: 00 period and the 1:
00–8: 00 period are the same as the heat release stage of large wind
power generation and small electric load, which will not be repeated
here. It should be noted that the heat release of Scheme 2 is greater
than that of Scheme 4 at the end of the scheduling period. This is
because the gas network management needs to consume more
natural gas than the initial storage to restore the initial value,
and further heat release cannot be performed.

Figure 17 compares the output of the generator set of Scheme
2 and Scheme 4. It can be seen clearly that the output of the
generator set of Scheme 4 is significantly smaller than that of
Scheme 2 during the peak power consumption period of 8:
00–13: 00. This is because the gas network storage can release
additional natural gas so that CHP has greater operating power
to meet the power load during this period. This shows that
considering the characteristics of gas network management and
heat storage characteristics of heat network, the power generation
rate of CHP during the peak period of power load can be increased,
so that CHP with lower power generation cost can give priority to
power generation to meet the power demand, so that the system cost
is reduced and the overall economy is improved.

Next, the influence of the dynamic heat storage characteristics of
the system with or without the heat network under the
characteristics of the gas network management is analyzed, and
the comparison between Scheme 3 and Scheme 4 is carried out.
Figure 18 is the comparison diagram of gas network management
and storage between Scheme 3 and Scheme 4.

4.3.2 Scheme 3 compared with Scheme 4
In Figure 18, it can be seen that the overall gas network

management storage of Scheme 4 is larger than that of Scheme 3.

Firstly, in the 1: 00–8: 00 period of wind power generation, Scheme
3 does not take into account the dynamic heat storage characteristics
of the heat network. CHP can only follow the heat load change
operation in strict accordance with the way of heat power
determination, which makes the electric power generated by
CHP make the wind power can’t be fully utilized, resulting in a
large number of abandoned wind phenomena. Scheme 4 considers
the dynamic heat storage characteristics of the heating network. At
this time, the CHP heat production of the wind power peak heating
network is reduced in the exothermic state, so that the wind power is
consumed asmuch as possible by the power grid. The P2G operation
converts the wind power into natural gas and enters the natural gas
pipeline network, resulting in an increase in pipe storage. During
this period, the thermal network and the natural gas network form a
dual energy storage, which increases the upper limit of the gas
network management and storage operation of Scheme 4, and
enables more natural gas to be stored in the network to be used
during the peak demand of power supply load.

At 9: 00–15: 00, the gas network inventory showed a downward
trend, which was caused by the decrease of wind power and the
increase of electric load demand. At this time, the thermal network
in Scheme 4 is in a state of heat storage, but the gas network
management stock in Scheme 3 is still smaller than that in Scheme 4.
This is because Scheme 4 uses more CHP than Scheme 3, and CHP
The amount of natural gas required to emit the same amount of

FIGURE 16
Heat storage comparison of heat network.

FIGURE 17
Comparison of thermal power unit output.

FIGURE 18
Air network management inventory comparison.
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electricity is much smaller than the amount of natural gas required
by the gas turbine and the price is cheaper. At 16: 00–24: 00, the gas
network inventory showed a gradual downward trend, and the
initial storage value was restored after a small range of growth
fluctuations. Similar to the period of 1: 00–8: 00, the gas network
management stock of Scheme 4 is still larger than the gas network
management stock of Scheme 3 as a whole, but it is limited by the
recovery of initial storage. It is impossible to have a large natural gas
storage difference like the pipe stock of the first wind power
generation period.

It can be seen that the heat storage characteristics of the heat
network combined with the characteristics of the gas network
management and storage can transform the operation-limited
CHP from a heat-determined operation mode to a more flexible
and economical operation mode, and improve the utilization
efficiency of the gas network management and storage. And
natural gas energy can be converted into electrical energy and
thermal energy, thereby enhancing the energy reserve capacity of
the system, so that the overall flexibility and energy reserve of the
system have been greatly improved.

From the comparison of gas source output in Figure 19, it can be
seen that the gas source output in Scheme 3 without considering the
dynamic heat storage characteristics of the heat network is larger
than that in Scheme 4 as a whole. Although both Scheme 3 and
Scheme 4 take into account the dynamic storage characteristics of
the gas network, there is still a large gap between the gas source
output of the two schemes, which shows that the dynamic heat
storage characteristics of the heat network affect the operation state
of the whole natural gas network in IES. In the period of 1: 00–8:
00 during the peak period of wind power, the gas source output of
Scheme 3 is larger than that of Scheme 4, while the increase of
pipeline storage of Scheme 4 is larger than that of Scheme 3. This is
because the heat released by the thermal network of Scheme 4 at this
time reduces the gas consumption of CHP, thus reducing the gas
source output and increasing the pipeline storage.

During the period of 9: 00–15: 00, due to the thermal network of
Scheme 4 is in the state of heat storage, CHP emits more thermal
power. At this time, Scheme 3 does not take into account the heat
storage characteristics of the heat network and the CHP output is
small when the thermal load is at the valley, which leads to the gas
turbine with large gas consumption to make up for the power
required at the peak of the electric load. Therefore, Scheme 2 will

have a large natural gas demand in this period. However, the gas
network inventory can only provide a part of natural gas due to
constraints such as endpoint pressure, so the gas source output in
Scheme 3 is still greater than that in Scheme 4. The working
principle of the gas source in the 16: 00–24: 00 period is the
same as that in the 1: 00–8: 00 period. Therefore, considering the
dynamic heat storage characteristics of the heating network, the gas
source output is effectively reduced, and the gas source reserve
capacity is increased to make the system have more energy sources
as a whole, thereby improving the system flexibility.

4.4 Analysis of the influence of dual virtual
energy storage characteristics of gas-heat
network on IES scheduling results

Through the demonstration and analysis in the previous section,
it can be seen that IES makes the system realize the flexibility mutual
benefit between the two kinds of network energy through the dual
virtual energy storage characteristics of the natural gas network and
the thermal network, and further exploits the flexibility potential of
the delayed transmission energy network. Next, the wind power
consumption capacity of the system under the four operation
schemes and the economy of each operation scheme are

FIGURE 19
Comparison of gas source output.

FIGURE 20
Comparison of wind power consumption.

FIGURE 21
Comparison of operation cost and wind curtailment cost of
different schemes.
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analyzed. Finally, by adjusting the wind power penetration rate,
whether the dual network virtual energy storage scheduling scheme
proposed under the condition of multi-scenario wind power
penetration rate still has the advantages of flexibility and
economy compared with other schemes is tested.

Firstly, the results of wind power consumption under the four
schemes set in this paper are analyzed, as shown in Figure 20.

It can be seen from Figure 20 that the scheduling scheme
considering the dual virtual energy storage characteristics of gas
network dynamic pipe storage and heat network dynamic heat
storage proposed in this paper is that Scheme 4 has the largest
wind power consumption in the scheduling period, and Scheme
1 without considering the dynamic characteristics of the network
has the smallest wind power consumption in the scheduling period.
Scheme 2 and Scheme 3 are affected by network structure
constraints, coupling equipment constraints and objective
functions. The comparison of wind power consumption in the
scheduling period is different, but the wind power consumption
efficiency of the two schemes is greater than that of Scheme 1.

The scheduling cost comparison of the system under the four
schemes is analyzed below, as shown in Figure 21.

Figure 21 shows that different scheduling schemes not only
affect the system operation cost, but also affect the wind power
curtailment cost (wind power consumption). The scheme proposed
in this paper has the smallest operation cost and wind power
curtailment cost. The system operation cost is mainly related to
the cost of each unit and the gas source. Table 1 is the average
operation data comparison of each unit and the gas source in the
24 h scheduling cycle under the four operation schemes.

It can be seen from the data in the table that the average
operating power of the proposed thermal power unit considering
the dynamic energy storage characteristics of the network is reduced
compared with the average operating power of the thermal power
unit in Scheme 1, so that the standby capacity is increased. The
increase in the average operating power of the power to gas can
absorb more wind power, and it can be seen that the natural gas
generated by the power to gas can reduce the output of the gas source
to reduce the cost. This fully demonstrates the impact of virtual
energy storage in both natural gas and thermal networks on
improving system flexibility and reducing operating costs. In
general, after taking into account the virtual energy storage
characteristics of the network, the energy in the network can be
fully utilized. The network consumes excess wind power by
changing the energy storage state, and meets the load demand by
releasing the energy state and reducing the operation output of each
unit equipment to improve the flexibility of the unit.

In order to verify whether the dual virtual energy storage
characteristics of gas-heat network proposed in this chapter can
still have high wind power consumption rate and good economy
under different wind power penetration rates, the scheduling
Scheme 4 and Scheme 1 proposed in this chapter are selected for
comparison and verification. Five kinds of wind power penetration
scenarios are set up for analysis and comparison, so that the wind
power penetration rate increases gradually from 80% to 120% with a
step size of 20%, and the comparison between operation cost and
wind curtailment cost is shown in Figure 22.

It is shown in the figure that the scheduling scheme proposed in
this chapter considering the dual storage characteristics of gas-heat
network can have the lowest operating cost and wind abandonment
cost under different wind power penetration rates, which verifies
that the scheduling scheme proposed in this question can effectively
adapt to changes in wind power penetration rates and cope with the
instability factors that may be brought by environmental changes in
actual projects.

5 Conclusion

Based on the dynamic pipe-storage characteristics of natural gas
network and the dynamic delay characteristics of heating network,
this paper constructs an electric-gas-heat integrated energy system
considering the dual virtual energy storage characteristics of gas-
heat network, which further improves the overall wind power
consumption capacity and unit reserve capacity of the system,
thus improving the flexibility of the system. The conclusions
obtained through the example analysis are as follows:

TABLE 1 Comparison of the average output of the unit and the gas source under each scheme.

Scheme Thermal power unit
(GW/h)

Electricity to gas
(GW/h)

Gas turbine
(GW/h)

Gas source
(Mm3/h)

Wind turbine
(GW/h)

1 0.285 0.524 0.202 1.557 1.079

2 0.279 0.570 0.177 1.458 1.156

3 0.257 0.535 0.209 1.545 1.111

4 0.252 0.616 0.206 1.408 1.197

FIGURE 22
Comparison of operating costs and wind curtailment costs for
different permeability.
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(1) In IES, the dual virtual energy storage of gas network storage
and heat storage of heat network can improve the wind power
absorption capacity of the system at the peak of wind power, and
raise the valley value of the system net load curve to improve the
flexibility of the system. Under the premise of meeting the
system load demand, the conventional unit output is reduced,
and the standby capacity of the unit is increased to improve the
upregulation flexibility of the system.

(2) By comparing Scheme 4 with Scheme 2 and Scheme 3, it can be
seen that the IES scheduling strategy considering the dual virtual
energy storage characteristics can significantly improve the
charging and discharging efficiency of the gas-heat network.
The coordination of the two networks greatly improves the
limitations of the network storage characteristics when they act
alone, and fully mobilizes the flexibility of various resources of
electricity, gas and heat.

(3) It is verified that the scheduling schemes of different network
virtual energy storage characteristics affect the wind power
consumption capacity of IES and the average output of the
unit, thus affecting the overall operating cost of the system. In
addition, the scheme in this paper has the optimal system
scheduling cost and the highest wind power utilization rate
under different wind power penetration rates, so that IES has the
flexibility to deal with uncertain factors such as wind power
and load.

The next research will focus on the scheduling method
combining the dynamic partial differential model based on fluid
dynamics with a finer time scale and the multi-time scale day-ahead-
day rolling scheduling, and further explore the flexibility
relationship between the electricity-gas-heat interconnected
system and the operability of the double-layer virtual energy
storage to cope with load fluctuations and flexible supply and
demand adjustment.
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Nomenclature
a the first branch of the power grid

b the terminal node of the branch of the power grid

C total operating cost

Ch
i,t

the cost coefficient of generator set i at time t

CHP
φ,t the cost coefficient of CHP unit φ at time t

Cg
l,t natural gas price of gas source l at time t

CM intermediate variable

CP specific heat capacity of water

D pipe diameter

d heat network connection node

Dmn pipeline diameter between mn nodes of pipeline

Dx cross-sectional diameter of heat-supply network pipe x

F gas flow

Fin
mn,t the flow rate of m, n nodes in the pipeline at time t

Fout
mn,t the outflow of the pipeline where m, n nodes are located at time t

Fout
mn,t the average flow rate of mn pipeline at time t

Fp
mn,t the flow of the mn branch where the compressor is located

fr coefficient of friction

Gmn,t the gas consumption of mn branch t where the compressor is located

HCHP
φ,t CHP unit calorific value

HGV high calorific value of natural gas

Hk
φ

the corresponding thermal power value of the k extreme point in the
operating domain

Ii,t on-off state of generator set i at time t

Lmn pipeline length between mn nodes of pipeline

LPmn,t the storage of gas network pipeline at time t of mn section gas network
pipeline

LPmn,t−1 the storage of gas network pipeline at time t-1 of mn section gas network
pipeline

Lx the length of the heat pipe x

mCHP
φ the mass flow of the heat source pipeline

mload
q the mass flow of hot water in the pipeline

mr
x,t the mass flow rate of hot water in the return pipe s

ms
x,t the mass flow of hot water in water supply pipeline s

NK denotes the number of runnable points in the range of CHP power operation
region

p gas pressure

ma.v
mn,t average pressure at both ends of the pipe

mCHP
φ,t the operation power of CHP unit φ at time t

PDoi unit i maximum downhill climbing power

mECut
ξ,t

the load shedding amount of the electric load node ξ at time t

PGT
ε,t the operation power of CHP unit ε at time t

Ph
i,t

operating power of conventional unit i at time t

Pk
φ

the electric power value corresponding to the k th extreme point in the
operation domain is obtained

PLab,t the inflow power of ab branch at time t

PLoad,t electrical load at time t

pm,t the pressure of node m at time t

pn,t the pressure of node n at time t

Pi
max upper power limit of generator set i

PL
max upper limit of line transmission power

Pi
min lower power limit of generator set i

ppm compressor head pressure

ppn compressor end pressure

PP2G
k,max the upper limit of operating power of P2G unit k

PP2G
k,min the lower limit of operating power of P2G unit k

PP2G
k,t the operating power of P2G unit k at time t

PUp
i

unit i maximum uplink

Pw
v,t the power generation of fan v at time t

PWC
ξ,t abandoned wind power of wind turbine node τ at time t

QCHP
φ,t the gas consumption of CHP unit φ at time t

Qg
l,t purchase amount of gas source l at time t

Tins
x,t the inlet temperature of pipeline x in water supply network at time t

To,x,t the temperature at the outlet of the pipe x at time t

QCut
μ,t load shedding of natural gas load node μ at time t

QGT
ε,t gas turbine unit i gas consumption at time t

QLoad,t gas load at time t

QP2G
k,t the gas production of P2G unit k at time t

Ql,max upper limit of gas source l output

Ql,min lower limit of gas source l output

R gas constant

r return conduit

s feed piping

T dispatching cycle

T temperature

t time dimension

Toutr
x,t the temperature of the end outlet of the return water pipe at time t of pipe x

Touts
x,t piping x The temperature at the outlet of the end of the water supply pipe at

time t

Tr
d,t the temperature of the return pipe at the connection node d

Ta,t external temperature

Tdelay
o,x,t

the outlet temperature correction considering the time delay of pipeline
transmission

Toutr
x,t the outlet temperature of pipeline x in the backwater network during

period t
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Tr
q the return water temperature in the load node of the thermal network

Tr
φ the node mixing temperature of the heat source return pipe

Ts
d,t the water supply pipe temperature at the connection node d

Ts
q water supply temperature in load node of thermal network

Ts
φ node mixing temperature of heat source water supply pipeline

v gas flow rate

x spatial dimensions

Xab node reactance

Z coefficient of compressibility

αkφ,t the operating point of CHP in the running domain at time t

δECutξ
penalty coefficient of power-off load

δGCutμ
punishment coefficient of gas cutting load

ηCHP efficiency of cogeneration units

ηp compressor consumption coefficient

θa,t a node voltage at time t

θb,t b node voltage at time t

θp node pressure difference penalty cost

λ thermal conductivity of heating network pipeline

λWC
τ

wind abandonment penalty coefficient

μGT conversion efficiency coefficient of gas turbine

ρ gas density

ρ0 standard gas density

ρw water density in heating network

τ pipeline delay time

τx the delay time of pipeline x

ϕ P2G energy conversion coefficient

Φq thermal load demand of user nodes

Ψ node pressure difference penalty coefficient

ΩCHP CHP node set

ΩECut power load shedding node set

Ωg collection of gas source nodes

ΩGCut gas cutting load node set

ΩGT for the gas unit equipment node set

Ωh conventional unit node set

ΩP2G P2G Device Node Set

Ωpipe- the heating pipe with node d as the end node in the heating network

Ωpipe+ the heating pipeline with node d as the head node in the heating network

ΩpL power grid branch set

Ωw wind turbine (wind curtailment) node set

l coefficient of compressibility

VCHP
φ

the heat energy generated by CHP
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Research on the dynamic
characteristics of the
electromagnetic repulsion
mechanism of a self-driving fault
current limiter

Rui Song1, Yujie Ding1, Xuebin Wang1, Guobin Fu1, Junjie Si2,
Da Wang2, Xiaoyue Chen2* and Shaogui Ai2

1Electric Power Scientific Research Institute, State Grid Qinghai Electric Power Company, Xining, China,
2School of Electrical Engineering and Automation, Wuhan University, Wuhan, China

A fault self-driven current limiter is proposed in the paper, which uses a special
fault current direct-driven electromagnetic repulsion mechanism to realize the
first half-wave of the fault current over the zero point into the current-limiting
reactance. The paper analyzes the working principle of the self-driven
electromagnetic repulsion mechanism, establishes the equivalent model of
the mechanism, and simulates the dynamic characteristics of the
electromagnetic repulsion mechanism through the calculation of the double-
layer iterative algorithm in time and space. The LC oscillation loop test platform is
built, and the stroke–time curve of the prototype is measured. In the test, the
prototype is driven by a 3 kA current, and the first half-wave stroke (FHWS) is
3.55 mm past the zero point, which is consistent with the simulation and test
results. The effects of structural parameters such as the radius, thickness, and
number of turns of the self-driven electromagnetic repulsion mechanism on the
dynamic characteristics of the electromagnetic repulsion mechanism are
investigated, and it is found that the first half-wave stroke can be significantly
improved by increasing the number of turns and outer diameter of the coil. The
optimum height of the dynamic repulsion coil is approximately 3 mm.

KEYWORDS

fault current limiter, electromagnetic repulsion mechanism, self-driven, dynamic
characterization, fast switching, structural optimization

1 Introduction

With the expansion of the scale of the power system, the grid connection is getting
closer and closer, the electrical equivalent distance within the network is further shortened,
and the level of short-circuit current in the power system is increasing year by year, which
has now become an important problem facing the planning and operation of the power
system (Liao et al., 2015; Yang et al., 2011; Liang et al., 2015). Short-circuit current can be
limited by using methods such as adjusting the grid structure, changing the mode of
operation, and installing current-limiting equipment. A fault current limiter (FCL) is a kind
of electrical equipment connected in series in the line (Sun et al., 2008; Liu et al., 2010;
Zheng et al., 2014; Chen et al., 2020; Zhang et al., 2021; Wang et al., 2023a); it can
immediately and automatically put in the current-limiting impedance when a short-circuit
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fault occurs in the system within the protection range and effectively
limit the short-circuit current to a required reasonable level.
According to the composition of current limiting elements, fault
current limiters are of solid-state type (Wei et al., 2017), resonant
type (Su, 2018), superconducting type (Ni et al., 2021), magnetically
controlled reactance type (Chang et al., 2018), and cast reactance
type. The study of the FCL based on various structures has become
one of the research hotspots.

Lv et al. (2019) proposed a high-voltage fast-switching-type
current limiter with multiple breaks connected in series. By
equalizing the operating mechanism with the breaks through the
isolation transformer and eliminating the insulated tie rods, it can
open and close the gate without the system being energized. This
scheme requires an external power supply, and the isolation
transformer has poor maintainability. Wu (2015) presented an
energy-efficient current limiter based on fast switching, which is
mounted on a high-voltage insulated platform, where the isolation
transformer takes power from both ends of the voltage divider
capacitor of the capacitor voltage transformer (CVT) and delivers it
to the controller and power box. The system overvoltage may be
conducted through the CVT to the energy storage and control unit,
causing shocks to the secondary equipment. Wang et al. (2023b)
proposed a new type of fault current limiter based on a self-driven
varistor; this device can use the energy of short-circuit current to
generate electromagnetic force without using measurement, control,
or auxiliary equipment. Its structure is simple, and it is less costly,
but it can generate less electromagnetic force. Jang et al. (2010); Na
et al. (2011) presented a hybrid fault current limiter based on a
superconducting inductorless coil. The hybrid fault current limiter
consists of a superconducting coil, a fast switch, and a bypass
reactor. It uses a high-temperature superconducting coil to
generate the magnetic flux, and the fast switch can be actuated
by electromagnetic repulsion. It is technically difficult and costly due
to the use of superconducting materials. The FCL based on fast
switching has already been applied in engineering. Zhang et al.
(2021) introduced a 500-kV high-voltage AC FCL based on a high
coupling split reactor and studied the breaking characteristics of
high-speed switches in the FCL. Chen et al. (2020) introduced an
optimization method for fast switching FCL with TRV index, FSFCL
withstand voltage, and short-circuit current level as
objective functions.

Current fault current limiters based on fast switches are driven
by energy storage capacitors. After charging the energy storage
capacitor, the power electronic switch is used to control the
on–off of the driving circuit of the electromagnetic repulsive
mechanism, which in turn controls the action of the fast switch.
For the dynamic characteristics and structural optimization of this
electromagnetic repulsion mechanism, scholars at home and abroad
have carried out extensive and sufficient research. Liu et al. (2020)
proposed a quantized design method for the electromagnetic
repulsion mechanism considering both the rapidity of the
mechanism and the mechanical loads that the mechanism
components can withstand and the driving efficiency. Lou et al.
(2005) proposed a discrete iterative algorithm based on a two-layer
cycle of time and displacement to compute and optimize an
electromagnetic repulsion mechanism. Zhang (2019); Zhang et al.
(2019) analyzed the efficiency of an electromagnetic repulsion
mechanism based on the energy conversion process and

proposed a resistance coefficient optimization method. A
bidirectional repulsion mechanism is designed in Wang et al.
(2023c), and the structure is optimized using the finite element
simulation method.

According to a series of studies done by many scholars,
analyzing the advantages and limitations of various technologies,
this paper proposes a fault current-driven current limiter. After a
short-circuit fault occurs, the fault current drives the
electromagnetic repulsion mechanism to disconnect the dynamic
contacts of the interrupter chamber, and the dynamic contacts of the
interrupter chamber are automatically closed after the fault current
disappears. This type of current limiter does not need to take an
energy device or external power supply, does not drive the fast
switching action through a capacitor, and can realize multiple
actions in a short period, which has the advantages of a simple
structure, high reliability, and good economy. In the research on this
type of current limiter, the optimized design of the electromagnetic
repulsion mechanism is the key problem. By studying the influence
of the change in each structural parameter of the electromagnetic
repulsion mechanism on the dynamic characteristics of the fast
switch, the action speed of the movable contact is optimized so as to
realize that the current-limiting reactance is put into operation at the
moment of the first big half-wave of the over-zero moment after the
occurrence of the fault.

2 Principle of the self-driving fault
current limiter

2.1 Structure of the self-driving fault
current limiter

The structure of the fault current-driven current limiter is
shown in Figure 1. Under normal operation, current flows
through the static repulsion coil and the vacuum interrupter.

FIGURE 1
Structural diagram of the self-driving fault current limiter.
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When a short-circuit fault occurs in the system, the
measurement and control device measures the current change
and closes the dynamic repulsive coil circuit, the dynamic
repulsive coil circuit induces current, and the electromagnetic
repulsion between the dynamic and static repulsive coils
generates electromagnetic repulsive force from the arc
extinguishing chamber to separate the movable contacts. The
movable contacts move to the maximum stroke. The holding coil
then absorbs the armature so that the switch stays open, and the
current-limiting reactor is put into use at the first over-zero
point of the fault current. After the fault current disappears, the
holding coil current decreases and the contacts automatically
return to the closed state.

The static repulsion coils carry both normal system operation
and fault currents, so their cross-sectional area cannot be too small
from the point of view of temperature rise. The dynamic repulsion
coil only carries induced current after a system fault occurs, so the
cross-sectional area is not required.

2.2 Application scenarios for the self-driving
fault current limiter

The application scenario of the current limiter studied in this
paper is shown in Figure 2. The 110/38/11-kV main transformer
capacity is 63 MVA, the short-circuit voltage percentage is 10.4%,
and the leakage reactance of the main transformer converted to the
110-kV side is approximately 20 Ω. The value of the inductance of
the current-limiting reactor is set to be 42.9 mH. The positive-
sequence impedance of the system is taken to be 1/10 of the
impedance of the main transformer. By calculation, when a three-
phase short-circuit occurs in the busbar of the 10-kV side, the
short-circuit current reaches 28.87 kA, which exceeds the rated
breaking current of the circuit breaker 25 kA, and the fault current
limiter limits the short-circuit current to 17.91 kA, with a depth of
limitation of approximately 38%. The short-circuit current of the
single phase before and after the fault current limitation on the
110-kV side is 2.89 kA and 1.79 kA, respectively. Relay protection
equipment sends action signals to the switch when the short-
circuit current on the 10-kV side exceeds 20 kA. The relay
protection device sends an action signal to the switch when the
short-circuit current on the 10-kV side exceeds 20 kA, and at this
time, the fault current on the 110-kV side is 2 kA. The
electromagnetic repulsion mechanism can act reliably within
the scope of the fault current to be limited and realize that the
current-limiting reactance is put into operation at the moment
when the first half-wave of the fault current passes through the
zero point.

3 Simulation and calculation of the fault
current-driven electromagnetic
repulsion mechanism

3.1 Principle analysis of the fault current-
driven electromagnetic
repulsion mechanism

Several scholars have already carried out a lot of research on the
capacitive discharge drivingmethod (Liu et al., 2020; Lou et al., 2005;
Zhang, 2019; Zhang et al., 2019; Wanget al., 2023c) and proposed
many optimization design methods for the structural parameters of
the electromagnetic repulsion mechanism. The new electromagnetic
repulsion mechanism proposed in this paper is different from the
traditional method, in that the driving current is determined by the
system state, so the simulation calculation method of the dynamic
characteristics is also different.

The self driving electromagnetic repulsion mechanism consists of
two coils. Among them, the short-circuit current flows through the
static repulsion coil, while the dynamic repulsive coil generates an
induced current. Under the action of themagnetic field generated by the
current, the repulsive force between the coils drives the contact
separation of the vacuum arc extinguishing chamber. The equivalent
circuit of the electromagnetic repulsion mechanism is shown in
Figure 3. The drive circuit current i1 represents the drive current
(system fault current), the drive coil is a static repulsion coil, the
induction circuit contains a dynamic repulsion coil, the dynamic
repulsion coil is short-circuited after a system fault, and the dynamic
repulsion coil carries the induction current i2. L1 and L2 represent the
self-inductance of the static and dynamic repulsion coils, respectively,
and M represents the mutual inductance between the two coils. The
equivalent power supply in the driving loop in the figure is an ideal
current source, which is the biggest difference from the traditional fast-
switching capacitor-discharge driving method.

The equations for the driving and sensing circuits are shown in
Eq. 1:

dψ1

dt
+ R1i1 � u1

dψ2

dt
+ R2i2 � 0,

⎧⎪⎪⎪⎨⎪⎪⎪⎩ (1)

where ψ1 and ψ2 denote the magnetic chains interlinked by the static
and dynamic repulsion coils, respectively.

FIGURE 2
Application scenarios of the fault current limiter.

FIGURE 3
Equivalent circuit of the electromagnetic repulsion mechanism.
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The magnetic chain interlinked by each coil includes the
magnetic field generated by its current as well as the magnetic
field generated by the other coil, so the magnetic chain
interlinked by the two coils is written in the following form,
and the derivatives and partial derivatives are computed for the
variations in Eq. 2 and Eq. 3.

dψ1

dt
� d L1i1( )

dt
+ d Mi2( )

dt

� L1
dI1
dt

+ M
di2
dt

+ I2
∂M
∂s

· dz
dt

( ) , (2)

dψ2

dt
� d L2I2( )

dt
+ d M12I1( )

dt

� L2
dI2
dt

+ M12
dI1
dt

+ I1
∂M12

∂s
· dz
dt

( ) , (3)

where s denotes the displacement, specifically defined as the distance
from the center of the static repulsion coil to the center of the
dynamic repulsion coil.

Combined with the above equation, Eq. 4 and Eq. 5 can
be deduced:

L2
di2
dt

+ M
di1
dt

+ i1
∂M
∂s

· dz
dt

( ) + R2i2 � 0, (4)

di2
dt

� − 1
L2

M
di1
dt

+ i1
∂M
∂s

· dz
dt

+ R2i2( ). (5)

Based on the above relationship, the recursive formula is shown
in Eq. 6:

i2·0 � 0

i2·n+1 � i2·n − 1
L2

M
di1·n+1
dt

+ i1·n+1
∂M
∂s

· dz
dt

+ R2i2·n( )Δt.
⎧⎪⎪⎨⎪⎪⎩ (6)

Eq. 7 and Eq. 8 was used to calculate the electromagnetic force
and acceleration based on the calculated i2 value.

F � i1 · i2dM,

ds
(7)

a � F − f.
m

(8)

where F denotes the electromagnetic force, f denotes the resistance,
and a denotes the acceleration.

3.2 Simulation and calculation of the
electromagnetic repulsion mechanism
based on the double-layer
iterative algorithm

According to the time- and space-based double-layer iterative
algorithm proposed in Lou et al. (2005), the changes in coil self- and
mutual inductance during each iteration are also considered. As
shown in Figure 4, at each time step, the induced current i2 and the
stroke of the moving contactΔs need to be calculated accurately. The
static repulsive coil current is fixed as I1 sin(ωt), and the value of i2 is
solved for at each time step. Physical quantities, such as
electromagnetic repulsive force F, acceleration a, velocity v, and
displacement s, are further calculated at each time step. Several
iterative calculations are performed, and the displacement Δs
calculated in the previous cycle is carried over to the next
calculation until the amount of error in Δs is less than a very
small value of ε. The time step Δt in the calculation is taken to be
1 μs, and ε is taken to be 0.1 nm.

R1, R2, L1, andL2 can be obtained by measurement or
calculated from the geometry of the coil. Among them, R1 andR2

can be obtained by resistivity calculation, and L1 and L2 can be
calculated using the integral line-turn method. M12 and dM12/dz
can be calculated using the equivalent circular loop method
(KAJIAHTAPOB and Chen, 1992). In the above method, the
resistance and inductance R1, R2, L1, andL2 of the drive and
induction coils, the mutual inductance M12 between the drive
and induction coils, and the rate of change of the mutual
inductance with the distance z between the coils dM12/dz are
known beforehand, and the kinematic characteristics of the
electromagnetic repulsive mechanism can be calculated
completely by applying these electrical parameters.

3.3 Analysis of finite element simulation of
the electromagnetic repulsion mechanism

We study the dynamic characteristics of an electromagnetic
repulsion mechanism driving a 24-kV vacuum interrupter with the
following structure: a static repulsion coil with a cross-section of
10*9.5 mm, featuring a two-layer structure and an insulation
thickness of 0.5 mm between turns, and a dynamic repulsion coil

FIGURE 4
Double-layer iterative algorithm flowchart.
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with a cross-section of 0.25*4 mm, featuring a two-layer structure and
an insulation thickness of 0.02 mm between turns. The coil materials
are copper, the initial distance between coils is 2 mm, and the coil outer
diameter is 85 mm. The total mass of tie rods and moving coils is
approximately 3 kg. The resistance of the moving contacts during the
movement is obtained by measurement. The two-dimensional
simulation model of the electromagnetic repulsion mechanism was
established using COMSOL finite element simulation software, and the
control equations formagnetic field calculation and the electromagnetic
repulsion are shown in Eq. 9 and Eq. 10:

∇× H � J

B � ∇× A

J � σE + σv × B + Je,

E � −∂A
∂t

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
(9)

F � ∫
∂Ω
2πrnTdS. (10)

The magnetic field distribution at the 1-ms moment obtained
from the simulation is shown in Figure 5. Magnetic field coupling
dynamic mesh simulation is used to obtain the electromagnetic
repulsion mechanism under the action of the stroke-time curve of
the moving contact, and the results of the double-layer iterative
algorithm described in the previous section are compared. As shown
in Figure 6, it can be seen that the results of the finite element
simulation are consistent with those of the double-layer iterative
calculations.

4 Test of the dynamic characteristics of
the electromagnetic
repulsion mechanism

The LC oscillation test circuit is established, as shown in
Figure 7. A 14-mF capacitor and a 0.75-mH inductor form a
series resonance circuit with a resonance frequency of
approximately 49.1 Hz. The capacitor is charged through the
regulator, transformer, and silicon stack. The capacitor voltage
U1, the current i1 in the loop, the induced current i2, and the
switch movable contact voltage U2 are measured. The scale in the
vacuum interrupter chamber part is fixed, and the tie rod movement
process is recorded using a high-speed camera.

The waveforms obtained from the test are shown in Figure 8.
The peak value of the main loop current is approximately 3000 A,
the time constant is approximately 0.1 s, and the first half-wave
current waveform is not much different from the sinusoidal
waveform, which can approximately simulate the fault current. It
can be seen that the contact opening distance reaches its maximum
within 20 ms. Afterwards, the switch maintains an open state under
the action of the holding coil. When the peak current of the LC
oscillation circuit decreases to below 500 A, the switch automatically
returns to the closed state.

FIGURE 5
Magnetic field distribution at 1 ms in the finite element simulation.

FIGURE 6
Comparison of finite element simulation and double-layer
iterative calculation results.
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For the fault current limiter, the opening distance of the
movable contact at the moment when the first half-wave of the
current crosses the zero point is more important. Although the
current limiter only needs to break the 2.89 kA fault current,
considering the risk of re-breakdown of the movable contact
caused by the transient recovery voltage, it should be ensured
that the movable contact has enough opening distance at the
moment of the first half-wave through the zero point to ensure
reliable breaking. Figure 9 compares the test waveforms with the
results obtained from the simulation, where the solid line
represents the test values and the dashed line represents the
simulation values. In the first half-wave over the zero point
moment, the test and simulation values of the dynamic contact

stroke were 3.55 mm and 3.49 mm, respectively, with only a 1.7%
difference, and the current and dynamic contact stroke
waveforms are closer. The shape of the static repulsion coil is
regarded as a square circle in the simulation, which is slightly
different from the actual helical coil, resulting in a certain
deviation of the mutual inductance calculation results, and
the simulation results of the induced current amplitude are
small, which leads to the simulation results of the dynamic
contact stroke being also small. Considering the small
number of turns on the static repulsion coil, the above may
be the main reason for the error. The overall error is small, and
the simulation and test results are basically consistent, which can
verify the accuracy of the simulation model.

FIGURE 7
LC oscillation circuit test layout.

FIGURE 8
Curve of the test current and moving contacts’ displacement.
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5 Analysis of factors affecting the
dynamic characteristics of the fault
current-driven electromagnetic
repulsion mechanism

The dynamic characteristics of the electromagnetic repulsion
mechanism are first calculated for peak 2 kA, 3 kA, and 4 kA drive
currents. Increasing the drive current can increase the induced
current magnitude, thus significantly increasing the
electromagnetic repulsion. Figure 10 shows the stroke curve of
the moving contact under different driving currents.

Considering that the first half-wave over the zero point
moment is the same, approximately 10 ms, and the drive
current is close to a sinusoidal half-wave, in different
structures, its electromagnetic repulsion and stroke curve are
more similar, which can be reflected by the first half-wave over
the size of the zero point of the dynamic characteristics. The peak
driving current is kept at 3 kA, and the changes in the dynamic
contact stroke with the structural parameters of the
electromagnetic repulsion mechanism are studied through

simulation. The maximum contact stroke limit is not
considered in the simulation. As shown in Figure 11, these
structural parameters include the height a1 and thickness b1 of
the dynamic repulsion coil, the height a2 and thickness b2 of the
static repulsion coil, and the outer diameter R1 of the coil. The
inner and outer diameters of the dynamic and static repulsion
coils are equal, so the electromagnetic repulsion mechanism has
the highest efficiency. The inner diameter of the coil is kept
constant at 25 mm. When the inner and outer diameters of the
coil R1 remain unchanged, changing the thickness of the coil
b1、b2, causes corresponding changes in the number of turns of
the coil, with n1 � 2(R1 − R2)/b2 and n2 � 2(R1 − R2)/b1.

As shown in Table 1, the first half-wave stroke (FHWS) of
the fast switch is almost unchanged by changing the thickness b2
of the dynamic repulsion coil. This is because when the number
of turns of the dynamic repulsion coil is changed to n times the
original, although the mutual inductance M between the coils is
also changed to n times the original, the self-inductance L2 and
resistance R2 of the dynamic repulsion coil are changed to n2

times, resulting in the induced current being changed to 1/n.
According to the formula in Eq. 7 for electrodynamic force, the
result is that the electromagnetic repulsive force is
kept constant.

As shown in Table 1, increasing the dynamic and static repulsion
coil outer diameter R1 increases the first half-wave stroke
significantly. Increasing the outer diameter of the dynamic and
static repulsion coils increases the number of coil turns at the same
time, and the mutual inductance between the coils M, the self-
inductance of the dynamic repulsion coils L2, and the resistance of
the dynamic repulsion coils R2 increase. However the increase in the
resistance of the dynamic repulsion coils is lower than that of the
mutual inductance. Therefore, the induced current of the dynamic
repulsion coils increases, and the electromagnetic repulsion force
also increases.

As shown in Figure 12, the first half-wave stroke is maximized
at a coil height of 3 mm by changing only the dynamic repulsion
coil height a2. As the dynamic repulsion coil height changes,
dynamic repulsion coil inductance L2 and mutual inductance
between the coils M slightly change, but this is not the main
influencing factor. The resistance R2 is inversely proportional to
a2, and the mass m of the dynamic repulsion coil is directly
proportional to a2. According to the trend of the inverse
proportional function, when a2 is small, the R2 − a2 curve is
steeper, R2 decreases rapidly with the increase in a2, the induced

FIGURE 9
Comparison of the test and simulation results in the first half-
wave of the current.

FIGURE 10
Stroke curve of moving contact under different driving currents.

FIGURE 11
Structural parameter diagram of the electromagnetic
repulsion mechanism.
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current increases, and the first half-wave stroke increases with the
increase in a2; when a2 is small, the R2 and a2 curves are flat, R2

almost no longer changes with the change in a2, or there is no
significant change in the induced current and the electromagnetic
repulsion. However, the mass of the dynamic repulsive coil m
increases with the increase in a2 in a positive proportional
relationship, and therefore, the first half-wave stroke increases
with the increase in a2, which is almost proportional to the
decrease in the first half-wave stroke.

Since the static repulsion coil needs to pass the system
current, considering the temperature rise problem, the cross-
sectional area of the static repulsion coil S � a1 × b1 is kept
unchanged at 95 mm2. The number of turns n1 and the outer
diameter R1 of the static repulsion coil are changed. Figure 13
demonstrates the variation in the first half-wave stroke with the
structural parameters of the static repulsion coil, the static
repulsion coil mass, and the number of turns labeled. Within
a certain range, the more the number of turns n1 and the larger
the coil outer diameter R1, the larger the mutual inductance M
between the coils is approximately, the larger the electromagnetic
repulsion F is, and the longer the first half-wave stroke of the
contacts. Since the dynamic repulsion coil OD increases in
parallel with the static repulsion coil, the mass of the moving
part also increases rapidly with the increase in R1, and there is a
significant saturation effect when the coil OD is further
increased. Considering the material strength and volume, cost,
and other constraints, the outer diameter of the coil cannot have
an unlimited increase, not more than 150 mm.

6 Conclusion

1) This paper proposes a fault current-driven current limiter that
can realize the first half-wave of fault current over a zero point
into the current-limiting reactance by fault current-driven
electromagnetic repulsion mechanism action.

2) For the electromagnetic repulsion mechanism of the current
limiter, the dynamic characteristic simulation model is
established by the discrete double-layer iterative algorithm,
and the simulation finding is consistent with the experimental
results. The opening distance of the interrupter chamber is up
to 3.55 mm at the moment of the zero point of the first half-
wave under the peak driving current of 3 kA.

3) The analyzed results of the effects of the structural parameters
of the electromagnetic repulsion mechanism on the dynamic
characteristics can provide a reference for the optimized design
of the electromagnetic repulsion mechanism. The first half-
wave stroke can be significantly improved by increasing the
number of turns and the outer diameter of the coil. The
optimal height of the dynamic repulsion coil is
approximately 3 mm.
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Curve of the first half-wave stroke with the height of the
moving coil.

FIGURE 13
Curve of the variation of the first half-wave stroke with the
structural parameters of the static coil.
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A flame combustionmodel-based
wildfire-induced tripping risk
assessment approach of
transmission lines
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With the intensification of global climate change, the frequency of wildfires has
markedly increased, presenting an urgent challenge in assessing tripping failures
for power systems. This paper proposes an innovative method to evaluate the
spatial wildfire-induced tripping risk of transmission lines based on a flame
combustion model. Firstly, Bayes theory is employed to assess the spatial
probability of wildfire occurrence. Subsequently, Wang Zhengfei’s flame
combustion model is utilized to estimate the potential flame height of
wildfires along the transmission corridor. Thirdly, the insulation breakdown risk
of the transmission line is calculated based on the relative height difference
between the flame and the transmission line. Finally, the spatial wildfire-induced
tripping risk of the transmission line is then determined by combining the wildfire
occurrence probability and the insulation breakdown risk. A case study
conducted in Guizhou province, China validates the accuracy of the proposed
model. Utilizing ArcGIS, the wildfire occurrence probability distribution in
Guizhou is visualized to enhance the efficiency of operation and maintenance.
The results indicate that over 80% of wildfire incidents occurred in areas with
occurrence probabilities exceeding 50%.

KEYWORDS

wildfire occurrence probability, flame height, insulation breakdown risk, risk level, risk
distribution

1 Introduction

Wildfires are on the rise globally due to abnormal climate patterns and traditional fire-
usage practices in China. When wildfires encroach upon transmission lines, the risk of
tripping increases significantly. This heightened risk is attributed to reduced air insulation
between the ground and transmission lines, resulting from elevated temperatures, flame
conductivity, and combustion by-products (West, 1979; Naido and Swift, 1993). A notable
instance occurred during the 2018 Chinese New Year holiday when the Hunan Power Grid
experienced five wildfire-induced tripping failures in just 7 days, causing widespread and
severe power outages (T. Zhou et al., 2019). Additionally, on 5 February 2021, a wildfire
along the transmission corridor of the 500 kV Laiwu line I in Guangxi province led to
multiple tripping instances in quick succession. Consequently, wildfires have become a
prominent cause of tripping failures in transmission lines, significantly impacting the safety
and stability of power grids (Lu et al., 2016b). Furthermore, wildfires tend to occur during
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specific periods due to fire-related customs like moor burns and
sacrificial offerings in China. Swift and effective response to these
incidents poses a challenge for forestry managers and related
utilities. To address this, the Fire Weather Index (FWI) was
introduced in 1970 for quantitative assessment of wildfire
occurrence risks in wildland areas, encompassing six components
that consider fuel moisture and weather conditions (VAN et al.,
1987; HOFFMANN et al., 2003; Niu et al., 2006). Subsequently,
several wildfire-risk assessment methodologies have been
established, such as Australia’s Forest Fire Danger Index (FFDI)
(William et al., 2003) and Russia’s Nesterov Index (NI)
(Sherstyukov, 2002). However, the existing indices have
predominantly concentrated on assessing the risk of large-scale
wildfires in forested areas, overlooking their specific impacts on
transmission lines.

In 2016, the State Grid Corporation of China introduced a
standard titled “Drawing Guidelines for Region Distribution Map of
Wildfires Near Overhead Transmission Lines” (State Grid
Corporation of China, 2016). This standard utilized the historical
wildfire number index to characterize the influence of human
activities on wildfire occurrences. Additionally, vegetation types
were categorized, taking into account the impact of burning
performance on the insulation of transmission lines (Lu et al.,
2016a; Shi et al., 2018; Bian et al., 2021). While offering valuable
insights, this standard overlooks the local meteorological and
topographic conditions that play a crucial role in influencing
vegetation distribution and burning performance. These
conditions, consequently, have a significant impact on the real-
world spread behavior of wildfires.

To mitigate these constraints, researchers have proposed data
mining-based risk assessment models. These models encompass
diverse factors: weather conditions, vegetation types, topography,
and transmission line structural parameters. Yet, their effectiveness
is curbed by sparse, low-quality historical trip failure data under
real-world conditions.

(Dian et al., 2016) assessed early warning risks based on the
spatial distance between wildfire and transmission line (Liu et al.,
2021). introduced a tripping risk method, integrating an adjusted
wildfire variation coefficient to gauge transmission line tripping
probabilities (Wu et al., 2016). formulated a dynamic wildfire risk
model, accounting for wildfire spread direction and speed
concerning transmission lines. However, these models overlook
the impact of wildfire behaviors on air gap insulation reduction.
Wildfire ignition across varied surfaces leads to diverse flame heights
and intensities, ultimately compromising transmission line
insulation (You et al., 2011). Therefore, it is crucial to consider
how distinct fire intensities in different geographic and weather
contexts influence the risks associated with line trips.

This study presents an innovative model for assessing wildfire-
induced tripping risk of power transmission lines. This model allows
for the calculation of potential flame intensity upon the ignition of
underlying surfaces. Subsequently, it comprehensively evaluates the
impact of two distinct flame scenarios on air gap insulation, thereby
facilitating the calculation of insulation breakdown risks.
Additionally, the model integrates wildfire occurrence
probabilities derived from a Naïve Bayes Network (NBN) to
provide a comprehensive assessment of wildfire-induced tripping
risks in transmission lines. Guizhou Province in Southwest China is

chosen as the study area. A dataset containing 14 wildfire-related
parameters is collected within the study area. This dataset enables
the computation of wildfire probabilities and the assessment of
wildfire-induced tripping risks. The resulting risk distribution is
then mapped using ArcGIS to validate the efficacy and performance
of the proposed method.

2 Study area and data

The wildfire-induced tripping risk of transmission line signifies
the extent of harm inflicted by wildfire disasters on the operation of
transmission lines. This assessment serves as a pivotal guide for
devising measures aimed at forestalling wildfires within power grid
systems (Castagna et al., 2021). The occurrence of wildfire-induced
trips hinges upon two prerequisites. The first one is a wildfire
incident occurring near a transmission line. The second is a
breakdown occurred between line-to-ground or line-to-line, as
the air insulation under the flame condition can no longer
withstand the operating voltage of transmission line. Hence, the
risk of wildfire-induced trips Rt involves a combination of the
wildfire occurrence probability Pf and the insulation breakdown
risk Rt_ f of transmission line, as described by Eq 1.

Rt � Pf × Rt f (1)

The research framework is shown in Figure 1. In the first phase, the
historical fire spot location and wildfire-related factors were collected to
form a sample set. And the relief algorithm was used to evaluate the
importance of wildfire-related factors. Subsequently, factors with the
lowest importance were systematically eliminated. Following this, an
optimal Naive Bayesian model was constructed to assess the probability
of wildfire occurrence.

In the second phase, meticulous consideration was given to the
impact of flame intensity on the gap insulation of transmission line. The
insulation breakdown risk was calculated based on distinct scenarios.
The assessment of wildfire-induced tripping risk was then conducted by
integrating this insulation breakdown risk with the probability of
wildfire occurrence.

2.1 Wildfire-related factors

The ignition of wildfires hinge on the presence of fire sources
and fuels. Studies have shown that more than 95% of wildfires are
ignited by human activities, implying that regions with frequent
human activities are more susceptible to both unintentional and
deliberate human-induced ignitions (Millington et al., 2008). In this
study, five factors including road distance, settlement distance,
population density, Gross Domestic Product (GDP) and fire-spot
density, are selected to describe the impact of human activities on
wildfire occurrence.

The fuel conditions are characterized by the vegetation along the
transmission corridors, including land-usage type, vegetation type,
normalized difference vegetation index (NDVI) and fuel loads.
Besides, both the meteorology and topography have an obvious
influence on the vegetation flammability, thereby affecting the
ignition and spread of wildfires. The relevant factors include
precipitation, temperature, elevation, slope, and aspect (Dios et al., 2021).
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2.2 Case study area

Guizhou Province, located in the Southwest of China (24°37’-
29°13′N and 103°36’- 109°35′E), as the shown in Figure 2, spans an
area of approximately 162,000 km2. Characterized by a subtropical
monsoon climate, the region provides favorable conditions for the
proliferation of dense vegetation, significantly elevating the likelihood of
wildfire occurrence. Approximately 200wildfire incidents were detected
annually since 2011 in Guizhou Province, as depicted in Figure 3. Due
to the frequent occurrence of wildfires in Guizhou Province and their
substantial impact on the power grid, there is an urgent need to develop
and implement effective wildfire prevention and control measures.

2.3 Data processing methods

The dataset of fourteen wildfire-related factors was collected for
analyzing the occurrence probability distribution of wildfires in the
study area. Most of the data were provided by the Resource and

Environmental Science and Data Center of the Chinese Academy of
Sciences (http://www.resdc.cn/Default.aspx). The information of
wildfire incidents from 2010 to 2020 are provided by the China
National Meteorological Center. As the general fire-usage habits in a
region tend to remain relatively stable over time, the historical fire-spot
density was selected to as a feature to reflect the cumulative fire patterns
in the region. Specifically, one-third of the dataset from the wildfire
incidents (early 2010–2014) was used to compute historical fire-spot
density for each grid. And the remaining samples constituted a database
for constructing the wildfire risk assessment model. Additionally, the
laser point cloud data of transmission corridors is obtained from the
China Southern Power Grid Company. The structural parameters of
transmission lines, such as the average line-to-ground height, the line-
to-line distance, and the line-to-tree height, are calculated based on the
laser point cloud data to assess the insulation breakdown risk.

In cases of wildfires occurring within a transmission corridor, the
degree of impact on the insulation of transmission lines is directly
proportional to the proximity of the wildfire to the transmission line.
According to DL/T 1620-2016, the wildfire risk for transmission lines

FIGURE 1
Framework of wildfire-induced tripping risk assessment.
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can be evaluated at a range of 1 km (National Energy Administration of
China, 2016). Therefore, the study area was subdivided into 1 km ×
1 km grids. The data of wildfire-related factors is collected and
preprocessed within these grids. For the data with a spatial
resolution of larger than 1 km × 1 km, such as annual precipitation
and temperature, the kriging method is employed for interpolation.
After that, the data of wildfire-related factors are classified into four
levels based on the quantile method. The classification standard of
wildfire-related factors was listed in Table 1.

3 Methods

3.1 NBN-based wildfire occurrence
probability assessment

The Bayes Network (BN) serves as a robust tool for risk
assessment, providing an evaluation of hazard likelihood through
statistical analysis. Notably, it offers enhanced interpretability
compared to other data mining models. Consequently, a BN
model was established to evaluate the potential occurrence of
wildfires based on wildfire-related factors. This model is
described as a graphical cause-and-effect representation, linking
variables through conditional probabilities (Requejo et al., 2019).

The BN structure comprises two key components: a directed acyclic
graph and conditional probability tables. The directed acyclic graph
represents the probabilistic dependencies between pairs of wildfire-
related factors or between these factors and wildfire incidence. It is
noteworthy that taking into account correlations between factors
elevates the computational complexity of the model. However, in
certain application scenarios where there is weak correlation
between factors or a limited number of factors, assuming
independence among factors also allows the model to achieve
acceptable performance. To address this, a conditional independence
assumption is incorporated, simplifying the BN model into a Naïve

Bayes Network (NBN), as illustrated in Figure 4.where, C is the class
node, representing the class of fire or non-fire; Node denotes one of the
wildfire-related factors. The conditional probability of C is estimated by
Eq. 2.

P Ci | x1, ..., xn( ) � P Ci( )∏n
j�1P xj

∣∣∣∣Ci( )
∑2

i�1 P Ci( )∏n
j�1P xj

∣∣∣∣Ci( )[ ] (2)

where C1 is the class of wildfire; C2 is the class of non-wildfire.
Firstly, the grids experiencing wildfire incidents between

2015 and 2019 are used as wildfire samples. A corresponding set
of grids, equating in number and situated beyond a 3 km radius from
the fire-affected areas, is randomly chosen to serve as non-wildfire
samples. Subsequently, the sample set is partitioned into a training

FIGURE 2
Location of the study area.

FIGURE 3
Wildfire incidence in Guizhou Province from 2011 to 2020.
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set and a validation set, adhering to a ratio of 7:3. And the wildfire
incidents occurring in 2020 are expressly retained to validate the
predictive efficacy of the NBN model.

Secondly, the conditional probability tables of wildfire-related
factors are calculated by the training set. To mitigate the redundant
information, the Relief algorithm is used to rank the importance of
wildfire-related factors. The NBN model is optimized by the heuristic
search strategy, in which the least important factor is deleted one by one
(Chen et al., 2021). During the optimization, a β-score is used to assess
the performance of NBN model.

Fβ � 1 + β2( )PrRe

β2Pr + Re

(3)

where Pr and Pe represents the Recall and Precision obtained
from the confusion matrix (Woznicki et al., 2019). The β is the
relative importance of Recall to Precision. Considering the cost of

wildfire-induced trips, the operational department exhibits a
heightened interest in identifying potential hazards effectively.
Consequently, there is a greater emphasis on Recall in this study.
Thus, we set β = 3.

The importance rank of wildfire-related factors is shown in
Figure 5. The Distance-to-settlement, Vegetation type, Distance-to-
road are the top three important factors affecting wildfire
occurrence. The Vegetation type determines the flammability of
combustibles, affecting the difficulty of wildfire ignition directly. The
factors NDVI and fuel load serve as indicators of combustible
quantities, predominantly influencing the spread of wildfires
while exerting minimal influence on the likelihood of wildfire
occurrence.

Considering the fact that more than 95% of wildfires are man-
made, the factors representing human activities, such as distance to
settlement and distance to road, are particularly important. The
importance analysis of wildfire-related factors indicates that the area
with abundant flammable plants and human activities is prone
to ignition.

As the number of wildfire-related factors decreases from
14 to 8, there is a gradual increase in the Fβ-score of NBN model,
as shown in Figure 6. This observed increment can be attributed
to the reduction in interference from redundant factors,
enhancing the model’s overall performance. However, a
noteworthy trend emerges when the factor count diminishes
further, specifically from 8 to 5, resulting in a sharp decline in the
Fβ-score. This decline is attributable to the omission of key
factors, underscoring their pivotal role in the predictive accuracy
of the model. The Fβ-score attains its pinnacle value of 0.82 when

TABLE 1 Classification standards of wildfire-related factors.

Wildfire-related
factors

Classes

1 2 3 4

Anthropogenic
influence

Distance-to-road (m) <905 905–196 1962–3,403 >3,403

Distance-to-settlement (m) <285 285–476 476–772 >772

Population density
(people/km2)

>220 164–220 105–164 <105

GDP (10,000yuan/km2) >653 375–653 226–375 <226

Fire-spot density (unit/
(100 km2 year))

>653 298–653 89–298 <89

Fuel conditions Land-usage type High-coverage woodland
and grassland

Medium-coverage woodland
and grassland

Low-coverage woodland
and grassland

Settlements and
others

Vegetation type Coniferous and mixed forest Broadleaf forest and shrub Bushes Cultivated plants and
others

NDVI >0.876 0.836–0.876 0.788–0.836 <0.788

Fuel load (t/km2) >23.3 1.3–23.3 1–1.3 <1

Climate Annual precipitation (mm) <1,150 1,150–1,422 1,422–1,560 >1,560

Annual temperature (°C) >17 16–17 15–16 <15

Topography Elevation (m) <813 813–1,047 1,047–1,344 >1,344

Slope (°) >20 13–20 8–13 <8

Aspect South East West North

FIGURE 4
NBN structure.
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employing eight factors. The excluded factors comprise GDP,
Slope, Annual temperature, Population density, Fuel load, and
Aspect. This omission stems from the observation that GDP and
Population density, predominantly reflective of anthropogenic
fire-usage habits, exhibit weaker associations with wildfire risk
compared to fire spot density. Slope, Fuel load, and Aspect
significantly influence wildfire spread, but in this phase
emphasizing wildfire occurrence risk assessment, their impact
is relatively minor. Despite the close relationship between
wildfires and environmental temperature, the limited variance
in Annual temperature across diverse regions within a province
complicates discerning its influence on wildfire risk.
Consequently, the optimized eight wildfire-related factors are

employed to construct the NBN model. The final conditional
probability tables are listed in Figure 7.

3.2 Insulation breakdown risk assessment

When a wildfire occurs in a transmission corridor, the reduction
of air insulation can induce two kinds of tripping failures of
transmission lines, namely, line-to-ground and line-to-line
breakdowns. Thus, the insulation breakdown risk Rt_f is defined
as the greater of the line-to-ground breakdown risk Rg and the line-
to-line breakdown risk Rp, as shown in Eqs 4–6.

Rt f � max Rg, Rp( ) (4)

Rg �
���
2 /

3
√

× U

Ug
(5)

Rp �
�
2

√
× U

Up
(6)

where U is the operating voltage of transmission line; Ug and Up

represent the withstand voltage of the air gap of line-to-ground and
of line-to-line under wildfire condition, respectively.

The impact of a flame on the reduction of air gap insulation is
strongly related to the combustion strength (You et al., 2011).
The combustion process engenders substantial charge carriers
through thermal ionization and chemical dissociation, resulting
in a high conductivity within the bulk of the flame. Once the
flame bridges the entirety of the air gap in either line-to-ground
or line-to-line, it is easy to further cause a breakdown, thereby
instigating the tripping failure of the transmission line. Even in
the cases where the air gap is not fully bridged by the flame, the
insulation of the remaining gap would also be greatly reduced by
the ash and high temperature in fume (Li et al., 2016). Therefore,
the following two different scenarios are considered based on the
combustion height of flame.

3.2.1 Flame bridges entirety of air gap
When the height of the flame surpasses that of the transmission

line (Figure 8), the entirety of the insulation of both line-to-ground
and line-to-line becomes bridged by the flame. Ignoring the
insulation of alive trees, whose surface conductivity is generally
higher than 0.1 S/m (H. Zhou et al., 2018), the insulations of
transmission line are determined by the length of gap and the
breakdown field strength of flame Ef.

Ug � Hl −Ht( ) × Ef � dl−t × Ef (7)
Up � dp × Ef (8)

where Hl is the minimum height of the transmission line; Ht is the
maximum height of trees below the line; dl-t is the minimum length
of air gap between transmission line and trees; dp is the minimum
length of air gap between wires of the transmission line. According
to the experimental breakdown results of long air gap under flame, Ef
is taken as 35 kV/m (Fonseca et al., 1990).

3.2.2 Flame bridges part of air gap
When the height of flame is lower than that of the transmission

line, the insulation gap for line-to-ground encompasses a segment

FIGURE 5
Importance rank of wildfire-related factors.

FIGURE 6
Fβ-score with the number of modeling factors.
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occupied by flames and another by fumes, as shown in Figure 9. The
withstand voltage of line-to-ground gap is then determined by

Ug � Hf × Ef + Hl −Ht −Hf( ) × Es (9)

where Hf is the possible height of flame, which can be evaluated by
the flame combustion model. And Es is the average breakdown field
strength of fume, which can be obtained by the breakdown field
strength amendment of long air gap.

In the most severe case, the air gaps between wires of
transmission line are filled wrapped by the fume. Hence, the
withstand voltage of line-to-line gap is approximated by

Up � dp × Es (10)

3.2.3 Possible flame height Hf

The process of wildfire spread is extremely complicated,
depending on the condition of surface fuels and meteorological
factors (Benali et al., 2016). Several flame combustion models have
been established empirically or semi-empirically, such as
McArthur’s model for grassland fires and forest fires in Australia
(Noble et al., 1980) and Rothermel’s model for homogeneous and
deceased vegetation (Pyne, 1984). Nonetheless, these models are
either inadequate for the typical vegetation in Southern of China, or
fall short in meeting accuracy criteria due to the requisite
homogeneity in practical forest settings. Wang Zhengfei’s model,
introduced in 1989, was semi-empirically derived through physical
mechanics analysis and based on over 100 field experiments in
China (Perry, 1998). Featuring adaptable input parameters, Wang
Zhengfei’s model adeptly forecasts wildfire behaviors and finds
extensive application in assessing wildfire risks in China.

As mentioned above, the height of flame Hf is an essential
parameter that affects the breakdown risk of the air gap. In Wang
Zhengfei’s model, the flame height can be estimated by

FIGURE 7
Conditional probability tables of optimized NBN model.

FIGURE 8
Flame bridges air gap between lines and trees.

FIGURE 9
Flame partially bridges air gap between lines and trees.
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Hf � �����
I /

250
√

(11)

where I is the front-line intensity, which is the energy liberated in
time and linear space (W·m-1s-1) during the combustion. The value
of front-line intensity is determined by the calorific power q (kJ·kg-1)
of the combustible material at the underlying surface, the fuel load
W (kg·m-2) of the combustible material, and the propagating speed
of the fire (m·s-1) (Byram, 1959; Perry, 1998).

I � qWR (12)
R � KcKφKvR0 (13)

where Kc is the fuel coefficient, which depends on the spatial
distribution of fuel type, as listed in Table 2; Kφ is slope
coefficient, and Kv is the wind speed coefficient;

Kφ � e3.533 tanφ
1.2

(14)
Kv � e0.178v (15)

where φ is the terrain slope angle; v is the wind speed;
R0 is a semi-empirical initial spread of wildfire in Wang

zhengfei’s model. It is defined as the rate of fire spread through a
homogeneous fuel field in the absence of wind and topography, and
is formulated as (16). In this work, empirical coefficients α = 0.03,
β = 0.05, γ = 0.01, and δ = 0.7.

R0 � αT + βF − γH + δ (16)

In summary, the possible height of flame can be estimated by

Hf �
������������������������������������������
qwKce0.178v+3.533 tan φ

1.2 0.03T + 0.05F − 0.01H + 0.7( )
250

√
(17)

3.2.4 Average breakdown field strength of fume ES
Even if the flame fails to bridge the gap, the fumes released

from the combustion are highly likely to envelop the space
around the wires of transmission lines. On one hand, the
elevated temperature of the flame decreases the density and
humidity of the air within the fume, facilitating the
development of electron avalanches (Mphale et al., 2010; Sun
et al., 2012). On the other hand, floating particles and ash from
the fume drift into the high-electric-field area near the wires,
further distorting the electric field distribution and instigating
discharge. Hence, based on the adjustments in density and
humidity, a particle coefficient Kp is introduced to modify the
breakdown strength of air gap (Wang et al., 2011; Li et al., 2016).

Es � KpKσKhEa (18)

where Es is the average breakdown strength of fume; Kσ and Kh

represent the coefficient of density and humidity, respectively; Ea is
the breakdown strength of air gap under standard atmospheric
conditions (Temperature: 20°C, Humidity: 11 g/m3, Atmospheric
pressure: 101.3 kPa).

The triggering effect of ash particles on discharge depends on the
type of burning vegetation. Experimental results show that the AC
breakdown voltage of the air gap, influenced by the ashes and
particles released by the combustion of thatch and fir branch,
can reduce to approximately 40% of that observed under the
standard atmosphere (Li et al., 2016). Therefore, the particle
coefficient Kp is taken as 0.4.

The density coefficient Kσ depends on the relative air density in
the fume and can be expressed as

Kσ � σm (19)
σ � 273 + Ta( )Pf

273 + Ta + ΔT( )Pa
(20)

where m is the correction index, which is associated with electrode
shape, gap length, voltage type, and other factor, and is simplified to
1; Pa is the ambient pressure, and Ta is the ambient temperature; Pf
represent the changed atmospheric pressure above the flame.
Assuming that the heating is a long-term process affecting the air
above the flame, the local pressure remains essentially unchanged in
open space, that is Pf ≈ Pa; ΔT is the temperature rise of air in the
fumes, estimated by the flame combustion model (Heskestad, 1998).

ΔT � 3.9I2/3

Hs
(21)

where Hs is the height of the calculated position relative to the
canopy. In the case of line-to-ground breakdown, the median height
of the flame is considered, that isHs � Hf + 0.5(dl−t +Hf). For the
line-to-line breakdown, the height is taken as Hs � dl−t.

The humidity coefficient of air is expressed as

Kh � kw (22)
where w is an exponent parameter, which is related to gap length,
electrode shape, voltage type and other factor, and is simplified to 1;
k depends on the voltage type and is determined by the ratio of
absolute humidity h to the air density δ in the fume. For AC
breakdown of air gap, k is obtained by the following equation:

k � 1 + 0.012
h

σ
− 11( ) (23)

To determine the standard breakdown field strength Ea, two
different breakdown mechanisms are concerned. For short distance,
the breakdown of the air gap is governed by the propagation of
streamer. The breakdown field strength Ea is regarded as nearly
independent of the gap length, and is assigned a value of 241.39 kV/
m. As the gap distance increases, the electric field around the
transmission line creates conditions for the inception and
propagation of a continuous leader, which exhibits significantly
higher conductivity compared to the streamer (Gallimberti, 1979).
For air gaps exceeding 4 m, the Rizk semi-empirical model (Rizk,
1989a; Rizk, 1989b) is employed to determine the breakdown
strength, as expressed in Eq 24.

TABLE 2 Values of fuel coefficient (Sun et al., 2012).

Categories Kc

Water, Settlements, Bare ground, Road 0.0

Arable land 0.1

Mixed forest 0.5

Coniferous forest 1

Grass land 2
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FIGURE 10
Spatial distributions of factors in the study area. (A)Wildfire spots in 2010 to 2020; (B)Distance-to-road; (C)Distance-to-settlement; (D) Land-usage
type; (E) Vegetation; (F) NDVI; (G) Annual precipitation; (H) Elevation.
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Ea � 1850 + 59ds

1 + 3.89/ds

+ 92⎛⎝ ⎞⎠/ds � 59d2
s + 1942ds + 357.88
d2
s + 3.89ds

(24)

where ds is the gap length. In summary, the average breakdown
strength of fume Es is expressed as

Es �
0.3472 1 + 3.9I

2 /

3

273 + Ta
( )

−1
+ 0.0048h⎛⎝ ⎞⎠ ×

59d2
s + 1942ds + 357.88
d2
s + 3.89ds

, ds ≥ 4

0.3472 1 + 3.9I
2 /

3

273 + Ta
( )

−1
+ 0.0048h⎛⎝ ⎞⎠ × 241.39, ds < 4

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
(25)

3.3 Spatial distribution of factors in the
study area

The spatial distributions of factors are shown in Figure 10. The
elevation in Guizhou Province gradually increases from east to west,
accompanied by a corresponding rise in precipitation from west to
east due to elevation and topography. Predominantly, the area
features moderate grassland and woodland, with settlements
concentrated in the eastern and northern regions. Consequently,
vegetation in the east and north is characterized by cultivated plants
and bushes, while the west and south boast significant woodland.
The southwest region of Guizhou Province experiences a heightened
frequency of wildfires, contrasting with fewer occurrences in the
eastern and northern areas. The province’s population centers
predominantly lie in the north, contrary to historical fire density.
This may be attributed to densely populated cities in the north,
making it challenging for fires to escalate into large-scale incidents,
as they are promptly detected and artificially extinguished. This
underscores the need for increased focus on wildfire prevention and
control in the southwest. The intricate nature of the distribution of
factors related to wildfires makes it challenging to evaluate the risk of
wildfires in specific regions through simplistic regional
statistical methods.

4 Results

4.1 Wildfire occurrence probability
distribution of study area

The established NBN model was used to calculate the wildfire
occurrence probabilities across all grids within the study area. And the
results were spatially visualized using ArcGIS 10.5 software with
ArcMap module function. During the process of drawing the map,
the wildfire occurrence probability is divided into four intervals of (0,
0.25], (0.25,0.5], (0.5,0.75] and (0.75, 1]. And the grids are given
different shades of gray from light to dark depending on the
intervals, as shown in Figure 11. Regions exhibiting higher
probability of wildfire occurrence are primarily concentrated in the
southwest zone of Guizhou province. These areas feature a pronounced
abundance of fuel loads, thereby providing favorable conditions for
ignition. Conversely, the central and northern parts of Guizhou consist
predominantly of urban areas characterized by high population density
and relatively low vegetation coverage. Consequently, the likelihood of

large-scale or prolonged fires is diminished in these areas, resulting in
lower probabilities of wildfire occurrences.

To verify the model’s applicability, the wildfire incidents
spanning the years 2015–2020 were superimposed in the wildfire
occurrence probability map. Specifically, 80.77% of the wildfires
occurred in areas with a high probability of wildfire incidence (50%),

FIGURE 11
Wildfire occurrence probability in the study area.

TABLE 3 The grading standard of risk levels.

Risk level Level I Level II Level III Level IV

Rt [0,0.40] (0.40,0.60] (0.60,0.80] (0.80,∞)

Representative color Green Blue Yellow red

FIGURE 12
Risk level percentage of transmission line section.
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underscoring the high precision and predictive capability of the
NBN model in forecasting wildfire events.

4.2 Wildfire-related tripping risk levels
distribution of study area

Subsequently, based on the laser point cloud data, the insulation
breakdown risks for all transmission line sections above 110 kV in
the Guizhou Power Grid were computed. Multiplying these risks by
the occurrence probability of wildfires yielded the final wildfire-
related tripping risks for the transmission line sections. For visual
representation, the risk values were categorized into four levels,
each denoted by distinct colors as outlined in Table 3. The
wildfire-related tripping risk levels in the Guizhou Power Grid
were distributed as follows: 42.73%, 20.36%, 21.35%, and 15.56%
respectively (see Figure 12). This signifies that the proposed
method adeptly discriminates the wildfire risk distribution
along transmission corridors.

4.3 Wildfire-related tripping risk analysis of
220 kV Yanwan line

To further illustrate the method’s efficacy, the 220 kV Yanwan
line is taken as an illustrative case study. This transmission line spans
from north to south, traversing the provincial capital city and its
adjacent counties, comprising a total of 68 transmission towers. The
distribution of risk levels among line sections is as follows: 17.91%
for Level I, 38.81% for Level II, 34.33% for Level III, and 8.95% for
Level IV (Figure 13). Specifically, line sections associated with the
10th-13th towers and the 26th-29th towers are identified as having a
risk level IV. For line sections categorized as risk levels III and IV, it
is imperative for the power supply bureau to enhance patrols and

monitoring in the vicinity, mitigating the potential impact of
wildfires and averting tripping failures.

In the spring of 2020, two wildfire incidences transpired within the
transmission corridor of the Yanwan line. One of them is monitored
around 9:00 a.m. on February 28th within the line section
encompassing the 34th-35th towers. Prompt intervention by the
relevant departments led to its extinguishment by approximately
11:00 a.m. An assessment based on the probability distribution map
of wildfire occurrences revealed a remarkably high probability of
97.89% for this specific line section. But the transmission line
continued normal operation during the wildfire due to the
underlying surface predominantly covered by grass, possessing a
low fuel load of 1.25 t/hm2. When ignited, the grass generated a
maximum flame height of merely 0.43 m, causing minimal impact
on the insulation of the transmission line. Consequently, the risk
evaluation attributed a wildfire-induced tripping risk of 0.43,
categorizing it as a level II risk within this line section.

Subsequently, at 14:00 p.m. on April 15th, another wildfire
emerged within the transmission corridor, this time between the
14th and the 15th tower. Within a span of 2 h, the wildfire swiftly
spread to the 16th tower, leading to a tripping failure of transmission
line. The intensity of the blaze hindered successful reclosing,
resulting in a partial power outage that inflicted substantial
economic losses upon the Guizhou power grid. Investigation
revealed the proliferation of oil-bearing coniferous forests
beneath the transmission lines in these sections, with a canopy
height of 15 m, leaving a minimal gap distance of 8 m from the
transmission line. The wildfire-induced tripping risk was assessed at
0.65, thereby classifying it as a risk level III.

The actual consequences of the above two wildfire accidents
coincided with wildfire-induced tripping risk of the corresponding
line sections, indicating a good applicability of the proposed
method. Currently, the model has successfully developed
software and integrated into the Southern Power Grid Wildfire

FIGURE 13
The location and risk level distribution of a 220 kV Yanwan line.
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Monitoring and Early Warning Center. This software performs
automatic annual updates to the distribution map, detailing the
occurrence probability of wildfires in each province and the
associated tripping risk for transmission lines. It serves as a
guide for local power grid operation and maintenance
departments, directing heightened inspection efforts in areas
prone to wildfires and specific line sections with elevated
tripping risk. For the fire-spots monitored by satellites in real-
time, this software provides the hazard level of the fire-spot on the
transmission line. This information aids grid operation and
maintenance departments in making informed decisions,
including options for firefighting measures or the preemptive
shutdown of transmission lines.

5 Conclusion

This paper introduces an innovative method for evaluating the
risk of wildfire-induced tripping on transmission lines. The
methodology comprises two key components: wildfire occurrence
probability and insulation breakdown risk. In the first segment, a
NBN model, coupled with extensive remote sensing data, is
employed to rapidly estimate the likelihood of wildfire
occurrence across each grid. By utilizing eight optimized wildfire-
related factors, the model achieves a prediction accuracy of 80.77%.
The ArcGIS software facilitates the visualization of wildfire
probabilities, aiding relevant departments in swiftly identifying
high-incidence areas. The second part focuses on assessing the
insulation tripping risk of transmission lines. Leveraging Wang
Zhengfei’s combustion model, the flame height in the
transmission corridor during a wildfire event is determined. The
insulation of the transmission line is classified into two
scenarios—Flame bridges entirety of air gap and Flame bridges
part of air gap—based on the flame height. Through the refinement
of the air breakdown model with flame parameters, the insulation
breakdown risk of transmission lines is promptly assessed. This
method provides a physical basis for wildfire-induced tripping risk
assessment of transmission lines. Application in the Guizhou power
grid demonstrates the model’s robust applicability, offering valuable
support for decision-making in grid about wildfire prevention
and control.
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Motion behavior of a high-current
fault electric arc occurred in the
dead zone of protection in a
substation
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Since the dead-zone fault in substations often has a relatively long removal time,
it may damage the insulation of power equipment and even threaten the stability
of the power system. In this paper, the movement of the dead-zone fault electric
arc in a 220-kV substation is investigated. The arc chain model for the dead-zone
fault electric arc is developed; the influences of electromagnetic force, thermal
buoyancy, and the air resistance stressed on the electric arc are comprehensively
considered. The electric arc velocity and displacement are computed. Then, the
spreading characteristics of the dead-zone electric arc under various conditions
are studied. The spreading trend of the dead-zone fault electric arc is
summarized. Finally, measures to inhibit the spreading of the electric arc are
suggested. The study indicates that the movement of the electric arc in the dead
zone during the early stage is primarily influenced by the electromagnetic force
resulting from the overpass and conductor, and the arc is concave and has an
irregular trajectory. The inclination angle of the conductor significantly affects the
direction of the electromagnetic force. If the conductor is laid horizontally, the
electric arc is subjected to a smaller force. The electromagnetic force stressed on
the electric arc is mainly attributed to the fault phase conductor and the electric
arc body itself, whereas those from the other phase conductors are minor. The
initial position of the arc root has a certain impact on the movement of the
electric arc. The use of the insulating materials restricts the arc root movement.

KEYWORDS

renewable energy, substation, electric arc, dead zone of protection, fault propagation,
electric arc root

1 Introduction

The demand for electricity has grown rapidly in the past decade with the development
of the economy. In order to achieve the goal of carbon peak and carbon neutrality, China
has accelerated the electrification and electric energy substitution process. Although the use
of large-scale renewable energy faces many challenges, such as the high cost and the risk to
power grid stability, wind power and photovoltaic power are still increasingly penetrated
into the power grid in recent years, and they will become the main energy source.
Considerable substations have been put into service.

Due to the land space limitation, overpasses are widely used in many substations
constructed in urban areas, especially at a 220 kV voltage level, because of their convenient
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installation, operation, and maintenance. Some disconnecting
switches can be installed above the overpasses. Such type of
substation design significantly saves land occupation. However,
the compact structure also makes these substations vulnerable to
the line-to-ground fault. The dangerous fault electric arc would
spread quickly and is very hazardous. Meanwhile, to limit the extent
of the power system that is disconnected when a fault occurs,
protection is arranged in zones. This is because accommodation

for current transformers (CTs) is, in some cases, available only on
one side of the circuit breakers (CBs). It leaves a section between CT
and CB that is not completely protected against faults, forming the
so-called dead zone. For dead-zone faults, the protection system has
to balance the requirements of selectivity and speed (Wang et al.,
2021). Therefore, in the case of fault, the clearing time is much
longer than other locations, and it may even exceed 1 s. However, the
movement speed of an electric arc is extremely fast. Prior to the
removal of the fault, the electric arc with high temperature may have
spread to other equipment, damaging the insulation of power
equipment. It would even threaten other associated equipment.

Currently, research on dead zone protection mainly focuses on
how to shorten the fault duration (Chen et al., 2014; Tang et al.,
2014; Li et al., 2021; Lin et al., 2021; Xu et al., 2022). Several
studies proposed a number of novel strategies with different
judgment logics. Under the premise of guaranteeing a safe and
stable operation, it still cannot achieve full speed, and the fault
duration is still very long compared to the fast movement of
electric arcs. During the fault interval, the high-temperature arc
would harm the equipment. Wu and Lianjin (2017) suggested
adding a set of CTs on both sides of the dead zone to meet the
requirements of quick action, but the presence of such equipment
would undoubtedly take more space in the substation. It is
expensive and almost infeasible, especially in urban areas. It
also contradicts the concept of a miniaturized substation
design and is difficult to realize in most compact substations.
The existing methods face difficulties in fully addressing the
damage caused by dead-zone fault arcs to adjacent equipment,
and the harm of dead-zone fault arcs to adjacent equipment still
exists. Furthermore, there are limited measures to reduce the
harm of dead-zone arcs. It is necessary to find a more effective
solution to minimize the impact of dead-zone faults on adjacent

FIGURE 1
Diagram of the dead-zone area for transformers in the
substation.

FIGURE 2
Photograph of the fault dead-zone area in the substation.
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equipment and improve the overall reliability of the
power system.

In this paper, the movement of the dead-zone fault electric arc in
a 220-kV substation is investigated. First, the arc chain model is used
to simulate the current element of a dead-zone fault electric arc. The
influences of electromagnetic force, thermal buoyancy, and the air
resistance stressed on the electric arc are comprehensively
considered. Using the MATLAB software package, the electric arc
velocity and displacement are computed. Then, the spreading
characteristics of the dead-zone electric arc under various
conditions are studied. The spreading trend of the dead-zone
fault electric arc is summarized. Finally, measures to inhibit the
spreading of the electric arc are suggested.

2 Modeling of the fault electric arc in
the dead zone of protection in a
substation

2.1 Dead-zone area of a transformer in a
substation

Depending on the fault location, the dead zone in a substation
can be categorized into three types: line protection dead zone, busbar
protection dead zone, and transformer protection dead zone. These
zones are generally located between CT and CB. Taking the
transformer dead zone as an example, its occurrence area is
depicted in Figure 1. Similar to the medium-voltage-side dead

FIGURE 3
(A) Recorded data for the dead-zone fault in the substation; (B) dimension of the dead-zone area in the substation.
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FIGURE 4
Current element model.

FIGURE 5
Flowchart of dead-zone fault electric arc motion.
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zone, those on the high- and low-voltage sides can also be obtained,
i.e., on the 35 kV side, the dead zone is also located between
CT and CB.

Depending on the dead-zone area, there are also various relay
protection strategies (Tang et al., 2014; Liang, 2023). Taking the dead
zone of a 220-kV three-winding transformer as an example, when a
fault occurs in this area of 220 kV side, themain transformer differential
protection for out-of-area faults will not act. Nevertheless, at the
moment of t = 0 s, the busbar differential protection on that side
will instantly clear all CBs on the 220-kV busbar of the transformer.
However, since other two sides of the transformer are still connected to
the power system, the fault would still exist. The differential protection
for a busbar has not reset and still exists in a tripped state. After a certain
delay, the 220-kV backup protection for the transformer would trip on
other two sides, and the fault would be ultimately removed. The
removal time for the fault is generally very long, between 0.6 s and
2 s, which is slightly different from the 220 kV side; however, the busbar
differential protection is typically not implemented in the 35 kV side
(Tang et al., 2014). Only when the backup protection on the high-

voltage side is activated, and the three-side switches are tripped, the fault
in the dead zone of 35 kV side can be cleared.

2.2 Case study for faults in the dead-
zone area

This study takes a 220-kV substation located in Jiangsu Electric
Power Company as an example. The fault occurs in a traditional
compact substation with the overpass, as illustrated in Figure 2. The
overpass, which is vertical to the conductor in space, is above the CT.
Tomechanically support the equipment, ametal frame is fixed below it.
The lead conductor connects the top of CB to the right-side of CT. The
conductor has a certain inclination angle with respect to the horizontal
plane. During the fault, a metal wire fell from the overpass to the lead
conductor between the CB and CT of the transformer, the so-called
dead zone for protection. Since there is an insufficient insulating
distance between the high-voltage conductor and the overpass with
ground potential, a single-phase-to-ground fault occurs. The high-
current arc drifts very rapidly, and the fault current flows from the CT
to the metal frame and finally into the ground. The metal wire
immediately melts, and the metal vapor generated by the high-
temperature arc further leads to the phase-to-phase fault.

The current and voltage data for the dead-zone fault in a
substation is recorded, as shown in Figure 3A. It experiences six
stages as follows:

Stage 1: At t = 4 ms (Point A), the 110 kV differential protection
for phase C of the auxiliary busbar acts, and the medium-voltage-
side CBs are cleared.
Stage 2: At t = 50 ms (Point B), all CBs of the 110 kV auxiliary
busbar trip, but the fault still exists.
Stage 3: At t = 480 ms (Point C), due to the motion of the fault
electric arc, the fault is developed from the single-phase-to-ground
fault (Phase C) to phase-to-phase ground fault (Phase B to C).
Stage 4: At t = 1,430 ms (Point D), the busbar differential
judgment indicates a Phase B ground fault in the positive
busbar zone, and the 110 kV positive busbar differential
protection operates, causing the removal of the Phase B fault.
Stage 5: At t = 1,507 ms (Point E), the 220 kV side CB of the
complex current section I on the medium voltage side of the
second main transformer trips due to the action of the third
time limit.
Stage 6: At t = 1,559 ms (Point F), the high-voltage-side CB of the
transformer trips, and the dead-zone fault is removed.

2.3Modeling of dead-zone fault electric arcs

To prevent the equipment from damaging by an electric arc, the
motion of a dead-zone fault electric arc and its spreading
characteristics are investigated. The detailed dimension for the
substation under study is depicted in Figure 3B.

The arc chain model is used to represent the high-current fault
electric arc, and the force analysis is conducted on each current
element. Consider the combined effects of electromagnetic force Fmi,
thermal buoyancy Fti, and air resistance Fri (DONG et al., 2023; Sun
et al., 2022; Murphy, 1995; Cong, H. et al., 2015b; Cong, H. et al.,

FIGURE 6
Motion trajectories of fault electric arcs in the dead zone of the
substation. (A) t = 0.16 s; (B) t = 0.32 s; and (C) t = 0.48 s.
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FIGURE 7
Decomposition of electromagnetic force stressed on the electric arc. Fm1 ~ Fm6 corresponds to the electromagnetic strength B1 ~ B6. B1 represents
themagnetic induction strength of the interaction between arcs; B2, B5, and B6 represent themagnetic induction strengths generated by the three-phase
conductors in the dead zones C, B, and A, respectively; B3 represents the magnetic induction strength generated by the current flowing through the right
side of the catwalk; and B4 represents the magnetic induction strength generated by the current flowing through the left side of the overpass.

FIGURE 8
Electromagnetic forces in the x-axis direction.
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2022; Cong, H. et al., 2022; Li et al., 2023; Li et al., 2019; Cong,
2015a), as shown in Figure 4.

The equilibrium equation for the force stressed on the arc is

Fmi + Fti + Fai � mia � 0.

Here, a represents the acceleration of the fault arc current
element. The electromagnetic force, denoted by Fmi, is mainly
considered the effect of a certain dead interval three-phase
conductor and grounded conductor:

Fmi � lajIai × Bi,

where lai represents the length of the current element i, Iai represents
the vector of the current element, and Bi represents the magnetic
strength at the location of the current element.

The thermal buoyancy, denoted by Fti, is an upward force
stressed on all arc current elements (Tanaka and Matsumura,
2009) and is given by the following equation:

Fti � ρ0 − ρ( ) · gπr2ailai,
where ρ0 represents the air density at standard atmospheric pressure,
and its value is taken as 1.295 kg/m3; ρ represents the air density for
the arc at high temperature, and its value is taken as 0.022 kg/m3;
rai � k

�
I

√
represents the radius of the arc current element; k

represents the fixed parameter; I represents the RMS value of the
short-circuit current; and g represents the acceleration of gravity, g =
9.8 m/s2.

The air resistance force is always opposite to the motion
direction of the current element (Gu et al., 2006a), and it can be
expressed as

Fai � Cr · railai · ρv2i ,
where vi represents the velocity of motion of the ith current element.

The flowchart for the motion of the fault electric arc in the dead-
zone area is shown in Figure 5.

It can be generally divided into following steps:

Step 1. Import the dead-zone fault parameter of the substation,
including the fault type, the dead-zone dimension, the initial arc
length, and the initial arc root position.

Step 2.Calculate the electromagnetic stress and compute the force
stressed on the arc root and arc column. Determine the arc root
motion time t0 in the conductor through the arc occurrence
position and arc root speed. If the motion time t < t0, the arc
root is in the motion stage, and the arc root position changes with
each iteration. If the movement time t > t0, the arc root is fixed to
the terminal, and only the arc column continues to move. Calculate
the displacement of each current element of the arc, and form a
new arc trajectory.

Step 3. Judge whether the fault is cleared. Since the short-circuit
current is very high, it is difficult to extinguish the arc by itself within
this short time. If the fault is not terminated, directly go to the next
iteration and cycle. If the fault is ultimately removed, terminate the
program and then capture the arc trajectory.

3 Simulation study

3.1 Movement of a dead-zone arc in a
substation

Based on the arc chain model and the detailed substation
parameters, as shown in Figure 3, a set of simulations has been
performed. Three phases, denoted by A, B, and C, have been
remarked in the figure. The fault is supposed to occur at Phase
C. The inclination angle between the conductor and horizontal
plane is θ = 10°, the length of the conductor is set to l = 3/cosθ m
(3.05 m), the distance between the initial fault point and the CB is
approximately 1 m (l1 = 1/cosθ m), and the distance between the
initial fault point and the CT is approximately 2 m (l2 = 2/cosθ m);

FIGURE 9
Motion trajectory versus initial fault phases. (A) Initial fault phase,
Phase A; (B) initial fault phase, Phase B; and (C) initial fault phase,
Phase C.
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the projection distance on the y-axis is l10 = 1 m, l20 = 2 m, and the
radius r = 0.01 m; the distance between the conductors of each phase
is 1 m; the current flows from the right side of the CT through the
conductor connected to the top of the CB, and the current flows
from the conductor through the dead-zone arcing from the overpass
on both sides of the metal frame into the earth, l3 = l4 = 4 m. The two
sides of the current have opposite directions but same magnitude,
and the short-circuit current is I1 = I2 = 4,000 A. The distance
between the overpass and conductor is h = 1.2 m. The upper arc root
is supposedly fixed, and the lower arc root keeps moving due to the
electromagnetic force resulting from the fault. The initial occurrence
place is O (0, 0, and 0), and the end point is P (0, 1, and 0.17); the
simulation time step is set to t = 0.002 s. Considering the operation
of the backup protections, the simulation is terminated at
tmax = 0.48 s.

3.2 Characteristics of the electric arc force

The motion trajectory of a fault electric arc in the dead zone of a
substation is shown in Figure 6.

(i) In the early stage, the electric arc mainly moves in the
positive direction of x and y axes, the movement distance
is short, and the arc trajectory is relatively simple.

(ii) In the middle stage, the arc continues its motion in the
previous directions, and it goes upward due to the effect of
the thermal buoyancy. The curvature of the arc
slightly increases.

(iii) In the later stage, the morphology of the electric arc is very
complex and becomes concave as a whole. The electric arc
reaches its maximum motion in all directions (x, y, and z).
The arc mainly moves in the positive direction toward x, y,
and z axes; the arc root at the top and bottommoves very fast,
whereas the arc column in the middle moves relatively
slower. The electric arc length rises significantly, and the
arc body moves far away from the conductor and
the overpass.

The movement of the electric arc is mainly affected by three
forces: thermal buoyancy, air resistance, and electromagnetic force.
The thermal buoyancy force is upward in direction and is related to
the magnitude of the current; the air resistance force acts in the
opposite direction to the arc motion and is mainly affected by its
velocity; and the electromagnetic force directly affects the speed of
the arc, and its magnitude continuously changes with time and
position. The electromagnetic force stressed on the arc body is very
crucial. According to the substation dead-zone arc structure, the
electromagnetic force effect is as follows: the electromagnetic force
from the Phase C conductor primarily drives the arc away from the
conductor in the positive x-axis and y-axis directions; the
electromagnetic forces from Phase A and Phase B conductors
mainly push the arc toward the negative x-axis and y-axis
directions; the electromagnetic force from the same-side overpass
causes the arc to move in the negative x-axis direction; the opposite-
side force causes the arc to move in the positive x-axis direction; the
arc itself would also produce an electromagnetic force and cause a
stress on the arc current elements.

FIGURE 10
Comparison of dead-zone electric arc displacements versus fault phases.
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Figure 7 shows the detailed electromagnetic force stressed on the
electric arc. It can be decomposed into Fm1 ~ Fm6, which corresponds
to B1 ~ B6. As shown in the figure, the electromagnetic forces that
play a key role during the motion process are the electromagnetic
force Fm1 within the arc and the electromagnetic force Fm2 from the
Phase C conductor, whereas other electromagnetic forces on the arc
movement has lesser impact. Since the arc internal role of an

electromagnetic force does not directly act in a single direction,
and in addition to the arc internal force Fm1, only the Phase C
conductor force Fm2 is the largest, so the main direction of arc
motion in the dead zone is in the positive x-axis and y-axis
directions.

Considering that the displacement of the arc in the y-axis
direction only affects the disconnecting switch within its interval,
studying the effect of the arc motion on the neighboring phases, this
paper mainly discusses the results of the arc in the x-axis. Figure 8
shows the distribution of electromagnetic forces on the arc in the
x-axis direction. It can be seen that the arc movement can be divided
into three stages: (i) in the early stage, the arc is subjected to a large
force Fm3 and Fm4 in the direction of the overpass, and as the arc
moves away from the overpass, these electromagnetic forces
gradually decrease; (ii) in the middle stage, the forces from the
Phase C conductor (Fm2) and the internal electromagnetic force
within the arc (Fm1) increase rapidly. At this time, the arc movement
is mainly affected by these two forces. Although the electromagnetic
forces Fm5 and Fm6 from the adjacent phases (AB phases) also
increase, however, compared to the electromagnetic force Fm2, it is
small and can almost be ignored; (iii) in the later stage, due to the arc
and the distance between the conductor of the current phase
continue to increase, the force from the conductor decreases
dramatically. At this time, the internal electromagnetic force Fm1

dominates the arc motion. Although the internal electromagnetic
force also decreases, it still dominates the arc motion.

Since the arc is subjected to a net force in the positive
x-direction, the arc is shifted toward the positive x-axis. During
the early andmiddle stages, the arc is mainly affected by the overpass
and conductor electromagnetic forces, the arc root is closer to the
conductor which increases the force, and the movement speed is
faster than the middle arc column part, so the arc presents a concave
shape to the x-axis positive direction. In the later stage, the arc is
mainly affected by the arc electromagnetic force generated by the arc
itself. This irregular electromagnetic force leads to the movement of
the arc in a complex direction so that the electric arc becomes very

FIGURE 11
Variation in electromagnetic forces on the conductor by the arc
versus fault phases. (A) Phase A; (B) Phase B; and (C) Phase C.

FIGURE 12
Maximum displacement of the arc on the x-axis direction versus
arc root positions.
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complex. The force analysis agrees well with the observed motion
behavior of the electric arc.

4 Sensitivity analysis of a fault electric
arc in the dead-zone area of a
substation

4.1 Effect of a fault phase

Considering the variations in arc motion due to the different
phases of transmission conductors, this paper discusses the dead-
zone arc faults separately for each phase. Single-phase dead-zone arc
faults are set at the same location on Phases A, B, and C, with the
current flowing through the arc, consistent in all three simulations.
The simulation environments for all three cases are kept consistent,
except for the phase difference. Based on the above conditions,
simulations are conducted for each of the three scenarios of dead-
zone arc faults, and the simulation results at the moment of t = 0.48 s
are shown in Figure 9.

Figure 10 shows that there are great differences in the trajectory
of the dead-zone arcs, but the maximum displacement in the x-axis
is approximately the same. The displacements along x-axis for the
three-phase dead-zone arcs A, B, and C are 1.43 m, 1.44 m, and
1.46 m, respectively. The forces in the x-axis direction are shown
in Figure 11.

From Figure 11, it can be inferred that the electromagnetic
force generated by the phase conductor is several times greater
than that of the other phase conductor. Although the position of
the other phase conductors in close proximity has a certain effect,
the dominant factor is still the electromagnetic force generated
by the fault phase conductor itself. Comparing Figures 11A–C,
the arc occurs in different phases, but the electromagnetic forces
are quite similar, and the fault phase has few effects on
arc motion.

4.2 Effect of the arc root position

The arc root moves quickly on the lead conductor at the
beginning. As it reaches the terminal of the lead conductor, the
ending position of the arc root determines the initial length and
angle of the arc, which has a great effect on the dead-zone arc
movement. The effect of the arc root position on the conductor on
the dead-zone arc movement is analyzed in this paper. The upper
electric arc root position is on the overpass, and it is fixed at y = 0, as
shown in Figure 3B; the ending position of the lower arc root on the
lead conductor is fixed at y = 0. Assuming that the arc root stays in
the conductor in the range of −0.5 m to 1 m, and the absolute value
of its displacement in the x-axis is shown in Figure 12.

It can be seen that the closer the arc root position is, the closer
the arc spreads on the x-axis. The position of the arc root is set in the
range of y = 0.5 m–1 m, and the furthest displacement of the arc is
reduced, but the magnitude of the reduction is negligible. In the
range of y = −0.5 m to 0.5 m, the furthest displacement of the arc is
reduced more obviously. The electromagnetic force generated on the
x-axis by the arc root at y = −0.5 m, 0 m, and 0.5 m for the current

FIGURE 13
Electromagnetic force on the x-axis direction. (A)
Electromagnetic force generated by the fault phase conductor in the
x-axis direction; (B) total electromagnetic force exerted on the arc in
the x-axis direction.

FIGURE 14
Maximum displacement of the electric arc in the x-axis direction
versus inclination angle of the conductor.
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phase conductor and the total electromagnetic force applied to the
arc on the x-axis are plotted, as shown in Figure 13.

From previous analysis, it can be seen that the arc is mainly
subjected to the electromagnetic force generated by the fault phase
conductor and the arc body itself. (i) When the arc root is at y =
0.5 m, the electromagnetic forces resulting from the phase conductor
are mostly positive, and the force acting on the arc along the x-axis is
mainly positive as well; (ii) when arc root is at y = 0 m, the
electromagnetic forces from the phase conductor become
negative in the later stages of motion, leading to both positive
and negative electromagnetic forces acting on the arc along the
x-axis, causing the arc’s maximum movement distance along the
x-axis to shorten; (iii) when the arc root is at y = 0.5 m, the
electromagnetic forces from the phase conductor are negative,
and the electromagnetic forces acting on the arc along the x-axis
are mostly negative as well. This causes the arc to move to the other
side, and its movement distance is not significantly different from
when the arc root is at y = 0.5 m. It indicates that the position of the
arc root has a great effect on the movement of the arc. When the

distance between the upper and lower arc roots of the arc is closer,
the relative displacement of the arc motion is smaller and vice versa.

4.3 Effect of the conductor inclination angle

The inclination angle θ of the conductor will affect the direction
of the electromagnetic force and thus the motion of the electric arc.
In practice, the inclination angle often has a certain range. Suppose θ
is in the range from 0° to 30°, seven cases are computed by changing
the inclination angle of the conductor with respect to the horizontal
plane θ to study the trend of motion of the arc in the dead zone. The
maximum displacement of the electric arc in the x-axis direction at
various inclination angles is plotted, as shown in Figure 14.

Clearly, as the inclination angle increases, the maximum
displacement of the electric arc in the x-axis direction also
increases. If the inclination angle θ = 0°–15°, the displacement of
the arc under the same angle change is larger. If the inclination angle
θ = 15°–30°, it becomes relatively smaller.

Figure 15A shows that the larger the inclination angle θ, the
greater the electromagnetic force in the direction of the x-axis
applied to the arc. If the inclination angle is in the range of θ =
0°–15°, the difference in the electromagnetic force applied to the arc
under the same angle change is larger; if the inclination angle is in
the range of θ = 15°–30°, the difference in the electromagnetic force
applied to the arc under the same angle change is relatively small, as
shown in Figure 15B. The larger the difference in the
electromagnetic force applied to the arc, the larger the
displacement gap of the arc motion, which is consistent with the
trend shown in Figure 14.

5 Conclusion

The conclusions of this study are summarized as follows:
The movement of the fault electric arc in the dead zone of a

substation is complicated. During the early and middle stages, the
movement is primarily influenced by the electromagnetic force
resulting from the overpass and conductor. Both the upper and
lower arc roots are subjected to a larger force, and hence their speed
is much faster than that of the arc column. The arc is concave in
shape. In the later stage, the arc is mainly influenced by the
electromagnetic force generated by the arc body, and the
electromagnetic force drives the arc to many directions, resulting
in an irregular trajectory and complex shapes.

The electromagnetic force stressed on the electric arc is mainly
attributed to the fault phase conductor and the electric arc body
itself. Those from the other phase conductors in close proximity on
the arc motion are minor and can almost be ignored. The maximum
spreading distances of the arc for three phases are close to
each other.

The initial position of the arc root has a certain impact on the
movement of the electric arc. Within the range of relatively close
proximity between the upper and lower arc roots, the arc spreads to
other phases in a shorter distance compared to other positions. The
dead-zone conductor is suggested to be covered by insulating
materials, the presence of which is able to restrict the arc root
movement, and the arc is maintained in an appropriate position

FIGURE 15
Variation in electromagnetic forces versus conductor inclination
angle. (A) Total electromagnetic force generated in the x-axis by the
conductor; (B) part of the electromagnetic force on the conductor in
the x-axis.
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within the dead zone. Meanwhile, the inclination angle of the
conductor affects the direction of the electromagnetic force. If the
conductor is laid horizontally, the electric arc is subjected to a
smaller force. Such inclination is able to lower the risk of the electric
arc and prevent the spread of the electric arc to the
neighboring phases.
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Predicting combined carbon
emissions in urban regions
considering micro-level
enterprise electricity
consumption data and
macro-level regional data

Hengjun Zhou*, Fei Qi, Chen Liu, Guilin Liu and Guangxu Xiao

Nanjing Power Supply Company, State Grid Jiangsu Electric Power Co., Ltd., Nanjing, Jiangsu, China

In the context of “dual carbon” goals, governments need accurate carbon
accounting results as a basis for formulating corresponding emission
reduction policies. Therefore, this study proposes a combined carbon
emission prediction method for urban regions, considering micro-level
enterprise electricity consumption data and macro-level regional data.
Considering the different applicability of prediction methods and the
requirements for the data volume, a region-level carbon emission prediction
method based on the long short-term memory neural network is proposed,
which takes into account the micro-level electricity–carbon coupling
relationship. Additionally, a region-level carbon emission prediction method
based on the Stochastic Impacts by Regression on Population, Affluence, and
Technology (STIRPAT) is proposed, considering the macro-level
economic–carbon coupling relationship. The generalized induced ordered
weighted averaging method is employed to assign differential weights to
micro- and macro-prediction values, yielding regional carbon emission
predictions. An empirical analysis is conducted using a key city in the eastern
region as an example, analyzing the main influencing factors and predicting
carbon emissions based on relevant data from 2017 to 2021, and the accuracy of
the models is analyzed and validated.

KEYWORDS

LSTM, STIRPAT, GIOWA, regional carbon emissions, combined prediction

1 Introduction

In response to the global climate change challenge, an increasing number of countries
are taking measures to reduce carbon dioxide emissions (Shi et al., 2022). China, as one of
the largest emitters of carbon dioxide, has committed to achieving carbon neutrality by
2030 and reaching peak carbon emissions by 2060 (DENG et al., 2022; Jiang et al., 2023). To
accomplish this dual-carbon goal, China has implemented a series of measures. Carbon
emission prediction serves as a guiding factor for industrial energy consumption and
structural adjustments with the aim of achieving these goals.

Carbon emission prediction technology provides technical support to governments in
formulating carbon reduction policies, and research related to carbon emissions is
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constantly evolving. Karlsson et al. (2020) applied a participatory
integrated assessment methodology to plan the development of the
construction sector and estimated net-zero carbon emissions by
2045. Ofosu et al. (2020) used a novel gray prediction model to
forecast carbon dioxide emissions in the cement industry in China.
Hosseini et al. (2019) employedmultiple linear regressions to predict
carbon dioxide emissions in Iran in 2030 under different scenarios.
LUO et al. (2023a) demonstrated that traditional prediction
methods are less effective than machine learning methods in
dealing with nonlinear signals, such as carbon emissions data. Yi
et al. (2017) conducted research on carbon emission prediction in
the construction industry by applying the fuzzy cuckoo search
algorithm to optimize support vector machine models. Zhang
et al. (2022) proposed a comprehensive material–energy–carbon
center, using the concept of a “hub” for carbon flow tracking and
carbon accounting in the steel industry production processes. Liu
et al. (2022) reviewed the existing annual carbon accounting
methods, focused on new developed real-time carbon emission
technologies and their current application trends, and presented
a framework for the latest near-real-time carbon emission
accounting technologies that can be widely used. The
aforementioned methods focus on macro-level analysis at the city
and provincial levels, while there is limited research on micro-level
carbon emission prediction for prefecture-level cities and districts.

Research on the factors influencing carbon emissions is of great
significance for the current carbon statistics and policy guidelines.
Therefore, it is essential to identify the main influencing factors
among numerous factors, extract reliable data indicators, and
eliminate redundant information as a reasonable basis for
predicting carbon emissions in prefecture-level cities and
districts. Wang and Zhao (2018) analyzed the factors influencing
residential carbon emissions in different regions of China using an
improved Stochastic Impacts by Regression on Population,
Affluence, and Technology (STIRPAT) algorithm. Li and Wang
(2019) employed the logarithmic mean Divisia index (LMDI)
decomposition model to analyze the factors affecting urban
carbon emissions and found that the economic scale is the main
driver of carbon emission growth in China. Cheng et al. (2023)
conducted a macro-level analysis of industrial carbon emissions in
China by introducing the time-varying parameters of the LMDI
decomposition method with five factors. Li et al. (2023) used the
DEMATEL-ISMmethod to identify 23 influencing factors of carbon
emissions in prefabricated buildings and calculate the significance
and relationships among these factors.

Carbon emissions from electricity production account for more
than 40% of the total carbon emissions in our country’s society,
making it one of the main targets for carbon reduction efforts (Li
et al., 2022). However, traditional methods for calculating carbon
emissions, such as the emission factor and material balance
methods, have been found to be inaccurate and unsuitable for an
accurate estimation of carbon emissions. These methods fail to
provide meaningful data support and guidance.

In summary, we propose a city–regional composite carbon
emission prediction method that considers micro-level enterprise
electricity data and macro-level district data. Considering the wide
coverage and the real-time nature of micro-level enterprise
electricity consumption data, we utilize these data to identify key
carbon-emitting enterprises. These enterprises are then classified

based on their respective industries, and the industrial and regional
carbon emissions are calculated accordingly. The dynamic time
warping (DTW) technique is employed to assess the association
strength among different industries, residential areas,
transportation, and regional electricity carbon emissions. We
establish a micro-level regional carbon emission prediction model
based on long short-term memory (LSTM) networks, which yields
micro-level predictions of regional carbon emissions. Considering
the accuracy of macro-economic data, we construct a regional
carbon emission prediction model based on the human Impact
Population, Affluence, and Technology (IPAT) equation and the
STIRPAT approach. The STIRPAT model provides the estimates of
regional carbon emissions. To combine the predictions from the
macro- and micro-levels, we introduce the generalized induced
ordered weighted averaging (GIOWA) combination forecasting
method. By fitting and learning the accuracy of predictions at
different timescales for both macro- and micro-levels, we achieve
the precise predictions of regional carbon emissions. In this study,
we focus on a key city in the eastern province as the empirical object,
analyzing and validating the accuracy and applicability of the
proposed city–regional carbon emission prediction and
influencing factor analysis methods.

FIGURE 1
Regional carbon emissions forecasting framework.
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2 Framework for predicting combined
carbon emissions in urban areas
considering micro-level enterprise
electricity data and macro-level
regional data

In this research, the regional administrative divisions within a
city form the defined boundary for carbon emissions accounting. By
recognizing the limited availability of data for forecasting carbon
emissions at the sub-city level and the scarcity of analyses on the
influencing factors and theoretical foundations for regional-level
carbon emission predictions, we propose a framework for predicting
composite carbon emissions in urban regions by considering the
integration of micro-level enterprise electricity data with macro-
level district data. The specific framework, as illustrated in Figure 1,
consists of three modules.

Module 1: Screening and organizing regional micro-level energy
data to establish carbon emission calculation models for various
industries, residential areas, and transportation. Utilizing DTW, we
calculate the associations among carbon emissions from different
industries, residential areas, transportation, and regional electricity
carbon emissions. Key electricity-consuming industries are
identified using box plots. The LSTM model is employed to train
a mapping network that reflects the relationship among strongly
correlated industries, residential areas, transportation, and the total
regional carbon emissions, enabling the prediction of carbon
emissions at the regional level.

Module 2: Constructing a macro-level regional carbon emission
prediction model based on the IPAT equation and the STIRPAT
approach. Variables such as the population density, per capita
regional GDP, energy consumption structure with strong
correlations, and the energy intensity in strongly correlated
industries are selected as extended variables for the STIRPAT
model. The coefficient values for each variable are computed
using ridge regression analysis.

Module 3: Establishing a GIOWA combination model. Initial
weights are set based on the errors among micro-level predictions,
macro-level predictions, and actual data. The results from themicro-
level and macro-level predictions are combined using
weighted averaging.

3 Calculation of urban regional
carbon emissions

The data for carbon emissions in various provinces and cities in
China are based on publications, such as the China Urban Statistical
Yearbook and the China Energy Statistical Yearbook, released by the
National Bureau of Statistics. These statistics include energy
consumption and carbon emission data for various industries,
cities, and sectors. However, they may not provide detailed
information on the energy usage and carbon emissions for
specific regions within each city or for key enterprises. This poses
significant challenges for Chinese city governments in developing
energy saving and emission reduction plans and optimizing
industrial structures.

The main causes of urban carbon dioxide emissions are energy
consumption and the combustion of fossil fuels. Industrial

enterprises are the major consumers in most urban sectors,
followed by residential areas (Nie and Kemp, 2014). By obtaining
information on the electricity usage from power grid companies and
energy consumption data from government departments, we can
establish an association model for “electricity consumption–energy
consumption–carbon emissions” in energy-consuming enterprises.
We can also build a predictive model for carbon emissions in specific
regions based on electricity consumption by key enterprises. This
model can provide forecasts for urban regional carbon emissions.

3.1 Calculation of urban area
carbon emissions

3.1.1 Calculation of carbon emissions from energy-
consuming enterprises in urban areas

Industrial fossil fuel consumption is the primary contributor to
urban area carbon emissions. The carbon dioxide generated from
energy consumption is quantified for energy-intensive enterprises
within urban areas using the measurement method outlined in the
Guidelines for National Greenhouse Gas Inventories by the
Intergovernmental Panel on Climate Change (IPCC). The main
formula for calculations within urban regions is given as follows:

Cm � ∑N

j�1∑n

i�1Ei,jkici. (1)

In the equation, Ei,j represents the energy consumption of the jth
enterprise in the ith type of energy in a specific industry. The
coefficient ki corresponds to the conversion factor of the ith
energy type into standard coal. The parameter ci represents the
carbon emission coefficient of the ith energy type. Considering the
difficulty in obtaining actual energy data for enterprises, we selected
electricity, natural gas, and crude oil as the main energy sources for
estimation purposes. Referring to the national standard GB/T 4754-
2017, Classification of National Economic Industries, energy-
consuming enterprises can be categorized into industries such as
manufacturing, construction, wholesale, and retail industries.

3.1.2 Calculation of carbon emissions from
residential users in the region

In recent years, heat dissipation from residential buildings has
decreased. Electricity has become the primary energy source,
accounting for approximately 20%–30% of energy consumption
in this sector, and along with natural gas, it has witnessed a
significant increase (Luo et al., 2023b). The proportion of
traditional fossil fuel consumption in residential energy
consumption has gradually decreased, while the consumption of
liquefied petroleum gas remains relatively stable. Therefore, the
calculation formula for the main energy consumption in
residential buildings can be divided into electricity, liquefied
petroleum gas, and natural gas, and it is given as follows:

Cc � ∑N

i�1eiki. (2)

In the equation, Cc represents the carbon dioxide emissions
resulting from residential energy consumption. The variable ei
denotes the usage of different energy types, where e1 corresponds
to electricity usage, e2 represents natural gas usage, and e3 stands for
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liquefied petroleum gas usage. The coefficient ki corresponds to the
carbon emission factors for each energy type.

3.1.3 Calculation of carbon emissions from
regional transportation

The carbon emissions calculation for urban regional
transportation energy consumption can be approached using a
“bottom-up” method. The specific calculation formula is as follows:

Croad � ∑
i
ViDiCiρiEi, (3)

where Croad represents the carbon dioxide emission of road traffic in
the urban area, kg; Vi is the number of vehicles using fuel i; Di is the
average driving distance of vehicles using fuel i, km; Ci is the fuel
consumption of vehicles using fuel i, kg; ρi is the default heating
value of fuel i; and Ei is the carbon dioxide emission factor of fuel i.

Taking into consideration the intricate and interconnected
nature of urban rail transit networks across different cities, it is
currently challenging to define the carbon accounting boundaries
precisely for rail transit. However, the carbon emissions from rail
transit constitute a relatively small proportion of the overall urban
carbon emissions. Therefore, allocating the carbon emissions from
rail transit to individual regions can be considered negligible
compared to emissions from industrial and residential sectors.
Consequently, the carbon dioxide emissions from road
transportation in urban regions can be utilized as a
representation of the transportation-related carbon emissions
within a given region.

3.2 Method for predicting regional carbon
emissions considering micro-level
electricity data

The micro-prediction method is based on micro-data and plays
a leading role in prediction. Micro-data are measured on a monthly
basis, which is timelier in reflecting the changes in industrial energy
consumption and predicting industrial carbon emission trends
compared to macro-data, which is measured on an annual basis.
On the other hand, the calculation method of micro-carbon
emissions can reflect the changes in key carbon-emitting
industries within the industry, facilitate the government to
formulate reasonable carbon reduction policies, and urge key
carbon-emitting enterprises in various industries to rectify their
emission levels.

3.2.1 Association degree analysis based on DTW
Different industrial structures and energy structures will lead to

different main carbon emission sources in the region. The analysis of
the main energy consumption and industrial structure in the region
can estimate the carbon emission of the region more quickly, while
the carbon emission of each industry is mainly affected by the
carbon emission due to the power consumption of the industry (Li
and Wang, 2019). Therefore, the correlation between the industry
and the total regional carbon emissions can be characterized by
calculating the correlation between the industry and the region.

The carbon emissions from the energy usage of industry,
residential and transportation, and regional electricity generation

are expressed as follows: Ci = {Ti (1), . . ., Ti(t), . . ., Ti(n)}, Cc = {Tc

(1), . . ., Tc(t), . . ., Tc(n)}, Croad = {Troad (1), . . ., Troad(t), . . .,
Troad(n)}, Cz = {Tz (1), . . ., Tz(t), . . ., Tz(n)}; by calculating the
Euclidean distance of two sets of data, the distance matrix, Dsi, is
formed. Taking the distance matrix between the manufacturing
industry and the regional carbon emissions as an example, the
respective element of the matrix Dsi is calculated as follows:

d n,m( ) �
���������������
Ci n( ) − Cz m( )( )2

√
, (4)

where Ci(n) and Cz(m) are the nth data in the ith industry carbon
cluster and the mth data in the regional carbon cluster, respectively.

An optimal bending path is searched in the matrixDsi so that the
sum of the elements on the path is the minimum (Peng et al., 2023).
We complete the quantification of similar characteristics, as shown
in Eq. 5:

DDTW Tt, Tit( ) � min ∑L

r�1d ωr( )( ), (5)

where ωr (n,m) represents the coordinate of the rth element in the
bending path; L is the number of elements in the bending path,
requiring max(m, n)≤L≤mn − 1; d(ωr) is ωr, corresponding to
d(n,m). From Eq. 5, the similarity of power carbon emissions
between various industries and regions is calculated, and the
DTW similarity dataset of power carbon emissions from various
industries and regional power carbon emissions is established.

To screen for key regional electric power consumption
industries, we put forward the quartile box chart method. This
uses industry power carbon emissions and regional electric power
carbon emissions with a DTW set of four quartiles and the four-
quartile value correlation strength threshold (LIU et al., 2021). The
generalization ability of sample correlation identification can be
improved by taking the quartile and the four-quartile value
correlation strength threshold and dividing them by timing data
fluctuations and dynamic change. The specific formula is as follows:

Ldtw � Ld + 3Lq � Lu + 3 Lu − Ld( ), (6)

where Ldtw is the threshold; Lu and Ld are the upper and lower
quartiles in the DTW value, respectively; and Lq is the difference
between the lower quartile and the upper quartile.

The industries with the greatest influence on regional carbon
emissions were selected through the upper- and lower-quartile box
chart method. The historical energy consumption data for the

FIGURE 2
Schematic diagram of the long short-term memory
(LSTM) structure.
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industry were used as the training set for the regional carbon
emission prediction model.

3.2.2 Prediction method based on the LSTM
An LSTM network used as a carbon emission prediction method

is good at processing long sequence data. The energy use data on key
industries and historical regional carbon emission data are selected
as samples, and the mapping model from “industry energy use data”
to “regional carbon emissions” can be obtained through training.

The LSTM network structure consists of the input layer, hidden
layer, and output layer. As shown in Figure 2, we send the input
information on Ct−1, ht−1, and xt to the forgetting gate and memory
gate processing, select the forgotten information in Ct-1, and screen
the information to be retained in ht−1 and xt.

A schematic representation of the internal structure of the LSTM
is given in Figure 2. It should be noted that the LSTM structure
shown in Figure 2 is only used for a schematic illustration, and the
specific level and network number should be adjusted according to
the fitting situation.

Assuming that the forgetting gate of each LSTM unit is ft in time
t, the memory gate is it and gt, the output gate is ot, and the hidden
layer state amount is ht, the update of each gate in time t is given
as follows:

ft � σ(Wf · ht−1, xt( ) + bf( )
it � σ(Wi · ht−1, xt( ) + bi( )
gt � tanh Wg( · ht−1, xt( ) + bg( )
ot � σ(Wo · ht−1, xt( ) + bo( ),

⎧⎪⎪⎪⎨⎪⎪⎪⎩ (7)

where Wf, Wi, Wg, and Wo are the weight matrices of the input
sequence ht−1 and xt under each gate, respectively. After processing
by the forgetting gate and memory gate, the output signal is
generated by the processing of information on the output gates
Ct, ht−1, and xt:

ht � ot · tanh ft · ct−1 + it · gt( ). (8)

3.3 Carbon emission prediction methods
considering macro-regional data

Macro-prediction methods are based on macro-data and have a
stronger robustness in prediction. Macro-data, measured on an
annual basis, can reflect the changes in energy consumption
across various industries over the years and have a lower
probability of missing data, making it more reliable than micro-
data and their predictions. On the other hand, macro-carbon
emission prediction can reflect the total carbon emissions of
various industries, and compared to micro-carbon emission
prediction methods, it can, to some extent, reflect the carbon
emission impact of non-key industries.

3.3.1 Predictive model based on the
extended STIRPAT

The STIRPAT model introduces multiple-index independent
variables on the basis of the IPAT equation to analyze the influence
of regional economic indicators, human factors, and the industrial
structure on the development of regional carbon emissions.

The STIRPAT model is proposed because of IPAT equality,
which is stochastic and scalable. The STIRPAT model, constructed
based on the IPAT equality, is expressed as follows:

I � a × Pb × Bc × Td × e, (9)
where I is the environmental load; P is the population size; B is the
economic level; T is the technical level; and b, c, and d are the index
items of P, B, and T, respectively. In order to study the factors
influencing carbon emissions in urban areas and realize the
implementation of energy conservation and emission reduction
in urban areas in the future, we extend the STIRPAT model. In
these extensions, regional carbon emissions represent the
environmental load I, the population density represents the
population size P, and the per capita regional GDP represents the
economic level B. For the technical level T, we decompose it into the
strong correlation industry energy consumption structure G (strong
correlation industry energy consumption accounts for the
proportion of regional energy consumption) and the strong
regional correlation industry energy intensity E (strong
correlation industry energy consumption and regional GDP
ratio). The extended STIRPAT model can then be represented
as follows:

ln I � ln a + b lnP + c lnB + d lnG + f lnE + ε, (10)
where lna is a constant term; ε is a random error term; and b, c, d,
and f are the estimated coefficients of population density, per capita
regional GDP, strongly related energy consumption structure, and
energy intensity of strongly related industries, respectively. To solve
the problem of multicollinearity in the regression process of each
variable, the ridge regression algorithm was used to solve the
problem (Cao et al., 2022).

3.3.2 Ridge regression algorithm
Ridge regression adds a regular term to the loss function of the

multivariate linear regression, expressed as the L2 paradigm of the
coefficient ω (i.e., the square term of the coefficient) multiplied by
the regularization coefficient α. The full expression for the loss
function of ridge regression is as follows:

min Xω − y
���� ����22 + α ω‖ ‖22. (11)

The solution is obtained by finding the derivative of the loss
function, obtaining the following expression:

ω � XTX + αI( )−1XTy. (12)

3.4 The GIOWA combination
prediction model

Because the combined prediction method of fixed weights
cannot reflect the advantage at every time point in the prediction
timescale, the ability to learn a model is only limited to the model
itself; so, we introduce the GIOWA combination prediction
method (Cao et al., 2022). According to the fitting accuracy
learning error characteristics of the results of each individual
term prediction method, we obtain deeper and more detailed
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learning from the model. The prediction results of each single-
term prediction method at each moment are optimized with the
optimization criteria of the minimum sum of errors, the
minimum sum of the absolute value of error, and the
minimum error minimum, which allow us to obtain
combined predicted carbon emissions closer to the real
carbon emissions.

For carbon emission prediction, m single-term prediction
methods are used. It should be noted that xt is the measured
carbon emission at time t; xit is the predicted carbon emission at
time t in the timescale; git is the λ power error at time t in the
timescale; gt = xt

λ− xit
λ; and λ = l in this paper. LetW = (w1, w2, . . .,

wm) and T be the weight of the m single-term prediction method in
the combined prediction method:

ait �
1 − xt − xit

xt

∣∣∣∣∣∣∣
∣∣∣∣∣∣∣ xt − xit

xt

∣∣∣∣∣∣∣
∣∣∣∣∣∣∣< 1

0
xt − xit

xt

∣∣∣∣∣∣∣
∣∣∣∣∣∣∣≥ 1.

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
i � 1, 2,/, m, t � 1, 2,/N.

(13)

Here, ɑit is the prediction accuracy of time point t within the
timescale of the i-monomial prediction method. If ɑit ∈ [0,1], then ɑit
is the induced value of predicted carbon emission xit. An
m-monomial prediction method constitutes m two-dimensional
arrays ((ɑ1t, ɑ1t), (ɑ2t, ɑ2t), . . ., (ɑmt, ɑmt)), and ɑ1t, ɑ2t, . . ., ɑmt

are the combined prediction models obtained by the optimization
criteria of different error types.

At λ = 1, the GIOWA combined prediction model is the induced
ordered weighted arithmetic mean (IOWA) combined
prediction model.

x̂t � ∑m

i�1wixit, t � 1, 2,/, N. (14)

The a-index (it) of the conventional weighted arithmetic average
at time t is the subscript of the prediction accuracy, expressed
as follows:

fw 〈a1t, x1t〉, 〈a2t, x2t〉,/, 〈amt, xmt〉( ) � ∑m

i�1wixα−index it( ). (15)

Then, Eq. 15 is the predicted carbon emission based on the
combination of IOWA operators generated at time t by a1t, a2t, . . .,
amt. By combining the microscopic and macroscopic prediction
results and using the GIOWA combination calculation method, the
combined prediction results can minimize the sum of error squares,
realize the fit with the actual value, and then realize the prediction.

Combination prediction not only inherits the timeliness
characteristics of micro-prediction but also inherits the strong
robustness of macro-prediction. The learning of the error
characteristics based on the fitting accuracy of various single-item
prediction methods at different time points in the timescale has a
deeper andmore detailed understanding of themodel. The optimization
criteria for the prediction results of each single-item prediction method
at each time point are present to minimize the sum of squared errors,
absolute sum of errors, absolute value of errors, and extreme difference
of errors, to obtain a combination prediction of carbon emissions that is
closer to the actual carbon emissions. Compared to traditional carbon
emission prediction methods, heterogeneous data sources are more
extensive and reflect the energy consumption situation of industries
more comprehensively, which inevitably makes the results of combined
prediction models more accurate.

4 Results

4.1 Microscopic regional carbon emission
prediction based on the LSTM algorithm

This paper takes the state-level new district of an eastern city as the
empirical object (hereinafter referred to as region J) to obtain the energy
consumption data on the energy-using enterprises in the region from
2020 to 2021, and the region J energy data are obtained from the
enterprise survey. Through the proposed carbon emission calculation
model, the carbon emissions of energy enterprises in region J are
calculated, and the total carbon emission of the region is characterized.

Seven energy sources in region J were selected to calculate their
carbon emissions: raw coal, natural gas, gasoline, diesel, liquefied
petroleum gas, petroleum coke, and electricity. The total carbon
emission from 2017 to 2021 and the carbon emissions of energy-
using enterprises are shown in Figure 3. Through Eqs 1-3 and using
these seven energy sources and carbon emissions data as training
samples for the LSTM, the parameters in the equations are
calculated to realize the LSTM in the next prediction.

FIGURE 3
Area J. calculation results of enterprises, housing, transportation,
and the total carbon emissions.

TABLE 1 Total carbon emission of enterprises in various industries in the
region J, 2020–2021.

Trade Carbon emission
(Mt CO2)

2020 2021

Manufacturing industry 5.2759 5.4377

Realty industry 1.2963 1.3281

Electric power and heat supply industry 0.9659 0.9926

Wholesale and retail 9.0354 8.3341

Construction business 3.2759 3.4373
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As shown in Figure 3, the carbon emissions of region J from
2017 to 2021 have increased slowly at first, from 2019 to the
maximum point, and then decreased sharply in 2020. As region J
is one of the largest modern industrial clusters, with developed
manufacturing, steel and petrochemical industries, and large
energy consumption, the carbon emissions of energy enterprises
account for approximately 58% of their total carbon emissions.
The carbon emissions of housing and transportation account for
approximately 20% and 17% of the total carbon emissions in the
region, respectively. With the outbreak of COVID-19 in 2020, the
production capacity of region J energy enterprises decreased, and the
energy consumption decreased, resulting in a temporary decline in
region J carbon emissions.

The total carbon dioxide emissions of the construction industry
are equal to the sum of all the fuel combustion carbon emissions
within the industry boundary and the corresponding emissions
generated by the electricity and heat purchased by the enterprise,
excluding the corresponding emissions used for transport vehicles.
The total carbon dioxide emission of the cement production
enterprise is equal to the sum of all fuel combustion emissions,
process emissions, electricity and heat purchased by the enterprise,
and the corresponding emissions of the electricity and heat output of
the enterprise. The carbon emission of the transportation industry is
mainly divided into two parts: road transportation and urban
transportation. Residential carbon emissions are composed of the
daily carbon emissions of residents using natural gas in their daily
lives and the houses themselves. It should be noted that, except for
the transportation industry, the carbon emissions of automobiles
used for transportation purposes in other industries belong to the
carbon emissions of the transportation industry, rather than being
included from the carbon emissions of the industry.

The proportion of the carbon emissions of region J energy-using
enterprises in the total carbon emissions of the region is significant. In
order to analyze the impact of region J industries on the regional
carbon emissions, the energy-using enterprises are divided into
different industries, according to the national standard GB/T 4754-

2021, Industry Classification of National Economy, and the carbon
emissions of various industries are counted, as shown in Table 1.

Table 1 lists the key enterprises in the industries with high-
electricity carbon emissions from 2020 to 2021. Among them,
manufacturing and wholesale and retail occupied 14% and 22%
of the carbon emissions of energy enterprises, respectively, while
power, heat supply, real estate, and other industries accounted for a
relatively low proportion.

The results of screening strongly correlated industries using
DTW correlation analysis and employing the upper quartile box plot
method are shown in Table 2. According to Table 2, the correlation
of region J carbon emissions for industries and regions,
manufacturing, wholesale and retail, construction, housing, and
transportation are the strong correlation indicators of region J
carbon emissions. Therefore, the carbon emission data on each
indicator and region in the first 21 months of 2020–2021 in region J
were selected as the training set, and the data on the last 3 months
from 2020 to 2021 were selected as the test set and by Eqs 7, 8
modeling under LSTM as a prediction algorithm.

To demonstrate the feasibility of using the LSTM algorithm at
the micro-level, we introduce the comparative experiment of the

TABLE 2 Correlation between region J and various industries.

Trade Correlation degree Correlation/threshold

Manufacturing industry 290 0.88

Realty industry 337 1.03

Electric power and heat supply industry 343 1.05

Wholesale and retail 250 0.76

Construction business 318 0.97

Residence dwelling 260 0.79

Transportation 280 0.85

TABLE 3 Comparison of the prediction methods between the LSTM
and PSO.

Algorithm type Average error value (%)

LSTM 0.53

PSO 0.65

FIGURE 4
Prediction results of carbon emissions in region J, August and
December 2021.
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particle swarm algorithm, using the average error value to evaluate
the superiority of the LSTM algorithm at the micro-level.

Through Table 3, we found that the fitting effect of the LSTM
algorithm is better than that of the particle swarm algorithm. In
order to ensure the superiority of the algorithm, we set the iterations
of the same as 200 iterations.

Through the LSTM model, the mapping network of the data on
strongly related industries, residential, and traffic carbon emissions
to the region was obtained, and the carbon emissions of region J in
2022 was predicted. The predicted results are shown in Figure 4.

Compared with the true carbon emission value obtained
through the carbon emission calculation method given in the
IPCC guideline, the average error of the trained prediction model
in this paper is 0.53% and the prediction error is 0.35%, which
verifies the effectiveness and feasibility of the proposed carbon
emission prediction method in urban areas.

4.2 Calculation of the macro-regional
carbon emission prediction based on the
STIRPAT algorithm

The macro-data in this article are sourced from statistical
yearbooks of various regions; therefore, the macro-data are
divided on an annual scale. The STIRPAT algorithm, as an
extensible random environmental impact assessment model, has
excellent prediction results in terms of the elastic impact of human
factors on the environment. In this paper, using the STIRPAT
algorithm, the fitting and prediction of regional carbon emissions
are realized based on the variables of the per capita GDP data,
population data, and the calculated energy consumption structure
and energy intensity of strongly related industries.

We obtain the region J per capita GDP data and population data
from 2017 to 2022 and calculate the energy consumption structure,
energy intensity, and other variables of strongly related industries.
All variables were diagnosed by least-common squares collinearity,
and all the variance inflation factors (VIFs) did not exceed the
tolerance value of 10, indicating that there was no problem of
collinearity among the variables.

According to Eqs 11, 12. Ridge regression was fitted based on the
extended STIRPAT model. The results of the ridge regression
analysis are shown in Figure 5. In the ridge plot, the value range
of the ridge parameter k is set as (0,10), and the interval is 1. When
k � 2, the regression coefficient of each variable is locally stable, and
the estimated ridge regression coefficient of k � 2 is selected as the
correlation coefficient of the variable.

According to Eqs 9, 10. The STIRPAT model between the
available carbon emissions and the variables is given as follows:

ln I � 0.0185 lnP + 0.0781 lnB − 1.1353 lnG
+0.0111 lnE + 0.6552

.

Applying a significance test to each variable, all variables passed
with a level of 5% and showed a good fit. From the coefficient
analysis, for every 1% increase in the energy consumption structure

FIGURE 5
Ridge regression analysis process.

FIGURE 6
Region J carbon emission prediction results, 2017–2021.

FIGURE 7
Three forecasts and actual carbon emission results.
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of region J strongly related industries in the region, the carbon
emissions of the region will increase by 0.0459%, with the most
significant impact on the carbon emissions. For every 1% increase in
the population, per capita GDP, and the energy intensity of strongly
related industries in region J, carbon emissions will increase by
0.0185%, 0.0781%, and 1.1353%, respectively. Therefore, based on
the ridge regression analysis, the carbon emission of region J from
2017 to 2021 is predicted by the STIRPAT algorithm, and the
prediction results are shown in Figure 6.

Compared with the true carbon emissions value obtained
through the carbon emission calculation method in the IPCC
guideline, the prediction error of the proposed prediction model
in this paper is 1.05%, which verifies the effectiveness and feasibility
of the proposed carbon emission prediction method in urban areas.

4.3 Calculation based on the GIOWA
combination prediction

The GIOWA combination method has high flexibility and
adaptability. The partial weights can be adjusted and
reconfigured according to the requirements. The weight is
adjusted according to the prediction results and the degree of
error to maintain the effectiveness and adaptability of the
predicted carbon emission portfolio. The micro-forecast is based
on energy consumption data, such as enterprise-level electricity
consumption, while the macro-forecast is based on the regional
economy and population. There are differences between the two
benchmarks and nonlinear links. The GIOWA combination
prediction method is used to achieve a more accurate prediction
of regional carbon emissions.

The initial weight of the micro-forecast data and macro-
prediction is set according to the degree of error between micro-
and macro-data. Therefore, the initial weight for the micro-forecast
ratio is 0.75, and the macro-layer ratio is 0.25. Based on Eqs 13–15,
the GIOWA combination prediction is shown in Figure 7 shows the
result of calculating the GIOWA combination and comparing the
microscopic and macroscopic prediction curves.

The prediction effect of the combined prediction value is much
better than that of the micro-prediction effect and the macro-
prediction. The errors for each prediction are shown in Table 4.

Compared with the macro-prediction error, the combined
prediction is reduced by 0.88%, improving the accuracy of
83.81%, reducing the micro-prediction error by 0.185%, and
improving the accuracy of 52.11%. The feasibility and validity of
the combined prediction are verified.

The initial weight of the combined prediction will be updated in
real time, based on the historical data. The micro-prediction and
macro-prediction error will not always be constant. With 5 years as a

sample set, each year should update the micro- and macro-
prediction method and calculate the corresponding error value.
Selecting the smallest error value prediction method and
obtaining the prediction value, through the error value
comparison combination prediction initial weight, enables the
reduction of the prediction error.

5 Conclusion

Considering the limited carbon emission calculation data in the
regional areas of most cities, the regional carbon emission
generalization is weak when calculating using the carbon
emission accounting method in the IPCC guidelines. The method
discussed here considers the forecast of urban regional combined
carbon emissions based onmicro-enterprise electricity consumption
data and macro-regional data. The empirical analysis is based on a
state-level new district of an eastern city, and the main conclusions
are given as follows:

By calculating the DTW value of power carbon emissions in
various industries and regions, it is found that the total carbon
emission of manufacturing, wholesale and retail, construction,
housing, and transportation accounts for approximately 87% of
the total power carbon emission of a key city in eastern China, which
is the main carbon emission source of region J. Compared with the
true carbon emission value calculated by the IPCC carbon emission
accounting model, the test average error in the proposed regional
carbon emission prediction model is 0.53%, and the prediction error
is 0.35%, which verifies the feasibility of the microscopic
prediction model.

Using the STIRPAT model to analyze the factors influencing
region J carbon emissions, maintaining the slow growth of the
economy and population, and reducing the proportion of the
energy consumption of high-carbon emission industries in the
whole city can effectively reduce the regional carbon emissions,
which, at the same time, reduces the proportion of energy
consumption in the city of high energy consumption and high-
carbon emission industries in the city and increases the proportion
of low carbon emissions and low-energy consumption enterprises.
Compared with the true carbon emission value calculated by the
IPCC carbon emission accounting model, the proposed carbon
emission prediction error based on the STIRPAT model is 1.05%,
which verifies the feasibility of the macroscopic prediction model.

The prediction error value can be greatly reduced. In addition,
the error value of the micro-prediction value and the macro-
prediction value is used as the preset initial weight reference of
the GIOWA combination, and the combined prediction is made.
The prediction error is reduced to 0.17%, which is far lower than the
error value of the micro-prediction model and macro-prediction
model, which further verifies the feasibility of the combined
prediction model.

There are still the following shortcomings in this study:
There is limited sample data and a single source of data.

Therefore, in subsequent research studies, the collection methods
of data will be further expanded, and the same data from different
sources will be screened and screened again. An increase in the
regional case analysis and select regions with different geographical
conditions for research and analysis at the geographical level will be

TABLE 4 Three categories of prediction and their error values.

Classification Error value (%)

Macro-forecast value 1.05

Micro-predicted value 0.35

Combined predictive value 0.17
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seen. At the climate level, we will classify and predict the four
seasons of spring, summer, autumn, and winter and will further
refine the data scale.

This study has a lack of algorithm comparison experiments. In
the subsequent research process, other carbon emission prediction
methods will be selected for comparisons, and a more
comprehensive comparative analysis will be conducted from the
aspects of the error rate, robustness, etc., in order to obtain the best
prediction results.
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The online prediction of power system dynamic frequency helps to guide the
choice of control measures quickly and accurately after a disturbance, and this
then ensures the reliable and stable operations of a power system. However,
the prediction performance of the traditional single model is not accurate
enough, and the prediction method cannot reflect the dynamic mechanism of
the power system. To address these challenges, based on the analysis of the
mechanism of the dynamic operation of a power system, a dynamic frequency
online prediction method using the autoregressive integrated moving average
(ARIMA)model and the deep belief network (DBN) is proposed in this paper. First,
according to the mechanism of the dynamic operation of a power system, the
dynamic frequency can be regarded as having two stages after the disturbance
occurs. In the first stage, the frequency changes monotonously in the short
term, which is predicted by the ARIMA model. Furthermore, the second stage
is an oscillation phase with changing amplitude, which is predicted by the DBN.
The calibration process is used to combine the two predicted results. Second,
the three metrics including the frequency nadir (fnadir), the quasi-steady state
frequency (fss), and the frequency curve obtained through the prediction are
analyzed to measure the accuracy of the prediction results. Finally, to verify
the accuracy of the proposed model, the IEEE 10-generator 39-bus benchmark
system is used for verification.

KEYWORDS

frequency prediction, autoregressive integrated moving average model, deep belief
network, frequency nadir, rate of change of frequency (ROCOF)

1 Introduction

Frequency plays a crucial role in power system operations, and the frequency deviation
reflects the degree of power inequality between the active power and the load capacity.
In particular, the frequency remains within the safety and stability margin when a power
system is operating in a steady state (Mi et al., 2021). However, after the power system is
disturbed, such as the generator tripping, load outages, line switching, short circuits, or
disconnection faults (Bykhovsky and Chow, 2003; Su et al., 2021), the power system may
become unstable and the frequency will also change.Therefore, online frequency prediction
is of great significance for assessing the stability of a power system. Furthermore, the accurate
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prediction of the frequency helps to schedule the power generation,
which guides the control of the power system after the disturbance
(Gu et al., 2018). From the viewpoint of the mechanism of a power
system, when a disturbance occurs, the imbalanced power of the
power system will lead to a large deviation of the frequency and
instability of the power system if no control measure is activated.
For example, when a serious accident occurs in a power system
and the spinning reserve capacity is insufficient to make up for
the power shortage, part of the load should be selectively cut to
prevent the frequency from falling. This process is called under-
frequency load shedding. However, frequency instability may be
caused by a contingency, such as an unexpected huge demand for
power without available reserve power (Wood et al., 2013). If there
is no frequency prediction and no control strategy, the frequency
decreases abruptly. Hence, the protection relay will be activated,
and a blackout may occur in the power system. Therefore, the
accurate prediction of the frequency guides the control action
and ensures the safe and stable operation of power systems
(Dos et al., 2015; Dahab et al., 2020).

A power system is a large-scale, highly complex, and highly
nonlinear dynamic system, and it is challenging to construct the
mapping function between the operation mode, the disturbance
information, and the mode of the frequency response. At present,
the dynamic frequency prediction methods for a power system
include the time-domain simulation method, equivalent method,
and machine learning method. The working principle of the time
domain simulation method consists of two parts: mathematical
modeling and model solving. This method is used to calculate
the dynamic frequency according to the simplified model of the
power system when the initial conditions are given. A set of
differential-algebraic equations is constructed that represents the
relationship between the various components of the power system.
Then the solution of the power flow calculation is used as the
initial value to solve the equations. Therefore, the frequency can
be calculated.

When a power system has a large scale, the calculation amount
will be large. Therefore, the time domain simulation method cannot
be applied online. Furthermore, the equivalent model method
can reduce the calculation amount. The equivalent model method
mainly includes the average system frequency (ASF) model and
the system frequency response (SFR) model. The ASF model
aggregates the equations of motion of all the generator rotors in
the entire network into a single-generator model. Therefore, since
the independent response of the prime mover-speed control system
of each generator is retained, the order of the ASF model increases
when there are a large number of generators in the power system,
and the calculation speed is slower. The SFR model is further
simplified based on the ASF model, transforming the system into
a single generator model with the centralized load. In (Anderson
and Mirheydar, 1990), the frequency of the IEEE 3-generator 9-
bus system after the disturbance was predicted by using the SFR
model. After a 100 MW power disturbance occurred, the minimum
frequency prediction error reached 0.39 Hz, and it was difficult
to meet the requirements in a real-world application. Due to the
simplification of the SFR model, although the calculation speed
has been greatly improved, the calculation accuracy is not high. If
the ASF or SFR model is adopted, a large amount of information

that can be obtained will be ignored, and the model is not
easy to solve.

In sharp contrast to the above methods, the machine learning
methods have been used for the analysis and prediction of
power system frequency dynamics (Xu et al., 2013; Yang et al.,
2021). The working principle of machine learning methods is
training the mapping relationship between state variables and
dynamic frequencies rather than constructing complex high-order
differential-algebraic equations (Xiong et al., 2021).

In (Bo et al., 2014), the v-support vector regression (v-SVR)
method was used to predict the value of the frequency nadir of
an IEEE 10-generator 39-bus benchmark power system after the
disturbance, and the results showed that the maximum absolute
error did not exceed 0.014 Hz. However, the value of the frequency
can be predicted by using the v-SVR method. Several models need
to be constructed when the v-SVR method is used to predict a value
of the frequency. Yet, because the v-SVR models are independent of
each other, the v-SVR models cannot reflect the mutual influence
of factors in the change process of the frequency. In (Xu et al., 2013),
the extreme learningmachine was introduced into the safetymargin
evaluation of the power system frequency. In (Huang et al., 2018),
a physical-statistical model was proposed to predict the transient
stability of a power system.

Traditional types of machine learning, such as artificial neural
networks, support vector machines, decision trees, and other
shallow learning algorithms, are limited in terms of prediction
accuracy (Aik, 2006; Shi et al., 2020). In (Hong and Wei, 2010),
based on deep neural networks and a multi-layer extreme learning
machine (ELM), the real-time measured data were used to predict
and evaluate the frequency stability of a power system. However,
there is also the problem of difficulty in determining the parameters
and model structure of an ELM. In (Larsson and Rehtanz, 2002),
based on SVR and artificial neural networks, the steady-state
frequency of the power system for the post-disturbance period
was predicted.

However, a single prediction model has the limitation of poor
prediction accuracy for extreme points. According to the analysis of
the power system mechanism, the frequency series is a time series
containing linear and nonlinear components (Prakash et al., 2020).
A hybrid model of the autoregressive integrated moving average
(ARIMA) and deep belief network (DBN) models is proposed. The
ARIMA model is used to predict the linear part of the frequency
in this study. Furthermore, the DBN model is used to analyze and
predict the residual that is predicted with the ARIMA model, which
means that the nonlinear trend of the future frequency is predicted
by the DBN model.

First, the linear part of the frequency is predicted by the ARIMA
model.Then the residual of the predicted result is predicted with the
DBN model. The DBN model is very effective in modeling the input
features of the power system and the frequency, and it is effective for
the nonlinear systemmodeling.Themain contributions of this study
are as follows.

1. According to the analysis of the mechanism of the dynamic
operation of a power system, a dynamic frequency online
prediction method using the autoregressive integrated moving
average (ARIMA) model and the deep belief network (DBN)
is proposed.
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2. The 22 dimensional features of the power system at the
moments before and after the disturbance are used as input
features to predict the frequency.

3. The absolute error, maximum absolute error, mean relative
error, and root mean square error of the three metrics are used
to measure the accuracy of the prediction results. The three
metrics include the frequency nadir (fnadir), the quasi-steady
state frequency (fss), and the frequency curve obtained with the
prediction.

The organization of this paper is as follows. In Section 2, first,
the ARIMA model is introduced. Second, the basis of the DBN
model with a restricted Boltzmann machine (RBM) and a multi-
layer perceptron (MLP) is presented. In Section 3, the key problems
of the ARIMA-DBN model in terms of frequency prediction are
illustrated. Section 4 describes how the ARIMA-DBN model is
used for the frequency prediction of the IEEE 10-generator 39-bus
benchmark power system. In Section 5, the conclusion is given.

2 The proposed ARIMA-DBN method

2.1 ARIMA model

Autoregressive Moving Average (ARMA) models can be
represented as follows.

yt = θ0 +ϕ1yt−1 +ϕ2yt−2 +⋯+ϕpyt−p
+δt − θ1δt−1 − θ2δt−2 −⋯− θqδt−q

(1)

where yt and δt are the actual value and the random error at the
time period t, respectively. ϕi (i = 1,2,… ,p) and θj (j = 0,1,2,… ,q)
are parameters. {δt} is a sequence of independent and identically
distributed random variables with a mean of zero and a constant
variance of σ2. p and q are the order of the autoregressive term
and the moving average term, respectively (Box and Pierce, 2012).
Furthermore, the number of times needed to differentiate a series
in order to achieve stationarity when implementing the prediction
of a time series. The ARIMA model is suitable for the modeling
and prediction of the stationary series after the non-stationary series
undergoes the difference operation.

The basic idea of the ARIMA model is that a certain
mathematicalmodel is used to describe the sequence that is expected
to be predicted.Once themodel is established, themodel can be used
to predict the future frequency based on the historical frequency in
the time series. One key task of theARIMAmodeling is to determine
the appropriate values of (p,d,q). The expression of the ARIMA
model is shown below.

Φ (L)Ddyt = θ0 +Θ (L)ut (2)

where Φ (L) and Θ (L) are the p-order autoregressive operator and
the q-order moving average operator, respectively. θ0 is the error
term. Ddyt is the difference of the yt by d times.

2.2 A predictor using the DBN of RBMs

2.2.1 Restricted Boltzmann machine
TheBoltzmannmachine is composed of the hidden layer and the

visible layer. It is assumed that the visible vector is v = (v1,v2,⋯vm)
T,

FIGURE 1
The structure of the restricted Boltzmann machine.

and the hidden vector is h = (h1, h2,…hn)
T. In Figure 1, the unit

vi of the visible layer has the weight wij relative to the unit hj of the
hidden layer. Additionally, there is a two-way coupling relationship
and two-way flow of data (Kuremoto et al., 2014a; Guo et al., 2015).
The energy function of the RBM is defined as follows:

ε (v,h ∣ θ) = −
n

∑
i=1

m

∑
j=1

Wijhivj −
m

∑
j=1

ajvj −
n

∑
i=1

bihi (3)

where Wij represents the connection weight between the neuron i
and the neuron j, aj is the bias of the visible node j, and bi is the bias
of the hidden node i.

The training process of the RBM is to treat each training sample
as a state vector in order to make the probability of the state vector’s
appearance as large as possible. The joint distribution of the RBM
can be obtained by using the energy function:

p (v,h ∣ θ) =
exp (−ε (v,h ∣ θ))

∑
v,h

exp (−ε (v,h ∣ θ))
(4)

It is assumed that there are m visible neurons and n hidden
neurons, and v and h represent the state vectors of the visible layer
and the hidden layer, respectively. The probability distribution can
be represented as follows.

P (v ∣ h) =
d

∏
i=1

P(vi ∣ h) (5)

P (h ∣ v) =
q

∏
j=1

P(hj ∣ v) (6)

The RBM reaches a convergent state by learning the weights
of the appropriate connections. For example, for each training
sample v, first, the probability distribution of the state of the hidden
layer neuron is calculated according to (6), and then h is sampled
according to this probability distribution. Similarly, according to
(5), v′ is generated from h, and then h′ is generated from v′.
Furthermore, the update formula of the connection weight is:

ΔW = η(vhT − v′h′T) (7)
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FIGURE 2
The structure of a deep belief network.

2.2.2 Multi-layer perceptron
Generally, the MLP includes the input layer, the hidden layer,

and the output layer. The signal is input to the input layer, which
is propagated to the neurons of the hidden layer. When the input
signal exceeds the threshold, the neurons of the hidden layers are
activated. The working principle of the output layer is similar. A
logistic sigmoid function can usually be adopted as the output
function of each unit, as shown in Eq. 8).

f (x) = 1
1+ exp (−x/ε)

(8)

2.2.3 Deep belief networks
The deep belief network is composed of multiple RBMs, and the

top-down generation weights determine the directional connection
between the layers. Because the DBN is composed of multiple
stacked RBMs, the number of visible nodes of each RBM is
equal to the number of hidden layer nodes of the previous RBM
(Ackley et al., 1985). The structure of a deep belief network is shown
in Figure 2.

2.3 Proposed method

The linear predictor ARIMA is used for the prediction at first,
and then the DBN model is used to predict the nonlinear part
of the frequency. Finally, the final prediction result is the sum of
the value predicted by the ARIMA model and the value predicted
by the DBN model. The prediction formulas can be represented
as follows.

y (t) = L (t) +N (t) (9)

FIGURE 3
The flowchart of the proposed ARIMA-DBN method.

where y(t) is the actual frequency at time t, L(t) is a linear part of
y(t), and N(t) is a nonlinear part of y(t).

The ARIMA-DBN method is shown as follows:

ε (t) = y (t) − L̂ (t) (10)

ŷ (t) = L̂ (t) + N̂ (t) (11)

where L̂(t) and N̂(t) are the prediction results of the ARIMA model
and the DBN model, respectively.

The framework of the ARIMA-DBN model used for frequency
prediction is shown in Figure 3. First, the ARIMA model is used
to predict the frequency at time t. Second, the DBN model is used
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to predict the error at time t, and the frequency prediction value is
corrected. Finally, the calibration process is used to combine the two
predicted results.

3 The frequency prediction of the
power system after the disturbance

3.1 Description of the challenge of
frequency prediction

The power system is a large-scale, highly complex, and highly
nonlinear dynamic system. The frequency changes with time
and the frequencies of electrical points in different geographical
locations are not exactly the same. When the power system is
disturbed, the dynamic changes in the frequency are caused by
the comprehensive influence of all generators in the power system
(Larsson, 2005; Seethalekshmi et al., 2009). Therefore, the center
frequency is usually selected as the system frequency for the criterion
of the actions of the frequency control. The frequency at the center
inertia is as follows:

ωCOI =
n

∑
i=1
(Miωi)/

n

∑
i=1

Mi (12)

where n is the number of generators. Mi and ωCOI are the inertia
time constants of the i− th generator and the angular velocity of the
generator rotor, respectively.

When a disturbance occurs, if no control actions are taken or
the power system’s reserve capacity is not enough, the frequency is
unstable. Figure 4 shows the dynamic change curve of the power
system frequency at center inertia when the load increases suddenly.
In the first few seconds after the disturbance occurs, due to the
prime mover’s adjustment lag, the first frequency adjustment of
the generator has not acted yet. The inertia of the power system
determines the change speed of the frequency at center inertia.
When the synchronous generator set has a frequency adjustment
function, the rotating reserve of the active power is gradually put in
to reduce the power imbalance. The frequency at center inertia first

FIGURE 4
The curve of the dynamic frequency after the system is disturbed.

drops to the lowest point, then gradually rises, and finally returns
to the quasi-steady state point. There are two important indicators
used to measure the frequency, namely, the frequency nadir and the
quasi-steady frequency.

3.1.1 Frequency nadir f nadir

The extreme value of the frequency is the lowest or highest point
in the transient change process of the frequency at center inertia, and
its magnitude is related to the system inertia, rotating reserve, and
regulated power of the generator.

The frequency nadir f nadir directly determines the acts of
low-frequency load shedding when the frequency is low, and
the generators are tripped when the frequency is high. This is
the frequency indicator of most concern with an active power
disturbance. In order to avoid generator tripping or load shedding,
the value of the frequency nadir f nadir needs to satisfy the condition
of fmin ≤ f nadir ≤ fmax, where fmin and fmax are the minimum
and maximum frequencies that the power system allows for safe
operations.

3.1.2 Quasi-steady frequency f ss

f ss is the frequency value at which the center of the inertia
frequency of the system is restored to the quasi-steady state
operating point after the system is disturbed. According to the value
of f nadir, it can be judged whether the power disturbance event
should trigger the generator tripping or load shedding to avoid a
frequency collapse.

This paper describes the use of the extreme value of the
frequency at the center inertia of the power system and the quasi-
steady state frequency to measure the frequency performance with
disturbance events.

3.2 The selection of input features

The reasonable selection of the input feature set is the key to
the ARIMA-DBNmethod for the frequency prediction of the power
system after the disturbance. The features need to be selected with
reference to the factors affecting the frequency at center inertia of the
power system. Therefore, the maximum correlation and minimum
redundancy algorithms are used to choose the features (Amjady and
Majedi, 2007).

Therefore, in this study, the active load, reactive load, and total
load amount of the systemafter the disturbance, aswell as the reserve
capacity and the total load amount of each generator at the moment
and the power shortage value after the disturbance, are chosen as
input features. Additionally, an extra feature is selected for the input
feature set (Yurdakul et al., 2020).

From the rotor motion equation of the generator and the
equation of the frequency at center inertia, the dynamic equation
of the frequency of the multi-generator system can be represented
as follows.

2Hω̇ = Pm − Pe −Dω (13)

2Hsysω̇COI =
n

∑
i=1

Pmi −
n

∑
i=1

Pei −
n

∑
i=1

Dωi (14)
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TABLE 1 Input features of frequency prediction.

Feature Description

1 Load capacity

2
The influence value of each generator on the

dynamic frequency

3
The power shortage after

the power system is disturbed

4–5
The voltage or angle of each bus after

Disturbance

6–7
The electromagnetic power of each generator

before or after the disturbance

8–9
The total electromagnetic power of generators

before or after the disturbance

10–11
The mechanical power of each generator

before or after the disturbance

12–13
The total mechanical power of generators

before or after the disturbance

14–15
The reactive power of each generator

before or after the disturbance

16
The total reactive power of generators

after the disturbance

17–18
Active load or reactive load of the system

after the disturbance

19–20
The total amount of active load or reactive load of the system

after the disturbance

21
The reserve capacity of each generator at the moment

after disturbance

22
The total amount of reserve capacity of the generator

after the disturbance

where Hsys represents the equivalent total inertia of the power
system, ωi, Pmi and Pei are the frequency, mechanical power, and
electromagnetic power of the i− th generator, respectively, and D
represents the generator’s damping coefficient.

From Eq. 13) and Eq. 14), it can be concluded that the
variables that affect the frequency at center inertia are mainly the
mechanical power and the electromagnetic power of each generator
(Liu et al., 2016; Zografos et al., 2018). A total of 22 dimensional

features are selected in this study, as shown in Table 1. Given
the input features mentioned above and the prediction error of
the ARIMA model, the established mapping network can reflect
the influence of the 22 features on the frequency and include
the influence of the system control parameters on the current
system frequency.

3.3 Modeling process

From the perspective of the power system mechanism, the
dynamic frequency can be regarded as having two stages after
the power system is disturbed. In the first stage, the frequency
changes monotonously in the short term. The second stage is an
oscillation phase with changing amplitude. In the first stage, the
frequency changes approximately linearly. Furthermore, the first
stage reflects the characteristics of the frequency, which contains
more information about the whole power system. Specifically, the
type of disturbance and the capacity amount of the disturbance are
contained in the frequency characteristics in the first stage. The
dynamic part of the frequency of the power system is regarded as
nonlinear in the second stage.

The basic idea of the hybrid method is as follows. First,
the ARIMA model is used to predict the frequency. Then the
DBN is used to obtain a more accurate result of the predicted
frequency. The linear prediction result is obtained with the ARIMA
model, and then the residual value is obtained by determining the
difference between the original frequency and the linear prediction
result. The residual values represent the nonlinear characteristics of
frequency.The error sequence can also be regarded as a random time
sequence, and its error prediction model can also be established.
Then the DBN model is used to analyze and predict the residual
values (Hinton, 2012; Kuremoto et al., 2014b). Finally, the results
of the linear prediction and the nonlinear prediction are summed
to obtain the prediction frequency. The proposed ARIMA-DBN
model can effectively solve the limitations of a single model’s low
prediction accuracy.

The specificmodeling and the prediction process of theARIMA-
DBN model used for frequency prediction are shown in Figure 5.
The realization of the hybrid prediction method based on the
ARIMA-DBN model is as follows. First, the ARIMA model is used
to predict the frequency at time t. Second, the DBN model is used
to predict the error at time t, and the frequency prediction value is
corrected. The dotted line in Figure 5 is the modeling process of the
error prediction.

After the modeling process is completed, an error prediction
model is formed, as shown by the solid rectangular frame, which
is used to predict the prediction error and correct the prediction
frequency. By analyzing a large quantity of historical data, a
reasonable frequency prediction model that reflects the changing
trend of the historical data can be established.

4 Case study

The IEEE 10-generator 39-bus benchmark system is adopted to
evaluate the performance of the proposedARIMA-DBNmodel.This
benchmark system comprises 10 generators, 39 buses, 19 loads, 12
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FIGURE 5
Hybrid ARIMA and DBN model for frequency prediction.

FIGURE 6
The topology of the IEEE 10-generator 39-bus system.

transformers, and 34 transmission lines, as shown in Figure 6. The
rated frequency is 60 Hz. The base power and the voltage are 100
MVA and 345 kV, respectively. The generator at bus 39 represents
the aggregation of a large system.

4.1 Dataset generation

Since various disturbances such as generator tripping or a
load increase or decrease may occur to different degrees, multiple
emergency scenarios are generated for analysis. Power System
Simulator/Engineering (PSS/E) can be used to simulate numerous
contingencies in batch mode, which is useful in transient analysis.
Consequently, the required numerical simulations are run on the
IEEE 10-generator 39-bus benchmark system by using PSS/E. Based
on the IEEE 10-generator 39-bus benchmark system, the transient
simulation after the sudden load increase, the sudden load decrease,
and the generator tripping disturbance is carried out.

The setting of the simulation conditions is mainly divided into
two parts, namely, the setting of the operation mode and the setting
of the disturbance information. The setting of the operation mode
mainly involves consideration of the load capacity, load model,
rotating reserve, and inertia time constant. All the loads (both
active and reactive loads) are set to 50%, 50.25%, 50.5%,…, 110%
of the rated load capacity, respectively. The rotating reserves of the
power system are set to 0%, 0.5%, 1.0%,…, 4.0% of the basic value,
respectively. For the simulation of different working conditions of
the power system, the inertia time constant is set to 0.2 times, 0.4
times, 0.6 times, … , 2.0 times the basic value, respectively. The
detailed configurations are listed in Table 2.

For the disturbance cases, the fault types are a short-circuited
fault, line shedding fault, bus short-circuit fault, and generator
tripping disturbance. The disturbances of the load increase or load
shedding are set to 5%, 10%, 15%,…, 100% of the rated load capacity.
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TABLE 2 Operation mode setting.

Operation conditions Types

Load capacity 50%, 50.25%, 50.5%,…, 110%

Rotating reserve 0%, 0.5%, 1.0%, 1.5%,…, 4.0%

Inertial time constant 0.2, 0.4, 0.6, … , 2.0

FIGURE 7
The frequency at center inertia after the generator tripping.

Thegenerator tripping is determined by the generator capacity of the
simulation system.

According to the above operationmode settings and disturbance
information settings, different combinations of operationmodes and
disturbances can be selected arbitrarily to form different scenarios
of the transient simulation. A large number of data samples for
frequency prediction can be obtained after the transient simulation.
First of all, the rotating reserve, inertia time constant, and active
power in the power systemcan be continuously changed for the same
load capacity, and different load models for the transient simulation
can be set. Thus, several steady-state operation modes before
disturbance can be obtained. In a certain operating mode, different
fault types and fault locations are set, and then the data samples
of different frequency response modes for the above corresponding
conditions can be obtained through transient simulation.

Each load mode of the IEEE 10-generator 39-bus benchmark
system has 12 groups of switching load disturbances, and each line
has two cutoff line disturbances after a short circuit. Therefore, for
one scenario of steady-state operation, 294 different disturbances
and frequency response curves can be generated. For the simulation
of generator tripping, the time of a single simulation is 60 s. The
step length is 0.01 s. The frequency needs to be obtained with the
weighted average of the frequency of each generator according to the
inertia time constant. Figures 7, 8 show the system frequency at the
center inertia response results. The frequency at center inertia after
a 500-MW generator is tripped shown in Figure 7. The frequency at
center inertia after 90-MW load shedding is shown in Figure 8.

4.2 Evaluation indicators

To assess the prediction accuracy of different models, the
absolute error (AE), maximum absolute error (MAE), mean relative

FIGURE 8
The frequency at center inertia after the load shedding.

TABLE 3 Comparison of the accuracy of different methods for predicting
fnadir.

MAE/Hz MRE/% RMSE/Hz

ARIMA-DBN 0.0069 7.31 × 10−4 7.60 × 10−4

SVR 0.0136 0.02 0.011

BPNN 0.028 0.08 0.0057

error (MRE), and root mean square error (RMSE) are used to
evaluate the results. The MRE is the ratio of the error of the true
value, which means that the smaller the value of the MRE is, the
higher the accuracy of the prediction result is. The root mean square
error can reflect the degree of dispersion of the error, that is, the
stationarity of the prediction. When there is a very small number
of values that differ greatly from the real values, the RMSE indicator
is greatly affected. The formulas of the above four indicators are as
follows.

AE = f (xi) − yi (15)

MAE =max(abs | f (xi) − yi|) (16)

MRE = 1
n

n

∑
i=1

|Xi −Yi|
Yi

(17)

RMSE = √ 1
n

n

∑
i=1
(Xi −Yi)

2 (18)

4.3 Analysis of prediction result

4.3.1 Frequency nadir
Three methods including the ARIMA-DBN model, support

vector regression (SVR), and the back-propagation neural network
(BPNN)model are adopted for frequency prediction.The frequency
nadir is extracted, and the error calculation is performed. The result
is shown in Table 3 and Figure 9.

It can be concluded from Table 3 and Figure 9 that the error of
the ARIMA-DBN used to predict the minimum value of frequency
is very small. Table 3 shows that the maximum absolute error of the

Frontiers in Energy Research 08 frontiersin.org322

https://doi.org/10.3389/fenrg.2024.1363873
https://www.frontiersin.org/journals/energy-research
https://www.frontiersin.org/journals/energy-research#articles


Wang et al. 10.3389/fenrg.2024.1363873

FIGURE 9
Absolute error comparison of the fnadir.

TABLE 4 Comparison of the accuracy of different methods for predicting
fss.

MAE/Hz MRE/% RMSE/Hz

ARIMA-DBN 0.0079 8 × 10−4 0.001

SVR 0.01 0.014 0.01

BPNN 0.023 6.5 × 10−3 0.0046

lowest value predicted by the ARIMA-DBNmodel is 0.0069 Hz, and
the mean relative error is 7.31× 10−4%.

4.3.2 The quasi-steady state frequency
Three methods including the ARIMA-DBN model, SVR model,

and the BPNNmodel are used for frequency prediction of the power

FIGURE 10
Absolute error comparison of the fss.

FIGURE 11
Frequency curve of the 37th test sample.

system after the disturbance. The quasi-steady state frequency is
extracted, and the error is calculated. The result is indicated in
Table 4 and Figure 10.
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It can be concluded from Table 4 and Figure 10 that the error of
the ARIMA-DBNused to predict the steady-state value of frequency
is very small, and the accuracy of the BPNN in predicting the steady-
state value of frequency is generally better than that of SVR. The
maximum absolute error of the steady-state value predicted by the
ARIMA-DBN model is 0.0079 Hz, and the mean relative error is
8× 10−4%.

4.3.3 The dynamic characteristics of the
frequency

The prediction result of the frequency curve of the 37th sample
is shown in Figure 11.

It can be seen from Figure 11 that the maximum absolute error
of SVR when predicting the frequency curve is slightly smaller than
that of the ARIMA-DBN model, but the root mean square error
of the ARIMA-DBN model when predicting the frequency curve is
much lower than that of SVR and the BPNN. As can be seen from
Figure 11, compared to the other two methods, the ARIMA-DBN
prediction curve has a high degree of overlap with the simulation
curve, and the SVR prediction curve has a large prediction error
at the steady-state value of the frequency. Taking this sample as
an example, the frequency is 58.91 Hz, which is lower than the
frequency setting value of 59.5 Hz. For this kind of disturbance, the
power system is assessed to be unstable. Therefore, the automatic
load shedding control is activated.

The load to be removed is calculated according to the predicted
minimum frequency value and the corresponding load is removed
so that the actual frequency of the system is not lower than
the set value. The results show that the proposed method can
predict the frequency curve value within 60 s after the disturbance,
which is quicker and more accurate than other single machine
learning methods.

5 Conclusion

The frequency of the power system after the disturbance is
predicted using a hybrid model of the autoregressive integrated
moving average model and a deep belief network. The 22
dimensional features of the power system at the moments before
and after the disturbance are used as input features to predict the
frequency, and the IEEE 10-generator 39-bus system is adopted for
verification. Compared with traditional machine learning models,
such as the SVR model and BPNN, the frequency prediction result
of the hybrid ARIMA-DBN model is more accurate according

to the comparison of the absolute error, the maximum absolute
error, the mean relative error, and the root mean square error of
three metrics, including the frequency nadir, the quasi-steady state
frequency, and the dynamic characteristics of frequency. In the
future research, according to the result of the predicted frequency,
study the emergency control strategy to ensure the frequency
stability further.
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Introduction: In order to dispatch frequency regulation resources in regional
power grids efficiently and promote the development of spot markets, China
Southern Power Grid (CSG) established the unified frequency regulation control
area. However, the existing regional control performance standards (CPS) for
evaluating the performance of frequency control in bulk power systems is no
longer suitable for the unified frequency control mode.

Method: This paper proposed an innovative frequency control performance
standard, named tertiary control performance standards (TCPS) and used
Gaussian mixture model (GMM) and folded normal distribution (FND) to
describe the distributions of frequency deviations and power deviations of tie line.

Result and Discussion: Based on these probability models, the parameters of the
proposed TCPScan be determinedoptimized. Finally, case studieswere carriedout
with the practical data from CSG and indicated that the parameters of proposed
TCPS index could be calculated and improved the control performance for the real
time power balance of the regional power grid with spot markets.

KEYWORDS

regional spot market, control performance standards, frequency control performance,
regional power grid, distribution models

1 Introduction

Nowadays, the controllable generators with large capacities in China are dispatched by
dispatch and control centers at different levels, such as the dispatch and control center of
China Southern Power Grid (CSG) and provincial dispatch and control centers. These
generators with large capacities are valuable resources for the frequency control of power
systems and are dispatched by different dispatch and control centers. The frequency control
systemof power systems consists of three loops: a primary frequency control loop, a secondary
frequency control loop, and a tertiary frequency control loop. The secondary and tertiary
frequency control tasks are primarily conducted by the provincial dispatch and control center
and the dispatch and control center of CSG (Jaleeli andVanslyck, 1999; Yao et al., 2000; Power
system frequency regulation and automatic generation control committee, 2006; Wang,
2015a). Such a traditional operation method has some drawbacks. First, the decentralized
frequency regulation strategy for all regulation resources may cause local optimization in the
provincial power grids rather than global optimization in regional power grids. Second, under
the environment of regional spot markets, the frequency regulation services provided by the
generators in different provinces need to compete in the same market, which does not meet
the requirements of market fairness (Wang, 2015b). In order to establish a more efficient
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mechanism for dispatching frequency regulation resources and
promote the construction of the regional spot market, CSG has
established a unified frequency control area in 2018. The
frequency regulation resources were allocated by a unified control
module, ensuring the global optimization of frequency regulation
resources and fair competition in the market environment.

The control performance standard (CPS) for regional power grids,
initially proposed in North America (Chang et al., 2016), has become
one of the most widely used evaluation indices of reliability for real-
time power balance (Wang, 2012; Xiong, 2012; Zhang et al., 2015;
Zhao et al., 2016a). China has made some improvements to the North
American CPS (Wang, 2000; Yu et al., 2012; Weng et al., 2013). Some
literature studies have investigated the impacts of wind power
integration on the CPS and proposed concepts such as wind-to-
fuel-equivalent power plants (Li et al., 2016) and improvements in
CPS assessment and settlement methods (Jing et al., 2011; Yu et al.,
2011; Chen, 2014; Yan, 2014; Zhao et al., 2016b; Zhang, 2016; Lu,
2018; Wei et al., 2019; Zhao, 2019; Zhao et al., 2019). Some literature
studies have improved the CPS and proposed new evaluation indices
such as the ES index (Wang, 2019), DT index (Wang, 2019), and C
index (Zhang et al., 2016) to address the performance evaluation
problems of AGC control under complex scenarios (Shan et al., 2015;
Chang et al., 2019; Cao et al., 2023). For the evaluation of the power
control performance of the tie-line, researchers have proposed an
innovative T2 index (Yang et al., 2015; Liu et al., 2017).

Although the above indices have improved the traditional CPS, they
are still insufficient to adapt to the unified frequency control zone of
CSG and the environment of the regional spot markets. There are two
major limitations. First, the CPS indices are widely applied to evaluate
the performance of secondary frequency control for provincial dispatch
and control centers in China. However, the establishment of the unified
frequency control zone in CSG improved the traditional operation
method of implementing secondary frequency control within each
provincial dispatch and control center. The short-term power
balance within 1 min to 10min in the unified frequency control
zone in CSG was maintained and controlled by a unified control
module. Second, the CPS indices focus on the control accuracy of
the area control error (ACE) for the provincial dispatch and control
centers in the short term. As a consequence, the system operators need
to adjust the output power of all generators frequently. Such an
operation method could not be adopted within the competitive
trading mechanism; it contributes to the development of the power
spot market, including auxiliary services.

Considering the various factors of power systemoperation, including
grid security, efficiency, and spot market construction, this paper
proposes a set of innovative indices for evaluating the performance of
frequency control, named tertiary control performance standards
(TCPS) (Jaleeli and Vanslyck, 1999; Yao et al., 2000; Power system
frequency regulation and automatic generation control committee,
2006), to facilitate the development of spot markets and improve the
control performance of power balance in real time.

2 The TCPS index system

In order to improve the CPS indices, which cause excessive and
frequent adjustments in the short-term time scale of 1–10 min, the
proposed TCPS indices are represented with details in this section.

2.1 Limitations to the CPS index system

The CPS was proposed by the North American Electric
Reliability Council (NERC) in 1997 and is currently the most
widely used evaluation indices for frequency control in China. In
CSG, the CPS indices consist of two indices: CPS1 and CPS2.

2.1.1 CPS1 index
The CPS1 index can be represented in Eqs 1, 2 as follows:

ACEAVE−min · ΔFAVE−min

10B
≤ ε21, (1)

ACE � B ×ΔF + ΔP. (2)
Here, ACEAVI-min refers to the average value of the 1-min ACE.
ACE> 0 indicates a positive deviation, while the negative value of
the ACE indicates negative deviations. ΔFAVE−min represents the
average value of the 1-min frequency deviation. ΔF > 0 indicates that
the system frequency exceeds the target value, while ΔF < 0
represents that the system frequency is lower than the target
value. B represents the coefficient of control area frequency
deviation, with the unit of MW/0.1 Hz. ε1 is the control objective
of the root mean square (RMS) value of the average 1-min frequency
deviation over the span of 1 year of the interconnected grid. The
number 10 in Eq. 1 indicates that the evaluation period is 10 min.
Considering the Eq. 3,

CFmin � ACEAVE−min · ΔFAVE−min. (3)

When CFmin is negative, it means that the control area generates
more active power than loads with negative frequency deviations or
less active power than loads with positive frequency deviations in
1 min, which indicates the generators in this region contribute to the
frequency control. Otherwise, when CFmin is positive, it indicates
that the active power generated from the generators within the
region has negative effects on the frequency control in that minute.
When CFmin < 10Bε21, it indicates that although the total generated
active power in the control area is not conducive to the frequency
control of the regional power grid, its value remains within
acceptable limits. When CFmin > 10Bε21, it signifies that the value
has surpassed the permissible range, and an assessment will
be conducted.

To expand CPS1 for evaluating the control performance during
the assessment period, the following requirements should be
satisfied, the details are represented in Eq. 4 as follows,

∑ ACEAVE-min · ΔFAVE-min( )
10B · n ≤ ε21. (4)

Here, n represents the number of minutes in the assessment period.
Therefore, the CPS1 indices during the assessment period can be
calculated in Eqs. 5, 6 as follows:

CPS1 � 2 − CF( ) × 100%, (5)
CF � ∑ ACEAVE-min · ΔFAVE-min( )

10B · nε21
. (6)

2.1.2 CPS2 index
The CPS2 index requires that the average absolute value of ACE

be controlled within the specified range of L10 during the assessment
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period, with a typical value being 10 min, the details are represented
in Eq. 7 as follows,

∑ ACEAVE-min| |
n

≤ L10

L10 � 1.65 · ε10 ·
��������������
10B( ) · 10BNet( )√

⎧⎪⎪⎨⎪⎪⎩ . (7)

In the above equation, BNet represents the frequency deviation
coefficients of the entire interconnected power grid. ε10 represents
the control objective of the root-mean-square deviation of the
average frequency deviation of 10 min for the interconnected
power grid over 1 year. The constant 1.65 is derived from the
assumption that the ACE follows a normal distribution.

2.1.3 The evaluation of control performance based
on CPS indices

The control performance of each control area should meet both
CPS1 and CPS2 standards. The details are represented in Table 1
as follows:

2.1.4 Limitations to the CPS index system
Since the implementation of the CPS indices in 2007, the quality

of frequency control has improved in CSG. However, with the
implementation of the unified frequency control area in CSG and
the establishment of regional spot markets, the CPS indices
encounter some limitations as follows:

1. Before the establishment of the unified frequency control area in
the CSG, the CPS indices were primarily used to evaluate the
frequency control performance of each control area within
1–10 min, which aligns with the time scale of secondary
frequency control. After the establishment of the unified
frequency control area in CSG, the coordinated flat frequency
control (CFFC) systemwas applied to coordinate and allocate the
secondary frequency control set points for various provincial
dispatch and control centers. However, the compatibility between
the CPS evaluation indices and the new secondary frequency
control architecture of CSG is insufficient (Song, 2015).

2. Under the current clearing rules of the spot and auxiliary
service markets, the secondary frequency regulation of the
units only responds to the frequency deviation Δf during real-

time operation and does not respond to the power deviation of
the inter-provincial tie-line. Therefore, it is in conflict with the
ACE component of CPS indices (Shi, 2016).

3. There are some inherent defects in CPS indices. For example, the
parameters of the CPS indices are calculated based on the
assumption that both ACE and Δf follow normal distributions.
It may cause large errors when the distributions of ACE andΔf are
not normal. Moreover, the assessment method that takes short-
term averaging values to calculate CPS indices reduces the
evaluation result of CPS indices (Ge et al., 2001).

Taking the above factors into consideration, the CPS assessments
were canceled for the provincial dispatch and control centers in the
early stages of the frequency regulation auxiliary service market of
CSG. However, after the cancellation of the assessments, the quality of
frequency control was reduced, and the frequency deviation could not
be controlled back to zero in some periods. Therefore, it is necessary to
propose new evaluation indices for frequency control in power
systems with tie-line connections.

2.2 The TCPS index system

To ensure that the new indices can be compatible with the unified
frequency control architecture of CSG and adapt to the regional spot
markets, the design of indices should be guided by the following three
objectives: first, the new indices need to maintain the frequency
quality for the whole power grid, ensure the security of the
regional grid, and implement dispatch schedules. Second,
considering the needs of regional spot market construction, the
new indices should reduce the times of manual adjustment by
dispatch and control centers, ensure a fair market competition
environment, and reduce the operation costs of the power grid.
Third, the new indices can overcome the defects of the traditional
decentralized dispatch mode of frequency regulation resources and
improve the efficiency of resource allocation. The TCPS index system
has been proposed in this paper to achieve these objectives. For the
proposed index system, the main highlights are listed as follows:

1. Compared with the time interval of 10 min for the traditional
CPS indices, the time scale was increased to 15/30 min in this

TABLE 1 Standard of CPS.

Range of
CPS1

Whether to
check CPS2

Whether CPS is qualified Reason

CPS1 ≥ 200% NO Qualified When the frequency fluctuates, each control interval is encouraged to support
one another, and exemption from the CPS2 assessment occurs when CPS1 > 2

(CF ≤ 0)

100% ≤
CPS1 < 200%

YES If CPS2 is qualified, CPS is qualified.
Otherwise, CPS is unqualified

When 1 ≤ CPS1 < 2, it indicates that the active power regulation behavior in
the control area has limited influence on the frequency quality of the regional

power grid, and the CPS2 determines whether CPS is qualified
(0 < CF ≤ 1)

CPS1 < 100% NO Unqualified CPS1 < 1 indicates that the active power regulation behavior in the control
area has exceeded the tolerance range of the regional power grid, and it is

directly regarded as unqualified(CF > 1)

In the current CPS control performance evaluation standard of CSG, the CPS1 index is the primary assessment criterion. If the value of the CPS1 index is greater than 2 or smaller than 1, the CPS

evaluation result can be determined by the CPS1 index.When the value of the CPS1 index is between the interval (Jaleeli and Vanslyck, 1999; Yao et al., 2000), the CPS2 index will be imported to

determine if the CPS indices is qualified.
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paper to evaluate the active power balance in the tertiary
frequency control loop for the power grids.

2. Following the design ideas of CPS1 andCPS2, this paper improves
the method of determining the key parameters for the improved
TCPS1 and TCPS2 indices. It also proposes a new method for
determining the optimal threshold for the TCPS indices.

3. Improvements are made to the exemption mechanism of the
operation data, along with the formulation of detailed
exemption rules under some situations, such as the cases of
bad weather and recoveries from complex accidents, ensuring
these data were deleted for the evaluation and take no effect for
the calculations with the indices.

The proposed TCPS indices consisted of TCPS1, TCPS2, and a
minute-level TCPS index.

2.2.1 TCPS1 index
The TCPS1 index is similar to the CPS1 index, and its definition

was given in Eq. 8 as follows:

TCPS1 � 2 − CF( ) × 100%, (8)
CF � ∑ ACEAVE-min · ΔFAVE-min( )

10B · 30ε21
. (9)

Compared with CPS1, the assessment time scale for TCPS1, as
shown in Eq. 9, was increased to 30 min, which was represented by
n = 30 in Eq. 6. Increasing the assessment time scale could avoid
situations where the CPS1 index becomes unqualified under the
time scale of 10 min due to the actions caused by the secondary
frequency control. As a result of increasing the assessment period of
TCPS1 to 30 min, the proposed TCPS1 index focuses on the control
actions of active power in the 10–30-min time scale.

2.2.2 TCPS2 index
During the assessment period of 30 min, the TCPS2 index

requires controlling the average absolute value of the power
deviations of the tie-line to be lower than the threshold, which is
expressed as follows:

∑ ΔPAVE-min| |
n

≤ L30. (10)

Here, ΔPAVE-min is the average value of the power deviations of the
tie-line per minute. The mean of the ACE in CPS1 was replaced by
the mean of ΔP in TCPS1, as shown in Eq. 10. The signs of ACE and
ΔFAVE-min were required to be different as in TCPS1. The
TCPS2 index focuses on evaluating the power deviations ΔP for
inter-provincial tie-lines to avoid overload situations. If the
calculation method of CPS1 is kept the same, the threshold L30
in Eq. 10 should be calculated as follows:

L30 � 1.65 · ε30 ·
��������������
10B( ) · 10BNet( ).√

(11)

However, the distributions of the power deviations of the tie-lines
do not follow normal distributions, and there is no significant linear
relationship between the B parameter and the power deviations of the
tie-lines in some practical cases. Therefore, L30 in the proposed TCPS
index system does not follow the calculation method shown in Eq. 11.
The value of L30 in the index system of the TCPS can be flexibly
adjusted according to the load scenarios and different operation

modes of power systems. The detailed calculation method of L30
will be represented with details in Section 3 of this paper.

2.2.3 Minute-level and 30-min-level TCPS indices
The TCPS indices mainly focus on the performance of tertiary

frequency control in the power systems. In order to prevent
provincial dispatch and control centers excessively pursuing a
negative average of the ACE in a 30-min period, which can
result in overregulation or reverse regulation, this paper proposes
minute-level TCPS scores, denoted as Score tcpsmin, and 30-min-
level TCPS scores, denoted as Score tcps30min. Both TCPS1 and
TCPS2 are scored by Score tcpsmin for each minute within an
assessment period of 30 min. The details are represented as follows:

Score tcps1 �
0  CFmin > 1
50  0<CFmin ≤ 1
100  CFmin ≤ 0

⎧⎪⎨⎪⎩ , (12)

Score tcps2 � 0  ΔPmin > L30

50  ΔPmin ≤ L30
{ , (13)

Score tcpsmin � min Score tcps1 + Score tcps2, 100{ }. (14)

According to Eqs 12–14, if tertiary frequency control in the control
area results in CFmin ≤ 0 or 0<CFmin ≤ 1 and ΔPmin ≤ L30 at the same
time within 1 min, the control area can obtain a full score of 100;
otherwise, only 50 or 0 can be obtained. The definition of the 30-min-
level TCPS score, Score tcps30min, can be represented as follows:

Score tcps30min � 1
n
∑
n

Score tcpsmin, n � 30. (15)

In general, Score tcps30min should be larger than a certain
threshold S0, such as 70.

2.2.4 Performance evaluation system based on
TCPS indices

The CPS mainly comprises three indices: TCPS1, TCPS2, and
Score tcps30min.TCPS1 and Score tcps30min are the dominant
indices. Only when 100% ≤ TCPS1 < 200% and
Score tcps30min > S0, TCPS2 determines whether TCPS is
qualified for the assessment period. The criteria for the
assessment are shown in Table 2.

The reason for using TCPS1 as the dominant index is that the
regional power grid encourages each control area to maintain a
negative ACE within a 30-min time scale to ensure the security of
frequency control. The reason for using Score tcps30min as another
dominant index is that the regional power grid encourages each
control area to smooth the minute-level ACE curves for avoiding
unnecessary overcorrection and overshoot.

3 The calculation method of the key
parameters for the TCPS index system

3.1 The calculation method of the L_
30 parameter in the TCPS index system

The L30 parameter is one of the key parameters in TCPS2 indices.
Based on the practical operational data on ΔP and Δf from various
control areas within CSG, this paper makes a detailed analysis of the
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practical data and draws the following statistical conclusions, which
are applied to guide the calculation of L30.

1. As shown in Figure 1, due to the existence of the dead zones of
primary and secondary frequency control, the frequency deviations
Δf may not follow a normal distribution or even a unimodal
distribution. Considering this fact, a GMM can be applied to
describe the practical frequency distributions. The standard
GMM can be represented as follows:

P x|θ( ) � ∑K
k�1

αkϕ x|θk( ). (16)

Here, ∑ αk � 1 and ϕ(x|θk) represent the normal distribution,
which is given as follows:

ϕ x|θk( ) � 1���
2π

√
σk

e
− x−μk( )2

2σ2
k . (17)

The GMM, as described in Eqs 16, 17, can be applied to describe
the non-unimodal distribution shown in Figure 1 for the frequency
deviations Δf .

As shown in Figure 2, the distributions of ΔP may not fully
follow Eq. 7 as L10 � 1.65 · ε10 ·

��������������(10B) · (10BNet)
√

. However, the
distribution of ΔP is similar to a normal distribution.

In order to satisfy the needs of the operation of the power grid
and consider the scenarios of the TCPS2 index, where the
TCPS2 index was applied only when 1 < TCPS1 < 2, the dataset
C of ΔP needs to be processed as follows:

1. In the time scale of minutes, the dataset of ΔP that satisfies 1 <
TCPS1 < 2 was built and named as set C1.

2. Based on C1, the samples of ΔP during periods of power grid
accidents, such as HVDC and large generator accidents, are
excluded, and the new dataset was named C2.

3. ΔP in dataset C2 was assumed to follow the normal
distribution as ΔP ~ N(0, 1); therefore, |ΔP| satisfies the
folded normal distribution. The details are represented in
Eq. 18 as follows,

F x( ) �Φ x − μ

σ
( ) −Φ

−x − μ

σ
( )

� Φ
x − μ

σ
( ) +Φ

x − μ

σ
( ) − 1

� ∫x

0

1
σ

���
2π

√ e−
1
2

y+μ
σ( )2 + e−

1
2

y−μ
σ( )2( )dy, x ∈ 0,∞[ ).

(18)

The cumulative distribution function of ΔP can be represented
in Eq. 19 as follows:

TABLE 2 Criteria for the assessment with TCPS indices.

Range of TCPS1 (%) Score_tcps30min Whether to check TCPS2 Whether TCPS is qualified

TCPS1 ≥ 200 ≥ S0 No Qualified

< S0 No Unqualified

100% ≤ TCPS1 < 200 ≥S0 Yes If TCPS2 is qualified, TCPS is qualified; otherwise, TCPS is unqualified

< S0 No Unqualified

TCPS1 < 100 ≥S0 No Unqualified

< S0 No Unqualified

FIGURE 1
Actual frequency distribution of the central and eastern main
networks of China Southern Power Grid.

FIGURE 2
Actual deviation distribution of the tie-line and theoretical
deviation distribution of tie-line power.
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CDF x( ) � P X ≤ x( ) � 1���
2π

√ ∫x

−∞
e−

y2

2 dy

� 0.5 + 1���
2π

√ ∫x

0
e−

y2

2 dy � Φ x( ).
(19)

The result can be represented in Eq. 20 as follows:

1���
2π

√ ∫x

0
e−

y2

2 dy � Φ x( ) − 0.5. (20)

Finally, we can get Eq. 21:

CDF z( ) � P X| |≤ z( ) 1���
2π

√ ∫z

−z
e−

y2

2 dy � 2 Φ x( ) − 0.5( )
� 2Φ x( ) − 1.

(21)

Thus, the analytical expression for the cumulative
distribution of ΔP can be obtained. Even in cases where the
distribution of ΔP does not follow a normal distribution, as
shown in Figure 2, the distribution of ΔP is similar to a
normal distribution, especially in the tail regions of the
distribution. Based on the above analytical derivation, the
distribution of |ΔP| is similar to that of ΔP in the tail region.
Therefore, the cumulative distribution of |ΔP| can be calculated
analytically. Based on the practical data on the absolute value of
1-min power deviations, the 30-min absolute mean value of
power deviations |ΔP|AVE−30min can be obtained, as shown in
Figure 3. The standard deviation of this distribution can also be
obtained with the 1-min dataset. It is indicated that the
distribution of the |ΔP| in the 30-min time scale is more close
to the normal distribution in the tail region. In this manner, L30
can be calculated as follows:

L30 � ΔP| |90AVE−30min. (22)

A percentile of 90 was chosen to determine the value of L30,
according to the distribution of |ΔP|AVE−30min, and this value was
denoted as |ΔP|90AVE−30min in Eq. 22. |ΔP|90AVE−30min can be obtained
according to the percentile of 95% for ΔP. Such a percentile is close

to the percentile of 95.44% for 2σ in the normal distribution. In this
paper, L30 is calculated based on practical data, which makes it more
suitable for practical projects. Moreover, it can be revised iteratively
and is more flexible than CPS2.

3.2 The calculation method of S_0 in the
TCPS index system

The purpose of setting the 30-min TCPS index Score tcps30min

is to minimize the occurrences of unnecessary reverse and
overcorrection regulation for dispatch and control centers in each
control area. The proposed index encourages maintaining ACE
control results better than the average level. The Score tcps30min

index does not require the control accuracy of active power in the
time scale of 1–5 min. It requires that the average score of this index
over the 30 min time scale should be higher than the reference value
S0. Therefore, the value of S0 should be set slightly lower than the
average value of the current practical results.

The calculationmethod of the S0 parameter can be given as follows:

1. Obtain the annual data on CFmin and ΔPmin of each control
area and exclude samples during the periods of the grid faults.

2. Calculate Score tcpsmin in 30 min intervals, according to Eq.
15, and obtain set S of annual TCPS results.

3. Calculate S0 using the following equation with α ranges
from 0.1 to 0.2.

Score tcps30min ∈ S
S0 � Scoretcps30min( )α
P  Scoretcps30min ≤ S0( ) � α.

⎧⎪⎨⎪⎩ (23)

The S0 parameter designed in this paper can be calculated based
on the practical dataset and is not be determined by a constant
coefficient of 1.65, as shown in Eq. 7. The results can be adjusted and
iteratively refined with improvements in the operation results for all
dispatch and control centers.

FIGURE 3
Actual distribution of the 30-min absolute mean value of tie-line power.
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4 Examples of dispatching the control
performance evaluation based on the
TCPS indicator system

4.1 Frequency quality evaluation in the early
stages of the frequency regulation auxiliary
service market

Since September 2018, the frequency regulation auxiliary
service market has started the trial operation of settlements in
Guangdong province. In the early stages of setting up the
auxiliary service market, the CSG’s central dispatching
canceled the CPS assessment of the provincial dispatch and
control centers. During this period, the RMS of the minute-
average frequency deviations of CSG increased by approximately
0.001 Hz, which equals to approximately 4%, and the frequency
quality was reduced.

Moreover, the frequency was maintained at some specified value
for a long time, several times. As shown in Figure 4, on a certain early
morning during this period, the frequency was kept at
approximately 50.04 Hz for more than 30 min. After canceling
the CPS assessment, the dispatch and control centers did not
implement effective tertiary frequency controls, resulting in
continuous deployment and even exhaustion of the secondary
frequency regulation reserves in some periods. As a result,
similar cases occurred during the same period. Therefore, it is
necessary to design reasonable evaluation indices for tertiary
frequency control.

4.2 Comparison of frequency control
performance with TCPS and CPS indices

The calculation results of S0 and L30 parameters in the TCPS
indices are shown in Figures 5, 6. Compared with the traditional
CPS2 indices, the L30 parameter in TCPS2 indices could get a higher
score for frequency control. However, the S0 parameter is designed
to improve the control quality of frequency control on the 15–30-
min time scale. Compared with the current CPS assessment

standard, the assessment criteria for TCPS indices should be
slightly relaxed to solve the defects of overly strict CPS
evaluation indices.

To calculate the analytical expression of the GMM represented
in Section 3.1, the following steps should be followed:

1. Calculate the log likelihood function of the GMM.

ξ θ( ) � ∑m
i�1
log p x, θ( ), (24)

where the specific normal distribution κ for each individual
sample will affect the results of Eq. 24, and it can be
transformed into

ξ θ( ) � ∑m
i�1
log p x, κ, θ( ), (25)

∑
i

log p x i( ), θ( )≥ ∑
i

∑
κ i( )

Qi z i( )( )log p x i( ), κ i( ), θ( )
Qi z i( )( ) . (26)

FIGURE 4
Frequency data on the early morning of the specified day.

FIGURE 5
Calculation of the L30 parameter.

FIGURE 6
Calculation of the S0 parameter.
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Eq. 26 indicates the lower bound of Eq. 23. Obtaining the value
of Qi(z(i)) is an important step in the calculation, and it can be
obtained as follows:

Qi κ i( )( ) � p x i( ), κ i( ), θ( )∑κ p x i( ), κ, θ( ) � p κ i( )∣∣∣∣x i( ), θ( ). (27)

Based on the Bayes’ formula, it can be obtained as follows:

p κ i( ) � j
∣∣∣∣x i( ),ϕ( )

� p x i( )∣∣∣∣κ i( ) � j,ϕ( )p κ i( ) � j,ϕ( )
∑k

ι�1p x i( )∣∣∣∣κ i( ) � ι,ϕ( )p κ i( ) � ι,ϕ( ).
(28)

Eq. 28 can be solved using maximum likelihood estimation. The
result is represented in Eq. 29 as follows:

θ ≔ arg max
θ

∑
i

∑
κ i( )

Qi κ i( )( )log p x i( ), κ i( ), θ( )
Qi κ i( )( ) . (29)

The best estimation results of the GMM can be obtained by
calculating the partial derivative of each parameter. According to the
best estimation results, the quantile results of the GMM can be
obtained. In practical cases, the optimal result of S0 can be calculated
based on the evaluation results of TCPS indices. In this paper, the
30-min threshold S0 was calculated as 78, as shown in Figure 6.

After the establishment of the TCPS index system, the dispatch
and control center of CSG conducted the TCPS assessments for all
provincial dispatch and control centers within the unified frequency
control area of CSG from May to September 2020. Meanwhile, the
traditional CPS indices were also calculated as a reference. As shown
in Tables 3, 4, TCPS1 of dispatch and control center Awas kept within
the interval (Jaleeli and Vanslyck, 1999; Yao et al., 2000) in more than

90% of the operation periods, indicating effective control over the
power deviations of the tie-line. The comprehensively qualified rate
was 86.09%. For the dispatch and control center B, the number of
periods for TCPS1 > 2 is relatively high, which indicates that the
dispatch and control center responded to the frequency deviations
actively, providing inter-provincial power support. However, in the
30-min average score index, Score tcps30min, its score was poor. Its
score was lower than the assessment threshold S0 in more than 15% of
the assessment intervals. Its comprehensively qualified rate is 74.5%.

Comparing Tables 3, 4, the comprehensive qualified rates of both
dispatch and control centers A and Bwere reduced under the traditional
CPS indices with shorter evaluation periods. After the unified frequency
control mode replaced the traditional mode, the traditional CPS indices
were not suitable to evaluate the frequency quality, and the proposed
TCPS indices could coordinate the generation units more effectively.

5 Conclusion and prospect

With the establishment of the unified frequency control zone in
CSG and the development of the regional spot markets, the
traditional CPS indices have encountered some limitations. The
authors proposed an innovative frequency control performance
index system called TCPS and methods for calculating the key
parameters. The findings of this paper can be summarized as follows:

(1) The practical operation data on CSG were collected to verify
the evaluation results of the TCPS indices. The results showed
that the TCPS indices can effectively evaluate the frequency
control quality at the 30-min level for provincial dispatch and
control centers.

TABLE 3 TCPS results of dispatch and control centers A and B.

TCPS assessment result Dispatch and control center A Dispatch and control center B

TCPS2 qualified TCPS2 unqualified (%) TCPS2 qualified TCPS2 unqualified (%)

TCPS1 > 2 3.18% (score ≥ S0) 9.52% (score ≥ S0)

0.68% (score < S0) 1.42% (score < S0)

1 < TCPS1 < 2 82.91% (score ≥ S0) 2.68 64.98% (score ≥ S0) 3.18

5.99% (Score ≤ S0) 14.42% (Score ≤ S0)

TCPS1 < 1 4.56% 6.48%

Overall qualified rate 86.09% 74.5%

TABLE 4 CPS assessment results of dispatch and control centers A and B.

CPS assessment result Dispatch and control center A Dispatch and control center B

CPS2 qualified (%) CPS2 unqualified (%) CPS2 qualified (%) CPS2 unqualified (%)

CPS1 > 2 5.12 11.07

1 < CPS1 < 2 73.84 13.74 61.48 17.7

CPS1 < 1 7.29 9.75

Overall qualified rate 78.96 72.55
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(2) Moreover, since the dispatch and control center of CSG
implemented the TCPS indices with a longer evaluation
time period of 30 min, the RMS value of frequency
deviations has decreased by approximately 0.002 Hz in
June 2020 compared with 2019. The occurrences of the
frequency deviations that could not be controlled back to
zero have been significantly reduced by 70%.

(3) The construction of the unified frequency control area by
CSG adapts to the development of the regional auxiliary
service market and the power spot markets, improving the
dispatch efficiency of frequency regulation resources. It
breaks the barriers of inter-provincial frequency regulation
resources and establishes a new technical framework.

(4) In accordance with the unified frequency control zone, the
dispatch and control center of CSG has innovatively proposed
a TCPS index system. Currently, the system could evaluate the
control quality of tertiary frequency control effectively and
improve the operation security of the bulk power system of CSG.

In the future, the TCPS index and assessment system could
improve the control quality for all provincial dispatch and control
centers and be compatible with the autopilot systems for CSG.
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Exploration of carbon reduction
in new municipal power systems

Jichao Ye, Hanbing Zhang, Xinwei Hu*, Hua Feng, Yonghai Xu
and Aoying Ji

State Grid Zhejiang Electric Power Co., Ltd., Lishui Power Supply Company, Lishui, Zhejiang, China

In response to China’s goal of “carbon peak and carbon neutrality”, a large
number of new energy sources are connected to the power grid, and Chinese
cities are also accelerating the construction of new power systems led by new
energy. Taking Lishui City as an example, this paper constructs a low-carbon
emission reduction evaluation system to evaluate the carbon reduction
effectiveness of the new power system. This paper first introduces the basic
technical characteristics of the new power system, and introduces in detail the
key technologies involved in the construction of the new power system in Lishui.
Then, the projects implemented by Lishui City in promoting the new power
system and the current achievements were briefly summarized. After that, a new
electric carbon traceability model of Lishui power system was constructed to
carry out carbon traceability and carbon tracking for the municipal power grid.
Finally, a low-carbon emission reduction evaluation systemwas constructed, and
a number of evaluation indicators were proposed to evaluate the carbon
reduction effectiveness of Lishui’s new power system, and the zero-carbon
evaluation index was calculated through the historical data of Lishui, and the
results showed that the new power system in Lishui City achieved remarkable
results in carbon reduction and emission reduction.

KEYWORDS

new power system, carbon emission flow, electric carbon traceability model, carbon
reduction evaluation index, evaluation system

1 Introduction

As problems such as extreme weather, environmental pollution and energy
consumption intensify around the world, carbon emissions have increasingly become
the key to restricting the development of countries. The Paris Agreement adopted at the
Paris Climate Change Conference in December 2015, setting a long-term goal of limiting
the rise in global average temperature to 2°C in the 21st century (Xiao et al., 2021). In recent
years, many countries in the world have gradually adopted carbon emission control as a
national strategy.

At present, China is promoting the development of clean and low-carbonisation in
many aspects such as source network, load and storage. On the power generation side, the
new power system needs to have the characteristics of low-carbon and clean energy
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production technology (Lin and Yang, 2022). Literature (Yan et al.,
2024) investigates the optimal allocation of renewable energy
microgrids such as wind, light and hydrogen, which can increase
the share of clean energy. Literature (Li P. et al, 2022) investigates a
continuous time distribution algorithm for solving the grid
economic dispatch problem for planning hydroelectric networks.
Literature (Duan et al., 2023) proposes a distributed optimisation
algorithm for hybrid microgrids that takes into account the
environmental impact of pollutant emissions from conventional
generators. Literature (Shirkhani et al., 2023) reviews different
decentralised control methods for microgrids and looks at the
future of renewable energy development in the grid.

On the grid side, the new power system needs to have the technical
characteristics of safe and efficient energy network (Zhong et al., 2021).
Literature (Li S. et al, 2022) proposes a fast and accurate method of
calculating the breaking voltage based on Taylor’s technique of
unfolding, which can get the value of the system node voltage in a
short period of time. Literature (Wang et al., 2023) proposes a new SSCI
(subsynchronous control interaction) identification method, which can
monitor the SSCI of new energy systems in real time and improve the
safety and stability of renewable energy systems. (Cao et al., 2022).
proposes a watershed-electricity nexus model to unlock the flexibility of
watershed networks (WSNs) for supporting the operation of power
distribution networks (PDNs) under rainy climates. (Li et al., 2023).
proposes a coordinated restoration method is presented for the
renewable energy-integrated multi-energy distribution system (MDS)
with several coupling points to coordinate the preparation and load
recovery stages after the extreme event.

On the user side, the new power system needs to have flexible and
efficient energy utilization technology characteristics, (Zhong et al.,
2022). Literature (Lyu et al., 2024) analyses vehicle data from three
cities in China and the results of the study showed that electric vehicles
can significantly reduce carbon emissions. Literature (Xu et al., 2021)
proposes a closed model for oil and gas recovery that can significantly
reduce oil and gas leakage and environmental pollution. Literature
(Hou et al., 2017) proposes a grid-based framework for regulating the
operation of plug-in electric vehicle (PEV) aggregators to increase the
revenue of the aggregator and reduce the charging cost for PEV users.
Literature (Lei et al., 2023) proposes an end-to-end adaptive
lightweight defect detection model for the model detection of
defects in collectors of new energy trams, which contributes to the
safe development of new energy trams. Aiming atmulti-energy hybrid
microgrids for ships, literature (Li et al., 2020) proposes an optimal
coordination method for energy scheduling and voyage scheduling.
Using social network analysis (SNA), literature (Hu et al., 2024)
analyses the structural characteristics of China’s new energy charging
station innovation association network of patent data since 2007 from
the perspectives of provinces, municipalities, and patent applicants,
and discusses policy recommendations for further expanding
technological innovation in charging stations to promote the
development of the new energy vehicle industry.

On the energy storage side, the new power system needs to have
cost-effective energy storage technology characteristics (Liu, 2022);
Literature (Fan and Zhou, 2023) investigates the optimal
configuration of home wind energy storage systems. In addition,
digital technology is a key technology to support the construction of
new power systems (Xie et al., 2023). Digital technology includes
modern information technology, advanced sensing technology,

artificial intelligence and big data technology, supporting the
construction of a new power system with intelligent operation
control and operation management, digital twin panoramic
display and intelligent interaction (Gao et al., 2023). Literature
(Liu et al., 2021) proposes a Magnetic Induction (MI)-assisted
Wireless Power Underground Sensor Network (MI-WPUSN) for
real-time monitoring of the underground environment. However,
the traceability of carbon emissions from new power systems and the
evaluation of their contribution to the environmental aspects are
currently under-researched.

Currently, research on low-carbon evaluation systems in China
is still in its early stages. Literature (Liu, 2021) emphasizes that when
considering the zero-carbonization of urban clusters, the
development of new energy systems with zero-carbon
characteristics should be prioritized. Literature (Lei et al., 2022)
establishes a carbon-neutral evaluation framework for assessing
carbon emissions levels in rural energy systems. Furthermore,
literature (Pei, 2021) identifies five typical types of nearly zero-
carbon demonstration areas and proposes six principles for
constructing an evaluation system for zero-carbon demonstration
zones. Literature (Luo et al., 2024) proposes a composite model of
Multi-Universe Quantum Harmony Search-Dynamic Fuzzy System
Ensemble (MUQHS-DMFSE)" for carbon emission prediction and
applies the Data Envelopment Analysis (DEA) method to study the
development of low carbon economy. Literature (Shang and Luo,
2021) adopts the Tapio decoupling model to explore the decoupling
relationship between carbon dioxide and drivers, divides the drivers
of carbon footprint into four main indicators, namely, city scale,
economic development, social system, and technological
advancement, from a system perspective, and analyses the linkage
between the carbon footprint and these four indicators by taking
Xi’an City as an example. Most of these studies focus on conducting
low-carbon evaluations for specific areas or zones, and many of
them are still in the conceptual and planning stages. In contrast, this
paper aims to develop a comprehensive evaluation system for the
entire new power system construction in Lishui City, focusing on its
low-carbonization efforts.

The remaining structure of the paper is as follows: in the second
part, an overview is provided of the techniques and project
implementations used in the development of a new power system
in Lishui City. Next, the third part conducts a carbon emission
analysis using an electric-carbon perception tracing model for the
transformed power system in Lishui City. Subsequently, the fourth
part introduces multiple carbon reduction evaluation indicators and
establishes a low-carbon emission reduction evaluation system. This
system is then applied with the carbon emission data obtained from
the electric-carbon tracing model to analyze and assess the
effectiveness of carbon reduction measures implemented in the
projects and the new power system in Lishui City. Finally, the
fifth part concludes the paper.

2 Technical analysis of lishui
engineering and carbon reduction
effectiveness

Lishui City has carried out many projects to build a new power
system, and these projects have generally followed the following four
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technical approaches: releasing the potential of clean energy
development and promoting the clean energy production;
building a diversified and integrated high-resilience power grid
and promoting efficient energy allocation; tapping into the low-
carbon energy potential of society to promote end-consumer
electrification; improving load scale response capability and
promoting flexible network-load interaction.

2.1 The release of clean energy development
vitality and promotion of clean energy
production

Expand clean energy production, increase the clean substitution
of coal and oil such as renewable electricity and biomass natural gas,
and achieve 100% local consumption of clean energy. In view of the
randomness, volatility and low inertia characteristics of new energy
power generation such as wind and solar and the consequent
challenges of system peak shaving and anti-disturbance ability,
research on the prediction and aggregation regulation of clean
energy such as wind, light and water, and the adaptability of
high-proportion clean energy access are carried out, so as to
provide a data basis for low-carbon optimal dispatching, solve
problems such as random fluctuations in wind and solar output,
and uncontrollable reactive power output of small hydropower, and
pilot the construction of a new power system power grid dispatching
optimization project to ensure that clean energy is “visible”. Promote
the safe, clean and efficient development of regional energy.

For clean energy production, the main consideration is to add
clean energy to the source side of Lishui City to meet load demand.
In this regard, Lishui has carried out two major projects: large-scale
green power resource development and clean energy
collection station.

According to the data provided by Lishui City, as of December
2022, a total of 2,064 new grid-connected users have been added to
the large-scale green power development project, 475.21 MW has
been added, the cumulative power generation of new green power
resources has been 1.42 billion kWh, 193 green power trading users
have been aggregated, the cumulative transaction electricity has been
15.158 million kWh, the cumulative revenue for users has increased
by 988,900 RMB, and the cumulative carbon reduction and emission
reduction has been 1.0689 million tons.

The total scale of access resources of the clean energy collection
station project is 137MW, the annual power generation of clean
energy is 210 million kWh, the electrochemical energy storage
capacity is 6.9MW, saving 50 million RMB of investment in the
power grid and reducing carbon emissions by 159,200 tons.

2.2 The construction of a diversified and
integrated high-elasticity power grid and the
promotion of efficient energy utilization
configuration

Adhere to the “strong-intelligent-highly flexible” construction
path, build distributed pumping and storage, virtual pumping and
storage, and add energy storage forms with cross-temporal and
spatial flexibility such as electrochemical energy storage, hydrogen

energy storage, and air energy storage, and form a one million
kilowatt-level generalized energy storage resource pool. Carry out
research on generalized cloud energy storage under various forms of
energy storage, pilot the construction of clean energy collection
station projects, near-zero carbon demonstration projects of water-
hydrogen biomass, and multi-time scale generalized energy storage
resource pool projects, to solve the problems of power supply
guarantee caused by extreme heat and no wind, late peak without
light, and dry water in winter, as well as the problem of small
hydropower, wind power, and photovoltaic rushing out of the
channel. Carry out research on the friendly interactive multi-level
collaborative dispatch mode of source-grid-load-storage, pilot the
construction of 100% pan-micro-grid demonstration projects for
green electricity, and “worry-free” resilient power grid projects with
mountainous characteristics, ensure that clean energy is “delivered”,
realize the coordinated optimization of source-grid-load carbon
storage and electricity, and ensure the safe, economical and low-
carbon operation of the power grid.

For the efficient allocation of energy use, it is mainly considered
to add flexible resources in Lishui City to improve Lishui’s ability to
solve the inequality between power supply and demand. In this
regard, Lishui mainly carried out projects such as generalized energy
storage resource pool and user-side flexibility resource aggregation
and regulation.

According to the data provided by Lishui City, in the multi-time
scale generalized energy storage resource pool project, the adjustable
capacity of generalized energy storage resources is 1729MW, which
increases the new energy consumption space by 218 million kWh/
year, increases the new energy transmission capacity by 400 MW
during the noon period, and saves 500 million RMB in power grid
investment. The average annual carbon reduction and emission
reduction is 165,100 tons; 967 users of demand response agreements
in the large-scale flexible resource aggregation and control project
on the user side, the cumulative amount of demand response
electricity subsidies is 21.83 million RMB, the number of air
conditioning flexible sensing households is 258, the maximum
adjustable load of air conditioning load is 45,000 kW, and
13,045 users participating in load management are
13,045 households/time.

2.3 The exploration of social low-carbon
energy potential and the promotion of end-
use consumption electrification

Promote the transformation of traditional energy-consuming
enterprises into “one low and three high” enterprises, and expand
large-scale electric energy substitution in industrial production,
transportation, residential energy consumption and other fields.
Increase the application of electric heating, electric pressurization
and auxiliary electric power in the industrial field. Accelerate the
promotion of electric vehicles, electric heavy trucks, etc. in the
transportation field. Accelerate the electrification of residential
energy use, build zero-carbon buildings, and create zero-carbon
communities and all-electric villages. Carry out research and
promotion and application of emerging key technologies for
electric energy substitution, pilot the construction of large-scale
green power resource development projects, ensure that clean
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energy is “well used”, lead the transformation and upgrading of
energy consumption, build a green and low-carbon energy
consumption system, and achieve 100% zero carbon emissions in
new energy consumption.

For the electrification of end-consumption consumption, the
main consideration is to reduce inefficient and high-carbon primary
energy use on the user side as much as possible, so as to help reduce
the overall carbon emissions of Lishui City. In this regard, Lishui has
mainly carried out the near-zero carbon demonstration project of
hydrocarbon biomass and other projects to promote electrification.

According to the data provided by Lishui City, the cumulative
hydrogen production capacity of the near-zero carbon
demonstration project of water-hydrogen biomass is 484.75 kg,
the cumulative hydrogen consumption is 449.08 kg, the
cumulative natural gas output is 1119.5 Nm3, the cumulative
hydrogenation capacity is 92.1 kg, the electrification of
transportation is 1809.77 kWh, and the electrification of domestic
consumption is 3189.93 kWh.

2.4 The enhancement of load scale response
capacity and the promotion of flexible
interaction of grid load

Build an operation model of prefecture-level load aggregators,
awaken the sleepy adjustable load resources on the customer side,
focus on full load aggregation and demand response, connect the
smart power platform and demand response platform, focus on
industry, hotel, and commercial Universe, establish load
aggregation groups such as air conditioning, electric vehicles, and
industry, and build a one million kilowatt-level load-side demand
response resource pool. Carry out technical research on large-scale
resource aggregation and interactive regulation, pilot the construction
of user-side large-scale flexible resource aggregation and regulation
projects, energy big data centers, solve problems such as wide
distribution of flexible resources, difficulty in output regulation,
and disorderly energy use, ensure the “supply and live” of clean
energy, realize load participation in network-wide interaction,
alleviate problems such as insufficient system capacity during peak
hours, and improve the resilience and stability of the power grid.

For the flexibility of grid-load interaction, the allocation of source-
load flexible resources by the dispatching department is mainly
considered, so that the local power generation curve and the power
consumption curve are morematched. In this regard, Lishui has carried
out projects such as the optimization of grid dispatching of new power
systems and 100% pan-micro-grid green power.

According to the data provided by Lishui City, the total
regulated resources of the green power 100% pan-microgrid
demonstration project are 52.35MW, the annual average green
power supply rate is 68.27%, the flexible resource allocation is
0.50MW, the annual average carbon dioxide emission reduction
is 106,400 tons, and the new energy support capacity is increased by
58.36MW; the new power system power grid dispatching
optimization project has built a wind, solar and water carbon
storage intelligent dispatching platform, which is connected to
899 hydrological stations in the whole region. It has established a
global zero-carbon virtual power plant, carried out 6.00 zero-carbon
peak shaving on holidays, and participated in the normalization of

peak shaving in summer in 2022, with a maximum regulation
capacity of 760,000 kW.

In addition, Lishui has also carried out the “rain or shine”
resilient power grid project with mountain characteristics. The
number of monitoring devices increased to 1057, the operation
rate reached 98.14%, the online rate reached 98.48%, the cumulative
capacity increased by 10 lines, the average load rate increased by
4.75%, the maximum load ratio increased by 25.90%, and the
capacity increased by 15.00%. In December 2022, the power
supply of Lishui City can be considered to reach 99.9824%, and
the average power outage time of households is 1.54 h, with a year-
on-year voltage drop of 35.83%.

3 Electric carbon sensing
traceability model

This chapter begins by introducing the theory of carbon flow,
followed by the construction of an electric-carbon tracing model.
Finally, this model is applied to conduct carbon tracing and carbon
emission analysis of the transformed new power system in
Lishui City.

3.1 An overview of the electric carbon
sensing traceability model

Literature (Zhou et al., 2012) introduced the initial framework of
carbon flow theory, defining and describing several key concepts in
the methodology. Literature (Zhou et al., 2012b) established a
comprehensive theory and calculation method for carbon flow
analysis in power systems, quantitatively analyzing the
distribution characteristics and mechanisms of carbon flow
within the power grid. Additionally, literature (Cheng et al.,
2018) extended the carbon emission flow theory to the integrated
energy system, establishing a carbon emission analysis model for the
integrated energy system, revealing the fundamental characteristics
and patterns of carbon emission flow within the energy network.
The electric carbon sensing traceability model in Figure 1 is a carbon
emission traceability model based on the carbon emission flow of the
power system.

The carbon emission stream of the power system is a virtual
network flow that is dependent on the presence of power flows and is
used to characterize the carbon emissions that maintain the current
flow of any one of the roads in the power system (Wang et al., 2022).
It can be considered that the carbon emission flow starts from the
power plant, enters the power system as the power grid power of the
power plant is on-grid, follows the current flow in the system, flows
in the power grid, and finally flows into the consumer terminal on
the user side. On the surface, carbon emissions enter the atmosphere
through power plants, but in reality, carbon emissions are consumed
by electricity users through carbon streams.

3.2 Electricity carbon traceability calculation

The construction process of the electric carbon traceability
model: First, the power flow analysis is carried out, and the active
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power, reactive power, voltage and phase angle of all nodes are
calculated by calculation. Then, the carbon potential of each node
of the system is calculated, and according to the nature of the
carbon emission stream, when the carbon potential of a node is
known, for all branches that flow from the node active current,
the carbon flow density of these branches is equal to the carbon
potential of the node. The nodal carbon potential and branch
carbon flow density change with the flow in the system. Think of
it as the real-time carbon emission factor of a line at a certain
moment (Zhang, 2022).

3.2.1 Branch power flow distribution matrix
Assuming the system has N nodes, among which K nodes have

generator injection, and M nodes have loads, the following new
concepts will be introduced to facilitate the illustration and
calculation of the electric carbon tracing model. First clarify
several concepts.

It is a square matrix of order N, denoted by PB � (PBij)N×N .
The purpose of defining this matrix is to describe the active power
flow distribution of the power system, from the power network
level to the boundary conditions of the distribution of carbon
emission streams. The matrix contains both the topology
information of the power network and the distribution
information of the steady-state active power flow of the system.
The elements in the tributary power distribution matrix are
defined as follows:

If there is a branch between node i and node j (i, j = 1, 2, . . . , N),
and the positive active current flow from node i to node j through
this branch is p, then PBij � p, PBji � 0; If the active current p flowing
through this branch is the opposite current, then PBij � 0, PBji � p;
In other cases PBij � PBji � 0. In particular, for all diagonal elements,
there is PBii � 0(i � 1, 2, · · ·, N).

3.2.2 Power injection distribution matrix
It is a matrix of order K×N and is denoted by PG � (PGkj)K×N.

The purpose of defining this matrix is to describe the connection of
all generator sets to the power system and the active power injected
into the system by the units, and to facilitate the description of the
boundary conditions for the carbon emission flow generated by the
generator sets in the system. The elements in the matrix are defined
as follows:

If the k-th (k = 1,2, . . . ,K) generator set is connected to node j,
and the active current flow injected into node j from the k-th node
containing generators is p, then PGkj � p, otherwise PGkj � 0.

3.2.3 Load distribution matrix
It is a matrix of order M×N and is denoted by PL � (PLmj)M×N.

The purpose of defining this matrix is to describe the connection of
all electricity loads to the power system and the active load to
describe the boundary conditions of the carbon emission stream
consumed by electricity users in the system. The elements in the
matrix are defined as follows:

If node j is the m (m = 1, 2, . . . , M) node with a load and the
active load is p, then PLmj � p, otherwise PLmj � 0.

3.2.4 Nodal active power flux matrix
It is an N-order diagonal matrix, denoted by PN � (PNij)N×N .

According to Kirchhoff’s current law, the absolute value of all
branch currents flowing into and out of the node at any node at
any time is equal, and the algebraic sum is equal to 0. Thus, in the
power flow analysis, the net injection power at any node is 0.
However, in the calculation of carbon flow, the node carbon
potential is only affected by the injection power flow, and the
power flow from the node has no effect on the node carbon
potential. Therefore, compared with the algebraic sum of the

FIGURE 1
Electricity carbon traceability.
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current and power flow through the node, the carbon flow
calculation pays more attention to considering the “absolute
quantity” of the active power flow flowing into the node in the
direction of the power flow, which is called the node active flux. In
current flow analysis, the concept is not used and defined. In carbon
flow calculations, this concept is used to describe the contribution of
generator sets to nodes and node-to-node carbon potential in a
system. The elements of the node active flux matrix are defined
as follows:

For node i, let I+ indicate that there is a collection of branches of
the current flowing into node i, pBs is the active power of the branch
s, then there is

PNii � ∑
s∈I+

pBs + pGi (1)

where pGi is the output of the generator set that is connected to node
i, if there is no generator set at the node or the generator set output is
0, then pGi � 0. All non-diagonal elements in the matrix is
PNij � 0, (i ≠ j). According to the definition of the above three
matrices, the diagonal element of the i-th row of the matrix is equal
to the sum of the elements of the matrix PB and the i-th column of
the matrix PG .

If Pz � [PB PG ]T, it is not difficult to find:

PN � diag ζN+KPZ( ) (2)
where ζN+K is a row vector of order N + K, and all elements in the
vector are 1 (the same below).

Eq. 2 shows that when the matrix PB and matrix PG of the power
system is known, it can be directly generated by the matrix PB and
matrix PG.

3.2.5 Carbon emission intensity vector
Different generator sets have different carbon emission

characteristics, which are known conditions in carbon flow
calculation, and can form the carbon emission intensity vector of
the generator set of the system. If the carbon emission intensity of
the k-th (k = 1, 2, . . . , K) generator set is eGk, then the carbon
emission intensity vector of the generator set can be expressed as:

EG � eG1 eG2 ... eGK[ ]T (3)

3.2.6 Nodal carbon intensity vector
The primary calculation target of the carbon emission stream of

the power system is the carbon potential of all nodes. If the carbon
potential of the i-th (i = 1,2, . . . ,N) node is eNi, then the node carbon
potential vector can be expressed as:

EN � eN1 eN2 ... eNN[ ]T (4)

Combined with the above, from the definition of node carbon
potential, the carbon potential eNi of node i in the system can
be obtained:

eNi �
∑
s∈I+

pBsρs + pGieGi

∑
s∈I+

pBs + pGi
(5)

where ρs is the carbon flow density of the branch s.

As shown in Eq 5, the carbon potential of node i is determined
by the carbon emission flow generated by the generator set
connected to the node and the carbon emission flow from other
nodes into the node. The meaning of the right numerator and
denominator of the equal sign is node i, respectively, and is
contributed by the carbon emission flow and flow of the above
two types of nodes. Depending on the nature of the carbon stream,
the density of the branch carbon flow ρs can be replaced by the
carbon potential of the node at the beginning and end of the branch,
and Eq 5 can be rewritten as the following matrix:

eNi � η i( )
N PT

BEN + PT
GEG( )

∑N
v�1
PBvi + ∑K

t�1
PGti

(6)

where η(i)N � (0, 0, ..., 1, ..., 0) is an N-dimensional unit row vector,
where the i-th element is 1.

According to the definition of the nodal active flux matrix,
we get:

∑N

v�1PBvi +∑K

t�1PGti � η i( )
N PN η i( )

N( )T (7)

It can be obtained from Eqs 6, 7:

η i( )
N PN η i( )

N( )TeNi � η i( )
N PT

BEN + PT
GEG( ) (8)

Since the matrix PN is diagonal, extending Eq 8 to the whole
system dimension yields:

PNEN � PT
BEN + PT

GEG (9)

After sorting, the carbon potential calculation formula for all
nodes of the system is:

EN � PN − PT
B( )−1PT

GEG (10)

After calculating the node carbon potential vector, the carbon
flow rate of each branch of the system can be further obtained. Thus,
the branch carbon emission flow rate distribution matrix is defined
as anN-th order square matrix, which is denoted by RB � (RBij)N×N.

The element definition of the tributary carbon flow rate
distribution matrix is similar to the tributary power flow
distribution matrix. If there is a branch between node i and node
j (i, j = 1,2, . . . , N), and the positive carbon flow rate from node i to
node j through this branch is R, then RBij � R, RBji � 0; If the carbon
flow rate R through the branch is reversed, then RBij � 0, RBji � R;
In other cases RBij � RBji � 0. In particular, for all diagonal
elements, there is RBii � 0(i � 1, 2, ..., N).

From above:

RB � PBdiag EN( ) (11)

In addition, after calculating the node carbon potential vector,
the carbon emission intensity of electricity consumption of the node
load is equal to the carbon potential of the node. Combined with the
load distribution matrix, the carbon flow rate corresponding to all
loads can be obtained, and the physical meaning is the carbon
emission generated by the power generation side per unit time of the
load of the supply node. For the m-th (m = 1, 2, . . . , M) node with
load, the carbon flow rate corresponding to the load is RLm, then the
load carbon emission rate vector can be expressed as:
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RL � RLl RL2 / RLM[ ]T (12)

As can be seen from the above:

RL � PLEN (13)

The overall calculation flow chart is shown in Figure 2.

3.3 Electricity carbon traceability analysis
of Lishui

Figure 3 is the node diagram of the Lishui power system.
Table 1 presents partial carbon flow data of the power grid in
Lishui City. According to the all carbon flow data from Lishui

FIGURE 2
Electricity Carbon Traceability Model Calculation Process.
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City, it is evident that the city’s power system gathers data at 5-
min intervals, the real-time carbon emission factor of each line in
Lishui City can be obtained every 5 minutes. The results of the

statistical analysis by row are shown in Figure 4. From the
perspective of each route, there are always 1273 lines with a
typical intraday carbon emission factor of zero. The real-time

FIGURE 3
Node diagram of the Lishui power system.
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carbon emission factor for the 207 lines fluctuates between zero
and other values. The carbon emission factor of the 60 lines is not
zero at any time. The average typical intraday real-time carbon
emission factor in row 210001093 and column 240000874 is the
largest, which is 0.7093.

The results of the statistical analysis by column are shown in
Figure 5. For all routes, the period with the largest average carbon
emission factor is from 22:30 p.m. to 23:00 p.m., with the
maximum value occurring at 22:55 p.m. on the fourth day of
a typical day. The periods with the highest average carbon
emission factor were around 22:55, around 20:10, and around
17:50.

4 Evaluation system of low-carbon
emission reduction effectiveness in
Lishui City

In order to reasonably evaluate the carbon reduction
effectiveness of Lishui power system, the carbon reduction effect
of electricity is set up as the main indicator to evaluate the overall
carbon reduction and emission reduction effect of the power system.
Since the carbon reduction effect of electricity is jointly completed
by all links of the power system, but the power system is an organic
whole, the links of generation, transmission and distribution are
coupled with each other and affect each other, and the carbon

TABLE 1 Carbon flow density of branches.

Starting node i Ending node j Typical day branch carbon flow density/kgCO2/(kW·h)

Day 1 Day 2 Day 3 Day 4 Day 5

8 6 126.2622 128.0303 129.4738 129.4042 127.8196

8 11 102.9635 105.6908 101.1343 89.3264 0.0000

8 12 0.0000 0.0000 78.1389 91.6890 94.3990

8 0 104.2118 116.6755 124.6625 129.4042 117.0575

8 30 126.2622 128.0303 129.4738 129.4042 127.8196

6 14 123.3444 125.2399 126.8117 126.7633 125.2315

14 30 42.5788 48.0787 49.3103 34.9754 71.1302

12 11 20.2276 28.6650 43.2607 42.6115 34.5537

81 12 27.8292 37.8796 23.1500 14.1253 4.3215

15 81 38.8663 44.4921 37.7644 38.2917 12.7955

419 15 114.2725 119.6926 130.0810 130.0810 117.8813

419 0 119.2960 128.9773 130.0810 130.0810 128.6352

419 11 115.4555 120.9399 130.0810 130.0810 127.2176

15 23 62.1812 70.7678 73.7026 73.3268 62.1545

0 23 104.5565 115.9662 124.2744 125.7131 123.4398

FIGURE 4
Real-time carbon emission factors for line-based analysis.
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emission reduction results of each link cannot be simply and linearly
added to obtain the overall carbon emission reduction results of the
power system (Zhang et al., 2023). However, by separately
calculating the contribution of each link to emission reduction,
the development of low-carbon power system can be further refined,
and the theoretical basis and data support for the advanced plan for
low-carbon transformation of power system can be provided.
Therefore, four secondary indicators are proposed for the three
links of generation, transmission and use in the power system, and
the carbon reduction effect of the power system is evaluated in a
multi-dimensional and all-round way.

4.1 Primary indicator: the effectiveness of
electricity carbon reduction

According to the source of electric energy, the carbon emissions
of the power system can be divided into two parts, the carbon
emissions generated by the power generation in the city and the
carbon emissions from the electricity outside the city. Since Lishui’s
local power emissions only come from two self-consumption
thermal power plants, the power consumption of the plant is
fixed, the power generation is almost unchanged, and the power
generation is small, so the carbon emissions of Lishui’s local power
supply can be improved relatively little. Therefore, in order to
further reduce the carbon emissions of the Lishui power system,
we mainly consider from the direction of reducing the dependence
on external electricity in the city. The evaluation of the carbon
reduction and emission reduction effectiveness of Lishui power
system can be summarized as follows: It refers to the difference
between the carbon emissions generated by the purchase of
electricity from the city before the improvement of the power
system, minus the carbon emissions generated by the purchase of
electricity after the improvement of the power system.

Among them, due to the interconnection of the national power
grid, the physical characteristics of real-time balance of electricity,
and the calculation results should have economic and statistical

significance, the calculation of the city’s external electricity should be
from the perspective of electricity, rather than using electricity for
calculation, so the total amount of the city’s external electricity
adopts the electricity data of the city’s external gateway. Logically,
the electricity from outside the city can be obtained by the following:
Municipal external electricity refers to the total electricity
consumption of the whole society minus the amount of local
power generation and consumption within the city; Local power
generation and consumption refers to the amount of power
generated locally in Lishui minus the amount of electricity that
Lishui purchases from external grid sources outside the city.

Calculation method:

GPI � FN − FL( ) / FN (14)
where GPI is the Green power index; FN is the National average
carbon emission factor; FL is the Local carbon emission factor.

The official website of each provincial development and reform
commission can obtain the carbon emission factor data and green
power index of the power industry of each province in
Supplementary Table SA1. Among them, the national average
electricity carbon emission factor is 5.703 kg CO2/MWh (General
Office of the Ministry of Ecology and Environment, 2023).

Evaluation methodology: According to the provincial carbon
emission factors of 31 provinces in the country, the green power
index of the eighth place (top 25%) reached 26.42%, the 16th place
(top 50%) was −5.8%, and the twenty-fourth place (top 75%)
was −27.35%, according to which the grade was divided: the
green power index reached −27.35% as qualified, −5.8% as good,
and 26.42% as excellent (Jiang, 2018).

Indicator calculation results: In 2021 and 2022, the green power
index of Lishui City was 52.64% and 60.11%, respectively.

Future indicator forecasting methodology: Using the predicted
values of thermal power, clean energy power generation and electricity
consumption, combined with the predicted utility carbon emission
factor (the change of thermal power factor with time can be ignored in
the short term) is used to approximate the calculation.

4.2 Secondary indicator: Permeability of
clean power generation

Calculation method: Since almost all of the carbon emissions of
the power system come from the thermal power generation units on
the power generation side, reducing the carbon emissions on the
power generation side is to reduce the thermal power generation and
increase the clean energy power generation. Therefore, the higher
the proportion of clean energy on the power generation side, the
lower the carbon emission level of the power system, it can be
summarized as follows:

RC � GLc/GLt (15)
where RC is the Clean power generation penetration rate; GLc is the
local clean power generation; GLt is the local total power generation.

Evaluation basis: In 2021, the cumulative power generation of
clean energy accounted for 32.5% of the total power generation in
China, and the cumulative power generation of clean energy in
Zhejiang Province accounted for 27.8% of the total power generation
(China Electricity Council, 2022).

FIGURE 5
Real-time carbon emission factors for time-based analysis.
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Evaluation methodology: referring to the cumulative power
generation of clean energy in China in 2021, 28% of the local
clean energy power generation accounted for the total local
power generation as qualified, 33% as good, and 38% as excellent.

Indicator calculation result: 95.5% in 2022.
Future indicator forecasting methodology: Calculations are made

using clean energy generation and electricity consumption forecasts.

4.3 Secondary index: Flexible resource
allocation rate

Calculation method: On the transmission side, the way to reduce
carbon emissions is to actively adapt to the characteristics of clean
energy power generation on the power generation side, store clean
electricity in a timely manner, transfer electricity demand, and use
flexible resources of the power grid to adjust the power supply and
demand curve to maximize the effect of clean energy output. To this
end, it is necessary to examine whether the power system has
sufficient flexible resource allocation to meet the needs of flexible
dispatch of the power grid. Due to the relative controllability of the
power generation side of the power grid, the main goal of flexible
resources is to adjust the relatively uncontrollable load demand, so
the maximum power load is selected for comparison, and the
specific calculation formula is as follows:

RF � CESS + CFL( ) / LMAX (16)
where RF is the flexible resource allocation rate; CESS is the adjustable
capacity of generalized energy storage resources; CFL is the
adjustable capacity of flexible load resources; LMAX is the
Maximum power load.

Evaluation basis: Load monitoring capacity reaches more than
70% of the maximum electricity load in the operation area, and load
control capacity reaches more than 10% of the maximum electricity
load in the operation area (Li, 2017).

Standby is divided into load backup and accident backup, with
load standby taking 5% of the maximum power generation load of
the system, accident standby taking 10% of the maximum power
generation load of the system or the maximum single unit capacity
in the system (Cai et al., 2023).

Evaluation methodology: referring to the standards of flexible load
and system standby (usually borne by high-flexibility units, such as
generalized energy storage resources), if the flexible resource allocation
rate reaches 10%, it is qualified, 15% is good, and 20% is excellent.

Indicator calculation result:45.6% in 2022.
Future indicator forecasting methodology: The planned values

of generalized energy storage resources and flexible load resources
are compared with the predicted values of electricity consumption.

4.4 Secondary index: Global clean source-
load matching

Calculation method: With the development of electrical
intelligence, the power grid’s ability to predict and perceive load is
enhanced, the load can actively support the power grid, and the grid-
load interaction is more frequent and efficient. Content three
corresponds to the index - flexible resource allocation rate gives the

ability of the power grid to regulate supply and demand, in this content,
the actual effect of the power grid in regulating supply and demand is
mainly considered. In order to achieve the purpose of carbon reduction,
the demand for electricity should be met by clean energy, and it is best
to realize that the demand for electricity should be fully met by clean
energy, without the support of external electricity and local thermal
power units. This indicator can be expressed by the matching degree of
real-time clean energy generation power and electricity consumption,
and the specific calculation formula is as follows:

Mc � Σ Plc/ Pn( ) / Sp (17)

where Mc is the Clean generation capacity matching; Plc is the local
clean power generation; Pn is the national power consumption; Sp is
the sampling points.

Evaluation basis: In 2021, the country’s clean energy power
generation will be 2,730.4 billion kWh, and the electricity
consumption of the whole society will be 8,331.3 billion kWh.
Zhejiang Province has a clean energy power generation capacity
of 117.4 billion kWh, and the electricity consumption of the whole
society is 551.4 billion kWh (China Electricity Council, 2022).

According to the rough calculation of the data, the matching
degree of clean source load in China is about 33%, and the matching
degree of clean source load in Zhejiang is about 21%.

Evaluation methodology: The closer the value is to 1, the higher
the source-load matching. The annual increase in source-load
matching degree reaches 5% as qualified, 10% as good, and 15%
as excellent. (Or the source-loadmatching degree of 35% is qualified,
40% is good, and 45% is excellent.)

Indicator calculation result: 61.75% in 2022.
Future indicator forecasting methodology: Since there is no real-

time power data, the power generation prediction approximation is
used instead:

The clean source-load matching prediction is equal to the local
clean power generation forecast divided by the whole society
electricity consumption forecast.

PMc � FPlc/ FPn (18)
where PMc is the prediction of clean source-load matching; FPlc is the
forecast of local clean power generation; FPn is the forecast of whole
society electricity consumption.

4.5 Secondary indicators: The proportion of
terminal consumption of electric energy

Calculation method: Electricity is the most efficient energy source
compared to all energy sources, so while electrification will increase
the carbon emissions of the power system, it will reduce the carbon
emissions of the entire energy system. Therefore, on the electricity
consumption side, we take into account the proportion of final
consumption of electric energy, and explain the contribution of the
power system to the emission reduction of the entire energy system:

Rec � En/ Et (19)

where Rec is the end consumer electricity ratio; En is the national
power consumption equivalent energy; Et is the total energy
consumption.
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Evaluation basis: The national electrification rate is 26.5%, and the
proportion of electricity in Zhejiang, Guangdong and Qinghai in final
energy consumption exceeds 30% (China Electricity Council, 2021).

Evaluation methodology: referring to the national electrification
rate in 2021, an electrification rate of 26.5% is qualified, a 30% is
good, and a 33.5% is excellent.

Indicator calculation result: 65.2% in 2022.
Future indicator forecasting methodology: Predict the total

electricity consumption and energy consumption of the whole
society separately, and then calculate.

Table 2 presents the evaluation findings of Lishui’s electric
power transmission network’s zero-carbon indicator system. Our
assessment indicates a significant overall reduction in carbon
emissions following the implementation of the new electricity
system. Notably, improvements made across all three phases of
the power cycle (generation, transmission, and consumption) have
substantially contributed to this outcome.

5 Conclusion

This article takes Lishui City as an example to explore the carbon
reduction practices of the new power system at the municipal level.
Firstly, to promote the construction of the new power system, Lishui
City has implemented a series of projects, including ten key projects.
These projects mainly involve the development of new energy, grid
transformation, energy storage technology application, and intelligent
distribution network construction. Through the implementation of
these projects, Lishui City has accelerated the low-carbon
transformation of the power system, improved the efficiency of grid
operation, met the diversified electricity demands of users, and
optimized the allocation of energy resources. In order to better track
and manage carbon emissions, Lishui City has launched an electric
carbon traceability model. This model focuses on the power industry
and comprehensively monitors and analyzes carbon emissions at
various stages of power production, transmission, and consumption,
achieving the visualization and quantification of carbon footprints.

To evaluate the carbon reduction effectiveness of the newly
constructed power system projects in Lishui City, this article
establishes a low-carbon emission evaluation system. With zero
carbon as the goal, multiple evaluation indicators are proposed, and
the carbon reduction effectiveness of the new power system is
evaluated and analyzed based on historical data from Lishui City.
The results show that the new power system in Lishui City has
achieved significant carbon reduction effectiveness.

The electric carbon traceability model can help monitor and
quantify carbon emissions. Based on this, the low-carbon emission

reduction evaluation system can assess the effectiveness of carbon
reduction policies and measures, providing scientific basis for
setting and adjusting low-carbon development goals. Through
the low-carbon emission reduction evaluation system, more
cities and companies can be motivated to adopt carbon
reduction measures, promote technological innovation and
energy transition, and contribute to sustainable development
and climate change mitigation. The low-carbon emission
evaluation system can drive joint efforts from all sectors of
society to reduce carbon emissions and achieve sustainable
development.

Furthermore, the proposed low-carbon emission reduction
evaluation system can assess and evaluate the carbon emissions
of various provinces and cities in China to promote carbon
reduction and low-carbon development. In the future, we will
continue to improve the evaluation system for carbon reduction
effectiveness and promote its application in other provinces and
cities, expanding its scope of use.
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ADC fault current fast-computing
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The multi-terminal modular multi-level converter-based high voltage direct
current (MMC-HVDC) grid with short circuit protection equipment (SCPE) is
so complex that it is difficult to estimate its fault current and analyze the
performance of SCPE by conventional time-domain numerical calculation
method, it meets three big obstacles. This paper has made significant
progress in overcoming these obstacles. 1). By applying the modern electrical
circuit theory, a systematic formulation of the differential equation set for fault
current calculation is developed to avoid a lot of complex and cumbersome
matrix manual calculations. 2). A novel Y-Delta transformation in the s-domain is
proposed to develop an eliminating virtual node approach for a complex MMC-
HVDC grid, including the ring, radial, and hybrid topologies. 3). It is difficult to
solve the equivalent circuit of MMC-HVDC grid with SCPE since SCPE is a time-
variable-nonlinear circuit. A canonical voltage source model of SCPE is
established to transform the time-variable-nonlinear circuit into a piecewise
linear circuit. Based on the three significant progresses, a DC fault current
fast-computing method of MMC-HVDC grid with SCPE is put forward to deal
with all kinds of MMC-HVDC grids with several kinds of SCPEs. Then, the
performance of several kinds of SCPE is analyzed and compared by this
method. Consequently, the proposed DC fault current fast-computing
method is a new powerful tool to estimate the fault current of MMC-HVDC
grid and analyze the performance of SCPE.
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HVDC, DC circuit breaker, dc fault current calculation, modular multilevel converter,
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1 Introduction

Compared to point-to-point transmission, the multi-terminal
high-voltage direct current (HVDC) grid offers several advantages,
such as connecting a larger number of renewable energy sources and
provides higher power supply reliability, making it a key area of
focus in future grid research (Li et al., 2021). The voltage-source
converter (VSC) technologies, specifically those based on the
modular multilevel converter (MMC), are rapidly expanding the
applications of high-voltage direct current (Shu et al., 2023). VSC-
HVDC systems, which utilize MMC, are particularly well-suited for
multi-terminal DC (MTDC) systems due to their ability to flexibly
control current direction and redistribute power between terminals
(An et al., 2017).

However, the issue of DC short circuit fault protection poses a
significant challenge and acts as a major obstacle to the
development and implementation of multi-terminal HVDC
grids with overhead lines. When a DC grid experiences a
short-circuit fault, it is necessary to insert short circuit
protection equipment into the fault path to limit the rising
rate and break current of the fault current, as well as isolate
the short circuit fault (Ahmad et al., 2022; Zhang et al., 2022). The
presence of SCPE within a multi-terminal MMC-HVDC grid
adds complexity to the system, making it highly challenging to
accurately calculate fault currents and analyze the performance
of SCPE within the grid.

The Electromagnetic-transient-type (EMT) simulation tool is
capable of accurately simulating the performance of an HVDC grid
under normal or fault conditions (H. Saad et al., 2013). The EMT
model of the MMC converter accurately represents thousands of
IGBT switching events simultaneously. A multi-terminal HVDC
system based on MMC consists of multiple MMC converters
(Stepanov et al., 2021). However, simulating a multi-terminal
MMC-HVDC grid using EMT model requires a lot of computing
resources and is time-consuming, because the multi-terminal
MMC-HVDC grid is a time-variable and nonlinear circuit. To
improve computational efficiency, several numerical computing
approaches have been developed. The literature (LI et al., 2017a)
provides a detailed analysis of MMC arm fault current before the
converter blocks during a pole-to-pole fault in a single-terminal
HVDC system. Additionally, an RLC equivalent circuit model of the
MMC under short fault conditions has been reported by (Belda et al.,
2018; Yang et al., 2018).

Moreover, the overhead line is approximated as an R-L circuit in
(Li et al., 2016; Li et al., 2022). Based on the RLC equivalent circuit
model of MMC and the R-L circuit of overhead lines, a linear RLC
model of MMC-HVDC grid has been established in literature (Li
et al., 2017b) for calculating short-circuit currents. This model is
referred to as the RLC equivalent circuit in this paper and has made
significant progress in the calculation of short-circuit current by
representing the time-variable-nonlinear circuit of the multi-
terminal HVDC grid as an RLC linear model. In addition to the
RLC equivalent circuit, the literature (Li et al., 2017a) proposed a
general time-domain numerical calculation method for analyzing
the pole-to-pole short-circuit fault of the pseudo-bipolar multi-
terminal MMC-HVDC grid. Furthermore, the literature (Ning
et al., 2019; Ye et al., 2021) introduced how to utilize this
method to calculate and analyze pole-to-pole and pole-to-ground

short-circuit faults of bipolar multi-terminal MMC-HVDC grids,
respectively.

The conventional time-domain numerical calculation method
can be divided into two steps. The first step is to establish the state
equation set or the differential equation set of the RLC equivalent
circuit of the MMC-HVDC grid by using Kirchhoff’s Voltage Law
(KVL), Kirchhoff’s Current Law (KCL), and V A Relation (VAR).
The second step is solving the equation to obtain the transient value
of the fault current of the multi-terminal MMC-HVDC grid.
However, despite being an important progress, the general short-
circuit current calculation method of a DC grid presents several
problems that need to be addressed. Please note that in the following
section, the term “DC grid” specifically refers to the MMC-
HVDC grid.

1) It is challenging to write the state equation set or differential
equation set for the RLC equivalent circuit due to the
involvement of multiple matrix calculations, making the
writing process complex and cumbersome. To address this
limitation, this paper presents a systematic formulation of the
differential equation set.

2) If the structure of the multi-terminal DC grid is a ring, the
number of equations is identical to that of the state variables in
the RLC equivalent circuit. In this case, one can easily use
MATLAB to solve the equations and predict the short-circuit
current curves. However, if the structure is radial or hybrid,
there is a virtual node in the RLC equivalent circuit, resulting
in fewer equations than state variables. It becomes difficult to
obtain the transient solution of the equations. Therefore, this
paper proposes a novel Y-Delta transformation in the
s-domain to develop an approach that eliminates the virtual
node in a complex DC grid, including the ring, radial, and
hybrid topologies.

In the short-circuit fault current generic calculation method
based on short-circuit equivalent RLC model of the DC grid,
although the SCPEs have been equipped in the DC grid, these
have to be ignored since it is difficult to model the SCPEs. In this
case, this method is mainly used to analyze and evaluate the
development of fault currents after short-circuiting faults in DC
grids without considering the effect of SCPEs, resulting in bigger
analysis errors. In order to improve the analyzing accuracy, a short-
circuit fault current calculation method of DC grid with SCPE is
developed in this paper.

In this paper, the SCPEs are classified into three categories: fault
current limiter (FCL) (Safaei et al., 2020), current limiting circuit
breaker (CLCB), and DC circuit breaker (DCCB). The protection
scheme for short-circuit faults in the DC grid is divided into three
options: FCL + DCCB scheme, DCCB scheme, or only CLCB
scheme. However, regardless of the chosen protection scheme,
establishing a short-circuit fault equivalent model for DC grids
with SCPEs is challenging due to the presence of solid-state switches,
mechanical ultra-fast disconnectors (UFD), and metal-oxide
arresters (MOA) in the SCPEs.

In the literature (Xu et al., 2019), an improved general
calculation method is presented for calculating the DC fault
current of a DC grid with hybrid FCL. The CLCB integrates
isolating fault and limiting fault currents into a single device,
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reducing the cost of SCPE. According to the current limiting
mechanism, the published short circuit protection equipment for
the MTDC grid can be divided into MOA-type current limiting
circuit breaker (CLCB) (Hedayati and Jovcic, 2018; Song et al.,
2019), inductance type CLCB (Heidary et al., 2020; Wang et al.,
2020) and capacitor type CLCB (Wu et al., 2020; Wu et al., 2022;
Zhang et al., 2023).

Although there are several types of CLCBs, a canonical voltage
source model is proposed in this paper to describe their external
electrical characteristic. Importantly, this model can also be used to
describe the external characteristics of other protection schemes
employed in the DC grid, such as FCL + DCCB schemes or only
DCCB schemes. By utilizing the canonical voltage source model of
SCPEs, along with the RLC equivalent circuit of MMC and the RL
equivalent circuit of the overhead line, the short-circuit fault
equivalent model of the DC grids with SCPEs can be
transformed into a linear circuit.

Hence, based on three big progresses, a fault current fast-
computing method of MMC-HVDC grid with SCPE is proposed.
This method is designed to handle various structures of DC grids
with SCPEs and offers several advantages, including generality, ease
of implementation, and fast computation. So, this method helps
design and quickly screen and evaluate the topology, configuration

scheme and timing logic of the SCPEs. In this paper, the proposed
calculation method analyzes and compares the performance of three
typical CLCBs.

This paper is organized as follows: A systematic formulation of
the differential equation set of DC grid and eliminating virtual node
approach for a radial DC grid are respectively proposed in Section 2
and Section 3. Section 4 establishes a canonical voltage source model
of CLCBs to describe the external electrical characteristics of three
typical CLCBs. The short circuit fault current calculation method of
the DC grid with CLCB is developed in Section 5, and its computing
accuracy is validated in Section 6. Section 7 analyses and compares
the performances of three typical CLCBs by the proposed method,
and the conclusion is introduced in Section 8.

2 Formulation of the differential
equation set

2.1 RLC equivalent circuit of MTDC grid

In this paper, a four-terminal DC grid system is taken as an
example, as shown in Figure 1A. The system consists of four VSCs,
referred to as VSC1, VSC2, VSC3, and VSC4. There are four pairs of

FIGURE 1
(A) four-terminal DC grid; (B) RLC equivalent circuit.
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overhead lines, and their RLC equivalent circuit model (Li et al.,
2017b) is shown in Figure 1B for short-circuit fault current
calculation. According to (Belda et al., 2018; Yang et al., 2018),
MMC converters can be represented by an RLC equivalent circuit
under short-circuit faults. In this model, a series RLC branch is used
to represent the VSCi, which includes an internal resistance Ri,
limiting current inductance Li and discharging capacitance Ci, where
i = 1,2,3,4. According to transmission line theory (Li et al., 2016), a
pair of overhead line is modeled as an RL series circuit, with Rij and
Lij representing the overhead line between VSCi and VSCj. The
nodes n+i /n−i representnthe positive/negative pole of VSCi.

To establish the RLC equivalent circuit, it is assumed that a
short-circuit fault occurs in the middle position of the power
transmission line between VSC1 and VSC2. So, the number of
pairs of overhead lines increases from four to five. Node n0 is the
fault point in Figure 1B, and R10/20 and L10/20 are the equivalent
resistance and inductance of the overhead line between nodes n1/2
and n0. The parameter calculation method for this model has been
developed in (Li et al., 2017a).

2.2 Systematic formulation of the
loop equations

In the RLC equivalent circuit, the circular arrows indicate the
orientations of the loops chosen for writing the KVL equation. We
conceive of fictitious circulating loop currents, with references given
by the loop orientations. Examination of the RLC equivalent circuit
shows that these loop currents are identical with the branch currents
i1, i2, i3, i4 and i5, which are the currents through the equivalent
inductances L10, L20, L24, L34, and L13. So, these loop currents are the
state variable of the equivalent inductances of the overhead lines.

On the other hand, the voltages (uc1, uc2, uc3 and uc4) across the
discharging capacitance C1, C2, C3, and C4 are also another set of
state variables. To obtain a compact state equation, the loop currents
rector i, the capacitance voltages rector u and its current rector ic are
defined as follows,

i � i1, i2, i3, i4, i5[ ]Tb�5
ic � ic1, ic2, ic3, ic4[ ]Tn�4
u � uc1, uc2, uc3, uc4[ ]Tn�4

(1)

By using KVL and VAR, the loop current equation can be
obtained in matrix form,

A × u � R × i + L ×_i (2)

WhereA is an incidence matrix,R and L are parameter matrices,
referred to respectively as the resistance matrix and the inductance
matrix, which will be introduced later.

2.3 Incidence and parameter matrix

2.3.1 The incidence matrix A
For an RLC equivalent circuit, if there are n capacitors and b

pairs of overhead lines, an incidence matrix A = [aij] is an n×b
rectangular matrix. In this paper, the RLC equivalent circuit shown
in Figure 1A will be taken as an example to introduce how to form
the incidence matrix A = [aij].

Firstly, it is necessary to draw an oriented graph of the RLC
equivalent circuit. The oriented graph associated with the RLC
equivalent circuit in Figure 1A is illustrated in Figure 2A. Each
node is associated with a discharging capacitor. For example, the
capacitance Ci is repressed as node ni, where i = 1, 2, 3, 4. Each
branch is associated with a pair of overhead lines, and its orientation
is identical to the assumed current flow. The five pairs of overhead
lines are expressed as b1, b2, b3, b4 and b5, respectively, in Figure 2A.

Based on the oriented graph, the elements of incidence matrix A
have the following values (Li et al., 2017b):

aij = 1, if branch j is incident at node i and oriented away from it;
aij = −1, if branch j is incident at node i and oriented toward it; aij =
0, if branch j is not incident at node i. For the oriented graph shown
in Figure 2A, the incidence matrix A is shown in Figure 2B.

2.3.2 Parameter matrices of R and L
In this paper, a systematic formulation approach for the

parameter matrices of R and L is also proposed as follows. By
relating parameter matrices to the RLC equivalent, the elements of
the parameter matrices can be obtained using the following
straightforward way.

Each term on the main diagonal is the sum of the resistance/
inductance value of the branches on the corresponding loop. Each off-
diagonal term is plus or minus the resistance/inductance value of
branches common between two loops. The sign is positive if the loop
currents traverse the common branch with the same orientation, and
negative if they traverse the common branch with opposite orientations.
Verify the R parameter matrix for the example by using this method.

R �

R1 + 2R10 0 0 0 R1

0 R2 + 2R20 R2 0 0
0 R2 R2 + R4 + 2R24 R4 0
0 0 R4 R3 + R4 + 2R34 −R3

R1 0 0 −R3 R1 + R3 + 2R13

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

Loop1 − i1
Loop2 − i2
Loop3 − i3
Loop4 − i4
Loop5 − i5

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

i1 i2 i3 i4 i5[ ]
(3)

2.4 Systematic formulation of the
node equation

In Figure 1B, four capacitances, such as C1, C2, C3 and C4, are
associated with four independent capacitance-voltage state
variables. On the other hand, although there are fourteen
inductances, there are only five independent inductance
current state variables since each independent loop
corresponds to a unique independent inductance (Balabanian

FIGURE 2
Oriented graph and its incidence matrix: (A) oriented graph (B)
Incidence matrix.
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FIGURE 3
A radial four-terminal DC grid with virtual node and its equivalent circuit: (A) A radial four-terminal DC grid; (B) RLC equivalent circuit.

FIGURE 4
(A) Equivalent circuit of Y-Delta Transformation for the virtual node n5. (B) Natural response circuit (C) Force response circuit.
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and Bickart, 1969). Therefore, the RLC equivalent circuit consists
of nine state variables, but the Eq. 2 include only five loop current
equations. Thus, it is necessary to write the remaining four
equations for the state variables.

Application of KCL, the node current equations for nodes n1, n2,
n3 and n4 can be written as

ic � −ATi (4)

It is observed from the Eq. 4 that the capacitance current is not
an independent state variable, which the independent inductance
current state variables can express.

According to the constraint relationship of the capacitance
voltage and current through each VSC equivalent circuit, their
constraint equations are written as

_uc � Cic ,C � cij[ ], cij � 1/Ci, i � j
0, i ≠ j

{ (5)

Where C is a diagonal matrix.
Substituting the equation Eq. 4 into Eq. 5, we can get the

node equation,

_uc � P × i,P � −CAT (6)

The final differential equation set are given as

A × u � R × i + L ×_i
_uc � P × i

{ (7)

By using the Eq. 7, the DC short fault currents ofMTDC grid can
be promptly and accurately calculated.

3 Eliminating virtual node approach for
a radial DC grid

There are three general topologies of DC grid, referred to as
the ring, radial, and hybrid topologies. According to the
definition of node attributes (Li et al., 2017a), nodes n1, n2,
n3, and n4 are real nodes, but node n5 is defined as a virtual
node in the radial shown in Figure 3 because it is not connected to
any VSC. This virtual node will result in an important issue. The
number of the differential equations of Eq. 7 will be less than that
of state variables in the RLC equivalent circuit, which forms an
underdetermined equation set. The reason is that we cannot find
any constraint equation of the virtual node voltage and it’s
current. An eliminating virtual node approach has been
investigated using the Y-Delta transformation (Alexander and
Sadiku, 2013) theory in this section for this type of DC grid with a
virtual node.

3.1 Y-Delta Transformation in the s-domain

Figure 4A shows the equivalent circuit of Y-Delta
transformation in the s-domain for the virtual node n5 in
Figure 3, which is a time-domain circuit. There are two circuits
named interior and exterior circuit, respectively. The interior
circuit is a Why-type circuit, and the exterior circuit is its
Delta-type equivalent circuit. In the s-domain circuit, an

inductance L is expressed as an inductance L series with a
voltage source L× i (0), where i (0) is the initial current value
through the inductance L. The resistance R shares an identical
form in the time domain.

In order to determine the parameters of the Delta equivalent
circuit, labelled as LΔ, RΔ and iΔ, a circuit complete response can be
broken into the natural response and the forced response (Alexander
and Sadiku, 2013). Therefore, the circuit shown in Figure 4A can
also be separated into the natural and forced response circuits, as
shown in Figures 4B,C.

For the natural circuit shown in Figure 4B, the resistance R and
inductance L are considered short circuits, because the input
currents i1, i2 and i3 are zero. By using KVL, the inductance
current initial value of the Delta equivalent circuit can be
obtained as,

iΔ41 0−( ) � −L15i15 0−( ) + L54i45 0−( )
LΔ41

iΔ34 0−( ) � L35i35 0−( ) + L54i54 0−( )
LΔ34

iΔ13 0−( ) � L15i15 0−( ) − L35i35 0−( )
LΔ13

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(8)

For the force circuit shown in Figure 4C, all voltage sources can
be considered short circuits since the initial value of inductance
current equals zero. By using the conversion rule for Wye to Delta
(Alexander and Sadiku, 2013), the following formula can
be obtained,

RΔ13 + sLΔ13 � R15 + sL15( ) R35 + sL35( )
R45 + sL45( ) + R35 + sL35( ) + R15 + sL15( )

RΔ34 + sLΔ34 � R35 + sL35( ) R45 + sL45( )
R15 + sL15( ) + R35 + sL35( ) + R45 + sL45( )

RΔ41 + sLΔ41 � R15 + sL15( ) R45 + sL45( )
R35 + sL35( ) + R15 + sL15( ) + R45 + sL45( )

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(9)

In DC grid, the equivalent resistance of an overhead line is much
bigger than the equivalent inductance, Eq. 9 can be simplified, and
the R and L expressions of the Delta equivalent circuit can be
written as.

RΔ13 ≈
R15R35

R45
+ R35 + R15, LΔ13 ≈ L35 + L15

RΔ34 ≈
R35R45

R15
+ R35 + R45, LΔ34 ≈ L35 + L45

RΔ41 ≈
R35R45

R35
+ R15 + R45, LΔ41 ≈ L15 + L45

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
(10)

3.2 Equivalent circuit without virtual node

By using the proposed Y-Delta transformation in the s-domain,
the virtual node n5 in the radial four-terminal dc grid shown in
Figure 3 can be eliminated, obtaining its equivalent circuit without
virtual node, as shown in Figure 5. In this equivalent circuit, there is
not any virtual node. So, one can use the proposed systematic
formulation of the differential equation set developed in Section
2 to write its differential equation set.
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4 Canonical voltage source model
of CLCB

According to the current limiting mechanism, the published DC
circuit breaker with current limiting function can be divided into
three types: MOA type CLCB, inductance type CLCB, and capacitor
type CLCB, referred to respectively as MOA-CLCB, inductance-
CLCB, and capacitor-CLCB. Although there are several types of
CLCB, this paper proposes a canonical voltage source model, as
shown in Figure 6A, to describe their external electrical
characteristics. In the CLCB topology, MOA is generally
employed to provide different voltages counteracting the fault
current (Mohammadi et al., 2021).

4.1 Piecewise linear model of MOA

Figure 6B shows a typical I-V characteristic curve of MOA,
which is generally separated into four regions: the normal
operational region, pre-breakdown region, breakdown region, and
high current region (Martinez and Durbak, 2005). There are two
voltage parameters, Ur is the rated voltage and Uref is the
reference voltage.

In CLCB, MOA is utilized to clamp the maximum to Uref and
dissipate the energy of fault current. It is difficult to analyze a CLCB
circuit because MOA is a nonlinear circuit element. A piece-wise
linear I-V curve of MOA, as shown in Figure 6C, is used for the pre-
breakdown region and breakdown region to simplify analysis of
CLCB circuit, since it is allowed to operate in the normal operational
region, pre-breakdown region and breakdown region.

As shown in Figure 6C, four piece straight lines are used to
describe the I-V curve, and its equivalent circuit is depicted in
Figure 6D. When the MOA operates in the normal operational
region, the current flowing through it is approximately several mA, it
can be considered as an open circuit. Consequently, the switch S0
remains open in the equivalent circuit. If Ur & umoa < Ua, both
switches of S0 and S1 close, but the switches of S2, S3, and S4 remain
open. In this scenario, the equivalent circuit is a voltage source Ur

series with the resistor Ra. Hence, the piecewise linear model of
MOA can be respectively expressed as.

Rmov �

Rmov0 � ∞, umov ≤Ur, S0 � off
Rmov1 � tgα1, Ur < umov ≤Ua, S0/S1 � on
Rmov2 � tgα2, Ua < umov ≤Ub, S0/S2 � on
Rmov3 � tgα3, Ub < umov ≤Uref, S0/S3 � on

Rmov4 � 0, umov >Uref, S0/S4 � on

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
(11)

imov �
0, umov ≤Ur

umov − Ur( )/Rmov1, Ur < umov ≤Ua

umov − Ua( )/Rmov2 + Ia, Ua < umov ≤Ub

umov − Ub( )/Rmov3 + Ib, Ub < umov ≤Uref

⎧⎪⎪⎪⎨⎪⎪⎪⎩
umov � Uref, umov >Uref

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
(12)

4.2 Modelling of inductance-CLCB

Figure 7A illustrates an inductive-CLCB circuit [21]. The circuit
consists of L1, which functions as the limiting current inductor of the
VSC and serves as the primary side of the transformer, and L2, which
acts as the secondary side. Under normal conditions, IGBT T1, T3

and UFD1 are turned on to the normal current to flow through L1-
T1-UFD1-T3, as indicated by the blue dotted line in Figure 7A. In this
case, there is no current flowing through L2, because it is a high
impedance branch compared with the turned on T1 branch. The
sequential control strategy of inductive-CLCB is illustrated in
Figure 7A. According to the strategy, the modelling process of
inductance-CLCB will be developed as follows.

Assuming a short-circuit fault occurs at time t0, the inductance-
CLCB does not operation in this interval due to the delay in the
detecting signal. As a result, the fault current follows the same path
as in the normal condition.

4.2.1 Current stepping interval (t1~t2)
At t1, the CLCB receives the break signal, and lets IGBT T1 be

turned on, resulting in the fault current being forced to flow through
the coupling inductor L2. At the same time, UFD2 also receives a
close signal and starts to close in preparation for the active short
circuit operation.

When the coupling inductor L2 is inserted into the circuit, the
current through L2 will experience a step from its initial value of
zero. This sudden change in current will result in an extremely high

FIGURE 5
Equivalent circuit without virtual node.
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overvoltage, which can potentially damage IGBTs T1. Therefore, it is
necessary to parallel MOA.1 with L2 to limit the amplitude of the
overvoltage and dissipate its energy. The equivalent circuit is
depicted in Figure 8A. The voltage across L2 is equals the voltage
umoa.1 of the MOA.1. Hence, the current through L2 can be
calculated by,

iL2 t( ) � 1
L2
∫t2

t1

umoa.1dt (13)

In this interval, the equivalent circuit of the CLCB is L1 in series
with a voltage source umoa.1, as shown in Figure 8B. The CLCB
voltage in this interval is

uCLCB � L1
dif
dt

+ umoa.1 (14)

At t2, two inductances L1 and L2 share an identical current.
By using constant-flux-linkage theorem, iL2 (t2) can be determined

iL2 t2( ) � iL1 t2( ) � L1iL1 t1( )
L1 + L2 + 2m

(15)

Where m is the mutual coefficient, and iL1 (t1) is the current
value through L1 before the IGBT T1 is turned on.

4.2.2 Inductive current limiting interval (t2~t3)
Since L1 and L2 share identical current at t2, no current

passes through MOA.1, resulting in that MOA.1 opening.

Therefore, the fault current only flows through L1 and L2
and the equivalent circuit of CLCB is shown in Figure 8C,
and LCL is the decoupled equivalent inductance of L1
and L2. LCL and voltage uCLCB (t) across the CLCB can be
calculated.

LCL � L1 + L2 + 2m

uCLCB t( ) � LCL
dif
dt

⎧⎪⎨⎪⎩ (16)

4.2.3 Current shifting by active short-circuit (t3~t4)
At t3, UFD2 has been closed completely, T2 is turned on and

UFD1 opens. As a result, the CLCB circuit forms a low
impedance ground branch, consisting of L2, UFD2 and T2.
This creates a new current flow path, represented by the
green dotted line in Figure 7A. Hence, the equivalent circuit
and voltage uCLCB(t) expression are identical to the inductive
current limiting interval.

4.2.4 MOV current limiting interval (t4~t5)
At t4, T2 is turned off to force the fault current to pass through

MOA.2. So that, uCLCB(t) can be calculated by

uCLCB � LCL
dif
dt

+ umoa.2 t( ) (17)

FIGURE 6
Canonical voltage sourcemodel of CLCB, I-V curve of MOA and its piecewise linear equivalent circuit: (A)Canonical voltage sourcemodel of CLCB.
(B) I-V curve of MOA. (C) Piecewise linearization V-I characteristic of the MOV. (D) Piecewise linearization equivalent circuit of the MOV.
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Since the reference voltageUref ofMOA.2 is approximately 1.5 times
the DC voltage sourceUdc of VSC,MOA.2 is utilized to provide different
voltages that counteract the fault current (Mohammadi et al., 2021). At t4,
the fault current will be reduced to zero.

Based on the abovemodelling process, the voltage uCLCB(t) across
CLCB can be written as a united form as the followings

uCLCB t( ) �

0 t0 ≤ t< t1( )
LcL

dif
dt

+ umoa.1 t1 ≤ t< t2( )

LcL
dif
dt

t2 ≤ t< t4( )

LcL
dif
dt

+ umoa.2 t( ) t4 ≤ t< t5( )

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(18)

Therefore, the external electrical characteristic of Inductance-
CLCB can be modelled as a time-variable voltage source shown in
Figure 6A, and uCLCB can be calculated by Eq. 18.

4.3 Modelling of sequential MOA-CLCB

Figure 7B shows the MOA-CLCB circuit, proposed by ABB
(Mohammadi et al., 2021). It consists of two paths referred to as

LCS and main breaker. Under normal conditions, the current is
allowed to pass through the LCS path. However, while a short
circuit fault occurs, all IGBTs in the main breaker path are turned
on to force the fault current to pass through the main breaker,
comprised of several identical modules paralleled with MOA.
Once the main breaker establishes a conducting path, the UFD
will be opened (Mohammadi et al., 2021). When the UFD
complete open operation, all IGBTs in the main breaker path
are turned off in the conventional switching strategy, and then
the fault current is reduced to zero. However, this conventional
switching strategy can result in a high voltage.

It is noted that the UFD is a special element with non-linear-
time variable characteristics, which has two moving contactors.
When the contactors begin to separate, the distance between the
two contactors increases linearly with time (Skarby and Steiger,
2013; Hedayati and Jovcic, 2017). By utilizing this non-linear-time
variable characteristic, a sequential switching strategy of IGBTs in
the main breaker was proposed, as shown in Figure 7B. This strategy
aims to reduce the peak fault current, overvoltage, and fault
clearance time, and is referred to as sequential MOA-CLCB
(Hedayati and Jovcic, 2018; Song et al., 2019).

At t0, a short circuit fault occurs, and the fault current flows
through the LCS path. At td, let all IGBTs (Tm1~Tmn) in these sub-
modules be turned on to form a new fault current path. During the

FIGURE 7
Three typical CLCBs CLCB and its sequential control strategy: (A) Inductance-CLCB circuit. (B) MOA-CLCB circuit. (C) Capacitance-CLCB.
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interval [td, t1], the fault current commutates from the LCS path to
the main breaker, and uCLCB is about zero.

At t1, let IGBT Tm1 be on to force the fault current to pass
through MOA.1. Hence, uCLCB is identical to the MOA.1 voltage,
expressed as

uCLCB t( ) � umoa.1, t1 ≤ t< t2( ) (19)
At t2, Tm2 is turned on and uCLCB (t) can be written as

uCLCB t( ) � umoa.1 + umoa.2, t2 ≤ t< t3( ) (20)

The rest can be done in the same manner. Hence, the voltage
uCLCB across the sequential MOA-CLCB is written as a canonical
form, such as

uCLCB t( ) �
umoa.1 t1 ≤ t< t2( )
umoa.1 + umoa.2 t2 ≤ t< t3( )
..
.

umoa.1 + umoa.2 +/ + umoa.n tn ≤ t< tm( )

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
(21)

4.4 Modelling of capacitance-CLCB

Figure 7C shows the capacitance-CLCB circuit and its switching
strategy [24]. At t0, theMTDC grid experiences a short circuit fault. At
td, the MDTC grid detects the short circuit fault and sends a break
command to capacitance-CLCB. Firstly, all IGBTs Tm in the main
breaker branch is turned on to form the fault current transfer path.
After that, the LCS branch receives the turn-off drive signal, and the
UFD starts to open to commutate the fault current from the LCS
branch to the main breaker. So, during the interval [t0, t1], the voltage
uCLCB across the capacitance-CLCB is approximately equal to zero.

At t1, all IGBTs Tm is turned off, so that the fault current is
forced to transfer to the capacitance Cm through freewheeling diodes
Dm. So that Cm begins to be charged by the fault current, and the
voltage across the capacitances starts to increase from its initial value
of zero. Hence, the voltage uCLCB is.

uCLCB t( ) � N

Cm
∫
t

t1

iFdt, t1 ≤ t< t2 (22)

Where N is the number of sub-modules in the main breaker.
At time t2, the voltage of Cm is charged to be equal to the rated

voltage Ur of MOA, and the part of the fault current will pass
through the MOA. Hence, the voltage uCLCB(t) is

uCLCB t( ) � N Ur + 1
Cm

∫
t

t2

iF t( ) − imoa t( )( )dt⎛⎜⎜⎜⎝ ⎞⎟⎟⎟⎠t2 ≤ t< t3 (23)

At t3, the voltage of Cm is equal to the reference voltage Uref of
MOA, and MOA acts as a voltage source. Hence, the voltage
uCLCB is

uCLCB t( ) � N · Uref t3 ≤ t< tclear (24)

Based on above modelling process, the voltage uCLCB(t) can be
written as a united form as the followings

uCLCB t( ) �

0 t0 ≤ t< t1( )
N

Cm
∫
t

t1

iFdt t1 ≤ t< t2( )

N Ur + 1
C
∫
t

t2

iF t( ) − imoa t( )( )dt⎛⎜⎜⎜⎝ ⎞⎟⎟⎟⎠ t2 ≤ t< t3( )

uCLCB t( ) � N · Uref t3 < t< tclear( )

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(25)

In this section, the models of three typical CLCBs have been
established, and the main contributions are the following. A
canonical voltage source model, shown in Figure 6A, is proposed
to describe the external electrical characteristic of the three typical
CLCBs. The voltage source expressions are developed and shown in
Eqs 18, 21, 25.

5 Short circuit fault current calculation
method of DC grid with CLCB

In this section, the four-terminal DC grid system shown in
Figure 1A will still be taken as an example to investigate the short
circuit fault current calculation method of DC grid with CLCB
(Hedayati and Jovcic, 2018; Song et al., 2019). Figure 9A illustrates
the four-terminal DC grid system with eight CLCBs. Under normal
condition, the CLCB is considered as a short circuit, so that the DC
grid with CLCB shown in Figure 9A is identical with that of the DC
grid shown in Figure 1A. However, in the case of a short-circuit fault,
the situation is totally different. For example, assume that a short-
circuit fault occurs in the middle position of the power transmission
line OL12 between VSC1 and VSC2, the CLCBa and CLCBb will
respond, but the other CLCBs will remain silent.

FIGURE 8
Equivalent circuit of inductance-CLCB: (A) equivalent circuit of (t1~t2). (B) Simplified equivalent circuit of (t1~t2). (C) equivalent circuit of (t2~t3).
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5.1 Canonical RLC equivalent circuit of DC
grid with CLCB

Although there are several types of CLCBs, a canonical
voltage source model is established to describe their external
electrical characteristics, as shown in Figure 6A. The difference
lies in the fact that each type of CLCB has its own voltage source
expression.

For example, assuming a short-circuit fault occurs at the middle
position of the overhead line OL12 between VSC1 and VSC2, the
CLCBa and CLCBb will respond, but the other CLCBs still remain
silent. By employing the aforementioned rule, a canonical RLC
equivalent circuit of the DC grid with CLCB can be established
and illustrated in Figure 9B. Compared with Figures 1A,B new
voltage source, uCLCBa, is inserted between node n1 and the fault
point n0. It expresses that the CLCBa connected with VSC1 has

responded to the short circuit fault. And uCLCBb is done in the same
way as the CLCBa.

5.2 Normal form of differential equation set

The systematic formulation approach of the differential
equation set developed in Section 2 is also suitable for writing
the differential equation set for the canonical RLC equivalent
circuit shown in Figure 9B. The systematic formulation of the
differential equation set is a universal approach that is
independent of the topology of the DC grid.

In the analysis of the circuit shown in Figure 9B, if we chose the
loop current like that of Figure 1B, then the loop currents rector i,
the capacitance voltages rector u and its current rector ic are
identical, also expressed by Eq. 1. Therefore, the incidence matrix

FIGURE 9
(A) Four-terminal DC gird with CLCB, (B) its canonical RLC equivalent circuit.
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A and R as well as L parameter matrix have an identical form.
However, compared to Figure 1B, two new voltage sources uCLCBa
and uCLCBb are added in Figure 9B. As a result, voltage source rector
should be modified as

uCLCB � uCLCBi[ ]Tb�5 � uCLCBa, uCLCBb, 0, 0, 0[ ]Tb�5 (26)
where uCLCB1 = uCLCBa ≠ 0 and uCLCB2 = uCLCBb ≠ 0, the CLCBa and
CLCBb have responded since a short fault occured on the overhand
line OL12. Additionally, uCLCB3 = uCLCB4 = uCLCB5 = 0, implying that
the other CLCBs keep silent because no short fault has occurred on
the overhead line OL13, OL24 and OL34 illustrated in Figure 9A.

Hence, the differential equation set shown Eq. 7 can be
modified as

A × u � R × i + L ×_i + uCLCB

_uc � P × i
{ (27)

This formula is called the normal form of the differential
equation set, which will be used to calculate the short circuit
fault current of DC grid with CLCB in this paper.

The normal form of differential equation set shares the following
several merits.

1) The normal form is more general because it is independent of
the DC grid’s topology and the SCPE categories.

2) The differential equation sets, and their parameters can be
easily written down by employing the systematic formulation
approach of the differential equation set developed in Section
2. This allows us to avoid the large number of matrix
computations required when writing equation sets directly
using KVL and KCL.

3) By using MATLAB, the solution can be obtained quickly
because the RLC equivalent circuit is a linear-non-time
variable, and the voltage source uCLCB(t), as shown in Eqs
18, 21, 25, is a piecewise linear expression. So, the normal form
is a piecewise linear differential equation set.

6 Validation and results analysis

6.1 Validation

This section will validate the short circuit fault current
calculation method of the DC grid with CLCB proposed in
Section 5 by employing the four-terminal DC grid shown in
Figure 9A. The equivalent model of pole-to-ground short-circuit
fault is illustrated in Figure 9B. The parameters of VSC are shown in
Table 1. The equivalent inductance and equivalent resistance of the
overhead line are 1 mH/km and 0.01 Ω/km respectively. The DC
reactor at both ends of the overhead line is 150 mH. About the
parameters of the three typical CLCBs: The rated voltage of a single
MOA module for all three typical CLCBs is 40 kA. The sub-module
capacitor of the Capacitance-CLCB is 240 uF. The coupling
inductance pair of the Inductance-CLCB is 100 mH, and the
coupling factor is 0.9.

In order to accurately calculate the short circuit fault current, the
four-terminal DC grid with three different types of CLCB shown in
Figure 9A is established in EMT simulation tool PSCAD. The

simulation results are illustrated in Figure 10 by the solid lines
and its VSC in this DC grid model is based on the EMT equivalent
model of half-bridge MMC proposed in (CIGRE WG B4.57, 2014;
Gnanarathna et al., 2011). This simulation tool is generally
considered to have the ability to accurately estimate the
performance of an HVDC grid in normal or fault conditions,
making the EMT simulation results a reliable reference criterion.
In short circuit fault current calculation, getting the fault current
curves is the most concerned. Therefore, Figure 10 shows solely the
fault current i1F and i2F curves. However, EMT simulation would
require a lot of computing resources and be expensive and
time-consuming.

In order to improve simulating efficiency, the short circuit fault
current calculation equation is derived in Section 5 as expressed in
Eq. 27. By applying the systematic formulation proposed in Section
2, the parameter matrices of the equivalent circuit shown in
Figure 9B can be obtained. The incidence matrix A is also shown
in Figure 2B, and Eq. 6 can be used to compute the Pmatrix. R and L
matrices are

R �

R1 + R10 0 0 0 R1

0 R2 + R20 R2 0 0
0 R2 R2 + R4 + R24 R4 0
0 0 R4 R3 + R4 + R34 −R3

R1 0 0 −R3 R1 + R3 + R13

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

L �

L1 + L10 0 0 0 L1

0 L2 + L20 L2 0 0
0 L2 L2 + L4 + L24 L4 0
0 0 L4 L3 + L4 + L34 −L3

L1 0 0 −L3 L1 + L3 + L13

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

Using the MATLAB program to solve the short circuit fault
current calculation equation set Eq. 27, we can obtain the fault
current i1F and i2F curves illustrated in Figure 10 by the dotted lines.
For the inductance-CLCB, the formula of Eq. 18 is utilized to express
uCLCBa and uCLCBb in the voltage source rector of Eq. 27, and the
simulation results are shown in Figure 10A. The Eq. 21 and Eq. 25
are used to express the voltage source rector of MOA-CLCB and
capacitance-CLCB, respectively, and the simulation results are
shown in Figures 10B,C, respectively.

Figure 10 shows four curves labelled ①, ②, ③ and ④. The
curve ① and ② are the fault current i1F and i2F, respectively. It
can be observed that the simulated results from MATLAB,
indicated by the dotted lines, almost agreed with that of
conventional EMT simulation shown in the solid lines. The
curves ③ and ④ are error curves, illustrating that the
maximum computing error is less than 5%. Therefore, these
results confirm that the proposed model and formulas are
accurate enough to can meet the requirement of routine
engineering analysis and design.

In order to verify that the accuracy of the proposed DC fault
current fast-computing method is not affected by changes in test
conditions, such as the location of fault occurrence, we selected a
four-terminal DC network with an inductive CLCB as the test object,
as shown in Figure 9. Several rounds of the general EMT simulation
and the proposed DC fault current fast-computing method were
performed respectively on PSCAD and MATLAB under the same
test conditions. However, the fault location was selected as a
variable. The compared errors between the EMT simulating
results and the proposed method calculating results are shown in
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Figure 11. In this case, the 2-D graph shown in Figure 10 becomes a
3-D graph in Figure 11.

In these 3D graphs, the x-axis indicates the relative location of
the short-circuit fault point, denoted as nF, on the fault line. Let x

be a ratio of Lfault/LF-line, where Lfault represents the distance from
the short circuit fault point nF to VSC1, and LF-line is the total
length of the overhead line OL12. The y-axis shows the time, and
the vertical axes z shows the compared error between the

TABLE 1 Parameters of MMC-VSC

VSC station 1 2 3 4

Rated DC voltage Udc ±500 kV ±500 kV ±500 kV ±500 kV

Control strategy Q = 0MVar Q = 0MVar Q = 0MVar Q = 0MVar

p = 750 MW Udc = 500 kV p = 750 MW p = −1000 MW

Nsm 200 200 200 200

Rarm (mΩ) 1.361 1.361 0.908 1.361

Larm (mH) 100 100 50 50

Carm (μF) 15000 10000 15000 15000

FIGURE 10
Fault current results of MTDC grid with different typical CLCB from EMT simulation and proposed fast-computing method; (A) MTDC grid with
Inductance-CLCB (B) MTDC grid with MOA-CLCB (C) MTDC grid with Capacitance-CLCB.
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proposed method and general EMT. Specifically, Figures 11A,B
represent the errors fault current i1F and i2F, respectively. As
shown in Figure 11, it can be observed that the maximum
computing error is less than 5%, regardless of the location of
the short circuit fault occurs on the line. Therefore, these results
further confirm the accuracy of the proposed model and formulas
with good stability and universality.

6.2 Computing efficiency

The simulation platform used in this paper was an AMD
Ryzen7 4800H 2.90 GHz CPU with 16 GB of RAM and a 64-bit
Windows 10 Operating System. The time step is 10 µs. For the
PSCAD EMT simulation platform, it takes 0.9 s to start up. So, for
the PSCAD EMT simulation and MATLAB calculation platform,
let a dc short-circuit fault occurs at t = 1.0 s and fault time
duration equals 10 ms. The time-consuming and efficiency
improvements are listed in Table 2. It can be seen that the
proposed short circuit current calculation method is much
more efficient than the conventional EMT simulation and has
relatively higher accuracy. The computing efficiency has been
improved at least three hundred times, and the accuracy meets
engineering analysis and design requirements.

7 Performance comparison of three
-typical CLCBs

Using the conventional EMT simulation tool would take a long
time to estimate the performance of a DC grid with SCPE since it is a
complex dynamic system. However, the proposed short circuit

current calculation method offers greater computing efficiency
and relatively higher accuracy. It is a powerful tool for one to
analyses the performances of DC grid with SCPE. For DC grid
projects that require the installation of SCPE equipment, this
method can help design and quickly screen and evaluate the
topology, configuration scheme and timing logic of the SCPEs.

To demonstrate this function, we analyze and compare the
current limiting capabilities of three typical CLCBs under varying
initial fault current values and fault locations and draw some
significant conclusions. This will be done using the method
described at the end of this paper.

7.1 Comparison of current limiting capability

At first, since ABB-DCCB is a typical hybrid DC circuit breaker
and has beenwidely used inHVDC grids (Skarby and Steiger, 2013), it
is applied to the four-terminal DC grid shown in Figure 9A. The EMT
platform is utilized as a simulation tool to estimate its performance.
The short circuit fault current simulation results are shown in
Figure 12 by dotted lines, labelled as “i1F-DCCB” and “i2F-
DCCB,” which is used as a reference criterion in this section.

In order to quickly compare the performance of the three typical
CLCBs with the reference criterion, the proposed short circuit
current calculation method is used to predict the fault currents.
The simulation results are illustrated in Figures 12A–C by the solid
lines, respectively.

According to Figure 12, it can be seen that the three typical
CLCBs have a better fault current limiting ability than the
conventional ABB-DCCB, and MOA-CLCB demonstrates the
best performance. However, the other CLCBs take a longer fault
isolation time than the conventional ABB-DCCB.

FIGURE 11
The Impact of fault location on the compared error of the proposed DC fault current fast-computing method: (A) fault current i1F (B) fault
current i2F.
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7.2 Impact of the normal current and fault
location on CLCB performance

In the four-terminal DC network shown in Figure 9, the fault
location nF and normal current value are important parameters that
will profoundly impact CLCB performance. Using the proposed
short-circuit current calculation method, the performances of the

three typical CLCBs can be estimated, and the simulation results are
illustrated in Figure 13, which are three-dimensional graphs (3D
graphs). The short-circuit fault current peak amplitude and fault
isolation time of ABB-DCCB are also taken as standard values to
evaluate the performance of the three typical CLCBs, such as peak
fault current reduction value, peak current limiting ratio, and fault
isolating time.

TABLE 2 Time-consuming and efficiency improving.

MATLAB (ms) PSCAD/EMTDCT (ms) Efficiency

MOA –CLCB 2218 986406 445

Capacitance-CLCB 2375 987484 415

Inductance-CLCB 2781 940625 338

FIGURE 12
Comparison of current limiting capability of three CLCB (A) Inductance-CLCB (B) MOA-CLCB (C) Capacitance-CLCB.
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In these 3D graphs, the x-axis indicates the relative location of
the short-circuit fault point nF in the fault line. The y-axis shows the
normal current, and the vertical axes z are the relative values of fault
current peak amplitude, peak fault current limiting ratio and relative
values of fault isolating time, respectively.

Figures 13A–C are the relative value of fault current peak
amplitude, peak fault current limiting ratio and fault isolating
time of the DC grid with MOA-CLCB, respectively. From
Figure 13A, it can be observed that the relative value of the peak
current amplitude depends on the fault point location and is almost
independent of the normal value. However, the peak current
limiting rate shown in Figure 13B is correlated with the fault
point location and the normal value. As shown in Figure 13C,
the isolating fault time of theMOA-CLCB is always shorter than that
of ABB-DCCB. Consequently, MOA-CLCB demonstrates the best
robustness performance among the three typical CLCBs.

Figures 13D–F demonstrate the performance of the capacitance-
CLCB. The performance depends on both the short-circuit fault
location and the normal value, but the short-circuit fault location has
a more significant impact on the performance of capacitance-CLCB.
When x > 0.8 and y < 0.5 kA, capacitance-CLCB will lose its current
limiting ability.

Figures 13G–I show the performance of the inductance-CLCB,
which is similar to that of the capacitance-CLCB. However, its
current limiting effect is better than that of the capacitance-CLCB. It
can be observed that there exists an optimal current limiting area,
x < 0.3. In this area, the peak current limit rate exceeds 40%, and the
relative value of peak current is greater than 5 kA. So, its current
limiting effect is far better than the other two CLCBs in the optimal
current limiting area. However, it is important to note that the
inductance-CLCB achieves its best current limiting effect at the
expense of a longer fault isolating time.

FIGURE 13
3D performance graph of three typical CLCB; (A–C) The Impact of the normal current and fault location on the performance of MOA-CLCB. (D–F)
The Impact of the normal current and fault location on the performance of capacitance-CLCB. (G–I) The Impact of the normal current and fault location
on the performance of inductance-CLCB.
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8 Conclusion

The proposed DC fault current fast-computing method is much
more efficient than the conventional EMT simulation and has a
relative higher accuracy. When compared to the conventional time-
domain numerical DC fault current calculation method of MMC-
HVDC grid, the proposed DC fault current fast-computing method
offers three improvements.

Firstly, by applying modern electrical circuit theory, the
proposed systematic formulation makes it easy to write the
normal form of the differential equation set instead of writing
the equation set using KVL, KCL, and VAR. This approach
avoids complex and cumbersome manual matrix calculations,
making the proposed calculation method suitable for handling
large-scale MMC- HVDC grids.

Secondly, the proposed Y-Delta transformation in the s-domain
can eliminate virtual nodes in short circuit fault RLC equivalent
circuit of the complex MMC-HVDC grid. This progress makes the
proposed calculation method suitable for handling complex
structure MMC-HVDC grids.

Finally, to make SCPE become a linear circuit, a canonical
voltage source model of SCPE is proposed. In this paper, three
types of CLCB are taken as examples to introduce how to establish
the canonical voltage source model of SCPE. This progress makes
the proposed calculation method suitable for handling MMC-
HVDC grids with SCPE and expands its application field.

To comparing with the conventional PSCAD/EMTDC, the
computing efficiency is improved at least about three hundreds
time and the accuracy can meet requirement of engineering
analysis and design. In summary, the proposed method can be
applied to large-scale MMC-HVDC grids with complex
structures and provides a powerful tool for analysing fault
currents and evaluating the performance of short-circuit
protection devices.

It is first time in this paper to estimate and compare the
performances of three typical CLCBs, obtaining some significant
conclusions as the followings. 1). MOA-CLCB shows the best
robustness performance in three typical CLCBs. 2). There is a
lost current limiting area for capacitance-CLCB. 3). For the
inductance-CLCB, there is an optimal current limiting area, in

where its current limiting effect is far better than the other two
CLCBs, but it is at expense of a longer fault isolating time.
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The construction of modern power system is key to achieving dual carbon goals,
where non-intrusive loadmonitoring (NILM) plays a vital role in enhancing energy
utilization efficiency and energymanagement. For example, to enable prosumers
to better understand the extent of their flexible loads for demand response and
peer-to-peer trading, it is essential to be aware of the types and states of loads
using the method of NILM. To improve the predictive accuracy and
implementation effectiveness of NILM technology, this paper proposes a
novel NILM method integrating meteorological and calendar features. It
delves deeply into the close connection between external factors such as
temperature, precipitation, wind speed, and holidays, and the energy
consumption of electrical appliances, constructing additional associative
mappings in the training of the Denoising Autoencoder (DAE) model. Test
results on the UK-DALE public dataset show that the NILM method proposed
in this paper has significant advantages over traditional NILM methods that
consider only single-dimensional electrical data features, in terms of load
pattern recognition and accuracy in load energy consumption monitoring.
This confirms the potential of multi-dimensional feature fusion technology in
the application of NILM.

KEYWORDS

deep learning, non-intrusive load monitoring, denoising autoencoder, weather feature,
calendar feature

1 Introduction

With the advancement of smart grid technologies and the transformation of global
energy structures, the construction of modern power system has become key to achieving
decarbonization goals (Sepulveda, 2016). Modern power system leverages up-to-date
information technology and communication technology to enable real-time monitoring
and management of electrical appliances, characterized by digitalization and
decentralization (Voropai, 2020). The characteristics of modern power system have
promoted an interactive electricity consumption mode between grid operators and
users, where load monitoring plays the critical role (Najmeddine et al., 2008; Abubakar
et al., 2017). Load monitoring technology enables grid operators to better understand and
predict load variations, optimizing the allocation and utilization of electric power resources.
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By gaining deeper insights into user habits, this technology also aids
in identifying opportunities for energy saving and emission
reduction, thereby enhancing energy efficiency. Meanwhile, to
facilitate prosumers in effectively gauging their variable load
capacities, crucial for engaging in demand response and peer-to-
peer transactions, knowledge about the variety and current
conditions of loads is vital. The Hybrid Appliance Load
Monitoring System (HALMS) represents a new field in load
monitoring research, dedicated to accurately tracking and
analyzing energy using at the device level. The establishment of
this system is driven by the urgent need for a more connected,
efficient electrical grid and an advanced energy infrastructure
capable of meeting future energy challenges. With the rapid
development of direct current microgrids, standalone energy
systems, and distributed energy resources, deploying HALMS has
become crucial for effective energy management (Suryadevara and
Biswal, 2019).

The Appliance Load Monitoring (ALM) technology encompasses
two approaches: Intrusive Load Monitoring (ILM) and NILM. ILM
technology requires entering the interior of buildings or homes to
gather data. The common approach is to install sensors and
communication modules on each electrical device. Sensors are used
to collect real-time electrical information of the device, such as current,
voltage, and power, while communication modules are responsible for
transmitting the collected data. On the other hand, NILM technology
does not require entering the interior of buildings. It only involves
collecting aggregated electrical information (current, voltage, power,
etc.) of the building. By processing and analyzing the collected
aggregated data, it is then possible to predict the operational status
of the electrical devices inside the building, including the on/off status
and power consumption of devices. The advantages and disadvantages
of the ILM and NILM systems can be summarized below: ILM is more
like straightforward engineering problem, as it only involves the
collection and transmission of information without the need for
complex computational processing. Furthermore, due to the direct
collection of signals from the electrical devices themselves, ILM boasts
high accuracy and real-time monitoring capabilities. However, the
intrusive method requires the installation of additional transmission
and collection devices on each electrical device, making the operation
complex, costly, andmaintenance difficult. Faults are hard to detect, and
even if detected, they are difficult to locate. On the other hand, NILM
requires the installation of only a few collection devices outside the
building or home, significantly reducing costs compared to the intrusive
method. The data collection operation is simpler, and the privacy inside
the building is better preserved. However, since the non-intrusive
method predicts the condition of electrical devices inside the
building through collected aggregated information, its monitoring
accuracy is not very high. In terms of practical application, given the
large number of electrical devices within buildings, the cost and
maintenance difficulties of the intrusive method make it less
valuable. In contrast, the NILM system is much more cost-effective,
and with the development of algorithms and the advent of neural
networks, the accuracy of NILM systems has been increasing. Some
models can even achieve real-time monitoring standards, making them
increasingly valuable for practical applications.

In 1982, Professor Hart first introduced the concept of NILM. In
the early stage, researchers mainly employed mathematical
optimization algorithms to transform non-intrusive load

monitoring into a mathematical problem-solving exercise. This
approach involves calculating the best combination of appliance
signals from the aggregated signal data collected, aiming to closely
match the actual total measured electricity power. Hart and his
colleagues utilized combinatorial optimization algorithms to
categorize electrical devices into multiple states, assigning a
specific power value to each state. They were the first to propose
a method based on the clustering of appliance characteristics for
decomposing electrical loads (Hart, 1992). Reference (Lin et al.,
2016) presents a NILMmethod based on quadratic programming to
provide adequate load identification accuracy for residential energy
monitoring. Reference (Kong et al., 2016) proposes a hierarchical
hidden Markov model framework to model home appliances. The
model provides better representation for those appliances that have
multiple built-in modes with distinct power consumption profiles,
such as washing machines and dishwashers. Reference (Chang et al.,
2013) utilized particle swarm optimization techniques to optimize
the parameters of training algorithms in artificial neural networks
for NILM tasks. Reference (Lin and Tsai, 2013) combined transient
feature extraction schemes of multi-resolution S transform with an
improved 0–1 multi-dimensional knapsack algorithm for load
identification, proposing a NILM method based on ant colony
optimization algorithm for combinatorial search. Reference (Piga
et al., 2015) assuming that the power consumption curves of
unknown appliances are piecewise constant, framed the load
decomposition problem as a minimization of least square errors,
proposing a sparse optimization-based algorithm that provides very
accurate estimates of appliance aggregate consumption and
accurately characterizes the appliance power consumption curves.
However, NILM based on mathematical optimization faces two
major challenges: 1) When processing complex electrical load data,
mathematical methods often encounter issues with accuracy and
robustness, and struggle to perform real-time monitoring as the
volume of data increases. 2) Mathematical methods require manual
extraction of appliance features, posing challenges in the
characteristic identification for electrical appliances with diverse
types and multiple states.

As machine learning technology advances, many scholars have
also begun to explore the resolution of NILM through pattern
recognition methods. Reference (Rahimpour et al., 2017)
introduces a Sum-to-k constrained Non-negative Matrix
Factorization (S2K-NMF) approach, which represents the
aggregated signal as a linear combination of basis vectors within
a matrix decomposition framework. Reference (Lin and Tsai, 2014)
proposes a novel NILM technique featuring a hybrid classification
technology. This method combines fuzzy C-Means clustering,
guided Particle Swarm Optimization, and a neural fuzzy classifier
that considers uncertainty, addressing the issue of fuzziness in
electrical characteristics. Reference (He et al., 2016) designs a
NILM approach based on Graph Signal Processing (GSP),
offering fresh perspectives for NILM research. Compared to
optimization algorithms, these pattern recognition-based NILM
algorithms have achieved improvements in identification
accuracy. However, they transform the classification problem into
a mapping relationship issue of input and output. With the
increasing number of devices, the volume of mapping
relationships rapidly grows, significantly reducing
recognition accuracy.
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With the advancement of deep learning technologies, algorithms
based on deep neural network models have been proposed and
applied to load decomposition, achieving performance superior to
traditional optimization algorithms. These algorithms offer
improved prediction accuracy and is capable of real-time
monitoring in the face of massive data sets. Also, deep neural
networks can automatically extract key features from electricity
data, enabling intelligent recognition of electrical appliances.
Kelly and others (Kelly and Knottenbelt, 2015a) were pioneers in
solving the NILM problem using deep learning methods. They
applied deep networks such as denoising autoencoders and Long
Short-Term Memory (LSTM) networks to NILM tasks. Reference
(Zhang et al., 2018) proposes sequence-to-point learning, where the
input is a window of the busbar electricity data and the output is a
single point of the target appliance. Researchers use convolutional
neural networks to train the model and systematically show that the
networks can inherently learn the characteristics of the target
appliances, which are automatically added into the model to
reduce the identifiability problem. Reference (Rafiq et al., 2018)
presents two deep recurrent neural networks models: LSTM and
GRU and introduces regularization to improve proposed models’
performance. Researchers have achieved promising results with
proposed regularized LSTM model in terms of accuracy, F1 score
and mean absolute error. Reference (Yue et al., 2020) proposes
BERT4NILM, an architecture based on bidirectional encoder
representations from transformers (BERT) and an improved
objective function designed specifically for NILM learning. With
the adjusted loss function and masked training, BERT4NILM
outperforms state-of-the-art models across various metrics on the
two publicly available datasets UK-DALE and REDD. Inspired by
the Fully Convolutional Networks (FCN) proposed by Shelhamer
and others (Long et al., 2015), reference (Brewitt and Goddard,
2018) further introduced an FCN for sequence-to-subsequence
learning, achieving better decomposition performance
compared to S2P.

Although deep learning methods have achieved commendable
results in NILM, existing algorithms still exhibit shortcomings in the
aspect of feature extraction. Specifically speaking, current algorithms
typically extract features solely from single-dimensional electrical data,
such as active power (Dinesh et al., 2016), reactive power (Valenti et al.,
2018), and current waveforms (Shareef et al., 2023), while overlooking
the correlations of weather and calendar factors with the energy usage of
electrical appliances. For instance, colder weather will increase the usage
of heating appliances, and holidays generally lead to more energy
consumption in household devices. This neglect of feature
interrelation leads to an inadequate mapping between inputs and
outputs, ultimately resulting in suboptimal prediction accuracy of
deep learning models in NILM, thus influencing the effectiveness of
load monitoring and energy management.

In this paper, advanced deep learning technology is utilized to
conduct NILM research, employing the DAE as the main model. A
notable innovation of this paper is the integration of weather and
calendar information into the feature selection process, aiming to
expand the application potential of deep learning methods in NILM.
This approach overcomes the limitation of deep learning models in
NILM that solely consider electrical data features. We explore the
interrelation between weather, calendar information, and the energy
consumption of electrical appliances. The UK-DALE public dataset is

selected as the testing platform for this study. The results demonstrate
that our proposed NILM method with multi-dimensional features
significantly outperforms traditional NILM methods that consider
only single-dimensional electrical data features. This is evident in
metrics such as the R2 score, Explained Variance Score, Mean
Absolute Error (MAE), and Normalized Mean Square Error
(NMSE), in the NILM performance of various household electrical
appliances. NILM considering meteorological features, compared to
NILM without such features, has an R2 Score increase of 0.008, an
Explained Variance Ratio increase of 0.008, a decrease in MAE by
0.117, and a reduction in NMSE by 0.008 for the fan appliance test.
For the kettle appliance, the inclusion of calendar features resulted in
an increase of 0.008 in the R2 Score and 0.008 in the Explained
Variance Ratio, while the Mean Absolute Error (MAE) decreased by
0.231, and the Normalized Mean Square Error (NMSE) decreased by
0.007. This study provides a novel perspective and tools for applying
deep learning methods and selecting multi-dimensional features in
NILM research.

2 Deep learning model architecture for
NILM task

2.1 The basic autoencoder

An autoencoder processes an input vector x within the range
[0, 1]d by initially mapping it to a latent representation y ∈ [0, 1]d′
using a deterministic function, with parameters given by weight
matrix W and bias b, the formula is y � fθ(x) � s(Wx + b). The
resulting latent representation is then mapped back to a
reconstructed vector z within the range [0, 1]d, the
corresponding formula is z � gθ′(y) � s(W′x + b′). W′ equal to
WT, in which case the autoencoder is said to have tied weights. Each
training x(i) is thus mapped to a corresponding y(i) and a
reconstruction z(i). The parameters of this model are optimized
to minimize the average reconstruction error (Vincent et al., 2008).

θ*, θ′* � argmin
θ,θ′

1
n
∑n
i�1
L x i( ), z i( )( )

� argmin
θ,θ′

1
n
∑n
i�1
L x i( ), gθ′ fθ x i( )( )( )( )

Where L represents the loss function. Considering x and z as bit
vectors or vectors of bit probabilities, an alternative loss function
proposed is the reconstruction cross-entropy.

LH x, z( ) � H Bx| Bz| ) � −∑d
k�1

x[ klogzk + (1 − xk
⎛⎝ ⎞⎠log 1 − zk( )]

If x is a binary vector, LH(x, z) is a negative log-likelihood for
the example x, given the Bernoulli parameters z. Equation with L �
LH can be written by:

θ*, θ′* � argmin
θ,θ′

Eq0 x( ) LH X, gθ′ fθ X( )( )( )[ ]
Where q0(x) denotes the empirical distribution associated to

our n training inputs. This optimization will typically be carried out
by stochastic gradient descent.
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2.2 The denoising autoencoder

DAE is an advanced neural network architecture that extends
the traditional autoencoder (AE) concept. Unlike standard AEs
that focus on learning compressed representations of input data
through an encoder-decoder framework, DAEs introduce a
significant twist: they are trained to reconstruct original, clean
data from corrupted inputs, as shown in Figure 1. In this
research, our selection of the DAE model instead of other
models is driven by its specific advantages for the NILM task,
particularly in handling noisy data and efficiently incorporating
external features.

2.2.1 Input corruption process
The first step in DAE involves corrupting the original input data

x. This is achieved through a stochastic process, which can be
denoted as:

~x � qD ~x x|( )
Here, ~x represents the corrupted version of the original input x,

and qD is the corruption process.

2.2.2 Encoding process
The corrupted input ~x is then mapped to a hidden

representation h using the encoder. The transformation is given by:

h � σ W · ~x + b( )
Here, W represents the weight matrix of the encoder, b

represents the bias vector of the encoder, σ represents non-linear
activation function, using ReLU, and h represents encoded
representation of the corrupted input.

2.2.3 Decoding process
The hidden representation h is transformed back to reconstruct

the input data. The decoding transformation is:

r � σ′ W′ · h + b′( )
Here, W′ represents the weight matrix of the decoder, b′

represents the bias vector of the decoder, σ′ represents the

activation function for the decoder, which is different from σ, r
represents the reconstructed data, aiming to be as close to the
original uncorrupted input x as possible.

2.2.4 Loss function
The objective of the DAE is to minimize the reconstruction

error. The loss function used is the Mean Squared Error (MSE):

L x, r( ) � x − r‖ ‖2

This function calculates the square of the Euclidean distance
between the original input x and the reconstructed input r.

2.2.5 Optimization
The DAE model undergoes training through backpropagation

and optimization algorithms to adjust the weights W, W′ and
biases b, b′ to minimize the loss function. Backpropagation is a
method used in artificial neural networks to calculate the gradient
of the loss function with respect to the weights by propagating the
error backward through the network. It helps in updating the
weights to minimize the loss. Backpropagation
computes gradients:

∂L
∂W

、
∂L
∂W′、

∂L
∂b

、
∂L
∂b′

Stochastic Gradient Descent (SGD) is an optimization method
used to update the weights and biases of a neural network iteratively.
It calculates the gradient of the loss function for a randomly selected
subset of data rather than the entire dataset, making the
computation more efficient. SGD updates parameters:

W � W − δ
∂L
∂W

W′ � W′ − δ
∂L
∂W′

b � b − δ
∂L
∂b

b′ � b′ − δ
∂L
∂b′

Where δ is the learning rate.

FIGURE 1
Schematic diagram of the DAE deep learning model.
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2.2.6 Feature extraction
Through this process, DAE learns to extract robust features from

noisy data. The learned weights and biases encapsulate these
features, which are crucial for tasks like NILM, where
distinguishing between different appliance signatures from noisy
aggregate data is essential.

Generally speaking, the application of DAE in NILM is rooted in
their proficiency in handling and interpreting noisy, high-
dimensional data. NILM tasks involve disaggregating total energy
consumption into individual appliance loads, which is inherently a
noisy and complex problem. The DAE’s capability to denoise input
data and extract relevant features is crucial in accurately identifying
unique appliance signatures from aggregate energy data. This
process involves not only recognizing patterns in the
consumption data but also effectively filtering out irrelevant noise
and distortions.

3 Experiments and results

3.1 Data preparation

3.1.1 Electricity data preparation
The UK Domestic Appliance-Level Electricity (UK-DALE)

dataset (Kelly and Knottenbelt, 2015b) is a significant resource in
the field of NILM. It provides high-resolution energy usage data
from domestic environments within the United Kingdom. This
dataset is instrumental for us working on algorithms and models
to disaggregate total energy consumption into appliance-specific
usage. The key characteristics of UK-DALE is: 1) data granularity:
UK-DALE offers exceptionally fine-grained power usage data,
recorded at a 1/6 Hz temporal resolution. This enables detailed
analysis of appliance usage patterns and energy consumption
behaviors. 2) duration and diversity: The dataset encompasses a
considerable duration, spanning from the year of 2012 to the year of
2015. It includes data from a diverse range of households, thus
offering a broad perspective on domestic energy usage. 3) appliance-
level detail: It provides disaggregated energy consumption data of
five houses in London for individual appliances.

In this paper, four typical appliances from house one are
selected: fan, solar thermal pumping, kettle, and dish washer, to
investigate the effectiveness of NILM with single-dimensional
feature and multi-dimensional features. The dataset for the deep
learning model comprises the total electricity consumption data of
house one and the consumption data of each appliance, spanning
from 15 June 2013, to 20 July 2013. The training and testing sets are
divided in a 4:1 ratio.

3.1.2 Meteorological data preparation
The National Oceanic and Atmospheric Administration

(NOAA), a key agency within the United States Department of
Commerce, specializes in the study and monitoring of atmospheric
and oceanic conditions. Known for its extensive meteorological data
collection, NOAA is instrumental in weather forecasting, climate
change research, and environmental stewardship. Its comprehensive
data repositories, gathered through advanced monitoring
technologies like satellites and radar systems, are invaluable for a
myriad of scientific endeavors. For NILM research, NOAA’s detailed

meteorological data is particularly useful, offering critical insights
that can enhance the accuracy of energy usage predictions and
analysis, especially in relation to environmental variables.

In this study, due to the location of house one in the UK-DALE
dataset being in London, historical meteorological data from the ST
JAMES PARK weather station in London was selected (NOAA
National Centers for Environmental Information, 2013). ST JAMES
PARK station is the nearest station to our test homes within the UK-
DALE dataset that offers hourly resolution data encompassing
temperature, precipitation, and wind speed. These data points are
crucial for our study, and the completeness and clarity of the records
at ST JAMES PARK made it the most suitable choice for our
research needs. The temporal scope of the data extends from
15 June 2013, to 20 July 2013. The meteorological data types
covered include temperature, precipitation, and wind speed. As
depicted in Figure 2, during this period, the highest recorded
temperature was 30°C, the maximum precipitation reached
71 mm/h, and the highest wind speed was 10.5 m/s.

Besides, due to the inconsistency in time scale of meteorological
data and electricity data, we apply cubic spline interpolation to the
meteorological data to generate interpolated values at a 6-s
resolution, aligning with the electricity consumption data from
the UK-DALE dataset. This method allowed us to construct a
uniform time scale for both data types, ensuring that our DAE
model could effectively incorporate and learn from the
combined dataset.

3.1.3 Calendar data preparation
The UK-DALE dataset explicitly specifies the time periods for

the electricity data, allowing us to reference the British calendar for
June and July 2013 based on these time stamps when conducting
deep learning training and testing. This enables the determination of
calendar data, including whether the day is a weekday or weekend, a
holiday or not, the day of the week, and the week of the month. By
selecting these calendar features, we can enrich and refine the
original single-dimensional electricity feature.

3.2 Evaluation metrics

Assessment is carried out using R2 Score, Explained Variance
Score, Mean Absolute Error (MAE) and Normalized Mean Square
Error (NMSE) as four evaluation metrics to compare the
performance differences between NILM with multi-dimensional
features and NILM with single-dimensional feature. We
thoroughly evaluate their accuracy and ability to recognize
load patterns.

3.2.1 R2 score
This metric is used to measure the degree to which the model

explains the variance in the dependent variable. Its value ranges
from 0 to 1, with values closer to 1 indicating better explanatory
power of the model in terms of the dependent variable.

R2 � 1 − ∑n
i�1 yi − ŷi( )2

∑n
i�1 yi − �y( )2

Where n is the number of samples, yi is the actual value, ŷi is the
predicted value, and �y is the mean of the actual values.
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3.2.2 Explained variance score
This metric measures the degree to which the model explains

the variance in the data. Its value also ranges from 0 to 1, with
values closer to 1 indicating better explanation of the
data variance.

EVS � 1 − ∑n
i�1Var yi − ŷi( )∑n

i�1Var yi( )
Where Var represents variance.

3.2.3 MAE
This metric measures the average magnitude of the errors in a set

of predictions, without considering their direction. It is the average
over the test sample of the absolute differences between prediction
and actual observation where all individual differences have
equal weight.

MAE � 1
n
∑n

i�1 yi − ŷi

∣∣∣∣ ∣∣∣∣

3.2.4 NMSE
This metric evaluates the predictive error of a model relative to

the variance of the observed data. It is a normalized measure that
provides insight into the error size in comparison to the variability of
the dataset.

NMSE �


∑n

i�1 yi − ŷi( )2
∑n

i�1 ŷi( )2
√√

These metrics provide a comprehensive assessment of model
performance, including aspects such as model explanatory power,
data variance, and prediction error.

3.3 Results and discussion

Our experiments initially conducted a comparative study of the
NILM implementation effects considering both meteorological and
electrical features versus considering only electrical features. We
selected fan and solar thermal pumping as the two types of electrical
appliances and utilized the DAE as the deep learning model. As
shown in Figure 3, the blue line represents the actual power
consumption of the fan and solar thermal pumping in the test
set, while the orange line represents the NILM effect considering
both meteorological and electrical features. From the blue line, it is
evident that the fan is used infrequently, and data analysis reveals
that the fan is only activated at moments of higher temperature. On
the other hand, the solar thermal pumping exhibits relatively regular
power consumption. However, statistical data indicates that the
duration and power consumption of solar thermal pumping are
significantly higher on sunny days compared to rainy days. The
orange line shows that NILM, when considering both
meteorological and electrical features, can closely follow the
actual power variations and accurately predict the start and stop
states of the fan and solar thermal pumping appliances. Although
there are some minor deviations between the predicted power and
the actual power, overall, this method has shown fairly good results
in NILM tasks.

We also conducted a comparative study of NILM considering
multi-dimensional (electricity and weather) versus single-
dimensional (electricity) feature. Table 1 presents the results of
NILM with and without weather features. The evaluation results
indicate that NILM considering meteorological features
(temperature, precipitation, and wind speed), compared to NILM
without such features, has an R2 Score increase of 0.008, an
Explained Variance Ratio increase of 0.008, a decrease in MAE
by 0.117, and a reduction in NMSE by 0.008 for the fan appliance

FIGURE 2
The overview of meteorological data.
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test. In the solar thermal pumping appliance test, NILM considering
meteorological features saw a significant improvement in both R2

Score and Explained Variance Ratio over NILM not considering
meteorological features, with a notable decrease in both MAE and
NMSE. This demonstrates that the NILM approach proposed in this
study, which takes into account meteorological features, can achieve
higher prediction accuracy and more precise non-intrusive load
monitoring effects compared to traditional NILM methods.

Hence, from the above experiments, we can conclude that for the
two types of electrical appliances, fan and solar thermal pumping,
NILM that considers both meteorological and electrical features as
opposed to just electrical features is better at capturing the
characteristics of load variations, achieving superior prediction
accuracy, and is more conducive to the implementation of energy-
saving, emission reduction, and energy management strategies. The
reason for this outcome is that traditional NILM, which only considers
electrical features, overlooks the correlation between household
electrical appliances and meteorological factors. Consequently, a
deep learning model constructed solely from electrical features has
an incomplete and insufficient mapping relationship between its inputs
and outputs, thus limiting the predictive accuracy of NILM based on
deep learning methods. By considering the three categories of
meteorological features—temperature, precipitation, and wind
speed—during feature selection, the model training can account for
the relationship between meteorological factors and energy
consumption, thereby better implementing NILM. This conclusion is
not only applicable to the two types of typical electrical appliances
proposed but also to high-power appliances such as air conditioners and

heaters in users’ homes. The novel NILM approach based on
meteorological and electrical features can further enhance predictive
performance over traditional NILM methods.

In our subsequent investigations, we expanded our focus to
explore the effectiveness of NILM when integrating both calendar
data and electrical consumption metrics as opposed to solely relying
on electrical data. For this purpose, kettle and dish washer were
chosen as the representative appliances, with DAE continuing to
serve as our chosen deep learning framework. The data, as illustrated
in Figure 4, reveals through a blue line the real-time consumption
patterns of these appliances within the test dataset. In contrast, the
orange line denotes the outcomes of NILM when it synthesizes
information from both calendar events and electrical usage. A
notable observation from the blue line is the heightened use of
these appliances, particularly during holidays, suggesting a marked
uptick in energy usage compared to regular workdays. The orange
line, on the other hand, showcases NILM’s adeptness at mirroring
these consumption patterns, precisely indicating the operational
status of kettle and dish washer. While minor variances are noted
between the forecasted and actual energy usage, the overall results
point to the robustness and effectiveness of this approach in NILM
applications, especially in capturing regular energy use behaviors
linked to calendar-specific influences.

Table 2 presents the results of NILM implementation with and
without calendar features. For the kettle appliance, the inclusion of
calendar features resulted in an increase of 0.008 in the R2 Score and
0.008 in the Explained Variance Ratio, while the Mean Absolute
Error (MAE) decreased by 0.231, and the Normalized Mean Square

FIGURE 3
Effect of NILM when considering weather factors (fan and solar thermal pumping).

TABLE 1 Results of NILM with and without weather features.

R2 score Explained variance ratio MAE NMSE

Fan with weather features 0.982 0.982 0.323 0.017

Fan without weather features 0.974 0.974 0.440 0.025

Solar thermal pumping with weather features 0.946 0.946 1.688 0.037

Solar thermal pumping without weather features 0.936 0.938 2.395 0.045
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Error (NMSE) decreased by 0.007. In the case of the dish washer
appliance, incorporating calendar features led to an increase of
0.004 in the R2 Score and 0.004 in the Explained Variance Ratio,
with a decrease of 0.075 in MAE and 0.005 in NMSE. This
demonstrates that for these two types of appliances, considering
calendar features enhances the accuracy and reliability of NILM
implementation, marking a significant advancement over traditional
NILM methods.

In summary, NILM implementation considering calendar
features further captures the relationship between users’ daily
routines and power consumption of electrical appliances.
During holidays and weekends, users spend more time at home
compared to workdays, leading to more frequent use of various
household appliances and consequently higher electricity
consumption. This conclusion is not only applicable to kettle
and dish washer appliances but also extends to a broader range
of household devices.

It is evident that the improved NILM method outperforms the
traditional approach across all evaluation metrics for the four types
of electrical appliances we focused on (fan, solar thermal pumping,
kettle, and dish washer). In fact, the start-stop actions and energy
consumption of household appliances are closely linked to user
activities, which in turn are significantly influenced by external
factors. Therefore, our proposed NILM method, incorporating
meteorological and calendar features, can more comprehensively
capture the factors influencing household appliance energy
consumption and accurately establish correlations. By conducting

training and testing in this manner, we achieve superior load
monitoring results compared to the traditional NILM approach.

4 Conclusion

The NILM method proposed in this paper, integrating
meteorological and calendar features, surpasses traditional non-
intrusive load monitoring techniques in capturing load characteristics
and establishing comprehensive energy consumption correlations for
tested appliances. Specifically, for the fan, enhancements include a
0.008 increase in both R2 Score and Explained Variance Ratio, with
MAE decreasing by 0.117 and NMSE by 0.008. For the kettle, the
addition of calendar features similarly boosts the R2 Score and Explained
Variance Ratio by 0.008 each, while MAE and NMSE decrease by
0.231 and 0.007, respectively. This approach offers a novel perspective
and tools for research in the NILM domain and provides more reliable
and efficient technical support for energy management and demand
response in smart grids.

In future research, we will consider integrating the NILM software
algorithms proposed in this paper with advanced hardware
measurement technologies (such as smart plugs) to further enhance
the effectiveness and capabilities of loadmonitoring. Smart plugs act as a
complementary innovation, improving the cost-effectiveness and
precision of energy monitoring. The potential functions of smart
plugs to benefit load monitoring and management include
(Suryadevara and Biswal, 2019): 1) device identification. 2) device

FIGURE 4
Effect of NILM when considering calendar features (kettle and dish washer).

TABLE 2 Results of NILM with and without calendar features.

R2 score Explained variance ratio MAE NMSE

Kettle with calendar features 0.834 0.834 7.349 0.165

Kettle without calendar features 0.826 0.826 7.118 0.172

Dish washer with calendar features 0.735 0.736 11.543 0.262

Dish washer without calendar features 0.731 0.731 11.618 0.267

Frontiers in Energy Research frontiersin.org08

Pu et al. 10.3389/fenrg.2024.1361916

374

https://www.frontiersin.org/journals/energy-research
https://www.frontiersin.org
https://doi.org/10.3389/fenrg.2024.1361916


scheduling and control. 3) occupancy detection. 4) thermal and overload
safeguards. By combining advanced software algorithms with hardware
devices, we will achieve improved energy management efficiency.
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Optimizing the configuration of acquisition terminals can maximize the
observability and state estimation accuracy of the distribution grid achieving
comprehensive perception of the distribution grid. However, the existing
optimization configuration methods typically target a single topology
structure. For regional distribution grids with dynamic topology changes, it
cannot meet the observability requirements of all their topologies. In this
regard, this paper proposes an optimal configuration scheme for regional
distribution grid acquisition terminals considering dynamic observability.
Firstly, the regional distribution grid considering the change of contact switch
is modeled. Based on the observation redundancy and state estimation accuracy,
the dynamic observability index of regional distribution grid is proposed. Then, a
multi-objective optimal configuration model of acquisition terminal is
constructed with the objective function of maximizing dynamic observability
and minimizing configuration cost. Finally, the effectiveness of the proposed
approach is validated with the simulation model.

KEYWORDS

regional distribution grid, acquisition terminal configuration, state estimation accuracy,
observation redundancy, dynamic observability

1 Introduction

In order to achieve the dual-carbon goal and cope with the energy crisis, the
traditional energy structure is changing to a clean energy structure, the proportion of
distributed energy access in the distribution grid is increasing, but its volatility and
randomness bring more uncertainty and dynamics to the distribution grid designed to
meet the energy flow demand, which brings new requirements to the operation and
control strategy of the distribution grid. (Xia et al., 2022; Olusola, 2020). In order to
improve the power supply stability of the distribution grid and ensure the normal
operation of the power supply in an emergency, multiple distribution areas of the same
voltage level are connected by a contact switch to form a regional distribution grid
(Rohit et al., 2020). Due to factors such as distributed energy access, changes in power
load, and natural disasters, regional distribution grids adjust the status of contact
switches according to actual situations in order to ensure the reliability and stability of
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power supply, and the topology structure of regional distribution
grids also changes accordingly.

In order to ensure the safe and stable operation of the regional
distribution grid, it is necessary to monitor and control the grid
operation status in real time (Ramírez et al., 2019). The acquisition
terminal is a device used to collect, transmit, and process power
parameters such as voltage, current and phase angle (Seyed-Ehsan
et al., 2019). It is usually installed on the key nodes of the distribution
line to obtain real-time data of the grid operating status (Zhu
et al., 2019).

If the measurement data of all nodes in the distribution grid can
be obtained directly or indirectly by the acquisition terminal, the
comprehensive perception of the distribution grid is realized, and its
topology is considerable (Yang et al., 2019). In regional distribution
grids, contact switches are used to control the flow of electricity to
different parts of the grid. When the status of the contact switch
changes, such as opening or closing, the connection method of the
power grid will correspondingly change, leading to changes in the
topology structure of the distribution grid. Therefore, the
observability demand of regional distribution grids is
dynamically changing.

Considering the high cost of acquisition terminal configuration
and the large number of nodes and branches in the distribution grid,
it is not in line with the actual economic situation to apply the
acquisition terminal to the distribution grid on a large scale.
(Manousakis and Korres, 2020). How to reasonably configure the
acquisition terminal in the distribution grid has become a research
hotspot (Almunif and Fan, 2020; Masoud et al., 2023). proposed a
power management unit (PMU) configuration optimization method
based on integer programming (Rupanjali and Abhinanda, 2023).
studied incorporating unobservable depths into the system to
achieve weak global observability (Sun et al., 2022). proposes a
multi-objective optimization model, whose objectives include
minimizing the number of D-PMUs, maximizing grid
measurement redundancy (NMR), and maximizing the average
number of observable buses (ANOBC) under N-1 contingencies.

Most of the above studies only take minimizing the number of
configurations as the objective function, and do not consider the
impact of optimal configuration results on observability. Reference
(Riccardo et al., 2021) studied the PMU optimal configuration
model with the goal of minimizing the state estimation error,
and solved it by the immune discrete particle swarm
optimization algorithm. In (Wei et al., 2023), based on the
principle of error degree analysis, an improved genetic-simulated
annealing algorithm is proposed and applied to the multi-objective
optimal configuration problem of PMU. Reference (Xu et al., 2020)
also proposed the state estimation accuracy and PMU configuration
node weight value as the goal, and applied the genetic algorithm to
solve the problem. However, the optimal configuration of the
acquisition terminal of the regional distribution grid needs to
consider its dynamic observability, which is not considered in
most of the above studies.

Therefore, this paper proposes an optimal configuration method
of regional distribution grid acquisition terminals considering
dynamic observability. In this paper, firstly, the regional
distribution grid is modeled, and the dynamic observability index
of the regional distribution grid is proposed based on the
observation redundancy and the state estimation accuracy. Then,

a multi-objective optimization configuration model of the
acquisition terminal with the objective function of maximizing
the dynamic observability and minimizing the configuration cost
is constructed. Finally, it is verified by the simulation model that the
proposed method can meet the observability requirements of all
topologies of the regional distribution grid. The main contributions
of this article are as follows.

1. This article models the topology model of regional distribution
grids, considering the dynamic changes in their topology
structure, that is, the topology structure changes with
changes in switch states.

2. A dynamic observability index was proposed as a criterion for
judging the quality of the acquisition terminal configuration
scheme, and based on this, a multi-objective optimization
configuration model for acquisition terminals was
constructed. The dynamic observability index consists of
state estimation accuracy and observation redundancy.

3. Verify the effectiveness of the proposed method through
simulation experiments, which can meet the observability
requirements of all topology structures and achieve global
optimization. From the configuration results, it not only
meets the requirement of the lowest configuration cost for
the acquisition terminal, but also maximizes the overall
dynamic observability index of the system.

The contributions of this paper are as follows. The section Ⅱ
constructed a regional distribution grid model that considers
dynamic changes in topology structure; The section Ⅲ
constructing dynamic observability indicators based on state
estimation accuracy and observation redundancy; The section Ⅳ
proposes a multi-objective optimization model for acquisition
terminals; The section Ⅴ proves the feasibility of this method
through case verification.

2 Modeling of regional distribution grid
considering the change of
contact switch

2.1 Regional distribution grid
topology model

The regional distribution grid is formed by connecting multiple
distribution areas with the same voltage level through the contact
switch. There is a correlation between the topology of the regional
distribution grid and the state of the contact switch. The topology
structure D of regional distribution grid is described based on
adjacency matrix.

D � dij( )
n×n

∈ 0, 1{ }n×n,
dij � 1, node i is connected to j

0, other
{ (1)

where i, j are node numbers, i, j ∈ { 1, 2, . . ., n }; dij are adjacency
matrix coefficient; n is the total number of distribution grid nodes.

Considering the influence of the change of the state of the
contact switch on the topology of the regional distribution grid, a
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judgment coefficient aij is added to the adjacency matrix coefficient
dij. Therefore, the regional distribution grid topologyD9 considering
the change of the contact switch is:

aij � 0, the switch between node i and j is off
1, other

{ (2)

D′ � aijdij( )
n×n

∈ 0, 1{ }n×n (3)

2.2 Acquisition terminal configuration
cost model

Considering that the cost of installing acquisition terminals at
different nodes is different, the cost C(B) of configuring acquisition
terminals in regional distribution grid can be expressed as:

C B( ) � ∑N
i�1
Cibi (4)

where, B is an N-dimensional column vector composed of bi; bi is a
0-1 variable that characterizes whether the node i installs the
acquisition terminal. When the node i is equipped with the
acquisition terminal, bi = 1, otherwise it is 0; Ci is the cost of
installing the acquisition terminal at node i.

3 Dynamic observability index

When evaluating the impact of the acquisition terminal
configuration results on the dynamic observability of the regional
distribution grid, this paper considers two aspects: state estimation
accuracy and observation redundancy.

3.1 State estimation accuracy

In this paper, the state estimation accuracy1 is represented by the
average node voltage amplitude estimation error and the average
node voltage phase angle estimation error.

The estimation error of the average node voltage amplitude of
the regional distribution grid is expressed as:

emag � 1
N

∑2k
nk�1

∑N
i�1
τnk Vi,true

∣∣∣∣ ∣∣∣∣ − Vi,est

∣∣∣∣ ∣∣∣∣∣∣∣∣ ∣∣∣∣ (5)

The average node voltage phase angle estimation error of the
regional distribution grid is expressed as:

eang � 1
N

∑2k
nk�1

∑N
i�1
τnk φi,true − φi,est

∣∣∣∣ ∣∣∣∣ (6)

where, N represents the number of nodes; nk represents the state
number of the contact switch; τnk denotes the proportion of the nk-

th contact switch state, where ∑2k
nk�1

τnk � 1; |Vi,true| represents the true

value of the voltage amplitude of the ith node; |Vi,est| represents the
estimated value of the voltage amplitude of the ith node;φi,true represents
the true value of the voltage phase angle of the ith node; φi,est represents
the estimated value of the voltage phase angle of the ith node.

3.2 Observability redundancy

In the distribution grid, the ratio of the number of independent
measurements to the number of state variables is called redundancy.
For a grid with N nodes, the number of state phasors is N. The
observation redundancy Ri for node i is shown as follows.

Ri � bi + ∑N
j�1,j ≠ i

aijdijbj (7)

Therefore, R(B) � ∑2k
nk�1

∑N
i�1Ri is the total observed redundancy

of the regional distribution grid under all switching conditions.
In summary, the dynamic observability index O(B) for evaluating

the configuration results of the acquisition terminal can be expressed as:

O B( ) � λe αemag + βeang( ) + λrR B( ) (8)

where, α and β are the weights of amplitude error and phase angle
error, this paper assumes that both are 0.5; λe and λr are the weight
coefficients of the state estimation accuracy index and the total
observation redundancy index, respectively.

4 Multi-objective optimization
configuration model for
acquisition terminals

Based on the content of the first two chapters, an optimal
configuration model for acquisition terminals is proposed with
the objective function of minimizing the cost of acquisition
terminal configuration and maximizing dynamic observability.
The objective function is represented as:

argmin C B( ) − O B( )( )
s.t.Ri ≥ 1
C B( )≤Cmax

emag ≤ emax .mag

eang ≤ emax .ang

(9)

Where, Cmax represents the upper limit of the total cost of the
acquisition terminal configuration; emax,mag and emax,ang represent the
allowable upper limits of voltage amplitude and phase angle error,
respectively.

5 Case studies and analysis

The acquisition terminal optimization configuration model
proposed in this paper uses ’Cplex’, and the dual gap is set to 0 to
ensure that all solutions are global optimal solutions.

1 State estimation accuracy is represented by the average node voltage

amplitude estimation error and the average node voltage phase angle

estimation error, obtained through a two-step mixed measurement

method (Yuan et al., 2023).
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5.1 Example description

This paper takes Figure 1 as the simulation model. In this
model, there are 13 nodes, 16 branches and 4 contact switches.
The node load data is taken from the first 13 nodes of the “IEEE
33” model.

5.2 Analysis of simulation results

The model assumes that the proportion of the main contact
switch states is 0.6, while the proportion of other states is 0.4.
emax,mag and emax,ang are 0.025 and 0.02 respectively.

Firstly, the simulation model is solved without considering the
constraints of state estimation accuracy. Figure 2 shows the
minimum number of acquisition terminals required and the
maximum achievable system redundancy under all topology
structures. From the Figure 2, different topology structures will
directly affect the number of acquisition terminal configurations and
the maximum redundancy of the system.

In order to further analyze the impact of terminal configuration
position on dynamic observability, the proposed model algorithm
was compared with the node voltage estimation error ranking
method based on traditional measurement state estimation. As
shown in Figure 3; Table 1, according to the optimal
configuration results of the acquisition terminals obtained from
the model proposed in this article, the average node voltage
amplitude and phase angle error of all topology structures have
basically decreased, proving that the method proposed in this article
can effectively improve the accuracy of distribution grid state
estimation. According to the method described in this article,
when configuring the acquisition terminals at node {4, 5, 6, 8,
12}, the average state estimation error index for all topologies is
0.02325, and the total observable redundancy is 1.8594. In
traditional methods, when configuring acquisition terminals at
node {2, 3, 6, 8, 12}, the total state estimation error index for all
topologies is 0.02763, and the average observable redundancy is
1.6756. From this, the method proposed in this paper is superior to
traditional methods, proving the effectiveness of the
proposed method.

FIGURE 1
Simulation model topology.
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FIGURE 2
The impact of acquisition terminal configuration on redundancy.

FIGURE 3
Influence of acquisition terminal configuration on state estimation accuracy error.
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6 Conclusion

This article proposes an optimized configuration model for data
acquisition terminals that considers the dynamic observability of
regional distribution grids. By analyzing the mapping relationship
between the topology structure of regional distribution grids and the
status of interconnection switches, a dynamic observability index is
proposed based on observation redundancy and state estimation
accuracy. Build a multi-objective configuration optimization model
by combining the economic cost of collecting terminal
configurations. The configuration results obtained by solving this
model can meet the observability requirements of all topological
structures in the regional distribution grid.

The next research direction can be combined with the development
of the power Internet of Things. Based on the application scope and
acquisition objects of different acquisition terminals, collaborative
optimization of their deployment can be carried out to further
improve the overall perception level of the distribution grid.
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