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Editorial on the Research Topic

Big data and artificial intelligence in ophthalmology - clinical application

and future exploration

Introduction

Artificial Intelligence (AI) stands at the forefront of innovation in ophthalmology,

harnessing vast datasets to redefine diagnostics and treatment strategies. This Research Topic

collates pioneering insights from global experts, emphasizing AI’s transformative impact on

ophthalmic healthcare. Contributors have adeptly navigated the challenges, offering novel

algorithms and applications poised to elevate patient care, streamline service delivery, and

broaden healthcare access. From intricate retinal imaging to expansive electronic health

record analyses, the papers within this topic not only underscore AI’s potent capabilities

but also chart a course for its future roles in enhancing ophthalmological practice.

Diagnostic and predictive analytics

Won et al. presented a groundbreaking deep learning (DL) based classification system

adept at distinguishing between bacterial and fungal keratitis through anterior segment

photographs. Utilizing a dataset comprising 684 images from 107 patients confirmed with

either bacterial or fungal keratitis, the study introduced two novel modules—the Lesion

Guiding Module and the Mask Adjusting Module —which, when integrated with the

ResNet-50 classifier, significantly outperformed the baseline model with an accuracy leap

from 81.1 to 87.8%. The system’s proficiency was further validated on an external set of 98

images, solidifying its potential as a rapid, reliable diagnostic tool in clinical settings.
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Li et al. compared DL with human graders for evaluation

against 300 fundus photographs. The AI’s accuracy for diagnosing

diabetic retinopathy and macular degeneration was on par

with ophthalmologists, achieving an AUC of 0.990 and 0.945,

respectively. It excelled in identifying glaucomatous optic

neuropathy with an AUC of 0.994, better than human graders.

Liu et al. created ONION, a DL tool that discerns optic neuritis

from optic neuropathy in acute phases, demonstrating an AUC of

0.903. Trained with EfficientNet-B0 on 871 eyes from 547 patients,

ONION matched a retinal specialist’s diagnostic ability, showing

79.6% sensitivity and 86.5% specificity in validation. It processed

results in 23 s, highlighting its potential for rapid, accurate eye

condition diagnosis in various healthcare settings.

Wang et al. introduced a novel DL approach to forecast

postoperative visual outcomes in patients undergoing cataract

surgery. Leveraging a dataset of 2051 eyes, their Model V achieved

the lowest mean absolute error of 0.1250 and 0.1194 logMAR,

and RMSE of 0.2284 and 0.2362 logMAR in the validation and

test datasets, respectively. It achieved up to 91.7% precision and

93.8% sensitivity, indicating high predictive reliability and marking

progress in preoperative patient assessments.

Shivananjaiah et al.’s study offerred a novel approach to

predicting the likelihood of glaucoma progression to surgical

intervention within 1 year, using DL. The researchers curated

a cohort from electronic health records at Stanford University,

capturing both structured data and free-text clinical notes from

2008 to 2020. The DL model was fed a blend of text embeddings

from patient notes and structured clinical data, resulting in an

impressive model performance—most notably, the multimodal

fusion model exhibited an AUC of 0.899 and an F1 score of 0.745.

This work demonstrates the potential role of DL in improving

glaucoma treatment predictions using comprehensive patient data.

Image analysis and segmentation

Imran et al. introduced Feature Preserving Mesh Network

(FPM-Net), a network that segments retinal vasculature

semantically without preprocessing, crucial for supporting

the analysis of ophthalmic diseases, achieving exceptional accuracy

(96.92% on DRIVE, 97.28% on CHASE-DB, 97.27% on STARE)

and efficiency with only 2.45 million parameters. The research

showcases FPM-Net’s proficiency in preserving detailed spatial

features for improved segmentation performance, essential for

accurate retinal vessel analysis, making it a valuable tool for early

diagnosis and management of ophthalmic diseases.

Bai et al. developed DME-DeepLabV3+ model, a lightweight

and proficient model for the extraction of diabetic macular

oedema (DME) from optical coherence tomography (OCT)

images. This study harnesses the DeepLabV3+ architecture to

address the complexity of OCT images, where varied image

quality and the blurred boundaries of DME regions pose a

significant challenge. Evaluated using a dataset of 1711 OCT images

and validated by experienced clinicians, the DME-DeepLabV3+

achieves remarkable performance metrics, including a mean

Intersection over Union (MIoU) of 91.18% and high precision

and recall rates. This innovation promises to streamline the

diagnostic process, offering a rapid, automated, and accurate tool

for DME extraction.

Innovation in disease detection and
management

Gibson et al. harnessed the power of latent diffusion

augmentation to enhance the DL analysis of neuro-morphology

in limbal stem cell deficiency (LSCD). The study showcased

a residual U-Net model, informed by the InceptionResNetV2

transfer learning model, to classify neuron morphology across

various stages of LSCD compared to healthy controls. The model

achieved accuracy in determining nerve fiber number (R-squared

of 0.63), branching (R-squared of 0.63), and length (R-squared of

0.80). This method outperformed the same model trained only

on original images, particularly in distinguishing LSCD with an

AUC of 0.867. The results suggest that supplementing training

data with latent diffusion-generated images can effectively enhance

model performance.

Privacy and continual learning in AI

Verma et al. explored privacy-preserving methods in continual

learning for medical image classification, focusing on retinal

disease detection from OCT images and histology-based colon

cancer classification. Their study revealed that Brain-Inspired

Replay (BIR) excelled in retinal disease classification with notable

accuracy, while Efficient Feature Transformations (EFT) were

most accurate for colon cancer detection. They found that these

methods, though slightly outperformed by joint retraining models,

offer significant benefits for long-term clinical use by reducing

catastrophic forgetting and enabling ongoing model updates

without compromising patient privacy.

Conclusion

The breadth of this Research Topic, with its collection of varied

and insightful studies, underscores the remarkable potential of big

data and AI within ophthalmology. The contributions from the

authors, with their innovative algorithms and forward-thinking

perspectives, hold significant promise for transforming the fabric

of eye care. These studies serve as cornerstones upon which future

collaborative endeavors can be built, driving the advancement

of ophthalmological practices into a new era. As we stand on

the precipice of this technological revolution, the integration of

these AI-driven tools and methodologies heralds a progressive shift

toward enhanced patient care.
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Introduction:Ophthalmic diseases are approaching an alarming count across

the globe. Typically, ophthalmologists depend on manual methods for the

analysis of di�erent ophthalmic diseases such as glaucoma, Sickle cell

retinopathy (SCR), diabetic retinopathy, and hypertensive retinopathy. All these

manual assessments are not reliable, time-consuming, tedious, and prone to

error. Therefore, automatic methods are desirable to replace conventional

approaches. The accuracy of this segmentation of these vessels using

automated approaches directly depends on the quality of fundus images.

Retinal vessels are assumed as a potential biomarker for the diagnosis of many

ophthalmic diseases. Mostly newly developed ophthalmic diseases contain

minor changes in vasculature which is a critical job for the early detection and

analysis of disease.

Method: Several artificial intelligence-based methods suggested intelligent

solutions for automated retinal vessel detection. However, existing methods

exhibited significant limitations in segmentation performance, complexity,

and computational e�ciency. Specifically, most of the existing methods

failed in detecting small vessels owing to vanishing gradient problems. To

overcome the stated problems, an intelligence-based automated shallow

network with high performance and low cost is designed named Feature

Preserving Mesh Network (FPM-Net) for the accurate segmentation of

retinal vessels. FPM-Net employs a feature-preserving block that preserves

the spatial features and helps in maintaining a better segmentation

performance. Similarly, FPM-Net architecture uses a series of feature

concatenation that also boosts the overall segmentation performance.

Finally, preserved features, low-level input image information, and up-

sampled spatial features are aggregated at the final concatenation stage for

improved pixel prediction accuracy. The technique is reliable since it performs

better on the DRIVE database, CHASE-DB1 database, and STARE dataset.
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Results and discussion: Experimental outcomes confirm that FPM-

Net outperforms state-of-the-art techniques with superior computational

e�ciency. In addition, presented results are achieved without using any

preprocessing or postprocessing scheme. Our proposed method FPM-Net

gives improvement results which can be observed with DRIVE datasets, it gives

Se, Sp, and Acc as 0.8285, 0.98270, 0.92920, for CHASE-DB1 dataset 0.8219,

0.9840, 0.9728 and STARE datasets it produces 0.8618, 0.9819 and 0.9727

respectively. Which is a remarkable di�erence and enhancement as compared

to the conventional methods using only 2.45 million trainable parameters.

KEYWORDS

ophthalmic diseases, retinal vasculature, retinal image segmentation, semantic

segmentation, computer–aided diagnosis

1. Introduction

Ophthalmic diseases are increasing at an alarming rate.

Early and automated diagnosis can help in preventing chronic

ophthalmic disorders. Ophthalmic diseases include glaucoma,

macular degeneration, Sickle cell retinopathy (SCR), and

hypertensive and diabetic retinopathy. All of these are common

but serious ophthalmic diseases and can lead to vision loss if

not diagnosed at an early stage. An ophthalmological image

assessment is commonly used for retinal disease analysis which

shows retinal vessel changes that can lead to vision loss

problems (1). Another vision loss syndrome that is affected

by retinal ischemia is Sickle cell retinopathy (SCR). Reduced

vessel density and altered vasculature shape are symptoms of

sickle cell retinopathy (SCR) illness. Important biomarkers for

early SCR identification include retinal vessels (1). A high

blood sugar level causes the retinal illness known as diabetic

retinopathy, which causes retinal vessels to enlarge or leak

(2). A retinal condition called hypertensive retinopathy causes

restricted retinal vessels as a result of elevated blood pressure

which can be especially noticeable in the micro-vasculature (3).

The location of the retinal vascular blockage can be determined

using retinal vascular changes, which are often seen in bigger

arteries. These retinal vascular illnesses are strongly related

to the retinal morphologies of arteries and some other vessel

diseases (1). Aimed at the early finding of chronic ophthalmic

disorders by using different fundus images are retinal vessels

which are a vital biomarker.

Precise retinal image analysis is necessary for early

ophthalmic diagnosis. The complicated nature of the retinal

blood vessels makes them essential biomarkers for diagnosing

and analyzing many retinal disorders. However, it can be

difficult to detect little changes in retinal vessels. Retinal

vascular morphology includes location, thickness, tortuosity,

formation, and removal, and is linked to several ocular

illnesses (4). Ophthalmologists assess and record changes in

the retinal vasculature manually. This procedure is time-

consuming and labor-intensive. Additionally, the diagnosis of

the aforementioned disorders can be made using the size of

the retinal vessels, which is a distinct change that is difficult

to find and evaluate using manual image analysis (4) by

medical practitioners. Automatic illness inquiry is becoming

more prevalent as deep learning technology progresses to help

doctors make quicker and more accurate diagnoses (1). As

the analysis of medical images is a crucial component of

computer-aided disease diagnosis. Due to their dependability

and adaptability, artificially intelligence-based approaches are

more well-known in syndrome investigation than traditional

image processing techniques. Deep learning-based algorithms

help medical specialists to analyze various diseases using

computer vision approaches (1–8).

Computer vision has an immense potential to evaluate

these retinal disorders through image analysis for premature

diagnosis. Ophthalmologists and other medical professionals

are dealing with a variety of diagnostic challenges with the use

of deep learning techniques like medical image segmentation.

Semantic segmentation using deep learning is a cutting-edge

technology for medical image segmentation that helps to avoid

the manual processing of images for disease or symptom

diagnosis (7). Most of the work done already for the retinal

vessels segmentation is based on general image processing

schemes; in which several image augmentation patterns were

used to enhance the image contrast and detection process,

which is usually based on some specific threshold. In such a

case, a specific threshold cannot perform better with changes

in the image acquisition system. Therefore, to incorporate

the portability of the method, learning-based-segmentation

algorithms are famous.

The process of semantic segmentation entails giving class

labeling to each pixel of the image. Semantic segmentation

may be thought of as the process of identifying an image class

and isolating it from the other image classes by overlaying a

Frontiers inMedicine 02 frontiersin.org

8

https://doi.org/10.3389/fmed.2022.1040562
https://www.frontiersin.org/journals/medicine
https://www.frontiersin.org


Imran et al. 10.3389/fmed.2022.1040562

segmentation mask on top of it. Features extraction features

and representations are frequently necessary for semantic

segmentation to obtain an optimal correlation of the image,

effectively reducing the noise. The suggested study explains the

deep-learning-based semantic segmentation technique called

Feature Preserving Mesh Network (FPM-Net) for the detection

of precise retinal vasculature in fundus images. Here, we use

multiple convolution layers with a combination of depth-

wise separable convolutions to lessen the overall trainable

parameters. Due to the spatial information being lost as a result

of the pooling of layers, we employed feature-preserving blocks

to maintain feature map sizes that were large enough to handle

the lost spatial information. The dense connection prevents

the vanishing gradient issue that plagues traditional networks’

feature latency (9), leading to improved training. This feature-

preserving block results in enhanced sensitivity of the suggested

FPM Network without using costly preprocessing techniques.

Finally, preserved features, low-level input image information,

and up-sampled spatial features are aggregated at the final

concatenation stage for improved prediction accuracy.

The suggested FPM-Net method was applied to the fundus

images in three different publically available databases (5),

The technique is reliable since it performs better even after

being trained on the DRIVE database (2), STARE database

(10), and CHASE-DB1 (10), making it appropriate for images

captured under various situations without retraining. After

experiments, the outcomes of segmentation concluded a

meliorated performance with accuracy (Acc), sensitivity (Se),

specificity (SP), and area under the curve (AUC) for retinal

vasculature segmentation. The suggested method FPM-Net has

a much better performance than conventional methods.

The structure of this paper is as follows. Some conventional

and automated methods relevant to this work will be presented

in Section 2. The embedding strategy and method are given in

Section 3. Results can be found in Section 4 and discussions in

Section 5. In Section 6, a conclusion is provided.

1.1. Research motivation

An increasing rate of growth is being observed in ophthalmic

illnesses. Chronic ocular problems can be avoided with early

and automated diagnosis. Retinal vascular alterations, which

are frequently observed in larger arteries, can be used to

pinpoint the exact location of the retinal vascular occlusion.

The retinal morphology of arteries and a few other vessel

diseases are closely related to these retinal vascular diseases

(1). Retinal vessels, an important biomarker, are used to detect

chronic retinal problems early by employing various fundus

image observations. However, it could be challenging to spot

slight variations in retinal vessels. The location, thickness,

tortuosity, creation, and removal of retinal vessels all affect their

morphology and are associated with several retinal diseases (4).

Ophthalmologists manually evaluate and document changes to

the retinal vasculature. This process takes a lot of time and

effort. Additionally, the size of the retinal vessels, which is a

unique alteration that is challenging to discover and analyze

using manual image analysis (4), can be used to diagnose the

aforementioned illnesses.

The evaluation of these retinal illnesses by image processing

for early diagnosis has enormous potential for computer vision.

Ophthalmologists and other medical practitioners are using

deep learning methods like medical image segmentation to

address a range of diagnostic issues. Deep learning-based

semantic segmentation is an absolute technique for medical

image segmentation that eliminates the need for manual image

processing for the identification of illness or symptom (7).

2. Related work

Automated approaches are important for lowering the

diagnostic workload of medical specialists, and the detection of

retinal vasculature can be helpful for the premature investigation

of a variety of eye-related diseases. There are two basic methods

for segmenting retinal vessels: feature-based deep learning

techniques and traditional image processing approaches.

Various studies have been conducted using traditional

techniques and common image-processing algorithms. Here

we describe recent advances in image analysis and deep

functionality learning techniques. Traditional image processing

techniques have been studied recently, and deep learning-based

techniques have grown with great constancy and performance

(1). Researchers have previously developed a variety of machine-

learning methods to separate the blood vessels from imaging

the retinal fundus. When handling testing conditions such

as recognized low-contrast micro-vessels, vessels with focal

reflexes, and vessels within the sight of diseases, a significant

number of visible retinal vessel division techniques are prone to

more unfavorable results (2).

Numerous image-enhancement techniques are frequently

used before thresholding in traditional image processing-based

vessel segmentation approaches. In addition to using contrast-

limited adaptive histogram equalization (CLAHE) to rise the

divergence of fundus images, Alhussein et al. developed a

segmentation method centered on Wiener and morphological

filtering (3). The primary vascular region was located using

the detector-based vessel identification approach developed by

Zhou et al., and after the noise was removed, a Markov model

was used to locate retinal vasculatures (11). In a similar vein,

Ahamed et al. reported segmenting the autonomic vasculature

multiscale line detection-based approach. To increase contrast,

they added CLAHE toward the green channel and for the

final segmentation, they combined morphological thresholding

and hysteresis (4). For the segmentation of retinal vessels,

Shah et al. employed a multiscale line-detection technique.
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The images aimed at vessel segmentation were made better

on the green channel using Gabor wavelet superposition and

multiscale line detection (4). Using top hat with homomorphic

filtering, Soto et al. presented a three-stage method. Following

the initial stage of visual smoothing for image enhancement,

two phases were employed to separately segment both thin

and thick vessels. The segmentation findings were improved

in the final stage with the application of morphological post-

processing (5). Li et al. introduced an unsupervised technique in

which integrated-tube marked point processes were applied to

extract the vascular network from the images and to preprocess

the images, image-enhancing techniques were applied. Utilizing

the discovered tube width expansion, the final segmentation

was carried out (7). Aswini et al. introduced an un-supervised

technique consisting of hysteresis thresholding with two folds

to identify retinal vessels. In their approach, morphological

smoothness and background reduction were used to improve

the fundus images before thresholding (8). Another approach

based on image processing segmented the vasculature using the

curvelet transform and line operation after pre-processing using

anisotropic diffusion filtering, adaptive histogram equalization,

and color space translation (11). Sundaram et al. suggested a

hybrid strategy based on bottom-hat transform and multiscale

image augmentation, where the segmentation work was carried

out using morphological procedures (10). To reduce the

aggravating noise that prevents vessel segmentation, using

a probabilistic patch-based denoiser was recommended by

Khawaja et al. (2) that combines a customized Frangi filter with

a denoiser. After the CLAHE procedure, images are enhanced

using an aggregated block-matching 3-D speckled filter, Naveed

et al. suggested an unsupervised technique. Multiscale line

detectors along with Frangi detectors were used in their model

to segment data (12).

All the above-discussed methods are traditional image

processing and some deep-feature-based learning techniques are

used to investigate retinal vasculature segmentation. Learning-

based approaches are increasingly well-known because, through

feature-based learning, they may imitate the expertise of medical

professionals. Furthermore, techniques for image augmentation

make it possible to complete the task with lesser training

samples. For supervised vessel segmentation, Oliveira et al.

suggested an entirely convolutional deep-learning technique.

They employed a multiscale convolutional network in a patch-

based scenario, which was investigated by some kind of

stationary wavelet transform (13).

Fraz et al. integrated the vessel centerlines identification

method with themorphological bit plane slicing technique. They

coupled bit plane slicing with vessel centerline on the enhanced

gray-level images of retinal blood vessels (14). In addition to

performing a mathematical morphological procedure on the

image, Ghoshal et al. suggested an enhanced vascular extraction

method from retinal images. They made negative grayscale

images from the original and the image that had been removed

from the vessels, then they excised to balance the image and then

improved to produce thin vessels by turning the produced image

into a binary image. To produce the vessel-extracted image,

they finally combined the thin vessel image and binary image.

They claimed that their performance results were satisfactory

(15). The answers from the two-dimensional Gabor wavelet

transform at various scales of each pixel were utilized as features

by Soares et al. after they used this transform with supervised

learning. They rapidly categorized a complicated model using a

Bayesian classifier (16). To determine the properties necessary

for segmenting retinal blood vessels, Ricci and Perfetti suggested

a technique based on line operators. Because their model uses a

line detector to analyze the green channel of retinal images, it is

quicker and requires fewer features than prior approaches (17).

A multi-layered forward-oriented artificial neural network was

trained using the suggested artificial neural network approach

by Marin et al. using a seven-dimensional feature vector. They

employed the sigmoid activation function in each neuron of the

three-layer network. They claimed that additional datasets are

also successfully used by the trained network (18). A technique

using a CNN architecture was created by Melinscak et al. to

determine if each pixel is a vessel or a backdrop (19). According

to Wang et al. proposal for a new retinal vascular segmentation

approach that uses patch-based learning and Dense U-net, the

approach seems attractive in terms of standard performance

criteria (20). For segmenting retinal vessels, Guo et al. developed

a CNN-based two-class classifier comprising two convolution

layers and pooling layers, one dropout layer, and one loss layer.

They concluded that the suggested approach had good accuracy

and was quick to teach (21). Concerning the information loss

brought on by image scaling during preprocessing, Leopold

et al. proposed PixelBNN, an effective deep learning system for

automatically segmenting fundus morphologies, and reported

that it had a reduced test time and reasonably high performance

(9). Technology advancements have produced images with a

higher pixel density, sharp features, and a lot of data. As a

result, good image quality can satisfy the requirements for actual

application in image analysis and image comprehension (22).

CNN is effective in classifying images and detecting objects,

although the results vary depending on the network design,

activation function chosen, and input picture quality. Poor

quality input images have a detrimental impact on a CNN’s

performance, according to research (23), even if it is not

immediately apparent. IterNet, a novel model based on UNet

that can uncover hidden vessel information from the segmented

vessel image rather than the raw input image, was proposed

by Li et al. IterNet is made up of several mini-UNet iterations

that can be up to four times deeper than a typical UNet (24).

A new approach for segmenting blood vessels in retinal images

was put out by Tchinda et al. The artificial neural networks

and conventional edge detection filters are the foundation of

this approach. The features vector is first extracted using edge

detection filters. An artificial neural network is trained using the
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obtained characteristics to determine whether or not each pixel

is a part of a blood artery (25).

According to the properties of the retinal vessels in fundus

images, a residual convolution neural network-based retinal

vessel segmentation technique is presented. The encoder-

decoder network structure is built by joining the low-level

and high-level feature graphs, and atrous convolution is added

to the pyramid pooling. The improved residual attention

module and deep supervision module are used. The results

of the trials performed using the fundus image data set

from DRIVE and STARE demonstrate that this algorithm can

successfully segment all retinal vessels and identify related

vessel stems and terminals. This approach can identify more

capillaries and is viable and successful for segmenting retinal

vessels in fundus images (11). One of the most serious

infectious diseases in the world, tuberculosis causes 25% of

all preventable deaths in underdeveloped nations. This cross-

sectional descriptive research set out to assess the effects of

ocular TB on visual acuity both before and after 2 months

of vigorous anti-tubercular treatment. Three individuals with

pleural TB, seven with disseminated tuberculosis, and 133

with pulmonary tuberculosis comprised the sample. Every

patient got a standard eye examination, which included

measuring visual acuity and performing necessary indirect

ophthalmoscopes, biomicroscopy, applanation tonometry, and

fluorescence angiography. None of the patients exhibited

tuberculosis-related vision impairment. The incidence of ocular

involvement was determined to be 4.2% (6/143). Five of the six

individuals with ocular involvement and one of the suspected

ocular lesions satisfied the diagnostic criteria for probable ocular

lesions. Two individuals showed bilateral findings of different

ocular lesions: one had sclera uveitis and the other had choroidal

nodules. The remaining four patients all had unilateral lesions,

including unilateral choroidal nodules in the right eye, unilateral

choroidal nodules in the left eye, and unilateral peripheral retinal

artery blockage in the right eye (two cases). After 2 months of

rigorous therapy, patients made favorable improvements with

no discernible visual loss (26).

3. Suggested methodology

3.1. Suggested FPM-Net’s outline

As explained in section 2, retinal vessels are assumed as

an important potential biomarker for the diagnosis of many

ophthalmic diseases. A very growing number of ophthalmic

illnesses are found in a large number of people around the globe.

Preventing persistent ocular problems can be aided by early and

automated diagnosis. Precise retinal image analysis is necessary

for early ophthalmic diagnosis. Numerous AI-based techniques

provide intelligent solutions for automatic retinal vessel

recognition. However, segmentation performance, complexities,

and computing efficiency were significantly constrained by

previous approaches. Due to the vanishing gradient issue, and

conventional architectural design, the majority of the currently

used approaches specifically failed to achieve a higher true

positive rate. Figure 1 provides an outline of the suggested

technique. The suggested technique simply uses fundus images

as input deprived of applying the requirement of any pre-

processing scheme. FPM-Net is applied to the input image for

pixel-wise classification. The suggested network categorizes each

pixel into two major categories: “vessel” (for vessel pixel) and

“background” (for pixels other than vessels). Because of this,

it provides a binary segmentation mask with values of “1” on

vessels as well as “0” on the other classes. FPM-Net incorporates

a feature-preserving block for enhanced performance and

fast convergence.

3.2. Architecture of suggested FPM-Net

A suggested network for segmenting vessels that was created

especially to improve the sensitivity (a better true positive

rate) of retinal vascular detection is called a Feature Preserving

Mesh Network (FPM-Net). The suggested FPM-Net is shown in

Figure 2. Observe (Figure 2) that FPM-Net is a dense network

composed of multiple convolution operations, and a shallow

feature up-sampling block (FUB) followed by mesh-connected

dense feature down-sampling block (FDB), and this overall

architecture differs from conventional semantic segmentation

networks like Seg-Net, U-Net, and DeepLabV3 in terms of

encoder-decoder architecture where the decoder is same as

an encoder.

To address above mentioned issues with conventional

networks, FPM-Net is following four design principles. First,

multiple uses of convolution layers in deep networks (e.g.,

VGG16) cause spatial loss if they are used without a feature

reuse policy and the overall performance deteriorates (27).

Following Dense-Net (22), to cover the spatial loss, dense

connections are used between the convolution layers available

in the network which guarantees the immediate feature transfer

without latency. Secondly, the convolution layers with a larger

number of channels contribute to increasing the number of

learnable parameters substantially. To reduce the network cost,

we use depth-wise separable convolution on the deep side of

the network. Third, the spatial information that is available

in the initial layers is very important as it contains the low-

level features to represent the edges. The FPM-Net is utilizing

a dense mesh that is connecting all the convolutional layers

and transfers this valuable low-level information from FDB to

FUB directly. This ensures the immediate edge information

transfer without latency which results in better segmentation

performance and quicker convergence of the network. Fourth,

the multiple pooling operation causes severe spatial information

loss that inevitably leads to a deterioration in performance (28).
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FIGURE 1

Outline of the suggested FPM-Net approach.

FIGURE 2

The suggested Feature Preserving Mesh Network (FPM-Net) architecture for retinal vessels segmentation.

Traditional convolutional neural networks employ excessive

pooling operations for reducing the feature map size which

is equally important to control memory usage. To cover the

issues created by multiple pooling layers (minor information

loss due to small feature map size), FPM-Net is using the

feature preserving block (FPB) which keeps the feature map size

larger to represent approximately all the valued features that

can signify the vessel pixels. FPB is composed of a few low-cost

convolution layers, and it is responsible to transfer a large feature

map to the FUB. This FPM-Net provides better segmentation

accuracy and is computationally efficient because it does not

require a huge number of parameters for its training. This

structure is completely diverse from traditional structures like

Segmentation Networks (SegNet) (29) and U-Shaped Network

(U-Net) (30), which employ a decoder similar to an encoder to

produce an architecture that is excessively deep and has a lot of

trainable parameters with many channels. Figure 2 explains the

connectivity pattern of FPM-Net.

Figure 3 represents a schematic diagram for FPM-Net

interconnection and the solid feature concatenation standards.

The input convolution block uses the fundus images as input,

runs them through many convolutional layers in FDB to extract

significant features Fed for the investigation of the retinal

vasculatures, and then sends the enhanced dense features Fed
to the UB-A of FUB. K (Fed) is created by concatenating

the enhanced dense features T(Fed) and intermediate feature

information Fif that were acquired by the DFB-B and DFB-D,

respectively. The K(Fed) feature, represented by Equation (1),

is produced via depth-wise concatenation using both T(Fed)

and Fif, where © represented depth-wise concatenation in green
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FIGURE 3

The schematic diagram for FPM-Net connectivity, FDB, FUB, FPB, and PCB represents the feature down-sampling block, feature up-sampling

block, feature preserving block, and pixel classification block, respectively.

color. The Fb feature is being added to the feature-preserving

block from the DFB-A. Since there haven’t been any significant

pooling operations, the feature Fp originating from the feature-

preserving block (FPB) contains rich feature information that

corresponds to the majority of the vessels in the images transfer

to the final concatenation represented in red color.

K(Fed) = T(Fed)©Fei (1)

Mdense = K
′

(Fed)©Fp©Fif (2)

Here, M is a densely concatenated feature made through

the K’(Fed), a feature after the up-sampling block, Fp preserved

features, upcoming from the feature preserving block, and

edge information fei, upcoming from the input convolution

block. Where © denotes depth-wise concatenation. After final

concatenation represented in red color concluded the output

result having Equation (2).

3.3. Structure of feature preserving block

As shown in Figure 2, the suggested FPM-Net uses a feature-

preserving block (FPB) to preserve valuable spatial information

and disseminates it for the final concatenation. FPB takes

the input from the dilated convolution, performs its function,

and provides the feature results for the concatenation to

the later layer. Because in the initial layer there is potential

spatial information and features that can signify most of the

vasculatures which will be helpful in the final prediction. The

main problem that occurs while segmenting the image, the

small objects were lost called the vanishing gradient but in

FPB this vanishing gradient issue is solved. It simply uses three

convolution layers and one transposed convolution to increase

feature map size the feature map is resized to its original size

using transposed convolution. As discussed above, the edge

information from the initial layer, preserved features from FPB,

and enhanced dense features are concatenated in the final stage

which will boost the segmentation performance and improve the

overall accuracy. After the final concatenation, softmax and pixel

classification layers are utilized. The schematic structure of the

feature-preserving block is mentioned in Figure 4.

3.4. Structure of suggested pixel
classification block

The final concatenation has shown in red before the pixel

classification block is given the rich features, K, from the up-

sampling block. The PCB encompasses a 1 × 1 bottleneck

(used to reduce the number of channels for pixel classification

block), softmax, and dice pixel classification layer. The image

pixels are categorized using a dice pixel classification layer that

uses dice loss to solve the class imbalance and give improved

segmentation. In this instance, “vessel” and “background” are

two segmentation classes with values of “1” and “0,” respectively.

The pixel classification block is made up of a convolution whose

filters are matched to the number of classes. The image pixels are

identified using a pixel classification layer that uses dice loss to

solve the class imbalance (31) and give improved segmentation.

The dice loss (LDL) is represented mathematically as,

LDL = 1− (
2×

∑j
iQp−i RT−i

∑j
iQ

2
p−i + R2T−i

) (3)
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FIGURE 4

The structure of feature preserving block.

Where j refers to all of the image’s observable

pixels, i is the pixel under consideration, Q refers to

the predicted labels, and R refers to the actual ground

truth labels. RT−i is the actual ground truth label, and

Qp−i is the expected possibility that pixel i belongs to a

certain class.

4. Experimental results

4.1. Datasets

Intend to find results, vessels analysis was done on the

DRIVE (2), CHASE-DB1 (10), and STARE (10) datasets

for the suggested technique and additional studies for

overall evaluation. These datasets are publicly accessible,

and pixel-wise expert annotations on the photographs allow

researchers to assess the algorithms. The following describes

these datasets.

In the DRIVE dataset, 40 red, green, and blue fundus

images in total are included in the collection. The dataset

comes with carefully separated ground truths for analysis. The

images have a 565 x 584-pixel resolution and a 45◦ field of

view (FOV). For improved training, the 20 training images are

enhanced. Examples of expertly annotated images on or after

the DRIVE dataset are displayed in Figure 5A. In the CHASE-

DB1 dataset with 28 images using a fundus camera (Nidek

NM-200D) with a typical FOV of 30◦. Complying with the

validation requirement, with a total of 28 images, 20 images

(with augmentation) were used in our studies for training

purposes and the remaining eight for testing purposes. Examples

of image pairings with professional annotations are shown in

Figure 5B. The STARE dataset is a collection of 20 retinal images

taken by a TopCon TRV-50 with a FOV of 35◦. For assessment

reasons, professional image annotations are given per image.

We used cross-validation using the leave-one-out method in our

studies, in which training is done on 19 images and just one left

for testing. Similarly to this, each image in the 20 studies was

chosen specifically for testing. Twenty experiments on average

were used to get the data. Examples of image pairings with

professional annotations from the STARE dataset are shown in

Figure 5C. The training and testing image descriptions for each

dataset are displayed in Table 1.

4.2. Experimental environment and
augmented data

The suggested FPM-Net was developed using Microsoft

Windows 10, MathWorks MATLAB R2022a, with a laptop

having specifications. An Intel Core i7-11800H processor and

RAM of 16 GB. The tests were performed using an NVIDIA

GeForce RTX 3070 8GB GDDR6 graphics processing unit.

Without using any method for weight initialization, migration,

sharing, or fine-tuning from previous networks, the suggested

models were trained from scratch. Tables 3A–C lists the

important training hyperparameters.

Deep learning’s segmentation effectiveness is closely

correlated with the capacity of training data with labels;

effective training requirements, and a substantial amount of

training data with labels. To boost the quantity of data, we used

image flipping and translation. The modified augmentation

method involved flipping 20 original images in both vertical

direction and horizontal directions to produce a total of 60

images. Then, the total images produced after the flipping

procedure are 3,000, from the DRIVE dataset were produced

by repeatedly translating these 60 images into (x, y) values

and then continuing to flip them. A training set is prepared

using a random image generation procedure, where the points

(x, y) satisfy the conditions. The CHASE-DB and STARE

databases were similarly enhanced to provide 1,500 and 1,300

images, respectively.

Considering the training details FPM-Net utilized

an epsilon of 0.000001, and the initial learning rate of

0.00005 was applied. Global L2 normalization is utilized

for training due to the benefits of quicker convergence

and robustness over rising variation. To train the FPM-

Net, a mini-batch size of 16 images is used because it is

a dense network and requires less GPU memory due to

bottleneck layers. In 25 epochs, both networks converge

(5,000 iterations).
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FIGURE 5

(A) DRIVE Dataset visualizations of the suggested FPM-Net: (i) Input original image, (ii) Expert annotation (Ground truth), and (iii) Predicted mask

by FPM-Net. (B) CHASE-DB1 Dataset visualizations of the suggested FPM-Net (i) Input original image, (ii) Expert annotation (Ground truth), and

(iii) Predicted mask by FPM-Net. (C) STARE Dataset visualizations of the suggested FPM-Net (i) Input original image, (ii) Expert annotation

(Ground truth), and (iii) Predicted mask by FPM-Net.

TABLE 1 Details of the testing and specifications of all three used

datasets in our method.

Name of
dataset

Total
images

Images
division
(training,
testing)

Experimentation

DRIVE (2) 40 images 20, 20 One experiment

CHASE-DB1

(10)

28 images 20, 8 One experiment

STARE (10) 20 images 19, 1 20 experiments

4.3. Ablation study for the suggested
FPM-Net

The rich edge information is found in the starting layers by

the network detection. By minimizing the vanishing gradient

problem, the network’s convergence is aided by the import

of this data through skip connections (44). To investigate the

efficacy of preserved features and dense connectivity for the

suggested FPM-Net, an ablation study was conducted. In the

ablation study, the training was done on FPM-Net architecture

with and without FPB. Table 2 shows that, while maintaining

the almost same number of parameters, FPB with preserved

feature outperformed FPM-Net with dense connectivity in terms

of true positive rate (SE), with a greater true positive rate. Table 2

clearly shows that feature concatenation caused a significant

performance difference.

TABLE 2 Performance measures with ablation study.

Method SE SP Acc AUC Parameters

FPM-Net

(without

FPB)

0.8035 0.9801 0.9591 0.9790 2.44M

FPM-Net

(with FPB)

0.8285 0.9827 0.9692 0.9851 2.45M

FPM-Net, Feature preserving mesh network; FPB, Feature preserving block; SE,

sensitivity; SP, specificity; Acc, Accuracy; AUC, Area under Curve; ms, microseconds.

4.4. Evaluation of suggested network

For the suggested network output, FPM-Net offers a mask

that displays all of the background and vessel pixels as “0”

and “1,” respectively. Sensitivity (SE), Specificity (SP), Accuracy

(Acc), and area under curve AUC, to measure the performance

of segmentation which are frequently utilized to assess how

well-retinal images are segmented, were computed using the

output mask of the suggested network and expert annotations

(16). SE is denoted as a true positive rate, which illustrates

how well the network can find vessel pixels. The SP as a true

negative rate demonstrates the capacity to identify non-vessel

pixels. The whole percentage of accurate predictions made thru

the approach is represented by Acc. Equations (4)–(6) give the

respective expressions for SE, SP, and Acc. A pixel with the

prefix TP is identified in the expert’s annotation as a vessel pixel

and is projected to be one. FN denotes a pixel that the expert
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annotation classifies as a vessel pixel even if it is expected to be

a background pixel. A pixel with the prefix TN is identified in

the expert’s annotation as a vessel pixel and is expected to be

one. FP denotes a pixel that the expert annotation classifies as

a background pixel but which is expected to be a vessel pixel.

SN =
TP

TP + FN
(4)

SP =
TN

TN + FP
(5)

Acc =
TP + TN

TP + FN + FP + TN
(6)

4.5. Comparison with other conventional
techniques

To evaluate and compare the suggested FPM network with

the conventional techniques, vessel analysis was done on the

publicly accessible DRIVE CHASE-DB1, and STARE datasets.

For the vessel category and the background category, the

network generates a mask with both the corresponding grayscale

values of “1” and “0,” respectively. The visual outcomes of

the suggested strategy for the three datasets stated above are

shown in Figure 5. The suggested FPM-Net network’s segmented

image with the mask overlapped is shown in the figures

along with the original images that were used as input into

the network, experts provided the expert annotated image to

evaluate research methods, the predicted mask at the network’s

production, and the predicted mask itself. The Numerical

Comparison of Suggested FPM-Net utilizing the most recent

technique is described in Tables 3A–C. By using our proposed

method FPM-Net, there is significant improvement can be

observed with DRIVE datasets, it gives Se, Sp, and Acc as 0.8285,

0.98270, 0.92920, for CHASE-DB1 dataset 0.8219, 0.9840, 0.9728

and STARE datasets it produces 0.8618, 0.9819 and 0.9727

respectively. Which is a remarkable difference and enhancement

as compared to old and conventional methods.

4.6. Visual outcomes of suggested
FPM-Net

In this instance, the suggested method’s graphical outcomes

for the identification of retinal vessels on the datasets of fundus

image e.g., DRIVE, CHASE-DB1, and STARE are shown. (i)

input original image, (ii) expert annotation (Ground truth), and

(iii) FPM-Net mask are shown in Figures 5A–C.

5. Discussion

Precise retinal image analysis is necessary for early

ophthalmic diagnosis. The complicated nature of the retinal

TABLE 3A The comparison of the DRIVE data set’s segmentation

results using various segmentation techniques.

Method Year Se Sp Acc

Cross modality learning (17) 2015 0.7569 0.9816 0.9527

GMM classifier (18) 2015 0.7249 0.9830 0.9620

SP model (19) 2016 0.7811 0.9807 0.9535

CRF model (20) 2016 0.7897 0.9684 –

VS method (21) 2017 0.7779 0.9780 0.9521

RU-Net and R2U-Net (9) 2018 0.7792 0.9813 0.9556

LadderNet (22) 2018 0.7856 0.9810 0.9561

U-Net+joint losses (23) 2018 0.7653 0.9818 0.9542

CTF-Net (24) 2018 0.7979 0.9857 0.9685

Three-stage DL Model (25) 2019 0.7631 0.9820 0.9538

SD-Unet (32) 2019 0.7891 0.9848 0.9674

Dilated Conv. (33) 2019 0.7903 0.9813 0.9567

GFM (15) 2020 0.7614 0.9837 0.9604

DL methods (10) 2020 0.7979 0.9794 0.9563

AA-UNet (34) 2020 0.7941 0.9798 0.9558

EDC-Net (35) 2020 0.7092 0.9820 0.9447

Iternet (36) 2020 0.7735 0.9838 0.9673

MLC scheme (37) 2021 0.7761 0.9792 0.9519

LAC network (38) 2021 0.7921 0.9810 0.9568

ResDo-UNet (39) 2021 0.7985 0.9791 0.9561

FPM-Net (proposed) 2022 0.8285 0.98270 0.96920

“–” means the value is not available in the relevant research study.

blood vessels makes them essential biomarkers for diagnosing

and analyzingmany retinal disorders. However, it can be difficult

to detect little changes in retinal vessels. Ophthalmologists assess

and record changes in the retinal vasculature manually. To

evaluate these retinal disorders through image investigation for

premature diagnosis, computer vision has immense potential.

Ophthalmologists and other medical professionals are dealing

with a variety of diagnostic challenges with the use of deep

learning techniques like medical image segmentation. Semantic

segmentation using deep learning is a cutting-edge technology

for medical image segmentation that helps to avoid the manual

processing of images for disease or symptom diagnosis. With

the advancement of supervised learning, autonomous sickness

analysis is becoming more prevalent to help doctors make a

quicker andmore precise diagnosis. This semantic segmentation

technique using deep learning will help ophthalmologists in

this regard. The suggested study suggests the deep-learning-

based semantic segmentation technique called FPM-Net for

the detection of precise retinal vasculature in fundus images.

Here, we use multiple convolution layers with a combination of
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TABLE 3B The comparison of the CHASE-DB1 data set’s segmentation

results using various segmentation techniques.

Method Year Se Sp Acc

U-Net (40) 2015 0.7841 0.9701 0.9578

Cross modality learning (17) 2016 0.7507 0.9793 0.9581

RU-Net and R2U-Net (9) 2018 0.7756 0.9820 0.9634

U-Net+joint losses (23) 2018 0.7633 0.9809 0.9610

LadderNet (22) 2018 0.7978 0.9818 0.9656

U-Net+joint losses (23) 2018 0.7633 0.9809 0.9610

Three-stage DL Model (25) 2019 0.7641 0.9806 0.9607

GNN (41) 2019 0.9463 0.9364 0.9373

MCP-EM (42) 2019 0.8106 0.9807 0.9654

Ipn-v2 and octa-500 (27) 2019 0.8155 0.9725 0.9610

AA-UNet (34) 2020 0.8167 0.9704 0.9608

HAnet (28) 2020 0.8239 0.9813 0.9670

Iternet (36) 2020 0.7970 0.9823 0.9655

CTF-Net (29) 2020 0.7948 0.9842 0.9648

LAC network (38) 2021 0.7818 0.9819 0.9635

HDS-Net (30) 2020 0.8176 0.9776 0.9632

ResDo-UNet (39) 2021 0.8020 0.9794 0.9672

FPM-Net (proposed) 2022 0.8219 0.9840 0.9728

depth-wise separable convolutions to lessen the overall trainable

parameters. Due to the spatial information being lost as a

result of the pooling of layers, we employed feature-preserving

blocks to maintain feature map sizes that were large enough

to handle the lost spatial information. The dense connection

prevents the vanishing gradient issue that plagues traditional

networks’ feature latency (9), leading to improved training. This

feature preserves block outcomes in improved sensitivity of

the suggested FPM-Net deprived of using costly preprocessing

techniques. Finally, preserved features, low-level input image

information, and up-sampled spatial features are aggregated at

the final concatenation stage for improved prediction accuracy.

In previous studies, researchers used different networks such as

AA-UNet (34), Iternet (36), NFN+ Net (46), D-GaussianNet

(47), HDS-Net (30), and ResDo-Net (39) for the identification

of Sensitivity (SE), Specificity (SP), Accuracy (Acc), and area

under curve AUC, to measure the performance of segmentation

which are frequently utilized to assess how well retinal images

are segmented. But in this paper, our proposed FPM-Net

produced more accurate results for SE, SP, Acc, and AUC

than the rest of the research done by others. In this paper,

a solid architecture is shown that enables precise semantic

segmentation of the retinal blood vessels. The central ideas are

discussed below.

TABLE 3C The comparison of the STARE data set’s segmentation

results using various segmentation techniques.

Method Year Se Sp Acc

ECB method (43) 2012 0.7548 0.9763 0.9543

SP model (19) 2016 0.7867 0.9754 0.9566

CRF model (20) 2016 0.7680 0.9738 –

Cross modality learning (17) 2016 0.7726 0.9844 0.9628

DSM-UNet (44) 2018 0.7673 0.9901 0.9712

U-Net+joint losses (23) 2018 0.7581 0.9846 0.9612

CRF-Net (45) 2018 0.7543 0.9814 0.9632

SD-UNet (32) 2019 0.7548 0.9899 0.9725

Three-stage DL Model (25) 2019 0.7735 0.9857 0.9638

Ipn-v2 and octa-500 (27) 2019 0.7595 0.9878 0.9641

AA-UNet (34) 2020 0.7598 0.9878 0.9640

Iternet (36) 2020 0.7715 0.9886 0.9701

NFN+ Net (46) 2020 0.7963 0.9863 0.9672

D-GaussianNet (47) 2021 0.7904 0.9843 0.9837

HDS-Net (30) 2021 0.7946 0.9821 0.9626

ResDo-UNet (39) 2021 0.7963 0.9792 0.9567

FPM-Net (proposed) 2022 0.8618 0.9819 0.9727

• An efficient semantic segmentation network may

give precise vessel detection deprived of the need for

costly preprocessing.

• The network can learn adequate features for enhanced

segmentation and quicker convergence because it delivers

enhanced spatial information from the initial layers.

• Creating a shallow architecture can save many trainable

parameters and it is not necessary to make feature up-

sampling and feature down-sampling blocks identical. To

reduce the network cost, we use depth-wise separable

convolution on the deeper side of the network.

• While considering vessel segmentation, a shallower

architecture with fewer layers and a smaller quantity

of trainable parameters performs superior to

robust architecture.

• The size of the ultimate feature map is essential. In contrast

to existing architectures that significantly down-sample

the image, FPM-Net avoids pooling layers and maintains

enough feature map size which contains valuable features

and offers better performance.

• Those techniques which are based on deep learning could

help ophthalmologists do analysis more quickly and offer

numerous approaches for analyzing diseases.

The original images used as input into the network, the

expert-annotated image provided by experts to assess research
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methodologies, the predicted mask at the network’s production,

and the predicted mask itself are all displayed in the figures

along with the suggested FPM-Net network’s segmented image

with the mask overlapped. Tables 3A–C describes the Numerical

Comparison of the Suggested FPM-Net using the most recent

method. By using our proposed method FPM-Net, there is

significant improvement can be observed with DRIVE datasets,

it gives Se, Sp, and Acc as 0.8285, 0.98270, 0.92920, for CHASE-

DB1 dataset 0.8219, 0.9840, 0.9728 and STARE datasets it

produces 0.8618, 0.9819 and 0.9727 respectively. Which is a

remarkable difference and enhancement in results as compared

to old and conventional methods.

5.1. Limitations and future work

Even though the suggested FPM-Net recognizes retinal

vessels with better segmentation performance, the suggested

technique still has certain limitations. A learning-based

segmentation technique, the suggested FPM-Net largely

depends on the input training data. Medical data for disease

analysis are extremely challenging to organize in large quantities.

The amount of training data must thus be artificially increased

by data augmentation. Additionally, the learning-based

approaches produce output masks depending on the knowledge

they have acquired, and the network’s ultimate prediction may

contain pixels that are both false positive and false negative.

We want to minimize the network’s overall cost in the

future by efficiently reducing the number of convolutions.

The proposed technique is based on deep learning, as well

as its efficiency solely depends on excellent training with

sufficient training data. Additionally, the accuracy of the labeling

generated by an ophthalmologist directly affects the precision of

learning-based techniques. This will make it feasible to evaluate

how well-upcoming deep-learning techniques screen for these

particular disorders. We also want to develop a little system

for mobile applications that run instantly. The medical sector

will subsequently utilize these networks for more semantic

segmentation purposes.

6. Conclusion

The goal of this study was to develop a network for

segmenting shallow vessels that might effectively be used to

support computer-aided diagnostics in the identification and

diagnosis of retinal disease. The proposed method utilized the

FPM-Net shallow network, which provides a successful remedy

for retinal vasculature for computer-aided diagnostics. The

recommended FPM network uses less memory, has more

trainable parameters, and fewer layers, and can be trained

with larger mini-batch sizes. A separate network with the

name of FPM-Net is used to maintain a reduced final feature

map during its convolutional phase. FPM-Net contains an

improved portion of FPB that incorporates an external path that

saves and delivers essential spatial information to increase the

accuracy and robustness of the technique. As a result, when

compared to other traditional approaches for detecting retinal

vessels, our suggested vessel segmentation networks are more

reliable and perform better without preprocessing, and they

may be utilized to help medical professionals to diagnose and

analyze diseases.
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Using deep leaning models to 
detect ophthalmic diseases: A 
comparative study
Zhixi Li 1, Xinxing Guo 1,2, Jian Zhang 1, Xing Liu 1, Robert Chang 3 
and Mingguang He 1*
1 State Key Laboratory of Ophthalmology, Zhongshan Ophthalmic Center, Sun Yat-Sen University, 
Guangdong Provincial Key Laboratory of Ophthalmology and Visual Science, Guangdong Provincial 
Clinical Research Center for Ocular Diseases, Guangzhou, China, 2 Wilmer Eye Institute, Johns Hopkins 
University, Baltimore, MD, United States, 3 Department of Ophthalmology, Byers Eye Institute at Stanford 
University, Palo Alto, CA, United States

Purpose: The aim of this study was to prospectively quantify the level of 
agreement among the deep learning system, non-physician graders, and general 
ophthalmologists with different levels of clinical experience in detecting referable 
diabetic retinopathy, age-related macular degeneration, and glaucomatous optic 
neuropathy.

Methods: Deep learning systems for diabetic retinopathy, age-related macular 
degeneration, and glaucomatous optic neuropathy classification, with accuracy 
proven through internal and external validation, were established using 210,473 
fundus photographs. Five trained non-physician graders and 47 general 
ophthalmologists from China were chosen randomly and included in the 
analysis. A test set of 300 fundus photographs were randomly identified from 
an independent dataset of 42,388 gradable images. The grading outcomes of 
five retinal and five glaucoma specialists were used as the reference standard 
that was considered achieved when ≥50% of gradings were consistent among 
the included specialists. The area under receiver operator characteristic curve 
of different groups in relation to the reference standard was used to compare 
agreement for referable diabetic retinopathy, age-related macular degeneration, 
and glaucomatous optic neuropathy.

Results: The test set included 45 images (15.0%) with referable diabetic retinopathy, 
46 (15.3%) with age-related macular degeneration, 46 (15.3%) with glaucomatous 
optic neuropathy, and 163 (55.4%) without these diseases. The area under receiver 
operator characteristic curve for non-physician graders, ophthalmologists 
with 3–5 years of clinical practice, ophthalmologists with 5–10 years of clinical 
practice, ophthalmologists with >10 years of clinical practice, and the deep 
learning system for referable diabetic retinopathy were 0.984, 0.964, 0.965, 
0.954, and 0.990 (p = 0.415), respectively. The results for referable age-related 
macular degeneration were 0.912, 0.933, 0.946, 0.958, and 0.945, respectively, 
(p = 0.145), and 0.675, 0.862, 0.894, 0.976, and 0.994 for referable glaucomatous 
optic neuropathy, respectively (p < 0.001).

Conclusion: The findings of this study suggest that the accuracy of this deep 
learning system is comparable to that of trained non-physician graders and 
general ophthalmologists for referable diabetic retinopathy and age-related 
macular degeneration, but the deep learning system performance is better than 
that of trained non-physician graders for the detection of referable glaucomatous 
optic neuropathy.

OPEN ACCESS

EDITED BY

Tyler Hyungtaek Rim,  
Mediwhale Inc., Republic of Korea

REVIEWED BY

Tae Keun Yoo,  
B&VIIT Eye Center/Refractive Surgery & AI 
Center, Republic of Korea
Wen Fan,  
Nanjing Medical University,  
China

*CORRESPONDENCE

Mingguang He  
 mingguang_he@yahoo.com

SPECIALTY SECTION

This article was submitted to  
Ophthalmology,  
a section of the journal  
Frontiers in Medicine

RECEIVED 03 December 2022
ACCEPTED 03 February 2023
PUBLISHED 01 March 2023

CITATION

Li Z, Guo X, Zhang J, Liu X, Chang R and 
He M (2023) Using deep leaning models to 
detect ophthalmic diseases: A comparative 
study.
Front. Med. 10:1115032.
doi: 10.3389/fmed.2023.1115032

COPYRIGHT

© 2023 Li, Guo, Zhang, Liu, Chang and He. This 
is an open-access article distributed under the 
terms of the Creative Commons Attribution 
License (CC BY). The use, distribution or 
reproduction in other forums is permitted, 
provided the original author(s) and the 
copyright owner(s) are credited and that the 
original publication in this journal is cited, in 
accordance with accepted academic practice. 
No use, distribution or reproduction is 
permitted which does not comply with these 
terms.

TYPE Original Research
PUBLISHED 01 March 2023
DOI 10.3389/fmed.2023.1115032

21

https://www.frontiersin.org/journals/medicine
https://www.frontiersin.org/journals/medicine
https://www.frontiersin.org
http://crossmark.crossref.org/dialog/?doi=10.3389/fmed.2023.1115032&domain=pdf&date_stamp=2023-03-01
https://www.frontiersin.org/articles/10.3389/fmed.2023.1115032/full
https://www.frontiersin.org/articles/10.3389/fmed.2023.1115032/full
https://www.frontiersin.org/articles/10.3389/fmed.2023.1115032/full
mailto:mingguang_he@yahoo.com
https://doi.org/10.3389/fmed.2023.1115032
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/journals/medicine#editorial-board
https://www.frontiersin.org/journals/medicine#editorial-board
https://doi.org/10.3389/fmed.2023.1115032


Li et al. 10.3389/fmed.2023.1115032

Frontiers in Medicine 02 frontiersin.org

KEYWORDS

deep learning, diabetic retinopathy, age-related macular degeneration, glaucomatous 
optic neuropathy, fundus photograph

Introduction

Diabetic retinopathy (DR), glaucomatous optic neuropathy 
(GON), and age-related macular degeneration (AMD) are responsible 
for more than 18% of visual impairment and blindness cases globally 
(1–6). While it is estimated that 80% of vision loss is avoidable 
through early detection and intervention (7–9), approximately 50% 
of cases remain undiagnosed (10, 11). High rates of undiagnosed 
disease can be attributed to these conditions being asymptomatic in 
their early stages, coupled with a disproportionately low availability 
of eye care services, particularly within developing countries and 
under-served populations (12).

Previous research has demonstrated that color fundus 
photography is an effective tool for the diagnosis of AMD, GON, 
and DR (13–15). Despite this, accurate interpretation of the optic 
nerve and retina is highly dependent on clinical experts, limiting 
the utility in low recourse settings. Deep learning represents an 
advancement of artificial neural networks that permits improved 
predictions from raw image data (16). Recently, several studies 
have investigated the application of deep learning algorithms for 
the automated classification of common ophthalmic disorders 
(17–21), with promising results for disease classification 
(sensitivity and specificity range = 80–95%). Thereby, these 
systems offer great promise to improve the accessibility and cost-
effectiveness of ocular disease screening in developing countries.

Despite this, most previous systems could only detect a single 
ocular disorder, thus would omit severe blinding eye diseases. In 
addition, previous studies have evaluated on retrospective 
datasets, and there is a paucity of data directly comparing the 
performance of deep learning system (DLS) capable to detect 
common blindness diseases to that of general ophthalmologists or 
non-physician graders. Given the fact that in real world screening 
programs, human graders or general ophthalmologists may also 
make mistakes, a robust study to directly compare DLS and 
general ophthalmologists or non-physician graders is of 
paramount importance for healthcare decision makers and 
patients to make informed decisions relating to the deployment of 
these systems.

Therefore, in the present study, we investigated the diagnostic 
agreement between ophthalmologists with varying levels of 
experience, non-physician graders, and validated deep learning 

models (22) for DR, GON, and AMD on an independent dataset 
in China.

Methods

This study was approved by the Institutional Review Board of the 
Zhongshan Ophthalmic Center, China (2017KYPJ049) and 
conducted in accordance with the Declaration of Helsinki. All 
graders and ophthalmologists have been informed that their data will 
be compared with the DLS. Informed consent for the use of fundus 
photographs was not required as images were acquired retrospectively 
and were fully anonymized.

Test set development, reference standard, 
and definitions

A total of 300 fundus photographs were randomly selected from 
a subset of 42,388 independent gradable images from the online 
LabelMe dataset (http://www.labelme.org, Guangzhou, China) (22, 
23). The LabelMe dataset includes images from 36 hospital 
ophthalmology departments, optometry clinics, and screening 
settings in China that include various kinds of eye diseases, such as 
DR, glaucoma, and AMD. The data will be available upon request. 
Retinal photographs were captured using a variety of common 
conventional desktop retinal cameras, including Topcon, Canon, 
Heidelberg, and Digital Retinography System. The LabelMe dataset 
was graded for DR, GON, and AMD by 21 ophthalmologists who 
previously achieved an unweighted kappa of ≥0.70 (substantial) on a 
test set of images. Images were randomly assigned to a single 
ophthalmologist for grading and were returned to the pooled dataset 
until three consistent grading outcomes were achieved. Once an 
image was given a reference standard label it was removed from the 
grading dataset. This process has been described in detail elsewhere 
(22, 23).

Stratified random sampling was used to select 50 images of each 
disease category and an additional 150 images classified as normal or 
a disease other than DR, AMD, and GON. Poor quality images 
(defined as ≥50% of the fundus photograph area obscured) were 
excluded. Images that were included in the training and internal 
validation datasets of the deep learning models were not eligible for 
inclusion. Following the selection of images, experienced retinal 
(n = 5) specialists independently labeled all 300 images to establish a 
reference standard for DR and AMD. Similarly, glaucoma specialists 
(n = 5) independently graded all images to determine the GON 
reference standard. Specialists were blinded to any previous medical 
history or retinal diagnosis for the included images. Once all images 
were graded, they were converted to a two-level classification for each 
disease: non-referable and referable. Each image was only assigned a 

Abbreviations: DLS, Deep learning systems; DR, Diabetic retinopathy; AMD, Age 

related macular degeneration; GON, Glaucomatous optic neuropathy; AUC, Area 

under receiver operator characteristic curve; GONE, Glaucomatous optic 

neuropathy evaluation; VCDR, Vertical cup to disc ratio; RNFL, Retinal nerve fiber 

layer; NHS, English national health screening; DESP, Diabetic eye screening 

program; DME, Diabetic macular edema.
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conclusive label if more than 50% of the specialists reported a 
consistent grading outcome.

A website1 was developed to allow human graders to log in and 
interpret images. Diabetic retinopathy severity was classified as none, 
mild non-proliferative DR (NPDR), moderate NPDR, severe NPDR, 
and proliferative DR using the International Clinical Diabetic 
Retinopathy scale (24). Diabetic macular edema (DME) was defined 
as any hard exudates within one-disk diameter of the fovea or an area 
of hard exudates in the macular area at least 50% of the disk area (25). 
Referable DR was defined as moderate NPDR or worse with or 
without the presence of DME. The severity of AMD was graded 
according to the clinical classification of AMD, which has been 
described elsewhere (26). For the purpose of this study, referable 
AMD was defined as late wet AMD as it was the only subtype of AMD 
that could be managed with effective therapy currently. Glaucomatous 
optic neuropathy was classified as absent or referable GON according 
to definitions utilized by previous population-based studies (27–29). 
The definition of referable GON included the presence of any of the 
following: vertical cup to disk ratio (VCDR) ≥0.7; rim width ≤0.1 disk 
diameter; localized notches; and presence of retinal nerve fiber layer 
(RNFL) defect and/or disk hemorrhage.

Development of the deep learning system

The development and validation of the DR, GON, and AMD 
models have been described in detail elsewhere (22, 30–32). In brief, 
referable GON, DR, and AMD deep learning algorithms were 
developed using a total of 210,473 fundus photographs (referable DR, 
106,244; referable GON, 48,116; referable AMD 56,113). Several 
pre-processing steps were performed for normalization to control for 
variations in image size and resolution. This included augmentation 
to enlarge heterogeneity, applying local space average color for color 
constancy and downsizing image resolution to 299 × 299 pixels (33). 
Finally, eight convolutional neural networks were contained within 
the DLS (Version 20,171,024), all adopting Inception-v3 architecture 
(34). The development of the networks was described in our previous 
studies (22, 23, 32). Briefly, the networks were downsized to 299 × 299, 
and local space average color and data augmentation were adopted. 
These networks were trained from scratch and included (1) 
classification for referable DR, (2) classification of DME, (3) 
classification of AMD, (4) classification of GON, and (5) assessment 
of the availability of the macular region and rejection of 
non-retinal photographs.

Graders and ophthalmologists 
identification and recruitment

Five trained non-physician graders, who also previously received 
training for DR, AMD, and GON classification, usually graded images 
from 50 to 100 participants for common blindness diseases every 
workday and underwent tests per quarter, from Zhongshan 
Ophthalmic Center Image Grading Center with National Health 

1 http://v.labelme.org

Screening (NHS) DR grader certification were recruited to grade all 
these images.

We also invited general ophthalmologists from four provincial 
hospitals and five county hospitals in seven provinces in China 
(Guangdong, Guangxi, Fujian, Jiang Su, Yunnan, Xinjiang, and Inner 
Mongolia province). General ophthalmologists who had at least 
3 years clinical practice including residency were eligible to participate.

Selected ophthalmologists were sent an invitation to participate 
via email or mobile phone text message. Those who did not respond 
were followed up with a telephone call. The clinical practice 
characteristics of invited ophthalmologists were obtained from 
publicly available resources or personally via telephone.

Of the 330 ophthalmologists who were eligible to participate, 66 
(20%) were randomly selected and subsequently invited to participate 
in the study. Nineteen ophthalmologists (28.8%) declined or did not 
respond and 47 ophthalmologists (71.2%) agreed to participate. A 
flow chart outlining the recruitment of ophthalmologists is shown in 
Figure 1.

Test set implementation

Participants independently reviewed all 300 images in a random 
order. They were blinded to the reference standard and the grades 
assigned by other participants. Due to the variability in existing 
classification criteria for GON, a standardized grading criteria was 
provided to all participants. Participants were not provided with 
details of the comprehensive grading criterion utilized for the grading 
of DR and AMD, as it was assumed that the participants’ experience 
would be sufficient to enable them to classify these disorders into the 
specific categories (DR: mild, moderate, severe NPDR and proliferative 
DR; AMD: early or moderate AMD, late dry AMD, and late wet 
AMD). There was no time limit for the interpretation of each image. 
All grading results were converted to a two-level classification for each 
disease (referable and non-referable disorders) and then compared 
against the reference standard. The eight deep learning models were 
also tested using the same images.

In order to characterize the features of misclassified images by DLS 
and human graders, an experienced ophthalmologist (Z.X.L.) reviewed 
misclassified fundus photographs and classified them into categories 
arbitrarily developed by a consensus meeting by investigators.

Statistical analysis

The area under the receiver operating characteristic curve (AUC), 
rate of agreement and unweighted kappa were calculated. Agreement 
was defined as the proportion of images that were correctly classified 
by participants or the DLS models using the gold standard label as a 
reference standard. Firstly, data from all participants were used and in 
this situation, the CIs accounting for within and between subject 
variability by estimating the variance using the form; {var.
(parameterp) + [avg(parameterp) × (1−avg(parameterp))]/nc}/np, where 
avg.(parameterp) denotes the average corresponding parameter (AUC, 
agreement rate or kappa) among participants, var.(parameterp) 
denotes the sample variance of parameter among participants, nc 
denotes the number of images interpreted by each participant, and np 
denotes the number of participants.
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Then, a representative grading result for graders and 
ophthalmologists was made when more than 50% of group members 
achieved consistent grading outcomes. As the DLS can generate a 
continuous probability between 0 and 1 for referable disorders, AUC 
for DLS was calculated using these continuous probabilities to 
compared with reference standard, whereas the agreement rate and 
unweighted kappa were dichotomized by assigning a certain 
probability when reaching the highest accuracy. The AUCs of graders, 
ophthalmologists, and DLS were calculated by comparing with 
reference standard for two-level classification (referable and 
non-referable).

We investigated the extent to which the clinical experience of 
ophthalmologists was associated with agreement. Logistic regression 
models of ophthalmologist agreement that simultaneously 
incorporated several ophthalmologist characteristics (hospital level, 
academic affiliation, clinical practice years, and clinical expertise) 
were modeled. Non-physician graders were not included in this 
analysis due to the relatively small sample size (n = 5).

Sensitivity analyses was used to explore whether the grading 
results would change by using an alternate reference standard 
instead of the specialist-derived standard. Firstly, cases where the 
reference standard was different from the most frequent (≥80.0%) 
grading result of the participants were identified (8 of 300 images). 
Then, the results were reanalyzed by substituting the most frequent 
grading outcome of participants as the reference standard for the 
eight images, or just excluding the eight images. A p value of less 
than 0.05 was regarded as statistically significant. Stata statistical 

software (version 14; College Station, Texas, United  States) 
was used.

Results

Reference dataset

Of the 300 images included in the dataset, the total number of 
images labeled as referable DR, AMD, and GON according to the final 
specialist grading were 45 (15.0%), 46 (15.3%), and 46 (15.3%), 
respectively. The remaining 163 (54.4%) images were classified as 
normal or a disease other than DR, AMD, and GON.

Graders and ophthalmologists 
characteristics

The five trained non-physician graders were all females with a 
mean age of 30.4 ± 2.2 years (range, 27–34 years) and an average of 
3.6 ± 0.6 years (range, 2–5 years) of grading experience in DR screening 
support and research image grading. There were 6, 23, 12, and 6 
general ophthalmologists aged <30, 30–40, 40–50, and ≥50 years, 
respectively. Among these ophthalmologists, there were 22 males and 
25 females. Twenty-seven were from affiliated hospitals and the other 
were from nonaffiliated hospitals. Their lengths of clinical practice 
were 5 years (n = 13), 5–10 years (n = 16), and ≥10 years (n = 18).

FIGURE 1

Recruitment, workflow, and grading of ophthalmologists and non-physician graders.
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Diagnostic agreement among deep 
learning models, trained non-physician 
graders, and ophthalmologists

Table 1 displays the agreement distribution by individual grading 
outcomes of specialists performing initial reference standard grading 
compared to the final reference standard. The overall agreement rate 
of the initial independent specialist diagnoses was 96.5% for referable 
DR, 98.1% for referable AMD, and 92.8% for referable GON.

Table  2 provides a comparison between the DLS and general 
ophthalmologists. The sensitivity and specificity of the DLS for 
referable DR were 97.8% (44/45) and 92.5% (236/255), respectively. 
The results for general ophthalmologists for referable DR were 91.1% 
(41/45) and 99.6% (254/255), respectively.

Table 3 compares the grading agreement of trained non-physician 
graders, ophthalmologists, and the DLS versus the reference standard. 
There were no significant differences in the AUC of non-physician 
graders, general ophthalmologists with different levels of clinical 
experience, and the DLS for the interpretation of referable DR 
(p = 0.415, compared with expert consensus reference diagnosis) and 
referable AMD (p = 0.145, compared with expert consensus reference 
diagnosis). For the classification of GON, the DLS achieved a superior 
AUC result compared to non-physician graders (p < 0.001).

Ophthalmologist characteristics related 
with image interpretation agreement

The agreement between general ophthalmologists’ image grading 
and the reference standard is shown in Table 4. Table 4 shows that the 
overall agreement was higher for referable DR in ophthalmologists 
with greater clinical experience (p = 0.009) and those who were 
specialists (p = 0.040). Agreement was significantly higher for referable 
AMD in ophthalmologists from provincial level hospitals (p = 0.017), 
adjunct academic affiliations (p = 0.002), ophthalmologists with more 
years of clinical practice (p = 0.009), and those who were glaucoma or 
retinal specialist ophthalmologists (p = 0.006). Similarly, the level of 
agreement for referable GON was greater among ophthalmologists 
from provincial level hospitals (p < 0.001), those from adjunct 
academic affiliations (p < 0.001), those with more years of clinical 
experience (p < 0.001) and those who were glaucoma or retinal 
specialist ophthalmologists (p < 0.001).

Image disagreement characteristics

The interpretations of non-physician graders, ophthalmologists, 
and the DLS compared with the reference standard for each of the 
300 fundus photographs for diabetic retinopathy are shown in 
Figure 2. This figure also demonstrates that several images caused 
mistakes common to nonphysician graders, ophthalmologists, and 
the DLS; for example, images #1 and #87 triggered consistent false 
positives. In the same way, images #71, #97, #140, #181, #232, and 
#239 displayed consistent false negatives. These images are shown 
in Figure 3. The general features of images that were misclassified 
by human participants (trained non-physician graders and 
ophthalmologists) are summarized in Table 5.The primary reason 

TABLE 1 Comparison of the five specialist ophthalmologist’s independent 
gradings vs. final expert consensus reference standard for 300 fundus 
photographs.a

Specialist ophthalmologists independent 
gradings

Final 
reference 
standard

Absent Present Missing Total

Referable DRb

  Absent 1,269 6 0 1,275

  Present 45 178 2 225

  Total 1,314 184 2 1,500

Late wet AMDc

  Absent 1,258 12 0 1,270

  Present 16 214 0 230

  Total 1,274 226 0 1,500

Referable GONd

  Absent 1,176 94 0 1,270

  Present 14 216 0 230

  Total 1,190 310 0 1,500

aThe overall all agreement rate for referable DR, late wet AMD, and GON were 96.5, 98.1, 
and 92.8%, respectively. 
b,cThe members to make reference standard were consisted of five retina specialists, and each 
disorder was graded for multiple categories and then converted to two levels for analysis.
dThe members were consisted of five glaucoma specialists. 
DR, diabetic retinopathy; AMD, age-related macular degeneration; GON, glaucomatous 
optic neuropathy.

TABLE 2 Comparison of deep learning system and general ophthalmologists to the expert consensus reference standard.

Reference 
standard

Deep learning system Ophthalmologists

Agreement 
(%)

Misclassification 
(%)

Total Agreement 
(%)

Misclassification 
(%)

Total

Diabetic Referable 44 (97.8) 1 (2.2) 45 41 (91.1) 4 (8.9) 45

Retinopathy Non-referable 236 (92.5) 19 (7.5) 255 254 (99.6) 1 (0.4) 255

Age related 

macular 

degeneration

Referable 39 (83.0) 8 (7.0) 47 43 (91.5) 4 (8.5) 47

Non-referable 245 (96.8) 8 (3.2) 253 248 (98.0) 5 (2.0) 253

Glaucomatous 

optic neuropathy

Referable 45 (97.8) 1 (2.2) 46 42 (91.3) 4 (8.7) 46

Non-referable 252 (99.2) 2 (0.8) 254 249 (98.0) 5 (2.0) 254

A representative grading result for graders and ophthalmologists were made when more than 50% of group members achieved a consistent grading.
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for false negative of referable DR was the presence of DME (n = 10, 
58.9%), while two cases (100.0%) with microaneurysm/s and 
artifacts resulted in false positive by human participants. For 
referable AMD, false negative cases were mostly related to the 
presence of subtle subretinal hemorrhage (n = 6, 50.0%). False 
positives resulted from misclassification of earlier forms of AMD 
(n = 9, 75.1%). Among human participants, the most common 
reason for false negative of referable GON were those images with 
borderline VCDR (n = 8, 27.7%), while false positives occurred in 
those images which displayed physiological cupping (n = 14, 93.3%).

One fundus image demonstrated coexisting intraretinal 
microvascular abnormality and DME that were not identified by the 
DLS. The most common reason for false positives by the DLS was the 
presence of microaneurysm/s only (n = 10, 55.5%; Table  6). For 
referable AMD, the presence of subretinal hemorrhage (n = 5, 71.4%) 
was the primary reason for false negative and other diseases (n = 7, 
87.5%) including DR or GON. For referable GON, the DLS under-
interpreted one image with VCDR less than 0.7, while two images 
with physiological large cupping (n = 2, 40%) and three images with 
other diseases (n = 3, 60%) were incorrectly classified as positive.

Discussion

In this study, we prospectively compared the diagnostic agreement 
of trained non-physician graders and ophthalmologists using three 
validated deep learning models for the detection of referable DR, late wet 

AMD, and GON from color fundus photographs. Our results suggest 
that the performance of the deep learning models for referable DR and 
AMD are comparable to non-physician graders and ophthalmologists. 
As for referable GON, the DLS outperformed non-physician graders.

There was no difference among the non-physician graders, 
ophthalmologists with different years of clinical practice, and the DLS 
for the diagnostic accuracy of referable DR. The non-physician 
graders included in this study all had grader certification from the 
NHS DR screening program, underwent regular assessments every 
month, and routinely interpreted fundus photographs of diabetic 
patients from nationwide screening programs, which may explain 
their relatively high agreement compared to the gold standard. While 
the DLS also exhibited comparably good performance when 
compared with non-physician graders and general ophthalmologists.

Comparison of the DLS with general ophthalmologists found that 
the DLS had higher sensitivity (97.8 vs. 91.1%) and lower specificity 
(92.5 vs. 99.6%) for the classification of referable DR. However, nearly 
half of the false positive cases identified by the DLS included (n = 8, 
44.5%) other disorders, for example, late wet AMD and retinal 
degeneration. The remaining false positive images (n = 10, 55.5%) had 
mild NPDR. Those images identified as false positive by the DLS 
would receive a referral and be  identified during confirmatory 
examination conducted by a specialist.

Previous studies have shown that the majority of referral cases for 
DR (73%) are as a result of DME (35). There are 100 million patients 
with DR worldwide which corresponds to 7.6 million DME patients 
(36). However, our results showed that images that were characterized 

TABLE 3 Agreement of image interpretation by trained non-physician graders, general ophthalmologists, and deep learning system versus the expert 
consensus reference standard.a

Trained non-
physician 

graders (95% 
CI)

Ophthalmologists (95% CI) Deep learning 
systema (95% 

CI)

p 
value

Clinical 
experience 
3–5 years

Clinical 
experience 
5–10 years

Clinical 
experience 
>10 years

Total

Referable DR

Model 1

AUC 0.984 (0.960–1.000) 0.964 (0.926–1.000) 0.965 (0.927–1.000) 0.954 (0.911–0.996) 0.954 (0.911–0.995) 0.990 (0.982–0.999) 0.415

Kappa 0.959 (0.845–1.000) 0.946 (0.832–1.000) 0.947 (0.834–1.000) 0.933 (0.820–1.000) 0.933 (0.820–1.000) 0.775 (0.665–0.886)

Agreement rate 0.989 (0.971–0.998) 0.983 (0.961–0.996) 0.987 (0.966–0.996) 0.983 (0.961–0.995) 0.983 (0.962–0.995) 0.933 (0.899–0.959)

Referable AMD

Model 1

AUC 0.912 (0.859–0.964) 0.933 (0.887–0.979) 0.946 (0.904–0.987) 0.958 (0.922–0.995) 0.948 (0.906–0.989) 0.945 (0.903–0.986) 0.145

Kappa 0.823 (0.710–0.936) 0.851 (0.738–0.964) 0.876 (0.762–0.989) 0.901 (0.788–1.000) 0.887 (0.774–1.000) 0.798 (0.685–0.911)

Agreement rate 0.953 (0.923–0.974) 0.960 (0.931–0.979) 0.967 (0.940–0.983) 0.973 (0.948–0.988) 0.970 (0.944–0.986) 0.947 (0.915–0.969)

Referable GON

Model 1

AUC 0.675 (0.604–0.746) 0.862 (0.797–0.926) 0.894 (0.836–0.953) 0.976 (0.946–1.000) 0.953 (0.911–0.994) 0.994 (0.988–0.999) <0.001

Kappa 0.445 (0.341–0.549) 0.779 (0.666–0.891) 0.825 (0.712–0.938) 0.961 (0.848–1.000) 0.922 (0.809–1.00) 0.926 (0.813–1.00)

Agreement rate 0.887 (0.845–0.920) 0.947 (0.914–0.969) 0.957 (0.927–0.977) 0.990 (0.971–0.998) 0.980 (0.957–0.993) 0.980 (0.956–0.993)

DR, diabetic retinopathy; AMD, age-related macular degeneration; GON, glaucomatous optic neuropathy; AUC, area under receiver operator characteristic curve; CI, confidence interval. 
aThe AUC, kappa, and agreement rate of graders and ophthalmologists were calculated using a representative grading result for each group when there was at least 50% of group members 
reached consistent grading.
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TABLE 4 Ophthalmologist characteristics for image interpretation versus expert consensus reference standard.

Characteristics Referable diabetic retinopathy Referable age-related macular degeneration Referable glaucomatous optic neuropathy

n AUC 
(95% CI)

Agreement rate 
(95% CI)

p n AUC (95% 
CI)

Agreement rate 
(95% CI)

p n AUC 
(95% CI)

Agreement rate 
(95% CI)

p

Hospital

County level (n = 20) 5,794 0.929  

(0.929–0.930)

0.955  

(0.955–0.956)

5,878 0.871  

(0.871–0.872)

0.929  

(0.929 0.930)

5,868 0.818  

(0.818–0.820)

0.903  

(0.902–0.903)

Provincial level (n = 27) 7,894 0.932  

(0.931–0.932)

0.956  

(0.956–0.957)

7,971 0.872  

(0.871–0.872)

0.929  

(0.929–0.930)

8,030 0.875  

(0.875–0.876)

0.933  

(0.932–0.933)

0.808a 0.017a <0.001a

Academic affiliation

None (n = 18) 5,196 0.926  

(0.925–0.926)

0.954  

(0.954–0.955)

5,281 0.867  

(0.867–0.868)

0.926  

(0.926–0.927)

5,269 0.810  

(0.810–0.811)

0.897  

(0.897–0.898)

Adjunct affiliation (n = 29) 8,492 0.934  

(0.934–0.935)

0.957  

(0.957–0.958)

8,568 0.891  

(0.891–0.892)

0.941  

(0.941–0.942)

8,629 0.877  

(0.876–0.878)

0.934  

(0.934–0.935)

0.343b 0.002b <0.001b

Clinical practice (yrs)

≤5 (n = 13) 3,718 0.925  

(0.924–0.925)

0.951  

(0.950–0.951)

3,780 0.875  

(0.875–0.876)

0.928  

(0.927–0.928)

3,782 0.806  

(0.805–0.807)

0.569  

(0.892–0.893)

5–10 (n = 16) 4,637 0.929  

(0.928–0.929)

0.953  

(0.953–0.954)

4,703 0.876  

(0.876–0.877)

0.934  

(0.934–0.935)

4,743 0.848  

(0.847–0.849)

0.919  

(0.919–0.920)

>10 (n = 18) 5,333 0.937  

(0.937–0.938)

0.839  

(0.838–0.840)

5,366 0.892  

(0.891–0.892)

0.942  

(0.942–0.943)

5,373 0.887  

(0.886–0.888)

0.941  

(0.940–0.041)

0.009c 0.009c <0.001c

Expertise in ophthalmology

Nonexpert (n = 27) 7,797 0.929  

(0.929–0.930)

0.953  

(0.953–0.954)

7,919 0.873  

(0.873–0.874)

0.930  

(0.930–0.931)

7,934 0.817  

(0.816–0.817)

0.902  

(0.901–0.902)

Expert (n = 20) 5,891 0.933  

(0.933–0.934)

0.960  

(0.960–0.961)

5,930 0.894  

(0.894–0.895)

0.942  

(0.942–0.943)

5,964 0.898  

(0.898–0.899)

0.944  

(0.944–0.945)

0.040d 0.006d <0.001d

aA test for trend based on logistic regression model which diagnostic agreement for corresponding disorder was considered as the outcome variable and a two-category variable for hospital level was regarded as independent variable.
bA test for trend based on logistic regression model which diagnostic agreement for corresponding disorder was considered as the outcome variable and a two-category variable for whether to be an adjunct affiliation was regarded as independent variable.
cA test for trend based on logistic regression model which diagnostic agreement for corresponding disorder was considered as the outcome variable and a three-category variable for clinical practice years was regarded as independent variable.
dA test for trend based on logistic regression model which diagnostic agreement for corresponding disorder was considered as the outcome variable and a two-category variable for expertise in ophthalmology was regarded as independent variable.
CI, confidence interval.
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as DME (n = 10, 58.9%) were under interpreted by human graders 
more often than other DR lesions. DR changes related to DME 
displayed considerable variation among graders and ophthalmologists, 
with an overall agreement rate of 71% when compared with the 
reference standard. Therefore, the importance of not overlooking the 
diagnosis of DME among graders and ophthalmologists should 
be emphasized.

The DLS outperformed non-physician graders in the classification 
of referable GON in this study. The variability in inter-assessor 
agreement among non-physician graders and ophthalmologists for the 
classification of ocular disorders is well known, especially glaucoma 

(37, 38). The Glaucomatous optic neuropathy evaluation (GONE) 
project previously reported that ophthalmology trainees 
underestimated glaucoma likelihood in 22.1% of optic disks and 
overestimated 13.0% of included optic disks. This has been similar in 
our study where general ophthalmologists underestimated 23.8% and 
underestimated 8.9% of included optic disks (37). Furthermore, 
Breusegem et al. (38) reported that non-expert ophthalmologists had 
significantly lower accuracy compared with experts in the diagnosis of 
glaucoma. Our results are in agreement with previous studies and 
showed that ophthalmologists with more clinical experience and 
specialist training in ophthalmology achieve higher inter-assessor 
agreement. The experience and knowledge obtained through years of 
clinical practice is likely to play a significant role in interpretation and 
performance accuracy. In contrast, the DLS is easily able to adopt labels 
from experienced ophthalmologists to learn the most representative 
characteristics of GON. Fundus photography is an important method 
to evaluate GON, however, the diagnosis of glaucoma requires the 
results of visual field analysis, optical coherence tomography, and intra 
ocular pressure measurements to make an accurate diagnosis. Thus, 
further studies to compare DLS with ophthalmologists using multi-
modality clinical data is warranted.

The main strength of our study was to prospectively compare the 
performance of a DLS for the detection of three common blinding eye 
diseases to non-physician graders and ophthalmologists of varying 
levels of experience and with different specialties. Our study is also 
distinctly different from previous reports (19, 39–42). First, we evaluated 
three ocular diseases at the same time. Second, no prospective 
comparison of ophthalmologists with varying levels of clinical 
experience and trained non-physician graders with a DLS for common 
ocular disorders has been reported. Previous authors have compared 
the performance of the DLS with that of graders or specialists; this is 
often considered the gold standard for the development of the DLS (39, 

FIGURE 2

The interpretations of graders, ophthalmologists, and artificial intelligence compared with the reference standards for each of the 300 fundus 
photographs for diabetic retinopathy.

A B

C D

FIGURE 3

Sample images consistently misclassified by human participants. 
(A,B) Images with only microaneurysm misclassified as referable 
diabetic retinopathy. (C) Images of diabetic macular edema 
misclassified as non-referable diabetic retinopathy. 
(D) Microaneurysm and dot hemorrhage misclassified as non-
referable diabetic retinopathy.

28

https://doi.org/10.3389/fmed.2023.1115032
https://www.frontiersin.org/journals/medicine
https://www.frontiersin.org
https://www.ncbi.nlm.nih.gov/pubmed/?term=Breusegem%20C%5BAuthor%5D&cauthor=true&cauthor_uid=21055815


Li et al. 10.3389/fmed.2023.1115032

Frontiers in Medicine 09 frontiersin.org

41, 43). Non-physician graders and ophthalmologists are susceptible to 
making diagnostic mistakes. Our study included independent graders 
and ophthalmologists to evaluate the performance of the DLS. Therefore, 
the current study will provide information on the accuracy of the DLS, 
as well as a more comprehensive understanding and acceptance of how 
AI systems might work or contribute.

There are several limitations of this study which warrant further 
consideration. On one hand, human participants included in this study 

TABLE 5 Characteristics of the disagreement images by human 
participants.a

Reason No. Proportion (%)

Referable DR

  False negative

   MA, hemorrhage, DME 10 58.9

   Dot hemorrhage, MA 4 23.5

   MA, hemorrhage, HEs, CWS 3 17.6

  Subtotal 17 100.0

  False positive

   Microaneurysm/s, Artifacts 1 100.0

  Subtotal 1 100.0

Referable AMD

  False negative

   Subretinal Hemorrhage 6 50.0

    Sub-retinal/Sub-RPE 

fibrovascular proliferation

3 25.0

    Serous detachment of the sensory 

retina or RPE

3 25.0

  Sub-total 12 100.0

  False positive

   Other macular degeneration 9 75.1

   Myopic maculopathy 1 8.3

   Choroidal osteoma 1 8.3

    Other diseases (Pre-macular 

hemorrhage)

1 8.3

  Sub-total 12 100.0

Referable GON

  False negative

   Borderline VCDR 8 27.7

   Borderline VCDR with RNFL 

defect

6 20.7

   Optic disk with tilt or rotation 5 17.2

   With other diseases 3 10.3

   Rim < 0.1 3 10.3

   Notch 2 6.9

    Linear hemorrhage around optic 

disk

2 6.9

  Sub-total 29 100.0

  False positive

    Physiological large cupping 

(0.5 ≤ VCDR < 0.7)

14 93.3

    Juxtapapillary capillary 

hemangioma

1 7.7

  Sub-total 15 100.0

aThe cases included in this analysis were those with more than 20% of the individual human 
participants (graders and ophthalmologists) inconsistent with the reference standard.  
DR, diabetic retinopathy; MA, microaneurysm; HEs, hard exudates; CWS, cotton-wool spot; 
DME, diabetic macular edema; AMD, age-related macular degeneration; RPE, retina 
pigment epithelium; and GON, glaucomatous optic neuropathy; VCDR, vertical cup to disc 
ratio; RNFL, retinal nerve fiber layer.

TABLE 6 Characteristics of the disagreement images by deep learning 
system.

Reason No. Proportion (%)

Referable DR

  False negative

   MA, IRMA, DME 1 100.0

  Sub-total 1 100.0

  False positive

   MA only 10 55.5

  Other diseases

   Late wet AMD 4 22.2

   Retinal degeneration 3 16.7

   RVO 1 5.6

  Subtotal 18 100.0

Referable AMD

  False negative

   Subretinal hemorrhage 5 71.4

    Serous detachment of the 

sensory retina or RPE

2 28.6

  Subtotal 7 100.0

  False positive

Other diseases

  DR 7 87.5

  GON 1 12.5

  Subtotal 8 100.0

Referable GON

  False negative

   VCDR < 0.7 with notch 1 100.0

  Sub-total 1 100.0

  False positive

    Physiologic large cupping 

(0.5 ≤ VCDR < 0.7)

2 40.0

  Other diseases

   AMD 2 40.0

    Juxtapapillary capillary 

hemangioma

1 20.0

  Subtotal 5 100.0

DR, diabetic retinopathy; MA, microaneurysm; IRMA, intra-retinal microvascular 
abnormality; DME, diabetic macular edema; AMD, age-related macular degeneration; VRO, 
retinal vein occlusion; RPE, retina pigment epithelium; and GON, glaucomatous optic 
neuropathy.
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were recruited from China. This has the potential to affect the 
generalizability of these results to other human graders, especially 
those in developed countries. In the future, similar studies should 
be attempted in other countries with different physician or specialist 
training system. On the other hand, the use of single-field, 
non-stereoscopic fundus photographs without the inclusion of optical 
coherence tomography may lead to a reduced sensitivity for DR and 
particularly DME detection for human participants and the DLS.

In conclusion, our DLS demonstrated sufficient agreement with 
non-physician graders and general ophthalmologists when compared to 
the reference standard diagnosis agreement for referable DR and 
AMD. The DLS performance was better than non-physician graders and 
ophthalmologists with ≤10 years of clinical experience for referable 
GON. Further investigation is required to validate the performance in 
real-world, clinical settings which display the full spectrum and 
distribution of lesions and manifestations encountered in clinical practice.
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Predicting near-term glaucoma 
progression: An artificial 
intelligence approach using 
clinical free-text notes and data 
from electronic health records
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and Sophia Y. Wang *

Department of Ophthalmology, Byers Eye Institute, Stanford University, Palo Alto, CA, United States

Purpose: The purpose of this study was to develop a model to predict whether or 
not glaucoma will progress to the point of requiring surgery within the following 
year, using data from electronic health records (EHRs), including both structured 
data and free-text progress notes.

Methods: A cohort of adult glaucoma patients was identified from the EHR at 
Stanford University between 2008 and 2020, with data including free-text clinical 
notes, demographics, diagnosis codes, prior surgeries, and clinical information, 
including intraocular pressure, visual acuity, and central corneal thickness. 
Words from patients’ notes were mapped to ophthalmology domain-specific 
neural word embeddings. Word embeddings and structured clinical data were 
combined as inputs to deep learning models to predict whether a patient would 
undergo glaucoma surgery in the following 12 months using the previous 4-12 
months of clinical data. We  also evaluated models using only structured data 
inputs (regression-, tree-, and deep-learning-based models) and models using 
only text inputs.

Results: Of the 3,469 glaucoma patients included in our cohort, 26% underwent 
surgery. The baseline penalized logistic regression model achieved an area under 
the receiver operating curve (AUC) of 0.873 and F1 score of 0.750, compared with 
the best tree-based model (random forest, AUC 0.876; F1 0.746), the deep learning 
structured features model (AUC 0.885; F1 0.757), the deep learning clinical free-
text features model (AUC 0.767; F1 0.536), and the deep learning model with both 
the structured clinical features and free-text features (AUC 0.899; F1 0.745).

Discussion: Fusion models combining text and EHR structured data successfully 
and accurately predicted glaucoma progression to surgery. Future research 
incorporating imaging data could further optimize this predictive approach and 
be translated into clinical decision support tools.
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1. Introduction

Glaucoma is a chronic progressive disease of the optic nerve and 
is one of the leading causes of irreversible blindness (1). Many patients 
remain at an early asymptomatic stage for long periods, while others 
progress to vision loss and require surgery (2). Although some factors 
contributing to progression are relatively easy to identify and measure, 
such as elevated intraocular pressure (IOP) or decreased central 
corneal thickness, many other factors, such as medication adherence, 
are less easily characterized (3). It is often difficult for doctors to 
predict whose glaucoma will worsen. However, now that the 
digitization of health records has created vast collections of 
information about patients (including medication and diagnosis 
information, demographic information, and free-text clinical notes), 
artificial intelligence (AI) techniques can be developed to analyze 
patient records and predict ophthalmic outcomes, including 
glaucoma progression.

Previous efforts have been undertaken to build machine-learning 
and deep-learning classification algorithms to predict glaucoma 
progression (4). Many studies have focused on structured information 
from electronic health records (5–7). Our previous studies have also 
explored methods for incorporating clinical free-text progress notes 
into AI prediction algorithms using natural language processing 
techniques (8, 9). A common challenge has been that these efforts 
typically have not considered the temporal element of prediction, as 
most AI prediction algorithms are simple classification algorithms 
with no specific time horizon. An outcome prediction is most useful 
when attached to a specific time horizon so that appropriate clinical 
steps can be  taken. Similarly, algorithms trained only on baseline 
(presenting) information can only be used in limited circumstances 
and only for new patients. Algorithms that can be deployed at any 
point in a patient’s clinical course would have broader utility.

The present study aims to develop artificial intelligence models 
that can predict glaucoma progression to the point of requiring 
surgery within 1 year, using inputs from electronic health records 
(EHRs) that are both structured and free-text. The present models 
would thus be able to be used on glaucoma patients at any time during 
their treatment course, overcoming a key limitation of previous work. 
Furthermore, unlike previous models, these models would incorporate 
temporal information by providing predictions over a fixed time 
horizon. We  compared 3 types of models: a model incorporating 
information from clinical notes (clinical free text), models using only 
structured data inputs, and a multimodal fusion model that used both 
clinical free text and structured data as inputs.

2. Methods

2.1. Study population and cohort 
construction:

The overall objective of our algorithm was to predict whether a 
patient with glaucoma will require surgery within 12 months following 
a designated encounter visit, given at least 4 months of medical history 
prior to the encounter date. We  narrowed the timeframe under 
consideration to the near-term future because, although a patient 
might have surgery at any time in the future (including many years 

after the initial glaucoma diagnosis), the most relevant prediction is 
whether the patient will need surgery within the next year. Thus, 
we carefully constructed a cohort to suit these prediction needs.

We first identified, from the Stanford Research Repository (10), 
all encounters for patients seen by the Department of Ophthalmology 
at Stanford University since 2008. We included all patients with at least 
two encounters with a glaucoma-related diagnosis as determined by 
the International Classification of Disease Codes (ICD10: H40, H42, 
or Q15.0; not including glaucoma suspect codes starting with H40.0 
and ICD9 equivalents). Theoretically, a model could perform a 
prediction at any date in a patient’s treatment timeline; for the 
purposes of our model training, we defined a single prediction date 
for each patient, on which the model predicts whether that patient 
would progress to glaucoma surgery within 12 months of that 
defined date.

This prediction date effectively divides the patient’s information 
into a historical look-back period and a future look-forward period. 
We required a minimum of 4 months and up to 12 months of look-
back period during which the clinical information used for the 
prediction was gathered. The model then predicts whether the patient 
will progress to require surgery over the following 12 months of look-
forward period. Patients without at least 4 months of look-back data 
or without any clinical progress notes within the look-back period 
were excluded. For patients who underwent surgery, the prediction 
date was defined as either 12 months prior to surgery or after the 
initial 4 months of follow-up (whichever was later). For patients who 
did not undergo surgery, a minimum of 12 months of follow-up after 
the initial lookback period was required to ascertain that no surgery 
was performed over the entire look-forward period; the prediction 
date was defined as 12 months prior to the last follow-up visit, with the 
caveat that only patients with at least 4 months of historical lookback 
were included. A summary of cohort construction timelines with 
example patients is given in Figure 1. This formulation of the cohort 
and the prediction date is similar to that used in a previous study 
predicting near-term palliative care needs among inpatients (11).

With our inclusion/exclusion criteria, the final cohort included 
3,469 patients. A cohort identification flow diagram is shown in 
Figure 2. We randomly divided our cohort into training, validation, 
and test groups in 70% (N = 2,429), 15% (N = 520), and 15% (N = 520) 
proportions, respectively. The proportion of patients who progressed 
to surgery in each of these groups was 25.9% (N = 629), 26.0% 
(N = 135), and 26.9% (N = 140), respectively. The validation set was 
used for model and hyperparameter tuning, and the final evaluation 
was performed on the test set.

2.2. Feature engineering

2.2.1. Text data preprocessing
Ophthalmology clinical progress notes from the look-back 

period were identified and concatenated such that the most recent 
notes appeared first. All notes were lower-cased and tokenized. 
Punctuation and stop words [Nltk library (12)] were removed. 
We mapped each word of the document with previously trained 
300-dimensional ophthalmology domain-specific neural word 
embeddings (13) for input into models. To understand the general 
characteristics of the words associated with patients who progressed 
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to surgery and patients who did not, we calculated pointwise mutual 
information (14) for words that occurred in the notes of at least 20 
different patients.

2.2.2. Structured data preprocessing
Information on the patient’s demographics (age, gender, race/

ethnicity), diagnoses (International Classification of Disease 
codes), medications, and eye examination results (visual acuity, 
intraocular pressure, and central corneal thickness of both eyes) 
was obtained from each patient’s look-back period. Visual acuity 
was converted to mean logarithm of the minimum angle of 
resolution (logMAR). Numeric data were standardized to a mean 
of 0 and standard deviation of 1. We identified the low, medium, 
high, and most recent values for each eye examination feature. For 
the medication and diagnosis data, we filtered out features with 
<1% variance. For missing values in numeric features, we created 
a missing indicator column for the feature after performing column 
mean imputation. Categorical variables were converted to a series 

of Boolean dummy variables. After the final preprocessing, 127 
structured features remained.

2.3. Modeling

2.3.1. Text model
To create a model that uses free text from clinical notes as the 

input, we built a one-dimensional convolutional network model (15), 
a similar style of which was previously been demonstrated to work 
well on ophthalmology notes (9). Figure 3 depicts the architecture of 
the text model. The free-text clinical notes were input into the model 
after padded or truncation to a length of 770 tokens (the 80th 
percentile length of notes). We applied a set of 25 one-dimensional 
convolutional filters, each of sizes 2, 3, 4, and 5, followed by max 
pooling. The outputs of these filters were concatenated and passed 
through 2 additional fully-connected layers with dropout to obtain 
our final prediction. For training, we used the Adam optimization 

FIGURE 1

Example Patient Electronic Health Records Timelines. This figure depicts example timelines of patients who did and did not progress to glaucoma 
surgery. Green circles represent the first patient encounter. Red circles represent surgery dates. Blue circles represent the last follow-up encounter for 
patients who did undergo surgery. Grey circles represent other encounters with associated clinical data in the electronic health record.
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algorithm. We tuned the model’s architecture, learning rate (0.0003), 
weight decay factor (0.01), and batch size (32) to optimize 
validation loss.

2.3.2. Structured EHR data model
To create a model that uses structured EHR data as the input, 

we started by building a basic L1 penalized logistic regression model 
with the structured data. We also trained several tree-based models, 
including random forest and extreme gradient boosting (XGboost), 
and saw that these models performed better on our dataset than our 
baseline model. We tuned the maximum depth, minimum samples 
per leaf node, and the number of trees for the tree-based models. 
We then built a fully connected neural network model based on the 
structured data, as follows: The input features were fed into the neural 
network with 2 hidden layers of 60 and 30 nodes. The first hidden 
layer used an input of 60 nodes, followed by ReLU activation and a 
dropout layer with a probability of 0.5. The second hidden layer had 
30 nodes, also followed by ReLU activation and a dropout layer with 
a probability of 0.5. Then, a final prediction layer used softmax 
activation for classification. Models’ hyperparameters were tuned 
using 5-fold cross validation (Table 1).

2.3.3. Multimodal fusion model
To create a model that considers both clinical free text and 

structured EHR data as the input, we created a neural network-based 
multimodal model. Each layer of the neural network can be thought 
of as feature engineering, wherein the model is automatically 
engineering these layers. We extracted the final layer of the text model 
and the deep learning-based structured model (as these are features 
curated by the individual models), combined the features, and then 
applied L1 penalized logistic regression to predict the outcome. The 
model architecture is depicted in Figure 4.

2.4. Evaluation

We evaluated the performance of all our models on the held-out 
test dataset (data set aside for testing the model after training and 
validation) using precision (also known as positive predictive value), 
recall (also known as sensitivity), F1 score (the harmonic mean of the 
precision and recall), the area under the receiver operating curve 
(AUROC), and the area under the precision-recall curve (AUPRC). 
For metrics of precision, recall, and F1 score, which are reported at a 

FIGURE 2

Cohort Description and Construction. Flowchart depicting the process of identifying eligible glaucoma patients from EHRs. At the end of all of the 
processing steps, 3,469 patients were included in the study. EHRs, electronic health records.
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single classification threshold, the optimal threshold was tuned on the 
validation set for the best F1 score; the final precision, recall, and F1 
scores were evaluated on the test set using this optimized threshold.

2.5. Explainability

2.5.1. Explainability for the structured features
To understand which structured features had more predictive 

power, we used SHapley Additive exPlanations (SHAP) values (16). 
This technique calculates the importance of the features based on the 
magnitude of feature attributions, using a game theory approach to 
explain the results of any machine learning model and make them 
interpretable by measuring the feature contribution to individual 
predictions. We used SHAP TreeExplainer (17), which estimates the 
SHAP values for tree-and ensemble-based models, on the best 
random-forest model.

2.5.2. Explainability for the text model
GradCAM, a class-discriminative localization technique originally 

proposed by Selvaraju et al. (18) that generates visual explanations for 
any convolutional neural network (CNN) without requiring 
architectural changes or re-training. The technique was further 
adapted for Text-CNN (19). We used this technique to investigate the 
key phrases that led our Text-CNN model to predict that a given 
patient would require surgery within 12 months.

3. Results

3.1. Population characteristics:

Population characteristics of the subjects included in the study 
are summarized in Table  2. Of these patients, 26% went on to 
require glaucoma surgery. The mean age of the patients in the study 
was 67 years, and the mean IOP for both eyes was close to 
15 mmHg. The mean logarithm of the minimum angle of resolution 
visual acuity for both eyes (mean logMAR) was around 0.55 for the 
right eye and 0.65 for the left eye (Snellen equivalent approximately 

FIGURE 3

Architecture of convolutional neural network text model. Depiction of the architecture of a convolutional neural network model, which takes as inputs 
free-text from clinical notes and outputs the probability of whether the patient will progress to surgery within 12 months.

TABLE 1 Hyperparameters for the tuned models.

Modeling 
method

Data Hyperparameters

Logistic regression Structured data Penalty: L1

Max iteration: 100

Scoring: roc_auc

XGboost Structured data N_estimators: 100

Max depth: 3

Learning rate: 0.1

Reg_lambda: 0

Gradient boosted 

trees

Structured data Learning rate: 0.1

Max depth: 3

N_estimators: 100

Subsample: 0.5

Random forest Structured data Max depth: 50

Min samples per leaf node: 30

N_estimators: 1200

Deep learning Structured data Learning rate: 0.0005

Weight Decay: 0.1

Batch Size: 32
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20/70 and 20/90, respectively). The population in the study was 
predominantly Asian and White. To gain an overview of words 
most highly associated with patients who progressed to surgery 
and those who did not, pointwise mutual information was 
calculated for words that occurred in at least 20 patients. The 
top 10 words with the highest pointwise mutual information scores 
are presented in Supplementary Table S1.

3.2. Model results

For the structured data models, the L1 penalized logistic 
regression model resulted in an AUC score of 0.873 and F1 score of 
0.750. Tree-based models resulted in AUC and F1 of 0.870 and 0.757 
(XGboost), 0.871 and 0.749 (gradient boosted trees), and 0.876 and 
0.746 (random forest). The deep learning structured model resulted 
in AUC of 0.885 and F1 score of 0.757. For all models, the classification 
threshold was tuned to optimize F1 score on the validation set. 
Receiver operating characteristic curves and precision-recall curves 
for the best structured, text, and combined deep learning models are 
shown in Figure  5. The combined model, which included both 
structured and free-text features, outperformed the structured-data-
only model and free-text-only model. The free-text-only model 
resulted in an AUC of 0.767, and the combined model had an AUC of 
0.899. Table 3 presents the F1 score and the corresponding precision 
and recall scores for each of the modalities of data based on deep 
learning models.

FIGURE 4

Architecture of the fusion model combining text and structured data. Depiction of the architecture of our multimodal fusion model, which fuses 
both structured and free-text modalities of data. The final layers of the TextCNN is concatenated with the final layer of the structured model neural 
network to create a combined feature vector for final prediction. CNN, competitive neural network; EHR, electronic health record; FC, fully 
connected.

TABLE 2 Population characteristics.

Characteristics Total 
(n = 3,469)

No surgery 
(n = 2,565)

Surgery 
(n = 904)

Age (years) 67 ± 18 69 ± 17 66 ± 18

Intraocular pressure (mmHg)

Right eye 15.4 ± 6.1 15.1 ± 5.0 15.5 ± 6.8

Left eye 15.4 ± 6.2 15.3 ± 5.7 15.4 ± 6.6

Visual acuity (logMAR)

Right eye 0.55 ± 0.84 0.48 ± 0.81 0.61 ± 0.86

Left eye 0.65 ± 0.92 0.59 ± 0.93 0.70 ± 0.92

Sex

Female sex 1766 (50.9) 1,330 (51.8) 436 (48.2)

Male sex 1703(49.1) 1,235 (48.2) 468 (51.8)

Race and ethnicity

Asian 997 (28.7) 707 (27.5) 290 (32.1)

White 1,444 (41.6) 1,138 (44.4) 306 (33.8)

Hispanic 378 (10.9) 251 (9.8) 127 (14.0)

Black 142 (4.2) 98 (3.8) 44 (4.9)

Other 508 (14.6) 371 (14.5) 137 (15.2)

logMAR = logarithm of the minimum angle of resolution. Data are presented as 
mean ± standard deviation or number (%). Numeric variables are reported here as 
conventionally seen, for ease of interpretation. They were standardized to a mean of 0 and 
variance of 1 before being applied to the modeling approaches.
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3.3. Explainability

3.3.1. Explainability for structured data
Figure 6 depicts the mean absolute Shapley values for the top 20 

most important features from the structured data for predicting which 
patients will require surgery, using the random forest model. The most 
important features include the use or nonuse of glaucoma medications 
as per the medication lists, IOP, VA, and refraction spherical 
equivalent. These features are similar to the factors considered by 
glaucoma specialists when they predict a glaucoma patient’s prognosis 
with respect to the need for surgery.

3.3.2. Explainability for text data
Figure 7 highlights words and phrases in example clinical progress 

notes that were identified by GradCAM-text as most important for 
model predictions. For a high-risk patient, these explainability 
methods highlight clinical features that tend to indicate acute risk of 
surgery (“Outside ophthalmologist performed laser,” “referred 
urgently for cataract and glaucoma surgery” etc.), while for a low-risk 
patients, highlighted clinical features are generic or low risk 
(“glaucoma suspect,” “intraocular pressure was normal” etc.), which is 
in alignment with the expectations of glaucoma specialists.

4. Discussion

In the present study, we  developed an AI approach that 
successfully predicts whether glaucoma patients would require 
surgery in the following 12 months based on EHR structured data and 

clinical progress notes. The study compared the results from 3 different 
approaches: (1) a deep-learning model which used doctor’s free-text 
progress notes as input; (2) traditional machine-learning and deep-
learning modeling approaches, which used structured EHR data as 
input; and (3) fusion deep-learning models, which used both 
structured EHR data and free-text notes as input. The resulting 
predictions indicated that fusion models trained using both structured 
EHR data and free-text notes as features performed better than models 
using either structured EHR only or free-text notes only. Explainability 
studies showed that models relied upon clinically relevant features in 
both the structured and text inputs.

Our work expands upon previous work which has generally 
focused on using single modalities of data. Baxter et al. explored many 
deep-learning and tree-based models for structured EHR data inputs 
but concluded that a logistic regression model had the best 
performance, with an AUC of 0.67 (4). Hu et al. demonstrated that 
using massively pre-trained language models for clinical free-text 
notes could improve the AUC to 0.70 (20). Wang et al. achieved an 
AUC of 0.73 on structured data only and an AUC of 0.70 using text 
features only. Using our combined model to predict glaucoma surgery 
in the near term, we were able to achieve an AUC of 0.899.

In addition to achieving significantly higher AUC, our model has 
inherent flexibility in terms of input that is in line with the needs of 
real-life patients and physicians in the clinic. Previous studies were 
limited to predicting a patient’s prognosis regarding the need for 
surgery using data from their initial visit or data included from the 
baseline period. Some studies focused on predicting future surgery 
over all time, which sometimes meant predicting surgery even 10 years 
into the future (9, 20). A unique strength of our study was the 
formulation of a model that could be used for any glaucoma patient at 

TABLE 3 Performance metrics.

Modality Precision Recall F1 score Threshold

Text model 0.3959 0.8285 0.5357 0.4

Structured model 0.8000 0.7187 0.7572 0.55

Multimodal model 0.7022 0.7931 0.7449 0.35

FIGURE 5

Receiver-operating and precision-recall curves for models. This figure depicts receiver operating characteristic curves and precision recall curves for 
models predicting glaucoma progression to surgery. The free-text model uses only clinical notes as inputs into a convolutional neural network; the 
structured model uses only structured electronic health records data as inputs into a deep learning model; and the combined model fuses both 
structured and text inputs into a fusion deep learning model.
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any point during their follow-up, rather than just at their initial visit 
or within a restricted baseline period, to predict the dynamic 
probability of whether the patient will require a surgical procedure 
within 1 year from the prediction date. Furthermore, considering 

more recent or updated information in the present models likely 
caused the prediction performance to improve.

We also investigated what types of information models were 
relying upon for prediction to improve transparency and 
trustworthiness for these AI models, a common criticism of which is 
that they are “black boxes” difficult for clinicians to understand. For 
the free-text model, explainability studies using GradCAM-Text 
showed the key phrases from the notes that were most important for 
the predictions, which were aligned with clinical expectations: for 
example, “referred urgently.” Similarly, for the structured-EHR-data 
models, analysis of Shapley values showed the most important features 
included the use of various glaucoma medications, intraocular 
pressure, refraction, and visual acuity. These are similar features to 
those clinicians would take into consideration when making a 
decision (2).

This study has several remaining limitations and challenges. Our 
models are built and validated on patients who visited a single 
academic center, which may limit generalizability. Additionally, the 
input text length was limited, which is a challenge of deep learning 
architectures for incorporating text. To develop a model that can 
predict prognosis for any patient at any point in their treatment 
trajectory, it must be taken into consideration that every patient will 
have different amounts, and differing complexity, of data as input. 
Structured data can be  easily summarized (e.g., most recent 
measurement values, highs, lows, medians, or even presence of 
specific conditions) but raw inputs of text require every word to 
be input, and models must have a standardized input length. To solve 

FIGURE 6

Shapley feature importance for structured data. The figure depicts the mean absolute Shapley value for the top 20 most important features in the 
structured data for predicting whether a patient would progress to the point of requiring surgery within the next year, using the random forest model. 
The mean absolute Shapley value was calculated for all patients in the test set.

FIGURE 7

Feature importance for text data. This figure shows example notes 
for glaucoma patients at high and low risk for progressing to 
glaucoma surgery. The GRAD-CAM-Text method was used to 
identify words important to the model prediction, highlighted in red 
for predicting surgery and in green for predicting no surgery.
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this problem, some sort of meaningful summary representation of a 
variable amount of text history would be required, to reduce the text 
to a standardized input size. Furthermore, although we could perform 
explainability studies for the text and structured data models, there are 
no commonly used methods to investigate explainability in the 
multimodal models, which could be an area for future research.

In conclusion, we used multimodal electronic health records data 
to develop models to predict which glaucoma patients were likely to 
progress to surgery in the following 12 months, significantly 
outperforming previous models built for similar tasks. We showed 
that both text-based and structured-data-based models relied upon 
clinically relevant information to make predictions. Fusion models 
relying on both structured data and text notes, while lacking 
explainability, may improve model performance as compared with 
models relying on only structured data and only free-text notes. To 
take the next step towards translation into clinical decision support 
tools, further research is needed to improve explainability and 
performance, potentially by incorporating larger data sources and 
imaging data modalities.
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Prediction of postoperative visual 
acuity in patients with age-related 
cataracts using macular optical 
coherence tomography-based 
deep learning method
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Background: To predict postoperative visual acuity (VA) in patients with age-
related cataracts using macular optical coherence tomography-based deep 
learning method.

Methods: A total of 2,051 eyes from 2,051 patients with age-related cataracts were 
included. Preoperative optical coherence tomography (OCT) images and best-
corrected visual acuity (BCVA) were collected. Five novel models (I, II, III, IV, and V) 
were proposed to predict postoperative BCVA. The dataset was randomly divided 
into a training (n = 1,231), validation (n = 410), and test set (n = 410). The performance 
of the models in predicting exact postoperative BCVA was evaluated using mean 
absolute error (MAE) and root mean square error (RMSE). The performance of the 
models in predicting whether postoperative BCVA was improved by at least two 
lines in the visual chart (0.2LogMAR) was evaluated using precision, sensitivity, 
accuracy, F1 and area under curve (AUC).

Results: Model V containing preoperative OCT images with horizontal and 
vertical B-scans, macular morphological feature indices, and preoperative BCVA 
had a better performance in predicting postoperative VA, with the lowest MAE 
(0.1250 and 0.1194LogMAR) and RMSE (0.2284 and 0.2362LogMAR), and the 
highest precision (90.7% and 91.7%), sensitivity (93.4% and 93.8%), accuracy (88% 
and 89%), F1 (92% and 92.7%) and AUCs (0.856 and 0.854) in the validation and 
test datasets, respectively.

Conclusion: The model had a good performance in predicting postoperative 
VA, when the input information contained preoperative OCT scans, macular 
morphological feature indices, and preoperative BCVA. The preoperative BCVA 
and macular OCT indices were of great significance in predicting postoperative 
VA in patients with age-related cataracts.
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1. Introduction

Cataract, defined as the opacity of the lens, is one of the leading 
causes of visual impairment worldwide and a primary cause of 
blindness, estimated to be  responsible for 15.2 million cases of 
blindness in 2020 (1). Many factors lead to the formation of cataracts, 
including age, diabetes, and ultraviolet irradiation, and age remains 
the major risk factor for cataracts (2). The only effective treatment is 
surgery. Most patients can gain excellent visual acuity (VA) after 
cataract surgeries. However, some patients may fail to obtain satisfying 
visual outcomes due to complicated fundus diseases. Predicting visual 
outcomes before cataract surgeries can help patients adjust their 
expectations appropriately and aid doctors in making reasonable 
decisions for patients whose vision may not be improved. This can 
avoid the waste of medical resources and contradictions between 
doctors and patients.

As the sharpest part of the retina for vision, the macula remains 
one of the most important factors in determining VA after cataract 
surgery. Optical coherence tomography (OCT) is a non-invasive, 
high-resolution cross-sectional imaging modality of the structural 
retina in vivo. The introduction of OCT helps ophthalmologists 
qualitatively and quantitatively assess the subtle structural changes in 
the macular region (3, 4). Previous studies have reported that 
abnormal morphological changes in OCT images can lead to worse 
visual outcomes in patients with retinal diseases (5–8). Most 
clinicians currently analyze OCT images empirically to judge the 
function of the retinal macula and thus roughly estimate the 
postoperative VA of patients with cataracts. However, there is no 
standardized evaluation system based on large samples to quantify 
the relationship between macular morphological changes and 
postoperative VA of patients with cataracts.

Artificial intelligence (AI), especially deep learning (DL), has 
been widely used to analyze retinal images in the past few decades. 
Some studies have achieved satisfactory results in applying DL 
algorithms to predict postoperative visual outcomes in retinal 
diseases (9–11). Mao et al. have investigated the predictive factors 
of VA in patients with retinitis pigmentosa after cataract surgery 
(12). The preoperative best-corrected visual acuity (BCVA), the 
status of the external limiting membrane, and central macular 
thickness are found to be  important parameters to predict 
postoperative VA. Recently, Wei et  al. have constructed an 
OCT-based DL approach to predict the postoperative VA of patients 
with high myopia (13). Xiang et al. have developed an intelligent 
system based on OCT images for long-term BCVA prediction in 3 
and 5 years after surgery in patients with congenital cataracts (14). 
All of the above studies have yielded good results. However, these 
studies are hard to explain the underlying mechanism due to the 
lack of anatomic and morphological features integrated with the 
study. It is essential since the microstructure of the macula are 
closely correlated with the postoperative VA of patients with 
cataracts (15).

In the present study, AI models were developed based on 
preoperative macular OCT images and BCVA to predict the 
postoperative VA in patients with age-related cataracts. The AI 
models were then compared to evaluate the prediction 
performances of certain postoperative BCVA and whether 
postoperative BCVA was improved by at least two lines in the 
visual chart (0.2LogMAR).

2. Materials and methods

2.1. Participants

The study was performed on 2,051 eyes from 2,051 patients with 
cataracts who underwent uneventful cataract surgeries operated by 
the same experienced cataract surgeon in the Eye Centre at the Second 
Affiliated Hospital of Zhejiang University, School of Medicine, from 
December 2018 to June 2020. The dataset consisting of 2051 eyes from 
2051 patients with cataracts was randomly divided into a training 
(n = 1,231), validation (n = 410), and test set (n = 410). Collected 
clinical data included gender, laterality, and surgical age, as well as 
BCVA measured preoperatively and 1 month postoperatively. Image 
data included horizontal and vertical B-scan macular OCT images of 
the patient at the same preoperative visit.

Inclusion criteria were as follows: (1) age 50–90 years old, 
diagnosed with senile cataract, the degree of lens opacity was graded 
by the Lens Opacities Classification System III: cortical opacity at 
grade 4 and below, posterior subcapsular opacity at grade 4 and below. 
The hardness of the nucleus was graded by the Emery and Little 
classification: grade IV and below, (2) reliable OCT measurements of 
the macula were performed before cataract surgery, (3) underwent 
peaceful cataract surgeries, and (4) had reliable BCVA measured 
preoperatively and 1 month postoperatively.

Exclusion criteria were as follows: (1) Amblyopia; (2) Congenital 
ocular anomalies; (3) Cataracts caused by trauma or congenital 
anomalies; (4) Refractive media opacities that seriously affected 
macular OCT image clarity or visual prognosis, such as severe lens 
opacities, centered corneal opacities, severe vitreous opacities; (5) 
Poor quality macular OCT images that affected image analysis; (6) 
Combined with retinal detachment, retinitis pigmentosa, and fundus 
lesions such as optic nerve and choroid that might affect VA; (7) 
Combined with nystagmus or head tremor and other diseases that 
were susceptible to interference during macular OCT examination; 
(8) Combined with consciousness or intellectual impairment that 
affected the accuracy of visual acuity test results; The patients are 
excluded if they meet the any of the above exclusion criteria.

This study was approved by the Institutional Review Board of the 
Second Affiliated Hospital of Zhejiang University, School of Medicine. 
Written informed consents was obtained from all the participants. 
This study complied with the Declaration of Helsinki and was 
registered at1 (accession number NCT04887909).

2.2. Macular OCT images

OCT images were acquired from Spectrialis OCT (Heidelberg 
Engineering, Heidelberg, Germany), Cirrus OCT (Carl Zeiss Meditec, 
Dublin, California, United States), and FD-OCT (RTVue; Optovue 
Inc., Fremont, California, USA). Images from Spectrialis OCT had a 
resolution of 768 by 496 pixels, with a scan width of 10,000 μm and a 
scan depth of 2,000 μm in the air. Images from Cirrus OCT had a 
resolution of 938 by 625 pixels, with a scan width of 6,000 μm and a 
scan depth of 2,000 μm in the air. Images from FD-OCT had a 

1 www.clinicaltrials.gov
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resolution of 1,020 by 960 pixels, with a scan width of 10,000 μm and 
a scan depth of 2,000 μm in the air.

To fully obtain the information from OCT images, 
morphological features of the macula were extracted and analyzed. 
The process of image analysis is presented in Figure 1. Firstly, 
irrelevant signal-to-noise was reduced by the denoising algorithm. 
The pixels were smoothly connected using the dilate algorithm, 
and the edges were detected to obtain the layered boundaries. The 
internal limiting membrane (ILM) layer was probed from top to 
bottom (Step  1). A horizontal correction was then performed 
based on the curve of the ILM layer to obtain a profile of the total 
retinal thickness (Step 2). Similarly, by creating a gradient graph 

to filter out the hazy features next to the retinal pigment 
epithelium (RPE) and highlight the RPE layer, the boundary of the 
retinal pigment epithelial cell layer was probed (Step  3). Five 
marks of the fovea were automatically recognized (Step 4). There 
was no slope in the temporal and nasal rims of the fovea in the 
horizontal meridian (Figures  1A,E). The pseudocode of this 
pre-processing process is in Algorithm 1. Additionally, the pit of 
the fovea (Figure 1C) had no slope. A maximum slope for the 
temporal and nasal foveal walls of the horizontal meridian was 
also detected (Figures 1B,D). Five salient features of the foveal pit 
were extracted from these five marks, including foveal thickness, 
pit depth, diameter, maximum thickness, and foveal slope (16, 17).
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2.3. DL models

The models consisted of three submodules based on a DL 
algorithm. The first was the CNN module used to extract features 
from OCT images. The Second was the encoding module used to 
encode the feature and output the embeddings of different models. 
The third module was the transformer module used to fuse each 
model’s embeddings and predict postoperative BCVA. Specifically, 
Resnet-18 was selected as a CNN module whose depth was fit for this 
task, avoiding overfitting and poor efficiency. It flattened the output 
feature into a 1D vector with 512 dim. In the encoding module, the 
vector of the image feature became a token with 128 dim, while the 
vector of preoperative VA (1 dim) and external morphological feature 
(7 dim) became tokens with 32 dim. Since the Transformer has 
powerful capacities in multi-modal fusion (18, 19), we  applied 
Transformer with multi-head self-attention to learn the dependence 
between different models. In the Transformer module, the token of 
each modal and a prediction token, which had the same size, were 
concatenated to a token sequence, and the prediction token 
represented the fusion result. Follow the vanilla Transformer 
architecture (20), each Transformer encoder layer contained Multi-
Headed Self-Attention (MSA), Layer Normalization (LN), and Feed-
Forward Net-work (FFN) blocks using residual connections. 
Specifically, the MSA was defined as follows:

 
MSA Q K V QK

d
V

T

k
, , softmax� � �

�

�
��

�

�
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where the Q, K and V denoted the linear result on input feature 
X. Based on the training dataset, the SGD optimizer was used to optimize 
the model to minimize the root mean square error (RMSE) loss function. 
We assume that the VA prediction is yi and true postoperative VA is yi. 
The RMSE loss function is formulated as follows:
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The maximum number of training epochs was set to be 100. The 
initial learning rate was set to 0.01 and attenuated by 0.1 every 40 
epochs. Figure 2 shows the workflow of the DL models.

 The DL models were built based on different input information 
as follows:
Model I: an OCT image of horizontal B-scan,
Model II: an OCT image of vertical B-scan,
Model III: two OCT images of horizontal and vertical B-scans,
 Model IV: two OCT images of horizontal and vertical B-scans, 
preoperative BCVA,

FIGURE 1

Processing of macular images. (A,E) A zero slope and the peak of the temporal and nasal foveal rims; (C) A zero slope and the center of the fovea; (B,D) 
The maximum slopes of the foveal wall. 
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 Model V: two OCT images of horizontal and vertical B-scans, 
preoperative BCVA, and the indices of macula 
morphological features.

2.4. Model performance

Two evaluation metrics, mean absolute error (MAE) and RMSE, 
were applied to quantitatively measure the difference between the 
predicted VA and the true postoperative VA. The MAE represented 
the mean absolute error of the prediction values, which showed the 
difference between the predicted and actual values. The formula for 
MAE was as follows:

 
MAE

N
y yi i

i

N
�

�
�1

1
 �

The RMSE was the square root of the mean square error (MSE). 
The MSE was the mean of the squared error of the prediction values. 
In terms of unit agreement with the original variables, the RMSE was 
more interpretable.

Three general classification metrics, including precision, 
sensitivity, and accuracy, were used to estimate the models’ 
performance in predicting whether postoperative BCVA was 
improved by at least two lines in the visual chart (0.2LogMAR). Their 
methods of calculation were as follows:

Precision = TP/(TP + FP).
Sensitivity = TP/(TP + FN).
Accuracy = (TP + TN) / (TP + FP + TN + FN).
F1 = 2·Sensitivity·Precision/ (Sensitivity + Precision).
Here, TP is the true positive, FP is the false positive, TN is the true 

negative, and FN is the false negative. Receiver operating characteristic 
(ROC) curves for five models were calculated to obtain the area under 
the ROC curves (AUCs).

2.5. Statistics

Statistical analysis was performed using a commercial statistical 
software package (SPSS Statistics 26.0; IBM, Armonk, NY). 
Continuous variables were described as the mean ± standard deviation. 
Normal distributions for all datasets were assessed using Shapiro–
Wilk normality tests. Normally distributed data were analyzed using 
one-way analysis of variance (ANOVA). Nonparametric data were 
analyzed by the Kruskal-Wallis test. The Chi-square test was used to 
test for categorical variables. p < 0.05 was considered statistically 
significant. The TRIPOD statement was followed.

3. Results

3.1. Patient characteristics

A total of 2,051 eyes from 2,051 patients with cataracts were 
included in this study. Table  1 summarizes the demographic 
information. No difference was found in all the clinical characteristics 
among the training, validation, and test datasets (p > 0.05).

Data were shown as the mean ± standard deviation. Abbreviation: 
LogMAR-logarithm of the minimum angle of resolution; BCVA-best 
corrected distance visual acuity.

3.2. Indices of macular morphological 
features

Table 2 illustrates the indices of macular morphological features. 
There was no significant difference among the training, validation and 
test datasets (p > 0.05). Figure 3 showed the OCT images with different 
changes in macular morphology. It demonstrated the normal 

FIGURE 2

The workflow of the DL model.
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(Figure  3A), macular epiretinal membrane (Figure  3B), edema 
(Figure 3C), and retinoschisis (Figure 3D), and the values of indices 
were also shown. The Grad-CAM results were shown in Figure 4, 
showing the highly discriminative region of OCT scans when 
predicting the VA.

Data were shown as the mean ± standard deviation.

3.3. Prediction of postoperative BCVA

Table 3 presents the performance of all five models in predicting 
exact postoperative BCVA in the validation and test datasets. 
Compared with the model I-III, model IV showed better predictive 
performance in the validation (MAE = 0.1355logMAR, 
RMSE = 0.2307logMAR) and test (MAE = 0.1303logMAR, 
RMSE = 0.2566logMAR) datasets. When the detection and analysis of 
macular morphology indices were added to OCT images, the 
performance of model V was greatly promoted, with the lowest MAE 

TABLE 2 The macular morphology detection values.

Training Validation Test

Foveal 

thickness (μm)

277.4 ± 310.32 259.62 ± 267.34 265.16 ± 288.4

Foveal pit depth 

(μm)

89.53 ± 76.38 89.95 ± 74.87 89.3 ± 81.36

Foveal pit 

diameter (μm)

2,199.19 ± 999.12 2,204.41 ± 1004.19 2,218.88 ± 945.39

Temporal max 

thickness (μm)

371.64 ± 317.16 352.68 ± 276.84 358.78 ± 294.41

Nasal max 

thickness (μm)

370.27 ± 314.69 351.71 ± 277.75 357.4 ± 296.17

Temporal foveal 

slope (°)

10.06 ± 5.83 10.02 ± 6.68 10.14 ± 6.67

Nasal foveal 

slope (°)

10.41 ± 5.79 10.41 ± 6.97 10.47 ± 6.71

FIGURE 3

(A–D) The detection results of OCT images with different macular morphological changes. FT, foveal thickness; FPD, foveal pit depth; PD, pit diameter; 
TMT, temporal max thickness; NMT, nasal max thickness; TS, temporal foveal slope; NS, nasal foveal slope.

TABLE 1 Demographic and clinical characteristics of the patients.

Training 
(n = 1,231)

Validation 
(n = 410)

Test 
(n = 410)

Number of eyes 1,231 410 410

Female gender 

(%)

768 (62.4%) 242 (59.0%) 246 (60.0%)

Age (years) 69.94 ± 11.1 69.33 ± 10.78 69.35 ± 10.65

Preoperative 

BCVA 

(LogMAR)

0.66 ± 0.52 0.65 ± 0.53 0.62 ± 0.51

Postoperative 

BCVA 

(LogMAR)

0.17 ± 0.32 0.17 ± 0.32 0.17 ± 0.32

Difference 

between 

postoperative 

BCVA and 

preoperative 

BCVA 

(LogMAR)

−0.48 ± 0.45 −0.47 ± 0.43 −0.44 ± 0.4
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(0.1250 and 0.1194logMAR) and RMSE (0.2284 and 0.2362logMAR) 
in the validation and test datasets, respectively.

3.4. Prediction of postoperative BCVA 
improvement (0.2logMAR)

Table 4 presents the performance of all five models in predicting 
postoperative BCVA improvement (0.2logMAR) in the validation and 
test datasets. Compared with the model I-III, model IV showed better 
prediction performance in the validation (precision = 89.4%, 
sensitivity = 91.7%, accuracy = 85.7%, F1 = 90.5%, AUC = 0.816) and 
test (precision = 90.9%, sensitivity = 91.2%, accuracy = 86.6%, F1 = 91%, 
AUC = 0.804) datasets. Model V provided the highest precision (90.7 
and 91.7%), sensitivity (93.4 and 93.8%), accuracy (88 and 89%), F1 
(92 and 92.7%) and AUCs (0.856 and 0.854) in the validation and test 
datasets, when macular morphology indices on OCT images were 
detected and analyzed (p < 0.05).

4. Discussion

In the present study, we constructed AI prediction models for 
postoperative BCVA of patients with age-related cataracts based on 
macular OCT images and preoperative BCVA using a DL method. AI 
models could help doctors judge the visual outcomes of cataract 

surgery and aid patients in setting their surgical expectations to a 
reasonable level.

Ever since the first cataract surgery was performed, the evaluation 
of postoperative VA has been a major concern for both doctors and 
patients (21). Many ophthalmological examinations have been used 
to predict postoperative VA, such as potential acuity meter (PAM) 
(22–24), laser interferometer (LI) (25–27), critical flicker frequency 
(28–30), electrophysiological examination (31) and so on. PAM is a 
device combined with a slit lamp that projects a light source containing 
a visual chart. Light is projected through the opacified refractive 
media to the retina, thus providing a prediction of the patient’s 
postoperative VA. Gus et al. have compared the accuracy of PAM in 
predicting VA in patients with cataracts with different degrees of lens 
opacities (22). VA at 3 months post-operatively was considered to 
be accurate if it was between the upper and lower rows of the predicted 
VA. It was found that for mild to moderate cataracts, the accuracy of 
PAM ranged from 50 to 58.3%, for patients with severe opacities, the 
accuracy was only 27.8%, and for patients with extremely severe 
opacities, the accuracy was only 6.7%. LI projects two coherent beams 
from a He-Ne laser into the pupil to produce interference fringes, the 
width of which depends on the distance between the two beams and 
can be varied to correspond to the visual acuity chart by changing the 
width of the interference fringes (25). Similar to PAM, studies have 
found the accuracy of LI also needs to be enhanced (25–27). The 
photoreceptor cells of the retina produce a complex series of electrical 
responses upon light stimulation that can be  recorded by visual 
electrophysiological examination. Based on the characteristics of its 
waveform, it can basically reflect the functional condition of the retina 
and the status of the optic nerve. Salvador et al. have performed visual 
electrophysiological examinations on mature cataract patients and 
found that the magnitude of each parameter in the visual 
electrophysiological examination was not affected by the degree of 
lens opacities (31). Analysis of waveform amplitude and latency 
prolongation time could indirectly reflect whether the postoperative 
visual prognosis was good to a certain extent. In addition, some 
studies have tried to explore the correlation between massive 
preoperative biological parameters and postoperative BCVA in 
patients with cataracts (15, 32–34). The preoperatively observed 
macular disease is found to be the factor most strongly associated with 
poor visual outcomes (15). However, the accuracy of the methods 
mentioned above needs to be further improved, and some require the 
subjective cooperation of patients, which is difficult in some cases. In 
the present study, we extracted the macular morphological features on 
OCT images and developed AI models to predict the postoperative 
VA in patients with cataracts. The prediction performance of the 
models was evaluated, and satisfactory prediction results 
were achieved.

With the rapid development of computational power and learning 
algorithms, AI is widely used in the field of ophthalmology, and it has 
also been used in predicting postoperative VA in patients with 
cataracts. Alexeeff et al. have compared the accuracy of three machine 
learning models for predicting BCVA following cataract surgery using 
data recorded in the electronic health system (35). Preoperative 
BCVA, age, and age-related macular degeneration are found to be the 
most critical variables in the final model, which are the key factors of 
our research. However, they just roughly distinguish patients with 
better or worse postoperative BCVA than 20/50. None of the three 
algorithms can accurately predict postoperative VA. Wei et al. have 

FIGURE 4

Grad-CAM results of normal macular and macular with epiretinal 
membrane.

TABLE 3 The performance of five models in predicting postoperative 
BCVA in the validation and test datasets.

Models Validation dataset Test dataset

MAE RMSE MAE RMSE

I 0.1499 0.2761 0.1390 0.2624

II 0.1335 0.2504 0.1377 0.2778

III 0.1392 0.2613 0.1356 0.2730

IV 0.1355 0.2307 0.1303 0.2566

V 0.1250 0.2284 0.1194 0.2362
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developed an OCT-based DL approach to predict postoperative BCVA 
in patients with high myopic (13). The ensemble model is found to 
show stably outstanding performance in internal and external test 
datasets. Xiang et al. have designed a system based on OCT images to 
predict the postoperative long-term BCVA of children with congenital 
cataracts (14). Six machine learning algorithms are applied. For 3-year 
predictions, the MAEs and RMSEs are 0.1482–0.2117 logMAR and 
0.1916–0.2942 logMAR, and for 5-year predictions, they are 0.1198–
0.1845 logMAR and 0.1692–0.2537 logMAR. Nevertheless, no 
anatomic or morphological macular features are incorporated into the 
study, and these data are less explicable. In our current study, 
we developed AI models based on preoperative OCT images and 
BCVA to predict the postoperative BCVA in patients with cataracts. 
The prediction performances of the models were further evaluated to 
clarify whether the model could accurately predict exact postoperative 
BCVA and whether the improvement (0.2logMAR) of postoperative 
BCVA could be predicted precisely. Promising results in the validation 
and test datasets were achieved, when the input information contained 
preoperative OCT images with horizontal and vertical B-scans, 
macular morphological feature indices, and preoperative BCVA. AI 
models that integrate large sample sizes of preoperative VA and 
macular OCT image morphological parameters are promising for 
postoperative VA prediction in patients with cataracts.

Further, the performance of the models was compared. When 
preoperative BCVA was added as input information, model IV 
performed better than Model I-III. It suggested that preoperative VA, 
affected by both cataract and fundus diseases, was a meaningful 
predictor of postoperative VA in patients with cataracts. Studies have 
shown that preoperative VA is related to postoperative VA to some 
extent, which is consistent with our study (15, 35). Model V containing 
preoperative OCT images with horizontal and vertical B-scans, 
macular morphological feature indices, and preoperative BCVA had 
a better performance in predicting postoperative BCVA, with the 
lowest MAE and RMSE, as well as the highest precision, sensitivity, 
and accuracy in the validation and test datasets, respectively. Geng 
et al. (36) have predicted the visual outcomes in patients undergoing 
macular hole surgery with several macular morphological parameters 
on OCT, including macular hole index, tractional hole index, hole 

form factor, area ratio factor (ARF), and volume ratio factor. ARF is 
found to efficiently express three-dimensional characteristics of the 
macular hole and has achieved good prediction results 
(sensitivity = 0.769, specificity = 0.786, AUC = 0.806). Sacconi et al. (37) 
have identified that structural OCT features are associated with BCVA 
outcomes in patients with type 3 macular neovascularization 
secondary to age-related macular degeneration after 3-year treatment 
with anti-VEGF injections. The presence of subretinal fluid at baseline 
is found to be the most significant independent negative predictor of 
functional outcomes. These studies have proved that the 
morphological abnormalities of the macula are closely associated with 
vision in ophthalmic diseases. In our present study, compared with a 
single macular OCT image, the more specific macular morphological 
indices, the higher accuracy of the model was revealed in predicting 
VA. After integrating macular morphological parameters, the 
prediction performance of BCVA was significantly improved, which 
was in consistent with the previous studies. These results suggested 
that OCT images, macular morphological features, and preoperative 
BCVA were all helpful for predicting postoperative BCVA in patients 
with cataracts.

Additionally, deep learning has yielded fresh perspectives on the 
formerly elusive correlation between retinal morphology and 
physiological parameters. Avinash et al. have trained a DL model to 
predict the refractive error from fundus images using two different 
datasets with high accuracy (38). For all types of refractive errors, both 
individual and mean attention maps, emphasizing the features that are 
indicative of refractive error, exhibited a distinct focus on the fovea. 
Yoo et al. (39) have evaluated a DL model for estimating uncorrected 
refractive error using retinal OCT images containing the retina and 
optic disc. It has been discovered that morphological features in OCT 
images contribute to detecting eyes with refractive errors. These 
studies suggest that the retina contains a wealth of previously 
unknown information, and that the combination of AI and retinal 
images may potentially lead to unexpected breakthroughs in 
the future.

Our study has several limitations. A study including data from 
multiple medical centers with a larger sample size will be helpful for 
AI model training. Besides, in the current study, we extracted and 

TABLE 4 The performance of five models in predicting postoperative BCVA improvement in the validation and test dataset.

Model Precision (%) Sensitivity (%) Accuracy (%) F1 (%) AUC p value

Validation dataset

I 90.1 86.7 83.2 88.4 0.813 0.016*

II 90.3 89.4 85.1 89.8 0.815 0.025*

III 88.6 92.1 85.4 90.3 0.826 0.083

IV 89.4 91.7 85.7 90.5 0.816 0.015*

V 90.7 93.4 88 92 0.856 –

Test dataset

I 90.8 83.4 81.2 86.9 0.802 0.001*

II 90.5 84 81.5 87.1 0.786 <0.001*

III 90 90.6 85.4 90.3 0.81 0.017*

IV 90.9 91.2 86.6 91 0.804 0.003*

V 91.7 93.8 89 92.7 0.854 –

*Statistically significant versus Model V.
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analyzed the external morphological features of the macula, and 
stratification within the retina may further improve the prediction 
performance of AI models. The model primarily focused on the 
external morphology of the macula and may not be  optimal for 
diagnosing specific macular pathologies such as subretinal fluid or 
macular edema, without large-scale manually-labeled lesion data. 
Since the opacification of refractive media can interfere with the 
quality of macular OCT image and further affect the observation and 
extraction analysis of macular area morphology, patients with 
relatively good quality macular OCT images were mainly selected for 
this study, and the prediction accuracy of the model needs further 
study for patients with severe dense cataract. Further investigation and 
exploration are needed to integrate with more ophthalmic 
examinations, such as fundus photography and visual sensitivity, to 
establish a more informative database for a comprehensive assessment 
of the patient’s eyes, leading to a more accurate prediction of 
postoperative VA.

5. Conclusion

In summary, our study constructed a novel DL model to predict 
postoperative BCVA, showing a satisfying result in predicting 
postoperative BCVA in patients with cataracts. A combination AI 
model of OCT images, macular morphological feature indices, and 
preoperative BCVA was helpful for predicting postoperative BCVA in 
patients with cataracts.
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Introduction: Infectious keratitis is a vision threatening disease. Bacterial and

fungal keratitis are often confused in the early stages, so right diagnosis

and optimized treatment for causative organisms is crucial. Antibacterial and

antifungal medications are completely different, and the prognosis for fungal

keratitis is even much worse. Since the identification of microorganisms takes

a long time, empirical treatment must be started according to the appearance of

the lesion before an accurate diagnosis. Thus, we developed an automated deep

learning (DL) based diagnostic system of bacterial and fungal keratitis based on

the anterior segment photographs using two proposed modules, Lesion Guiding

Module (LGM) and Mask Adjusting Module (MAM).

Methods: We used 684 anterior segment photographs from 107 patients

confirmed as bacterial or fungal keratitis by corneal scraping culture. Both broad-

and slit-beam images were included in the analysis. We set baseline classifier as

ResNet-50. The LGM was designed to learn the location information of lesions

annotated by ophthalmologists and the slit-beam MAM was applied to extract the

correct feature points from two different images (broad- and slit-beam) during

the training phase. Our algorithm was then externally validated using 98 images

from Google image search and ophthalmology textbooks.

Results: A total of 594 images from 88 patients were used for training, and 90

images from 19 patients were used for test. Compared to the diagnostic accuracy

of baseline network ResNet-50, the proposed method with LGM and MAM

showed significantly higher accuracy (81.1 vs. 87.8%). We further observed that the

model achieved significant improvement on diagnostic performance using open-

source dataset (64.2 vs. 71.4%). LGM and MAM module showed positive effect on

an ablation study.

Discussion: This study demonstrated that the potential of a novel DL based

diagnostic algorithm for bacterial and fungal keratitis using two types of anterior
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segment photographs. The proposed network containing LGM and slit-beam

MAM is robust in improving the diagnostic accuracy and overcoming the

limitations of small training data and multi type of images.

KEYWORDS

anterior segment image, bacterial keratitis, convolutional neural network (CNN), deep
learning (DL), fungal keratitis, infectious keratitis, lesion guiding module (LGM), mask
adjusting module (MAM)

1. Introduction

Infectious keratitis is a common cause of permanent blindness
worldwide and can cause serious complications such as corneal
perforation, corneal opacification, and endophthalmitis if not
properly treated (1–6). Approximately 2,300,000 cases of microbial
keratitis (including those caused by bacteria, fungi, viruses, and
Acanthamoeba) occur annually in South Korea, where bacteria still
dominate as the causative organisms of the disease (5). It is known
to show various patterns depending on the region, climate, and
country. For example, in temperate climates, fungal and mixed
infections are more common than in tropical and semi-tropical
areas. From an epidemiological point of view, ocular trauma and
contact lens-associated keratitis have been increasing in recent
years (7, 8).

The selection of an effective antimicrobial agent requires the
identification of the causative microorganism. The gold standard
for diagnosis is corneal scraping and culture, but it is not always
available, and bacterial or fungal growth on culture plates takes
several days or weeks (9–11). Even if it is actually microorganism
positive, the result may be negative and the lesion may worsen while
waiting for the result. Therefore, empirical therapy with broad-
spectrum antibiotics, antifungals, and antiviral agents should be
initiated based on the clinical experience of the ophthalmologist,
based on the shape, size, depth, and location of the lesion, before
culture results are obtained (9–12). However, bacterial and fungal
keratitis are not completely distinct from each other. If patients
receive unnecessary or late treatment due to an incorrect diagnosis,
it may result in poor outcomes for the sufferer’s vision, poor quality
of life, and increased medical expenses.

Because the deep learning approach has shown remarkable
performance in various image processing tasks such as classification
and object detection, it has been applied in numerous research
fields. Deep learning, using various types of medical images, is
also used for the accurate diagnosis and treatment of many ocular
diseases. As a result of the development of the methods based
on deep learning, the diagnostic performance has been equivalent
to or even surpassed the diagnostic ability of clinicians (13–15).
Therefore, we expect that the application of deep learning in
keratitis diagnosis can assist clinicians in reducing misdiagnoses
and improving medical equity and accessibility to medical care.

In this context, we propose a deep learning-based computer-
aided diagnosis (CAD) network that classifies and diagnoses
bacterial and fungal keratitis combining with two novel modules
which can improve keratitis diagnosis accuracy and predict more
accurate lesion areas than conventional models.

2. Materials and methods

2.1. Study approval

This study was performed at Samsung Medical Center (SMC)
and Korea Advanced Institute of Science and Technology (KAIST)
according to the tenets of the Declaration of Helsinki. The
Institutional Review Board of SMC (Seoul, Republic of Korea)
approved this study (SMC 2019-01-014).

2.2. Participants and data collection

A retrospective analysis of the medical records of patients who
had been diagnosed and treated for infectious keratitis (bacterial
and fungal keratitis) at the SMC between January 1, 2002, and
December 31, 2018, was conducted. All the patients underwent
corneal scraping and culture; other forms of keratitis, such as viral
or acanthamoeba keratitis, were excluded in this study.

Anterior segment image dataset, called the SMC dataset, is a set
of anterior segment images collected from 107 patients. It consists
of broad-beam and slit-beam anterior segment images (Figure 1)
(16). A total of 594 images from 88 patients were collected for
training splits, and 90 images from 19 patients were collected
for the test split. The training set comprised 361 images of 64
bacterial keratitis and 233 images of 24 fungal keratitis. The test
set comprised 46 images of 13 bacterial keratitis and 24 images of 6
fungal keratitis. None of the patients belonged to both the training
and test splits simultaneously. For the experiment, each image was
resized to 500 pixels × 750 pixels. Three ophthalmologists (Y.K.,
T-YC., and D.H.L.) annotated lesions on images related to the
diagnosis of keratitis.

To verify the performance of the proposed network, we made
the open source dataset consisted of 98 anterior segment images
which were collected from Google image search and ophthalmology
textbooks (17–19), and used it only as a test split.

The distribution of the images is shown in Table 1.

2.3. Proposed network

An overview of the entire study design and the proposed
network framework is shown in Figure 2. It contains two proposed
modules: the lesion guiding module (LGM) and slit-beam mask
adjusting module (MAM). Each module was attached to the main

Frontiers in Medicine 02 frontiersin.org53

https://doi.org/10.3389/fmed.2023.1162124
https://www.frontiersin.org/journals/medicine
https://www.frontiersin.org/


fmed-10-1162124 May 16, 2023 Time: 12:21 # 3

Won et al. 10.3389/fmed.2023.1162124

FIGURE 1

Examples of various types of anterior segment images. (A) Broad-beam image, (B) slit-beam image, (C) scatter image, (D) fluorescein stain.

TABLE 1 The distribution of images in SMC dataset and open source dataset.

SMC dataset Open source dataset

Training split Test split Test split

Broad-beam Slit-beam Broad-beam Slit-beam Broad-beam Slit-beam

Bacterial keratitis 149 212 25 21 58 4

Fungal keratitis 99 134 19 25 32 4

SMC, Samsung Medical Center.

classifier. These two modules were introduced to overcome the
aforementioned limitations for classifying the cause of keratitis. In
the training stage, LGM makes the network attend to the lesion
instead of other details in the anterior segment image, such as
reflected light. Because its output has the form of a heat map, the
detected lesion location can be obtained. MAM finely generates
an optimal mask-pointing slit-beam and small parts that have less
impact on the diagnosis. By comparing the masked and unmasked
input images in the learning process, the network distinguishes
between the necessary and unnecessary parts for diagnosis in the
anterior segment image and acquires the ability to not pay attention
to the unnecessary parts. We set the baseline classifier to ResNet-50
(15), and the architecture of our proposed network was based on
ResNet-50. Three LGMs were inserted between each residual block
of the ResNet-50.

2.3.1. LGM
Lesion Guiding Module is designed for deep learning-based

diagnostic systems to learn the location information of lesions
annotated by ophthalmologists in the anterior segment image. In
a classifier with convolutional layers, the n LGMs are inserted
between the layers, as shown in Figure 3. The bounding boxes
annotated by ophthalmologists are converted to a binary mask
before being input to LGM. In LGM, the intensity of the
intermediate feature maps is multiplied with a binary mask during
the training stage. Following this process, an important part of
the diagnosis has a negative value and a relatively unrelated part
of the diagnosis has a positive value. Therefore, LGM is trained
to minimize the loss function and can point to lesions that are
correlated to the diagnosis.

2.3.2. Slit-beam MAM
In contrast to LGM learning information about areas to be

focused on, the slit-beam MAM learns information about areas that
should not be focused on. By using MAM in a training phase, the
single network can efficiently learn slit-beam images and broad-
beam images without paying attention to the slit-beam portion

of the slit-beam image (Figure 4). In addition, it can prevent the
network from focusing on complex textures, such as eyelashes or
blood vessels, in the anterior segment image. MAM is a module that
allows the main classification network to focus on the important
parts for diagnosis, so it is used only in the training phase and not
in inference.

Details of the proposed network and training procedure are
provided in the Supplementary material and Supplementary
Figures 1–3.

2.4. Evaluation metrics

We compared the diagnostic performance of our deep learning
network system with that of the baseline classifier, ResNet-50. To
evaluate the accuracy of the diagnosis, the simple accuracy when
the cause had the higher probability score was assumed as the
final decision and areas under the receiver operating characteristic
curve (AUC) were calculated. In addition, the accuracy of the
detected lesion location during the diagnosis process was measured
using the intersection over union (IOU) metric. The IOU is the
ratio of the overlap between the predicted bounding box and the
ophthalmologist’s manually labeled bounding box. The closer the
IOU value is to 1, the more accurate is the location of the detected
lesion. We also visualized the spatial attention map of LGM. To
verify the individual effects of the proposed modules on diagnostic
accuracy, we conducted an ablation study.

3. Results

3.1. Performance of the metrics

Details of the performance of baseline (ResNet-50) and
the proposed method are shown in Table 2. The proposed
method showed the higher values in all classification performances
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FIGURE 2

An overview of the entire study design and the proposed network framework.

FIGURE 3

Lesion guiding modules applied on classifier. LGM, lesion guiding module.

including accuracy than baseline with both SMC dataset and open
source dataset.

3.2. Diagnostic accuracy

By inferencing the two datasets, we obtained the diagnostic
accuracy, as shown in Table 3. Comparing the diagnostic accuracy

of the baseline network when the training image type was only a
broad-beam and both a broad-beam and slit-beam, the accuracy
of the broad-beam image decreased even though the number of
images was more than doubled (B:0.818 → B:0.795). This result
means that for different image types, simply increasing the number
of images does not work properly to improve the performance.
Furthermore, the network trained with broad-beam images show
low diagnostic accuracy in slit-beam images (S:0.587).
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FIGURE 4

Examples of the slit-beam mask annotation.

TABLE 2 Classification performance of baseline and proposed model.

Networks Dataset Classification performance

Sensitivity Specificity Accuracy Precision F1 score

Baseline (Resnet-50) SMC dataset 0.750 0.870 0.811 0.784 0.825

Open source dataset 0.333 0.823 0.643 0.680 0.745

Proposed method SMC dataset 0.864 0.891 0.878 0.872 0.882

Open source dataset 0.417 0.887 0.714 0.724 0.797

SMC, Samsung Medical Center.

TABLE 3 Diagnostic accuracy on dataset.

Networks Image types used
in training

Accuracy

SMC dataset Open source
dataset

Baseline
(Resnet-50)

Broad-beam 0.700
(B:0.818/S:0.587)

0.653

Broad-beam, Slit-beam 0.811
(B:0.795/S:0.826)

0.642

Proposed
method

Broad-beam, Slit-beam 0.878
(B:0.909/S:0.848)

0.714

SMC, Samsung Medical Center. B represents accuracy for only broad-beam images and S
represents accuracy for only slit-beam images.

In contrast, the network with the proposed modules showed
an approximately 8% increase in the SMC dataset and 7% in the
open source dataset on diagnostic accuracy compared to those of
the baseline network trained with both a broad-beam and slit-
beam images.

3.3. Lesion localization

Supplementary Figure 4 showed the calculated IOU with
various thresholds. Among these values, the best value occurred
when the threshold was 0.45, as shown in Table 4. This shows

TABLE 4 Localization performance with IOU metric on the SMC dataset.

Networks Localization method Mean IOU
(Threshold = 0.45)

Baseline (ResNet-50) Grad-CAM 0.175

Proposed method LGM
(between ResNet layer 3 and 4)

0.489

IOU, intersection over union; SMC, Samsung Medical Center; Grad-CAM, gradient-
weighted class activation mapping; LGM, lesion guiding module.

that the spatial attention map of LGM, which was located between
ResNet blocks 3 and 4, was more accurate than the baseline network
with Grad-CAM (20).

3.4. Ablation study

Table 5 showed the results demonstrating that LGM and MAM
modules had a positive effect on the accuracy of the SMC dataset
and open source dataset both. Corresponding ROC curves are
shown in Figure 5.

3.5. Qualitative results

Figure 6A showed that LGM points to more accurate lesion
areas regardless of lesion size or shape, whereas the Grad-CAM
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TABLE 5 Ablation study on dataset.

Networks Accuracy

SMC dataset Open source dataset

Baseline (ResNet-50) 0.811
(B:0.795/S:0.826)

0.642

Baseline + LGM 0.856
(B:0.864/S:0.848)

0.673

Baseline + MAM 0.833
(B:0.841/S:0.826)

0.653

Baseline + LGM + MAM 0.878
(B:0.909/S:0.848)

0.714

B represents accuracy for only broad-beam images and S represents accuracy for only
slit-beam images. LGM, lesion guiding module; MAM, mask adjusting module; SMC,
Samsung Medical Center.

method has high values for complex textures such as eyelashes
and blood vessels (20). LGM shows that it does not attend to the
reflected light in the anterior segment images. In the case of the
slit-beam images, the Grad-CAM method tends to point not only
to lesions but also to slit-beam (20), whereas LGM only attends to
lesions without adjusting the slit-beam (Figure 6B). In the case of
misdiagnosed images, as shown in Figure 6C, most of the anterior
segment images were obtained from the stained eyes. At this time,
it could be shown that LGM tends to point to an excessively wide
area, including a lesion site or an area unrelated to diagnosis.

4. Discussion

We developed a novel deep learning algorithm that specializes
in diagnosing bacterial and fungal keratitis by analyzing anterior
segment images. A representative convolutional neural network
(CNN), ResNet-50, was used as the backbone of the algorithm
with the two proposed modules, LGM and MAM, resulting in high

performance in distinguishing the images with bacterial keratitis
from those with fungal keratitis.

The early and accurate diagnosis of infectious keratitis is
essential for resolving the infection and minimizing corneal
damage (12). Generally, the presence of an irregular/feathery
border, satellite lesions, and endothelial plaque is associated with
fungal keratitis, whereas a wreath infiltrate or epithelial plaque
is associated with bacterial keratitis (21). However, it is difficult
to distinguish exactly based on the characteristics of the infected
lesions. Bacterial and fungal keratitis are often confused, especially
in the early stages, but the medications used are different, and the
prognosis for fungal keratitis is much worse (22–24). If patients
with keratitis receive unnecessary or late treatment due to an
incorrect diagnosis, complications such as corneal opacity, poor
outcome for vision, or endophthalmitis may occur. Therefore, we
focused on differentiating between bacterial and fungal keratitis
among patients with infectious keratitis in this study.

A deep-learning approach was used to analyze a variety of
medical images. Recent advances in deep learning technology in
the ophthalmic field have also allowed rapid and accurate diagnosis
of several ocular diseases (14, 25). However, unlike deep learning
systems using optical coherence tomography and retinal fundus
images, only a few studies dealing with anterior segment images
have been published. In particular, in the case of infectious keratitis,
it is difficult to apply a deep learning algorithm directly because it
is related to lesions in various positions, and it is difficult to identify
the causative pathogen without corneal culture.

In this study, we utilized a deep learning CAD network system
for the differential diagnosis of bacterial and fungal keratitis based
on the different shapes of corneal lesions. There are two major
challenges in diagnosing the cause of keratitis by using anterior
segment images. First, because of the corneal aspheric shape, the
depth and extent of the infiltration lesions that were seen in the
actual slit-lamp examination are not clearly visible in the image,
and small lesions are often not represented in the image. Additional
information such as trauma (dirty water, soil, soft contact lens,

FIGURE 5

Performance of ROC curves in baseline and our proposed network. (A) SMC dataset and (B) Open source dataset. Model Ours is a new deep
learning model that combines LGM and MAM with the baseline ResNet-50. Model Baseline is ResNet-50. AUC, area under the curve.
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FIGURE 6

Examples of result visualization. (A) Broad-beam images, (B) slit-beam images, and (C) misdiagnosis cases. LGM 1-2 denotes LGM between ResNet
blocks 1 and 2. LGM 2-3 denotes LGM between ResNet blocks 2 and 3. LGM 3-4 denotes LGM between ResNet blocks 3 and 4. LGM, Lesion guiding
module; Grad-CAM, gradient-weighted class activation mapping.

etc.) or past medical history of the patient are very important for
diagnosis. Furthermore, the appearance differs depending on the
light source; therefore, keratitis is often misdiagnosed. Therefore,
for an accurate diagnostic network, the knowledge of experienced
ophthalmologists who can distinguish the lesion related to the
diagnosis from other anatomical parts should be transferred to the
diagnostic network. Second, it is difficult to obtain a large number
of anterior segment images of keratitis from the various aspects of
each pathogen. It is also problematic that anterior segment images

can be captured in different ways. These diverse features make
it difficult to learn a diagnosis network with a finite number of
weights, reducing diagnostic accuracy. To solve these problems, a
method for learning the features regardless of the type of anterior
segment image is required. We propose two modules to solve
these two challenges.

The two proposed modules, LGM and MAM, were combined
with the main classifier. In the feature extraction process, LGM
attends to a suspicious area related to diagnosis. Because its output
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has the form of a heat map, the detected lesion location can be
obtained. The slit-beam MAM is used only in the training stage;
it generates an optimal mask pointing to the slit-beam and small
parts that have less impact on diagnosis. The unnoticed part of the
actual diagnosis process is also suppressed in the learning process of
the network so that the anterior segment images with and without
the slit-beam can be effectively learned together. Through training
a network using this module in the proposed procedure, the
network can learn different types of anterior segment image (broad-
beam and slit-beam) efficiently, and we obtained a high diagnostic
accuracy for infectious keratitis using different types of images.

Similar to our deep learning model, some recent other studies
have applied deep learning models to distinguish patients with
fungal keratitis from those with bacterial keratitis using anterior
segment images. The algorithms by Hung et al. (26) based on
DenseNet161 and ResNet-50 achieved average accuracies of 0.786
and 0.773, respectively. Ghosh et al. (27) constructed a model called
deep keratitis based on ResNet-50 with Grad-CAM. However,
its precision was 0.57 (95% CI: 0.49−0.65) which was lower
than 0.878 in our results. The model with VGG19 exhibited the
highest performance (0.88). Redd et al. (28) showed the highest
AUC of 0.86 in MobileNet among 5 CNNs, which was nearly
similar with our AUC result (0.89). Our model achieved an
overall accuracy of approximately 88%, which is comparable to
these previous models. Most previous studies just emphasized
the application of deep learning techniques for the diagnosis of
infectious keratitis. Rather than suggesting a new developed deep
learning network, they analyzed the performance of each existing
CNN such as ResNet, DenseNet, and ResNeXt in diagnosing the
keratitis. Meanwhile, to our knowledge, we first presented a novel
deep learning framework combined with two proposed modules,
which is specialized in diagnosing bacterial and fungal keratitis.
Furthermore, several studies have been published recently to
distinguish the infectious keratitis by causative pathogens including
bacterial, fungal, acanthamoeba, or viral keratitis. Zhang et al.
(29) and Koyama et al. (14) provided the deep learning based
diagnostic models for 4 types of infectious keratitis, and they also
showed the lower accuracy in diagnosing bacteria and fungi than
acanthamoeba or virus.

This study had several limitations. First, we only distinguished
between bacterial and fungal keratitis. Indeed, the causes of
infectious keratitis are diverse, and it is difficult to discriminate
non-infectious immune keratitis in the early stages. Through
subsequent studies, we need to develop a system to discriminate
between the various types of keratitis. Second, the training process
of LGM requires a hand-labeled bounding box annotation by
specialists who are experienced in keratitis diagnosis. Therefore,
a significant amount of time and resources are required to train
the model. In MAM, a sophisticated pixel-level slit-beam mask is
required for learning. Relatively less expertise is required than for
lesion annotation, but it is also difficult to obtain masks in large
quantities because of the higher accuracy required for pixel-level
labeling than for bounding boxes. The expensive work required
to obtain resources for learning can be a deterrent preventing the
proposed network from being used in practice. Third, the usability
of LGM is limited. The broad-beam anterior segment images with
and without the slit-beam used in this experiment had a relatively
high similarity to each other compared to other types (scatter and
stain images). Therefore, by applying LGM to the original and

image-level modified image, effective learning of the diagnostic
system could be achieved regardless of the presence of the slit-beam
in this study. However, to apply a similar mechanism to all types of
anterior segment images, a method of dividing image features into
parts having diagnostic information at the feature level and parts
that are unnecessary for diagnosis is required. Fourth, although
the LGM technique of our study allowed us to distinguish between
bacterial keratitis and fungal keratitis by first accurately finding the
lesion and looking at the characteristics of the lesion, exactly which
part of the lesion was used to distinguish between bacterial and
fungal keratitis is unknown with the results. However, LGM can
identify the pathologic areas accurately by focusing only on lesions
without any other noise than the Grad-Cam in the heatmaps.
Finally, we combined our two modules with ResNet-50. Because
some previous deep learning algorithms tend to show higher
performance in other CNNs, not on ResNet-50, further studies
comparing different CNNs applying our modules are required to
enhance the diagnostic accuracy of infectious keratitis.

In conclusion, our deep-learning framework for the diagnosis
of infectious keratitis was successfully developed and validated.
LGM is presented for an accurate diagnosis by emphasizing
the lesions associated with the diagnosis. To prevent the less-
informative part from affecting the diagnostic result and to
efficiently learn two different types of anterior segment images in
a single network, we designed a new learning procedure using a
masking module, MAM, to control masking in the training phase.
The results showed that our proposed module had a meaningful
effect in enhancing the diagnostic performance of bacterial and
fungal keratitis on different anterior segment image datasets.
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Purpose: To develop a deep learning system to differentiate demyelinating optic

neuritis (ON) and non-arteritic anterior ischemic optic neuropathy (NAION) with

overlapping clinical profiles at the acute phase.

Methods: We developed a deep learning system (ONION) to distinguish ON from

NAION at the acute phase. Color fundus photographs (CFPs) from 871 eyes

of 547 patients were included, including 396 ON from 232 patients and 475

NAION from 315 patients. Efficientnet-B0 was used to train the model, and the

performance was measured by calculating the sensitivity, specificity, and area

under the receiver operating characteristic curve (AUC). Also, Cohen’s kappa

coefficients were obtained to compare the system’s performance to that of

different ophthalmologists.

Results: In the validation data set, the ONION system distinguished between

acute ON and NAION achieved the following mean performance: time-

consuming (23 s), AUC 0.903 (95% CI 0.827–0.947), sensitivity 0.796 (95% CI

0.704–0.864), and specificity 0.865 (95% CI 0.783–0.920). Testing data set:

time-consuming (17 s), AUC 0.902 (95% CI 0.832–0.944), sensitivity 0.814 (95%

CI 0.732–0.875), and specificity 0.841 (95% CI 0.762–0.897). The performance

(κ = 0.805) was comparable to that of a retinal expert (κ = 0.749) and was better

than the other four ophthalmologists (κ = 0.309–0.609).

Conclusion: The ONION system performed satisfactorily distinguishing ON from

NAION at the acute phase. It might greatly benefit the challenging differentiation

between ON and NAION.

KEYWORDS

artificial intelligence, acute phase, optic neuritis, non-arteritic anterior ischemic optic
neuropathy, color fundus photographs

Frontiers in Medicine 01 frontiersin.org61

https://www.frontiersin.org/journals/medicine
https://www.frontiersin.org/journals/medicine#editorial-board
https://www.frontiersin.org/journals/medicine#editorial-board
https://doi.org/10.3389/fmed.2023.1188542
http://crossmark.crossref.org/dialog/?doi=10.3389/fmed.2023.1188542&domain=pdf&date_stamp=2023-06-29
https://doi.org/10.3389/fmed.2023.1188542
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/articles/10.3389/fmed.2023.1188542/full
https://www.frontiersin.org/journals/medicine
https://www.frontiersin.org/


fmed-10-1188542 June 23, 2023 Time: 15:12 # 2

Liu et al. 10.3389/fmed.2023.1188542

Introduction

Demyelinating optic neuritis (ON) and non-arteritic anterior
ischemic optic neuropathy (NAION) are acute optic neuropathies
with overlapping clinical profiles. While differentiation between
ON and NAION can present challenges, not all cases are complex
and there may be a certain rate of misdiagnosis in some
clinical scenarios, especially in underdeveloped areas (1). Multiple
examinations are required to facilitate the differential diagnosis in
some patients. Despite this, a misdiagnosis rate of 59.8% has been
reported, with 16% of the patients receiving excessive magnetic
resonance imaging, 16% receiving needless lumbar puncture, and
11% receiving unnecessary intravenous steroids application (2).
The pathological mechanisms of ON and NAION were distinct,
requiring different treatment regimens (3). Moreover, diligent
follow-up following treatment is necessary to finalize the diagnosis
in a specific challenging situation. Early diagnosis may have a
significant benefit on the visual prognosis. However, the prompt
diagnosis was difficult due to the shortage of experienced neuro-
ophthalmologists and advanced ophthalmic devices, resulting in
irreversible vision loss (4, 5).

Artificial Intelligence (AI) based on fundus photography has
shown incredible differential ability on retinal disease. It has been
utilized to screen for diabetic retinopathy (6), age-related macular
degeneration (7), and glaucoma (8). It could even distinguish
between gender and an optic disc of the left or right eye (9, 10).
Also, it was used to measure retinal nerve fiber layer thickness
in ON and NAION (11). Fundus photography is a routine, cost-
effective, non-invasive examination technique used to diagnose ON
and NAION (1). However, previous studies have not reported using
AI to distinguish ON and NAION based on fundus photographs.

Therefore, we describe the use of AI analysis to help
differentiate between ON and NAION from the acute phase
based solely on color fundus photographs (CFPs) and to generate
guidelines for distinguishing these conditions when they overlap
clinically. The ultimate goal is to develop an effective, convenient,
and cost-effective AI-aided diagnostic technique for improving the
differential diagnosis efficiency of ON and NAION.

Materials and methods

The research adhered to the tenets of the Declaration of
Helsinki and has obtained the Ethics Committee approval from
Zhongshan Ophthalmic Center (ZOC) (2021KYPJ002).

Abbreviations: AI, artificial intelligence; AUC, area under the receiver
operating characteristic curve; CAM, class activation map; CI, confidence
interval; CNN, convolutional neural network; CFPs, color fundus
photographs; CON, compression optic neuropathy; COVID-19, the novel
coronavirus disease 2019; HON, hereditary optic neuropathy; ION, infectious
optic neuropathy; MRI, magnetic resonance imaging; N, number of fundus
photographs; NAION, non-anterior ischemic optic neuropathy; OCT,
optical coherence tomography; OCT-A, optical coherence tomography
angiography; ON, optic neuritis; RNFL, retinal nerve fiber layer thickness;
TON, toxic optic neuropathy; VA, visual acuity; VF, visual field; VEP, visual
evoked potentials; ZOC, Zhongshan Ophthalmic Center; ONION, deep
learning system for distinguishing optic neuritis from non-anterior ischemic
optic neuropathy.

Data inclusion

A total of 871 eyes from 547 patients with ON and NAION
were included, which were within 3 months of onset. And pediatric
patients were not included in our study. When bilateral eyes were
affected, photographs of bilateral eyes were included; if unilateral
eye was affected, only the affected eye was included, while the
unaffected eye was excluded; each CFP represented a unique eye.
All CFPs with ON or NAION in the data set were obtained from
the neuro-ophthalmological expert (HY), and were acquired using
two retinal cameras (TRC-50DX, TOPCON YAMAGATA Co.,
Ltd., Japan, and FF 450plus, Carl Zeiss Meditec AG, Germany).
The diagnosis of each CFP was established by a combination of
detailed medical history, clinical examination, ophthalmic imaging,
or neurological imaging, including visual acuity (VA, Snellen
charts), VF (Humphrey Visual Field Analyzer, Carl Zeiss Meditec,
Dublin, CA, USA), OCT (Carl Zeiss Meditec, Jena, Germany)
or Spectral OCT (Heidelberg Engineering, Heidelberg, Germany),
visual evoked potentials (VEP), MRI, autoimmune antibodies tests
(cell-based assay to search for AQP4 antibody), and patients with
6-month follow-up records to clarify that these records were used
to further confirm the diagnosis based on the patient’s disease
progression and response to medication over a 6-month period.
CFPs that were blurry, grossly out of focus, or did not fully display
the optic disc were excluded.

The deep learning system (ONION)
development

The deep learning system distinguishing ON from NAION
at the acute phase using original CFPs, named ONION, was
developed. We trained the ONION using one of the state-of-the-
art convolutional neural network (CNN) algorithms, Efficientnet-
B0. The Efficientnet-B0 algorithm was a fine-designed deep CNN
model that Google proposed in recent years. Firstly, the training
data set was utilized in the ONION system to optimize its
parameters and produce candidate models. During the model
training process, the batch size was set to 16, the focus loss was
set to 0.5, and the number of training iterations was set to 50.
Secondly, we performed a 10-fold cross-validation test (training
60%; validation 20%; and testing 20%) using CFPs from our data set
for internal validation and model development. After the 10-fold
cross-validation was completed, we then tested the cross-validation
model with the best performance against the testing data set.

Performance comparison between the
ONION system and ophthalmologists

All study CFPs in the testing data set were evaluated
independently by five trained graders [three fellowships with 2, 3,
and 5 years of fellowships (LW, XT, and YF), one board certified
ophthalmologists with over 10 years of clinical experience (XLiu)
and one retinal expert (XX)] who were masked to the diagnosis
in either eye. These graders were classified independently based on
CFPs alone, and these CFPs were classified to ON or NAION. CFPs
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grading was performed at a centralized reading center using high-
resolution, high-definition LCD computer displays. These display
monitors were regularly color-calibrated to a color temperature
of 6,500 K and gamma setting of 2.2 (Spyder4PRO; Datacolor,
Lawrenceville, NJ, USA).

Visualization of photographs features

We created heatmaps through class activation mapping (CAM)
to identify the key regions in the CFPs used by the EfficientNet
to classified ON and NAION. Briefly, the CAM was obtained by
projecting back the weights of the EfficientNet model’s output layer
onto the convolutional feature, which could identify the class-
specific discriminative regions, namely, the specific regions in the
CFPs with the highest impact on the prediction outcomes (the
“warmer” the color, e.g., red, the more highly activated a particular
region is). We performed CAM analyses on all 348 photographs
in the validation and testing data set, and these CAM images were
reviewed and interpreted by one of the authors (KL).

Statistical analysis

To assess the performance of ONION, we calculated the AUC,
sensitivity, specificity, and accuracy. The 95% confidence intervals
(CIs) were estimated for all the performance metrics. Cohen’s
kappa coefficients, AUC, sensitivity, and specificity were applied to
compare the agreement scores among the results of the ONION
system and ophthalmologists to the ground truth in the binary
classification of ON or NAION. The Kappa result was interpreted
as follows: values 0–0.2 as indicating no agreement, 0.21–0.39
as minimal, 0.40–0.59 as weak, 0.60–0.79 as moderate, 0.80–0.90
as strong, and >0.90 as almost perfect. Statistical analyses were
carried out using SPSS Statistics version 23 (SPSS Inc., Chicago,
IL, USA). The results of the ROCs obtained from the model and
the ophthalmologists have merged accordingly into a figure using
Adobe Illustrator CS6 version 24.0.1 (Adobe Inc., USA).

Results

Data set labels

The data set from 547 patients covered 871 eyes and 871 CFPs.
The NAION group involved 159 patients (50.48%) in the bilateral
affected eyes, while the ON group involved 164 patients (45.46%) in
the bilateral affected eyes. The basic characteristics and the sample
size of each data set are shown in Table 1.

Performance of the ONION system

In the validation data set, the ONION system distinguished
between acute ON and NAION achieved the following mean
performance: Time-consuming (23 s), AUC 0.903 (95% CI 0.827–
0.947), accuracy 0.833 (95% CI 0.746–0.895), sensitivity 0.796

TABLE 1 The basic characteristics of each patient group.

Group NAION ON Total

Patients, n 315 (57.59) 232 (42.41) 547 (100)

Eyes, n 475 (54.54) 396 (45.46) 871 (100)

Age (mean ± SD) 53.67 ± 9.15 (31–83) 31.55 ± 12.08 (18–84)

Female, n (%) 101 (32.06) 150 (64.66) 189 (45.89)

Bilateral affected, n (%) 159 (50.48) 164 (70.69) 323 (59.05)

Acute phase CFPs, n (%) 475 (54.54) 396 (45.46) 871 (100)

Disc edema, n (%) 396 (83.37) 117 (29.55) 561 (58.90)

Disc hemorrhages, n (%) 261 (54.95) 107 (27.02) 368 (42.25)

ONION

Training data set, n (%) 285 (60.00) 238 (60.00) 523 (60.04)

Validation data set, n (%) 95 (20.00) 79 (20.00) 174 (19.98)

Testing data set, n (%) 95 (20.00) 79 (20.00) 174 (19.98)

ON, optic neuritis; NAION, non-arteritic anterior ischemic optic neuropathy; CFPs, color
fundus photographs.

TABLE 2 Classification performance of the ONION system.

Data set AUC
(95% CI)

Sensitivity
(95% CI)

Specificity
(95% CI)

Accuracy
(95% CI)

Validation
data set

0.903
(0.827–0.947)

0.796
(0.704–0.864)

0.865
(0.783–0.920)

0.833
(0.746–0.895)

Testing data
set

0.902
(0.832–0.944)

0.814
(0.732–0.875)

0.841
(0.762–0.897)

0.830
(0.750–0.88)

AUC, area under the receiver operating characteristic curve; CI, confidence interval.

(95% CI 0.704–0.864), and specificity 0.865 (95% CI 0.783–0.920).
Testing data set: time-consuming (17 s), AUC 0.902 (95% CI 0.832–
0.944), accuracy 0.830 (95% CI 0.750–0.889), sensitivity 0.814 (95%
CI 0.732–0.875), and specificity 0.841 (95% CI 0.762–0.897). The
performance of the ONION system is shown in Table 2.

The ONION system had as good
performance as a retinal expert

As shown in Figure 1, the ONION system was comparable to
that of the retinal expert [time-consuming (30 min), AUC: 0.816,
sensitivity: 0.830, and specificity: 0.803] in the testing data set
when distinguishing acute ON from NAION, which surpassed all
the other ophthalmologists. Compared to the ground truth of the
testing data set, Cohen’s kappa coefficients of ONION (κ = 0.805)
exhibited slightly higher performance in disease identification than
those of humans, even for the retinal expert (κ = 0.309–0.749)
(Supplementary Table 1).

Visualization of the ONION system

In order to investigate the feature extraction location used by
the ONION system during classification decisions, we performed
CAM analysis on 348 images. As shown in Figure 2, typical
CAM images with correct classification exhibited strong activation
in the optic disc in 320 eyes (91.95%). Among these, 166 eyes
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FIGURE 1

Performance of the ONION system and ophthalmologists. ROC of ONION system and five human graders for distinguishing acute ON from NAION.
AUC, area under the receiver operating characteristic curve; NAION, non-arteritic anterior ischemic optic neuropathy; ON, optic neuritis.

(90.22%) were diagnosed with ON, while 154 eyes (93.90%) were
diagnosed with NAION. By contrast, in typical CAM images with
incorrect classification, we observed strong activation outside of
the optic disc in 25 eyes (7.18%). Specifically, 18 eyes (9.78%)
were diagnosed with ON and 10 eyes (6.09%) were diagnosed with
NAION (Supplementary Figure 1 and Supplementary Table 2).

Discussion

We attempted to distinguish between ON and NAION by
AI based on CFPs alone from the acute phase, which achieved
excellent performance with a mean AUC of 0.902. Its performance
was comparable to that of a retinal expert and has surpassed
that of other ophthalmologists. CAM revealed that the system
produced a diagnosis using accurate distinguishing features, and
the optic disc area was the most relevant to the diagnosis in
the CFPs. These findings showed the encouraging application
prospect of AI for differentiating these two common optic
neuropathies in neuro-ophthalmology. In conditions where
complex auxiliary examinations and neuro-ophthalmologist
resources are not available, such as in underdeveloped areas, it is
of unique advantage to make a reliable differentiation diagnosis
based on CFPs alone.

This study contains the following advantages. Firstly, our study
is the first to use AI to distinguish between ON and NAION during
the acute phase. Secondly, our data is comprehensive and includes
6-month follow-up records for further diagnostic confirmation. In
addition, our sample size is relatively large, which further ensures
the accuracy of our model. Thirdly, we utilized the state-of-the-
art EfficientNet algorithm to achieve expert-level performance on
the CNN model and system implementation. The EfficientNet
algorithm is widely regarded for achieving good classification
accuracy through a model with moderate complexity, compared
with other deep CNN algorithms. As demonstrated in the model

FIGURE 2

(A) Fundus photographs and (B) corresponding CAMs for ON and
NAION. A-1a and A-1b: photographs of the ON 3 days after the
onset. B-1a and B-1b: photographs of the NAION 1 week after the
onset. The warmer the color, the higher its weight, and the more
critical it is in a particular area.

evaluation results, our final output models achieved expert-level
classification accuracy. Fourthly, we used CAM to further validate
the accuracy of our AI model, which identified specific areas in the
optic disc and to some extent demonstrated the interpretability of
our AI model. Early diagnosis is an important issue of concern,
especially for ophthalmic emergencies such as ON and NAION.
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While treatment may not always improve prognosis, early diagnosis
and timely treatment can still enhance the patient’s quality of life.

Some attempts other than AI had been tried before to
distinguish ON from NAION, such as B-scan ultrasonography
(12), fluorescing angiography or laser speckle flowgraph (13),
and MRI scanning (14). AI has been introduced into neuro-
ophthalmology recently and has shown interesting results. AI could
distinguish optic disc pallor from normal disc by machine learning
and distinguish swollen discs of various optic neuropathies or
pseudo-papilledema from normal discs using transfer learning
based on CFPs alone (15, 16). Just recently, AI successfully
distinguished papilledema caused by intracranial hypertension
from other abnormalities and normal disc with an excellent AUC
of 0.960 using a deep learning system based on CFPs alone (17,
18), and its performance was at least as good as two expert
neuro-ophthalmologists (19). The same group further upgraded the
system to distinguish mild/moderate/severe papilledema with an
AUC of 0.930 (20). The differential diagnosis of ON and NAION is
very challenging and essential in neuro-ophthalmology, but owing
to the low incidence and lack of extensive and accurate training
datasets, few studies that have used AI to distinguish between ON
and NAION, and currently only Razaghi et al. have conducted
research using optical coherence tomography scans as the basis
for differentiating between these two conditions with the help of
deep learning algorithm (11). In our study, we introduced AI into
this field based on CFPs. A relatively extensive database and a
reliable photograph label in our center enabled this ONION system
to make an excellent performance for distinguishing ON from
NAION in the acute phase. This was uncommon because even
experienced ophthalmologists have difficulty identifying whether
the cause of disc swelling is ON or NAION at the acute phase
based on CFPs alone.

To evaluate the performance of the ONION system, we
compared it to that of a retinal expert, an ophthalmologist, and
three fellowships. The Cohen’s kappa coefficient indicates that
retinal specialist possess significant reliability in distinguishing
between ON and NAION. However, less experienced professionals
may face difficulty in discerning between these two conditions,
which is consistent with common sense. The result showed that our
ONION system could be an effective and helpful tool for assisting
ophthalmologists in distinguishing ON from NAION in the acute
phase. So, we expect that in the future, a rapid differential diagnosis
of NAION and ON could be made even in underdeveloped areas
through AI and telemedicine technology.

Class activation map visualized the learning procedure of the
ONION system, showing that the optic disc area contributed
the most to system detection (91.95%), whether it is centered
or partially centered. our use of AI, based purely on CFPs,
demonstrated good performance in distinguishing ON from
NAION. This result indirectly indicates that even though both
ON and NAION can lead to optic disc edema, there may still
be significant or subtle differences in the surface appearance
of the optic disc.

Our study has some limitations: firstly, it was a single-center
study. All of the participants in our study were from China.
Therefore, there was no ethnic or racial diversity within our
study population. While the lack of diversity in our sample
limits the generalizability of our findings to other populations.
Secondly, as it is a binary classification of the ON and NAION,

it could not satisfy the real-world clinical requirements where
other optic neuropathies are needed to differentiate. We need
the next generation of the ONION system to identify other
optic neuropathies, such as papilledema caused by intracranial
hypertension and hereditary optic neuropathy. Thirdly, the
ONION system was based on CFPs alone, a combination of CFPs
with other modality images, such as VF, OCT, and MRI, might help
get a more reliable and robust diagnostic ability. Fourthly, our study
only compared the AI model with retinal specialists and general
ophthalmologists, without comparison to neuro-ophthalmologists.
However, we note that in some regions, the distribution of
neuro-ophthalmologists is limited, making it difficult for many
patients with ON and NAION to receive diagnosis from a neuro-
ophthalmologist. Finally, AI interpretability is a topic that requires
further exploration and attention in practical applications. We are
committed to improving and enriching our model and seeking
more interpretable and practical algorithms, so as to provide
doctors with more accurate and reliable diagnostic and treatment
recommendations in a wider range of medical environments.

Conclusion

We developed a deep learning system ONION that could
distinguish ON from NAION at the acute phases, with high
sensitivity and specificity based on CFPs alone. Its efficiency was
comparable to that of a retinal specialist. It required further
prospective validation studies to prove its diagnostic ability in
real-world clinical settings.
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Background: The implementation of deep learning models for medical

image classification poses significant challenges, including gradual performance

degradation and limited adaptability to new diseases. However, frequent retraining

of models is unfeasible and raises concerns about healthcare privacy due to the

retention of prior patient data. To address these issues, this study investigated

privacy-preserving continual learning methods as an alternative solution.

Methods: Weevaluated twelve privacy-preserving non-storage continual learning

algorithms based deep learning models for classifying retinal diseases from

public optical coherence tomography (OCT) images, in a class-incremental

learning scenario. The OCT dataset comprises 108,309 OCT images. Its classes

include normal (47.21%), drusen (7.96%), choroidal neovascularization (CNV)

(34.35%), and diabetic macular edema (DME) (10.48%). Each class consisted of

250 testing images. For continuous training, the first task involved CNV and

normal classes, the second task focused on DME class, and the third task included

drusen class. All selected algorithms were further experimented with di�erent

training sequence combinations. The final model’s average class accuracy was

measured. The performance of the joint model obtained through retraining and

the original finetunemodel without continual learning algorithmswere compared.

Additionally, a publicly available medical dataset for colon cancer detection based

on histology slides was selected as a proof of concept, while the CIFAR10 dataset

was included as the continual learning benchmark.

Results: Among the continual learning algorithms, Brain-inspired-replay (BIR)

outperformed the others in the continual learning-based classification of retinal

diseases from OCT images, achieving an accuracy of 62.00% (95% confidence

interval: 59.36-64.64%), with consistent top performance observed in di�erent

training sequences. For colon cancer histology classification, E�cient Feature

Transformations (EFT) attained the highest accuracy of 66.82% (95% confidence

interval: 64.23-69.42%). In comparison, the joint model achieved accuracies of

90.76% and 89.28%, respectively. The finetune model demonstrated catastrophic

forgetting in both datasets.

Conclusion: Although the joint retraining model exhibited superior performance,

continual learning holds promise in mitigating catastrophic forgetting and

facilitating continual model updates while preserving privacy in healthcare deep
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learning models. Thus, it presents a highly promising solution for the long-term

clinical deployment of such models.

KEYWORDS

continual learning, medical image classification, model deployment, optical coherence

tomography, comparative analysis

1. Introduction

Continual learning refers to the process of continually training

and updating a deep learningmodel over time, as new data becomes

available. This approach is particularly pertinent for medical

image classification model deployment because any potentially

deployed deep learning model could suffer from a gradual decline

in performance from underlying distribution shifts over time.

By continuously retraining the model with new data, the model

could maintain high classification performance and adapt to

changes in the data distribution. However, in continual learning

scenarios, the conventional deep learning approach often leads

to catastrophic forgetting, where the model experiences memory

loss or a significant decline in performance on previous classes

after being trained on new tasks or datasets (1). This is a

commonly reported phenomenon in deep learning because the

model prioritizes its weights and biases optimization for the

new task, leading it to forget or overwrite previously learned

information. Alternatively, to mitigate catastrophic forgetting in

medical image classification, one potential solution is to retrain

the model with cumulative data whenever a new dataset becomes

available. However, retraining from scratch frequently in the

model’s deployment phase is not practical. Furthermore, data

privacy is of utmost importance in the medical domain, and

due to strict regulatory requirements, it may not always be

possible to access old data (2). Additionally, medical data is often

stored in dedicated servers, making it difficult to shuffle multiple

datasets. Researchers have proposed a number of continual learning

approaches to overcome catastrophic forgetting. However, there

have been few studies on medical imaging using continual learning.

Furthermore, achieving a trade-off between stability and plasticity

remains another challenge in the continual learning scenario.

Stability refers to retaining previously acquired knowledge, while

plasticity pertains to the model’s ability to learn new knowledge

from the new data.

In the context of continual learning, “non-storage”

refers to the absence of storing or retaining old data from

previous tasks or classes. Continual learning approaches

can be categorized into two broad groups: exemplar-based

and exemplar-free approaches. Exemplar-based approaches

store a small number of data or exemplars and reintroduce

them with the new data during training to prevent the

model from forgetting the old knowledge. Conversely,

exemplar-free approaches (non-storage) rely on regularization,

expansion, and generative replay to achieve similar goals

without storing exemplar data. Given concerns about

privacy and accessibility with medical data, the storage of

previous exemplar data from old studies is not feasible.

Therefore, exemplar-free continual learning approaches are

preferable for medical image classification models and preserve

healthcare privacy.

The training process for continual learning happens

sequentially in a series of tasks, and during each training

session, the model only has access to the data for the current

task. Task incremental, domain incremental and class incremental

are three common scenarios of continual learning. In task

incremental learning, the model has access to the task identifier

during inference, which obviates the need for the model to

differentiate between images from different tasks. Domain

incremental learning, on the other hand, does not require task

identification at inference time, since the output space of each

task is the same. Class incremental learning, the most clinically

relevant yet challenging scenario, involves the model’s inability

to access the task identifier at inference time, and the model

must therefore be capable of distinguishing between images from

all tasks. The class incremental learning is more closely aligned

with real-life scenarios and more suitable for real-world medical

image classification.

Hence, in this research, privacy-preserving exemplar-free

continual learning approaches were explored in class learning

scenarios for medical imaging classification targeting significant

and prevalent diseases using publically available datasets, namely

optical coherence tomography (OCT) (3) and PathMNIST (4). As

a benchmark for continual learning performance, CIFAR10 dataset

(5) was included.

2. Background

Continual learning involves training machine learning models

on data from a series of tasks D = {D1,D2, · · · ,DT}. Task Dt =

{(xti , y
t
i )}

nt
i=1 is the t

th task where xti ∈ Xt is an input, yti ∈ Yt is the

corresponding label and nt is number of classes in the task. During

training the tth task, only training data Dt is available while the

training data of previous tasks are no longer accessible. The tasks

are generally assumed to be distinct from one another. The goal of

continual learning is to train a parameterized model fθ :X → Y

that can predict the correct label for an unseen test sample from

any task. Here X = ∪
T
t=1Xt is the input space and Y = ∪

T
t=1Yt

is the output space. In continual learning, the marginal probability

distribution of inputs varies across tasks, i.e., P(X1) 6= P(X2). Based

on probability distribution of output space and whether the task

identity is provided at the inference time, there are three different

continual learning scenarios (6).
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2.1. Task incremental scenario

The probability distribution of output space varies between

tasks (P(Y1) 6= P(Y2)) and task identifier is provided at the time

of inference for task incremental scenario. Hence, it is possible

to train models with task-specific components in this scenario.

“Multi-headed” network architecture is commonly used for this

scenario where each task has its own output units, but the rest of

the network is shared among tasks.

2.2. Domain incremental scenario

The output space (and hence the corresponding probability

distribution) remains same across the tasks for domain incremental

scenario, i.e., {Y1} = {Y2} and P(Y1) = P(Y2). The problem

setting looks similar to domain adaptation (7). However unlike

domain adaptation, which focuses on achieving good performance

on new task, the goal of continual learning is to maintain good

performance on previously learned tasks while also achieving

reasonable performance on new tasks.

2.3. Class incremental scenario

Similar to task incremental scenario, the probability

distribution of output space varies between tasks in class

incremental scenario. However, the model does not have access

to task identifier at the time of inference which make it the most

complex scenario of continual learning. The network architecture

for class incremental scenario is generally “single-headed” where

a single output layer is used to make predictions for all tasks.

Sometimes “multi-headed” architectures are used for this scenario,

but it needs prediction of task identifier before predicting the

class label of the image at the time of inference. Figure 1 shows an

example of a “single-headed” model which is being trained in class

incremental scenario to classify OCT images into different retinal

pathologies. In many real-world applications, it is not practical

to assume that the task identifier will be available at the time of

inference, especially in the medical domain where the model is

often used to classify diseases. Therefore, an exclusive focus was

placed on this scenario in this research.

3. Exemplar-free continual learning
approaches

In this section, threemain categories of exemplar-free continual

learning approaches and associated algorithms were summarized.

3.1. Regularization-based methods

Regularization-based continual learning methods add a

regularization term to the training loss function that encourages

it to retain the knowledge it has learned from previous tasks

while also allowing it to adapt to new tasks. Regularization-based

methods can be further divided into weight-based and data-based

regularization methods.

The first group of regularization-based approaches aims to

prevent weight drift, which is considered to be crucial for

previous tasks. This is achieved by estimating the importance of

each parameter in the network after learning each task. When

training new tasks, the importance of each parameter is taken

into account and used to discourage its changes. For example,

Elastic Weight Consolidation (EWC) (8) uses a quadratic penalty

term to restrict modification of important weights. (9) proposed a

quadratic penalty method for continual learning of neural networks

that contain batch normalization layers. Synaptic Intelligence (SI)

method (10) uses synapse to measure the weights’ importance.

Memory Aware Synapses (MAS) (11) determines the importance

of weights using a Hebbian learning model, which is based on

the sensitivity of the output function. Riemanian Walk (RWalk)

(12) method uses Fisher Information Matrix approximation and

online path integral to calculate the importance for each parameter.

(13) defined a notion of uncertainty and made the variance of the

incoming weights of each node trainable. To maintain stability-

plasticity trade-off, they also included two regularization terms for

stability and plasticity respectively. Similarly, (14) added a drifting

regularization for stability and a Lasso regularization for plasticity.

There are a few methods which regularize gradients of weights. For

instance, Orthogonal Weights Modification (OWM) (15) maps the

weights modification (gradients) onto a subspace generated by all

the previous tasks in order to maintain the performance of previous

tasks. Gradient Projection Memory (GPM) (16) regularizes the

gradients by restricting the direction of gradient descent steps.

Likewise, (17) proposed conceptor-aided backpropagation (CAB),

in which gradients are shielded by conceptors (characterizes the

linear subspace formed by activation in a layer) against degradation

of previously learned tasks.

On the other hand, data-based regularization methods use

knowledge distillation (18) to prevent the model from forgetting.

Knowledge distillation refers to the technique of transferring the

knowledge of a model trained on previous tasks to a new model

that will learn new tasks. The basic idea is to use the output of

the model trained on previous tasks as a “soft target” for the

new model. The new model is trained to mimic the output of

the old model on the previous tasks, as well as learn new tasks.

Learning without Forgetting (LwF) (19) is one of the earliest

methods to use knowledge distillation for continual learning.

Extending on LwF, (20) proposed Learning without Memorizing

(LwM), which adds attention distillation loss by Gradient-weighted

Class Activation Mapping (Grad-CAM) along with knowledge

distillation loss to mitigate catastrophic forgetting. There are a few

methods such as PODNet (21), Attention Uncertainty (AU) (22)

and GeoDL (23) which incorporate exemplar memory in addition

to knowledge distillation techniques to address the challenge of

continual learning.

A major drawback of regularization-based approaches is that

they are highly sensitive to the selection of hyperparameters,

making it challenging to achieve a suitable balance between stability

and plasticity.
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FIGURE 1

An example for class incremental scenario in medical imaging classification: Continual learning based deep learning algorithm sequentially learns a

series of retinal pathologies in OCT such as CNV, DME, Drusen, and normal finding.

3.2. Expansion-based methods

In contrast to regularization-based methods, expansion-based

continual learning approaches focus on expanding the capacity of

the model to handle new tasks. This can be achieved by adding

new parameters or neurons to the model, or by creating multiple

versions of the model, each specialized for a specific task.

One popular approach of expansion-based continual learning is

called dynamic expansion, where the model’s capacity is expanded

by adding new neurons or parameters to the model as new tasks

are encountered. This approach allows the model to adapt to

new tasks by creating new representations or features that are

specific to the new task. Dynamically Expandable Network (DEN)

(24), Reinforced Continual Learning (RCL) (25) and Compacting

Picking Growing (CPG) (26) are some methods which fall under

this category.

Another approach is called task-specific expansion, where

either multiple versions of the model (each specialized for a

specific task) are created, or task specific classifier is added to the

model. This allows the overall system to handle multiple tasks

simultaneously. Progressive Network (27), Additive Parameter

Decomposition (APD) (28), Efficient Feature Transformation

(EFT) (29) and Expert Gate (30) are some of the methods that

utilize task-specific expansion to continuously learn new tasks

without forgetting previous tasks.

Most of the existing expansion-based methods are suitable for

the task-incremental scenario, i.e., they assume availability of task

identity at the time of inference. However, certain methods such

as Expert Gate, iTAML and EFT predict the task identifier prior

to predicting the correct class. Expansion-based methods typically

exhibit superior performance compared to regularization-based

methods. However, the requirement for two levels of inferences,

first determining the task identity and then the actual class label,

may decrease the overall performance of the model.

3.3. Generative replay-based methods

The idea of generative replay-based methods in continual

learning is to generate synthetic data that resembles the distribution

of old tasks, and use them to train the model along with the

data in new tasks. This allows the model to learn new tasks

while maintaining knowledge of previously learned tasks, without

the need to keep any exemplars from those tasks. Some popular

generative methods used in continual learning include generative

replay (GR) (31), Replay-through-Feedback (RtF) (32) and Brain

Inspired Replay (BIR) (33). GR utilizes a generative adversarial

network to generate previous data whereas RtF and BIR use a

variational autoencoder as generator.

The main disadvantage of generative method is that it takes

a long time to train the generative model. Furthermore, it has

been shown that generative models may struggle when dealing with

complex datasets (34).

4. Compared methods

In this study, pertinent algorithms from each category of

exemplar-free continual learning methods were selected. Within

the weight-based regularization methods category, EWC (8), SI
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(10), MAS (11), MUC-MAS (35), RWalk (12), OWM (15), and

GPM (16) were included. For data-based regularization, LwF (19)

and LwM (20) were selected. EFT (29) was chosen as the expansion-

based method, while GR (31) and BIR (33) were selected from the

generative-replay methods. The lower baseline (finetune) and the

upper baseline (joint) approaches were included for comparison.

Finetuning involves adapting a pre-trained model to new data

or tasks without starting from scratch, while joint training relies

on retraining the model on cumulative data from all tasks. A

comprehensive description of these selected algorithms is provided

in the Supplementary material.

5. Methodology

The model underwent incremental training on three tasks.

By definition, Model 1 was initially trained on the first task,

followed by expanding Model 1 into Model 2 through sequential

training on task 2 data. Similarly, Model 2 was further expanded

into Model 3 after being trained on task 3 data. The detailed

network architecture and hyperparameter values are provided in

the Supplementary material.

5.1. Datasets

Two medical datasets: optical coherence tomography (OCT)

(3) and PathMNIST (36) and one non-medical dataset: CIFAR10

(5) were selected. All images are in RGB color, normalized using

the mean and standard deviation of ImageNet. All three datasets

were split into three tasks and the set of classes in each task was

fixed across all experiments. The specific class description for each

dataset is specified below.

• OCT: This dataset contains over 108,309 publicly available

OCT training images, including four classes regarding the

condition of the retina: Normal (47.21%), Drusen (7.96%),

Choroidal Neovascularization (CNV) (34.35%), Diabetic

Macular Edema (DME) (10.48%). There are 250 testing

images for each class. The first task contains two classes:

Normal and CNV, the second task contains only DME

and the last task contains only Drusen. It was selected for

its highly imbalanced classes simulating a more realistic

continual learning scenario, particularly when the model

has already been trained on a large number of data in

earlier tasks and the new task only contains a small number

of training images. Furthermore, additional investigations

on continuous learning sequences were explored for the

significance of unbalanced data distribution, as reported in

the Supplementary material. Those scenarios include task 1

containing a large amount of data while task 3 containing the

least amount of data, and vice versa.

• PathMNIST: As part of MedMNIST dataset, PathMNIST

dataset is selected due to its distinguishing feature of

encompassing a greater number of disease classes. It consists

of histology slides with 9 different colon pathology classes. It

contains 89,996 training and 7,180 testing images. The number

of training images in a class varies from 7,886 to 12,885, with

an average of 10,000. The 9 classes are divided into three tasks

containing three classes each.

• CIFAR10: As a traditional continual learning benchmark,

CIFAR10 dataset was selected to compare the adaptability

and robustness of different algorithms. It consists of 60,000

natural images in 10 classes, such as cat and truck. There are

5,000 training images and 1,000 testing images per class. The

first task contains four classes while the two subsequent tasks

contain three classes each.

5.2. Statistical analysis

Experiments were conducted using three different seed values.

Following common practices in the field of continual learning

(12, 37), average accuracy and average forgetting were selected

as the evaluation metrics. Average accuracy measures the overall

performance of the model after training on task t is complete. It

is computed as At =
1
t

∑t
i=1 a

i
t , where ait is the accuracy of the

model on task i after training on task t. On the other hand, task-wise

accuracy was also introduced to highlight model adaptation and the

balance between stability and plasticity during sequential training,

measured by the intermediate and final accuracies of each task on

the intermediate (Model 1 and Model 2) and final model (Model

3). The forgetting metric was included by measuring the decline in

accuracy for each task by comparing the highest accuracy achieved

during training with the final accuracy after training is completed.

This provides an estimate of the extent model has been forgotten

based on its current state. The forgetting on task i after the model

has been trained on task t is given by f it = max
j∈{1,··· ,t−1}

(aij − ait).

The average forgetting of the final model is computed as F =

1
T−1

∑T−1
i=1 f iT .

6. Results

The average accuracy and forgetting of the final model (Model

3) after it has been trained on the three tasks sequentially are

calculated. The task-wise accuracy on each model is also measured

for a better insight into the balance between stability and plasticity.

6.1. Average accuracy and forgetting

The average accuracy and forgetting ofModel 3 are presented in

Table 1, and the effect of sequential training on the average accuracy

of the model is shown in Figure 2. For average accuracy, joint

training obtains best performance of 90.76%, 89.28% and 88.01%

respectively and it serves as the upper bound. Among all validated

algorithms, BIR shows the best retinal disease classification on

OCT and CIFAR10 performance with average accuracy of 62.00%

(95% CI 59.36-64.64%) and 64.68% (95% confidence interval (CI)

63.76-65.59%) respectively. EFT obtains the best colorectal cancer

histology classification on PathMNIST with average accuracy of

66.82% (95% CI 64.23-69.42%). Additionally, EFT demonstrates

consistent better accuracy and lower forgetting across different

datasets with average accuracy of 43.20% (95% CI 41.24-45.16%)
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TABLE 1 Average accuracy and forgetting of Model 3 for the three datasets.

Category Method OCT PathMNIST CIFAR10

Accuracy Forgetting Accuracy Forgetting Accuracy Forgetting

Baseline Finetune 33.33 100 28.89 99.18 32.20 86.47

Joint 90.76 - 89.28 - 88.01 -

Regularization LwF 44.8 80.23 25.20 81.33 32.90 65.62

LwM 41.75 41.58 23.02 35.43 44.66 41.48

EWC 31.54 76.83 29.16 95.82 32.53 93.32

SI 43.60 21.27 32.40 28.94 28.51 40.62

MAS 31.73 83.69 29.97 74.54 36.18 80.07

MUC-MAS 39.32 76.87 33.49 52.19 33.84 65.10

GPM 41.16 26.41 39.51 24.96 36.47 36.18

OWM 38.93 83.10 52.42 16.34 48.30 42.18

RWalk 33.33 100 27.05 85.13 35.00 90.99

Expansion EFT 43.20 38.13 66.82 29.39 60.65 31.31

Generative GR 35.83 66.05 21.95 90.88 31.50 74.28

BIR 62.00 51.31 35.17 88.17 64.68 42.30

The bold values indicate best results for each column.

on OCT and 60.65% (95% CI 58.57-62.73%) on CIFAR10. RWalk’s

performance is poor and is comparable to the performance of

Finetune with catastrophic forgetting. Other algorithms such as

LwF, EWC, MAS, MUC-MAS and GR appear to have comparable

performance to Finetune in terms of average accuracy. However,

they are still able to retain some knowledge of previous tasks

(evident from their lower forgetting), in contrast to Finetune, which

almost completely forgets previous tasks, as can be observed in

Table 2. GR performs poorly on all datasets in contrast to similar

generative replay method BIR.

In terms of forgetting, although the accuracy of SI is not

high, it demonstrates the least forgetting (21.27% on OCT). For

PathMNIST and CIFAR10 datasets, OWM and EFT show the least

forgetting, measured by 16.34% and 31.31% respectively. We also

note that the performance of exemplar-free continual learning

methods is greatly influenced by the structure of the dataset. For

instance, OWM, which performs relatively well on PathMNIST

(52.42% accuracy, 16.34% forgetting) and CIFAR10 (48.30%

accuracy, 42.18% forgetting), does poorly on the unbalanced data

of OCT (38.93% accuracy, 83.10% forgetting). In contrast, SI

performs better on OCT (43.6% accuracy, 21.27% forgetting) and

performs relatively worse on PathMNIST (32.40% accuracy, 28.94%

forgetting) and CIFAR10 (28.51% accuracy, 40.62% forgetting).

In summary, EFT and BIR exhibit better overall accuracy

compared to the other selected exemplar-free continual

learning methods.

6.2. Task-wise accuracy

Based on Figures 3–5, the accuracy of each task is affected

after the model is trained on each task for OCT, PathMNIST and

CIFAR10 datasets respectively. Plots in Figures 3A, 4A, 5A show

the decline in accuracy of task 1 data after sequential training

on the three tasks. The X-axis represents the three models. It is

observed that although the initial accuracy on task 1 is almost

similar for all methods, it drastically declines (except for a few well-

performing methods such as EFT, BIR, etc.) after training on task

2. However, the accuracies of task 2 data vary widely (Figures 3B,

4B, 5B) depending on the stability-plasticity trade-off used by each

method. The initial accuracy of task 2 for methods such as SI, LwM,

and GPM is relatively low as, to maintain stability, the model is not

flexible enough to incorporate new knowledge. The same behavior

is observed for the task 3 data (Figures 3C, 4C, 5C), and the initial

accuracy of task 3 data varies with the algorithm.

Results reported in Table 2 provides a better picture of the

stability-plasticity trade-off employed by each algorithm where the

accuracy of each task on Model 3 was reported. Algorithms such as

LwF, EWC,MAS, RWalk andGR almost completely forget previous

tasks and their average accuracy reported in Table 1 is mainly

due to the high accuracy of task 3. Based on the relatively better

performance of EFT across three different datasets, it supports the

assertion that expansion-based methods, which add task-specific

nodes to the model, are better able to retain the knowledge of

previous tasks compared to regularization-based methods. As EFT

maintains a task-specific classifier, it is able to maintain relatively

better accuracies on each task.

It is noteworthy that for some algorithms such as LwM, SI, and

GPM, the final accuracy of task 1 is higher than the final accuracy

of task 2, which appears counterintuitive. However, as seen in

Figures 3B, 4B, 5B, to maintain stability, the initial accuracies

of task 2 are low to begin with. Therefore, when the model is

subsequently trained on task 3, the accuracy of task 2 further

declines and is lower than the final accuracy of task 1 (which was

high to begin with). This explains the behavior of having task 2’s

final accuracy lower than task 1’s final accuracy.

The majority of methods, except for EFT and OWM to some

extent, exhibit poor performance on the PathMNIST dataset. This
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FIGURE 2

The average accuracy on the three models. (A) Average accuracy on

OCT dataset. (B) Average accuracy on PathMNIST dataset. (C)

Average accuracy on CIFAR10 dataset.

could be attributed to the presence of overlapping features among

classes across different tasks. The limited success of OWM on this

dataset highlights the existence of feature overlap, as even with an

extensive training regime of 500 epochs and a learning rate of 1e7,

OWM struggled to identify a suitable subspace in the feature space

for the third task, despite its attempt to project the gradients of the

new task orthogonally to the subspace of previous tasks.

Another notable observation is that while methods like LwF

and BIR excel at retaining knowledge of the most recent task, they

tend to exhibit a higher degree of forgetting as the number of tasks

increases. For instance, although BIR demonstrates the highest

average accuracy in both OCT and CIFAR10, it still experiences

significant forgetting (51.31% on OCT and 42.30% on CIFAR10).

This indicates that although these models achieve high accuracy on

current tasks, they struggle to retain information about earlier tasks.

Additionally, regularization-based methods are highly sensitive to

hyperparameters, and even small changes to the regularization loss

coefficient can lead to vastly different results.

In the context where the later tasks have more training data

compared to the earlier tasks, BIR consistently maintains its

performance on the OCT dataset, even when the class sequence

is altered. This is demonstrated in the Supplementary material.

However, while EFT maintains its overall accuracy, its task-

wise accuracy exhibits variations for different sequences. GR’s

performance remains unaffected by data imbalance; however,

its overall accuracy remains low, and forgetting remains high.

Other regularization-based methods, including LwF, EWC, MAS

and MUC-MAS demonstrate similar patterns. For the remaining

regularization-based methods, such as LWM, SI, GPM, OWM

and RWalk changes in the task sequence impact their task-wise

accuracy. Despite this, their overall accuracy remains low.

In conclusion, striking a balance between stability and

plasticity poses a significant challenge, especially for regularization-

based algorithms. However, generative-based and expansion-

based methods show promise in enhancing classification accuracy

for tasks in the context of continual learning. Furthermore,

generative-based methods are well-suited for scenarios where data

is imbalanced across tasks. These approaches hold the potential

for addressing the complexities of retaining previously learned

knowledge while accommodating new information.

7. Discussion

In the field of medical imaging, deep learning models have been

widely used for classification tasks across various medical imaging

modalities. These models have been incorporated into real-world

practice for decision-making in diagnosis and treatment, as

evidenced by recent examples such as referable diabetic retinopathy

screening in ophthalmology using color fundus photography (38).

While deep learning models have provided a balance between

healthcare burden and disease management, emerging imaging

devices and new disease pathologies require further improvement

of existing models. Continual learning has the potential to mitigate

catastrophic forgetting and enable continual model updates,
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TABLE 2 Task wise accuracy of Model 3 for the three datasets.

Category Method OCT PathMNIST CIFAR10

Task 1 Task 2 Task 3 Task 1 Task 2 Task 3 Task 1 Task 2 Task 3

Baseline Finetune 0.0 0.0 100 0.0 0.0 86.67 0.0 2.53 94.09

Joint 99.47 97.47 75.33 95.99 85.93 85.92 86.03 86.47 91.55

Regularization LwF 0.53 39.33 94.53 0.63 15.09 59.83 0.14 21.76 76.79

LwM 63.13 0.93 61.20 28.97 26.69 13.38 36.65 26.81 73.51

EWC 0.01 0.13 94.47 1.01 5.20 81.27 0.01 0.01 97.57

SI 63.33 14.53 52.93 49.36 24.84 22.99 29.85 0.42 55.26

MAS 0.13 10.37 84.68 2.04 6.07 81.78 3.35 18.05 87.16

MUC-

MAS

9.28 20.99 87.69 18.81 4.14 77.51 5.58 18.69 77.26

GPM 90.66 1.73 31.07 79.77 2.23 36.53 58.1 4.0 47.30

OWM 14.40 13.60 88.80 77.72 73.18 6.35 32.35 49.61 62.94

RWalk 0.0 0.0 100 0.22 0.06 80.88 0.81 6.33 97.86

Expansion EFT 61.47 38.40 29.73 59.60 73.63 67.24 41.10 60.74 80.10

Generative GR 2.57 16.81 88.11 0.26 1.82 63.77 2.74 7.53 84.22

BIR 10.53 78.40 97.07 17.33 3.38 84.82 30.18 68.13 95.71

making it a promising solution for medical image classification

models. In our study, we focused on comparing exemplar-free

continual learning methods for medical image classification. We

observed that regularization-based methods generally struggled in

addressing catastrophic forgetting, while expansion-based methods

and generative replay-based methods showed potential in retaining

knowledge of earlier tasks. Although the AI field frequently reports

on objective metrics like forgetting, it lacks clinical reliability

and applicability. This is primarily due to its limited inter-

model variability and weak correlation with model performance as

demonstrated. Additionally, as the concept of continual learning

is still in its early stages within the medical field, determining

the average accuracy threshold for clinical deployment remains an

unexplored area that necessitates careful consideration of balancing

healthcare privacy concerns.

Our results show a considerable gap between best-performing

continual learning algorithms with traditional joint training model

which involves storing previous data and retraining themodel from

scratch. However, this conventional joint training model would not

exist in the real world due to its storage for retraining strongly

violating healthcare patient privacy. Despite challenges for current

continual learning-based methods to achieve optimal classification

performance, continual learning based deep learning model would

likely be the next paradigm for medical image classification models

with the aforementioned advantages. Another interesting topic is

the balance between loss in the deep learning model’s performance

and breakage in individual patient privacy. As the next paradigm

for deep learning in medical imaging, continual learning could

potentially offer cross-institutional training for expanding model

generalizability, learning about new diseases, and even enhancing

limited data on rare diseases. Federated Learning (FL) (39) offers

an alternative to deep learning when dealing with imbalanced

healthcare data and healthcare privacy issues, relying on distributed

localized model training and subsequent updating centralized

models without exchanging raw input data. This approach has

shown practical applicability in real-world scenarios, particularly

in multi-center collaborations focused on COVID-19 detection

during the recent pandemic (40) during the last pandemic. While

continual learning may appear similar to FL, its distinct strength

lies in the fact that knowledge is “memorized” within the model

parameters, eliminating the need for complex adjunct security

measures like differential privacy or blockchain integration in FL.

Moreover, in FL, all the training data is assumed to be available

simultaneously, albeit on different local clients. On the other

hand, continual learning deals with the temporal factor, where

training data arrives with time, and older training data may become

unavailable due to privacy concerns.

As for continual learning techniques, although many original

continual learning approaches achieve their best performance

in task incremental scenarios, class incremental scenarios are

more realistic in healthcare settings and continual learning

deployment in medical image classification due to intrinsic input

data complexity and uncertainty to task information. However,

not all existing continual learning algorithms perform well in the

class incremental learning scenario, due to their unique design

and inconsistent performance in different seeds. Additionally,

certain algorithms demonstrated robustness in handling data

imbalance across tasks. The strength of our research lies in being

the first comparative study that extensively analyzed all existing

privacy-preserving continual learning algorithms on two medical

imaging modalities. Such significant datasets were selected based

on their application in diseases with high prevalence, morbidity and

mortality. However, we acknowledge the limitation of not including

many other forms ofmedical imaging. In future work, it is pertinent
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FIGURE 3

Task wise accuracy of OCT dataset on the three models. (A) Task 1

accuracy. (B) Task 2 accuracy. (C) Task 3 accuracy.

to explore the influence of different input data types, for example,

chest X-ray, color fundus photography, computed tomography,

and magnetic resonance imaging.

FIGURE 4

Task wise accuracy of PathMNIST dataset on the three models. (A)

Task 1 accuracy. (B) Task 2 accuracy. (C) Task 3 accuracy.

8. Related work

With a growing interest in have been many approaches

proposed in the literature. This has been followed by several surveys
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FIGURE 5

Task wise accuracy of CIFAR10 dataset on the three models. (A) Task

1 accuracy. (B) Task 2 accuracy. (C) Task 3 accuracy.

and empirical papers that aim to provide an overview of the

field and evaluate the performance of these methods. To enable a

structured comparison between continual learning methods, Van

de Ven and Tolias (6) described the three scenarios of learning.

Parisi et al. (41) discussed continual learning from the perspective

of biological lifelong learning such as structural plasticity, memory

replay, curriculum and transfer learning etc. Delange et al. (42)

offered a comprehensive experimental comparison of 11 different

continual learning methods, however, they focused on easier

task incremental setting and assume that the task identifier

is known at the time of inference. In their interesting work

Farquhar and Gal (43) examined standard evaluation practices

and observed that based on the selection of experimental design,

some continual learning approaches look better than they are.

Qu et al. (44) grouped continual learning methods by their

representative techniques, including regularization, knowledge

distillation, memory, generative replay, parameter isolation etc.

The study conducted by Hayes et al. (45) presents a thorough

comparison between replay in the mammalian brain and replay in

artificial neural networks and identified the gaps between replay in

these two fields. Most of the empirical surveys (46–48) cover all

three scenarios of continual learning and select only a handful of

approaches suitable for each scenario for comparing performances.

Hence, these works do not deep dive into a more focused use

case of exemplar-free class-incremental setting which is particularly

relevant to the medical domain. Furthermore, they do not compare

these state-of-the-art algorithms on medical datasets. Research

conducted by Derakhshani et al. (49) is closest to our work, where

the authors have established a benchmark for classifying diseases

using the MedMNIST dataset. However, they have considered a

limited selection of five continual learning methods across all

three scenarios of continual learning. As exemplar-free methods,

they chose EWC (8), MAS (11), and LwF (19), while iCarL

(50) and EEIL (51) were selected as exemplar-based methods.

They reported iCarL achieving the highest performance on the

PathMNIST dataset with an accuracy of 58.46%. In contrast,

EFT (29), an expansion-based exemplar-free method, performed

the best (66.82%) on the PathMNIST dataset based on the

current study.

9. Conclusion

Three major continual learning methods namely

regularization-based, expansion-based, and generative replay-

based methods, and relevant algorithms were explained and

summarized in this research. Furthermore, twelve state-of-the-art

privacy-preserving continual learning algorithms were investigated

for medical imaging classification using deep learning models. BIR

algorithm achieved the best average accuracy on OCT for retinal

disease classification among all continual learning algorithms,

and EFT is the best-performing algorithm on PathMNIST for

colorectal cancer histology classification. It was suggested both

expansion-based and generative replay-based methods, specifically

EFT and BIR, show the greatest potential in continual learning

for medical applications. Given the frequent model updates

and the need for the integration of new medical knowledge,

continual learning has become an increasingly important topic

in healthcare model deployment. Nevertheless, the trade-off

between performance loss and patient privacy remains a crucial

consideration. Continual learning offers a promising avenue for
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improving model performance while preserving patient privacy,

and could potentially be the next paradigm for next-generation

deep learning-based medical image classification.
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Introduction: Diabetic macular edema (DME) is a major cause of vision 
impairment in the patients with diabetes. Optical Coherence Tomography (OCT) 
is an important ophthalmic imaging method, which can enable early detection 
of DME. However, it is difficult to achieve high-efficiency and high-precision 
extraction of DME in OCT images because the sources of OCT images are diverse 
and the quality of OCT images is not stable. Thus, it is still required to design a 
model to improve the accuracy of DME extraction in OCT images.

Methods: A lightweight model (DME-DeepLabV3+) was proposed for DME 
extraction using a DeepLabV3+ architecture. In this model, MobileNetV2 model 
was used as the backbone for extracting low-level features of DME. The improved 
ASPP with sawtooth wave-like dilation rate was used for extracting high-level 
features of DME. Then, the decoder was used to fuse and refine low-level and 
high-level features of DME. Finally, 1711 OCT images were collected from the 
Kermany dataset and the Affiliated Eye Hospital. 1369, 171, and 171 OCT images 
were randomly selected for training, validation, and testing, respectively.

Conclusion: In ablation experiment, the proposed DME-DeepLabV3+ model 
was compared against DeepLabV3+ model with different setting to evaluate 
the effects of MobileNetV2 and improved ASPP on DME extraction. DME-
DeepLabV3+ had better extraction performance, especially in small-scale 
macular edema regions. The extraction results of DME-DeepLabV3+ were close 
to ground truth. In comparative experiment, the proposed DME-DeepLabV3+ 
model was compared against other models, including FCN, UNet, PSPNet, 
ICNet, and DANet, to evaluate DME extraction performance. DME-DeepLabV3+ 
model had better DME extraction performance than other models as shown 
by greater pixel accuracy (PA), mean pixel accuracy (MPA), precision (Pre), 
recall (Re), F1-score (F1), and mean Intersection over Union (MIoU), which were 
98.71%, 95.23%, 91.19%, 91.12%, 91.15%, and 91.18%, respectively.

Discussion: DME-DeepLabV3+ model is suitable for DME extraction in OCT 
images and can assist the ophthalmologists in the management of ocular diseases.
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diabetic macular edema, optical coherence tomography, deep learning, DeepLabV3+, 
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1. Introduction

Diabetic macular edema (DME) is the major cause of vision loss 
in the patients with diabetic retinopathy. Increasing prevalence of 
DME is tightly correlated with the global epidemic of diabetes mellitus 
(1, 2). DME is usually caused by the rupture of retinal barrier and 
increased permeability of retinal vessels, which is characterized by the 
leakage of fluid and other plasma components. The effusion can 
accumulate in the macula, resulting in edema (3, 4). In the clinical 
work, the presence and severity of retinopathy are required to 
be determined according to the size of edema area.

Optical Coherence Tomography (OCT) is a non-contact, 
non-invasive, and highly sensitive ophthalmic imaging method, which 
can enable early detection of diabetic macular edema by observing the 
transverse section of macular degeneration (5). Normal OCT image is 
shown in Figure  1A and OCT image with DME is shown in 
Figure 1B. DMEs accumulated in typical relative positions within the 
main retinal layers. Based on OCT patterns of DME, DME can 
be  classified into three different patterns, including diffuse retinal 
thickening (DRT), cystoid macular edema (CME), and serous retinal 
detachment (SRD). CME normally starts to manifest symptoms in the 
inner retina, while SRD and DRT typically appear in the outer retina. In 
the severe advanced stages of DR, CMEs can also proliferate from the 
inner to the outer retina and merge with DRT (6). Thus, rapid and 
accurate detection of all types of edemas is of great significance for 
evaluating the progression of diabetic retinopathy. In the clinical work, 
DME is usually segmented by the well-trained experts (7). However, 
manual extraction of DME edemas is time-consuming and labor-
intensive. Moreover, there is inevitable variability in the extraction results 
by different experts. With increased prevalence of diabetes, an increasing 
number of patients require disease management based on OCT images 
in the clinical practices. Thus, it is highly required to design an automatic 
method for rapid and accurate detection of DME in OCT images.

Image extraction is processed and analyzed according to the 
features, including image color, spatial structure, and texture 
information (8). Image extraction models can divide an image into 
several specific regions, such as threshold-based extraction model (9, 
10), region-based extraction model (11, 12), and edge detection-based 
extraction model (13). With the development of deep learning, several 
models have been developed to extract DME, such as fully 
convolutional network (FCN), U-Net, and PSPNet. Based on these 
deep learning models, several scholars have also developed the 

improved models for DME extraction. Table 1 showed the strengths 
and weaknesses of different models for DME extraction.

The sources of OCT images are diverse and the quality of OCT 
images is not always stable. Moreover, the size and distribution of 
DMEs are not uniform and the borders of DMEs are blurred. Thus, it 
is still required to design a novel model to improve the accuracy of 
DME extraction in OCT images. In this study, we  proposed a 
lightweight automatic model (DME-DeepLabV3+) based on the 
DeepLabV3+ architecture. The major contributions of the proposed 
DME-DeepLabV3+ are shown below:

 • Taking MobileNetV2 as the backbone, the ability of 
DME-DeepLabV3+ is improved in extracting the low-level 
features of DME.

 • Improving ASPP by the sawtooth wave-like dilation rate, 
DME-DeepLabV3+ avoids grid effects, learns more local 
information, and extracts high-level features of DME better.

 • Based on the decoder, DME-DeepLabV3+ fuses the low-level 
and high-level features of DME, and refines the results of 
DME extraction.

2. Materials and methods

The flowchart of the proposed model, DME-DeepLabV3+, was 
shown in Figure 2.

Low-level features of DME extraction by MobileNetV2; High-
level features of DME extraction by the improved ASPP; Fusion and 
refinement of low-level and high-level features of DME by the decoder.

2.1. Low-level features of DME extraction 
by MobileNetV2

DeepLabV3+ is a deep learning model for image extraction with 
deep convolutional nets, which takes Xception as the backbone 
network (21). Xception uses numerous parameters, complicated 
operations, and high computer performance requirements (22), which 
leads to several challenges for DME extraction, such as fault-extraction 
and over-extraction problems. MobileNetV2 is a lightweight network, 
which shows a great advantage to solve the fault-extraction and 

FIGURE 1

Optical coherence tomography images in diabetic patients and healthy controls. (A) Normal OCT image; (B) OCT image with DME.
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over-extraction problems (23). In DME-DeepLabV3+ model, we used 
MobileNetV2 as the backbone to simplify model structure, which 
could improve the extraction efficiency and reduce the problems of 
fault-extraction and over-extraction.

MobileNetV2 used depthwise separable convolution to reduce the 
number of parameters and complex operations. Depthwise separable 
convolution consisted of DepthWise (DW) and PointWise (PW), 
whereas DW performed convolution operations on each channel of 
the input layer and PW fused the features and obtained the feature 
information with stronger expressive ability. MobileNetV2 used 
Inverted Residual to improve the memory efficiency.

In Inverted Residual, the dimension of DME features was 
increased by 1 × 1 convolution. Next, DME features were extracted by 
3 × 3 DW convolution, and the dimension of DME features was 
reduced by 1 × 1 convolution (Figure 3). When the stride was 1, DME 
output features were consistent with the input features and shortcuts 
were used to add the elements of DME input and output. When the 
stride was 2, no shortcut was required. At the same time, a linear 
bottleneck neural network was used in the last 1 × 1 convolutional 
layer of Inverted Residual, which could reduce the loss of 
low-dimensional feature of DME information.

Compared with DeepLabV3+ with Xception as the backbone 
network, DME-DeepLabV3+ with MobileNetV2 as the backbone 
network not only improved the accuracy but also improved the 
efficiency in DME extraction.

2.2. High-level features of DME extraction 
by the improved ASPP

ASPP consists of atrous convolution with different dilation rates, 
which strikes the best trade-off between multi-scale feature extraction 
and context assimilation, especially for small objects (24). DME has 
multi-scale features, especially with several small areas of edema. ASPP 
was then used to extract high-level features of DME. However, the 
dilation rate in ASPP had a grid effect, which not only lost the semantic 
information but also ignored the consistency of local information in 
edema regions (25). Here, we replaced the original dilation rate with 
the sawtooth wave-like dilation rate to improve ASPP for extracting the 

high-level features of DME. A sawtooth wave-like dilation rate was 
formed by the repeated combination of two sets of the same “rising 
edge” type dilation rate.

Figures  4, 5 show the illustration of the atrous convolution 
principle of DeepLabV3+ and DME-DeepLabV3+, respectively. 
Figures 4A,B show RF (receptive field) and the number of calculation 
times of DeepLabV3+. Figures 5A,B show RF and the number of 
calculation times of DME-DeepLabV3+. The results show that there 
was about 73% of information loss due to the grid effect in 
DeepLabV3+ model. In DME-DeepLabV3+ model, each pixel was 
effectively used and involved in further computations. Compared with 
DeepLabV3+ model, increased dilation rate in DME-DeepLabV3+ 
model can avoid the grid effects and learn more local information.

2.3. Fusion and refinement of low-level and 
high-level features by the decoder

Low-level and high-level features of DME were extracted by 
MobileNetV2 and the improved ASPP, respectively. All features of DME 
were fused and refined by the decoder. The decoder is mainly composed 
of ordinary convolution and fusion layers. It fuses the features extracted 
from the encoder, uses the up-sampling to restore the feature dimension, 
and outputs the prediction results of the same size with less information 
loss as possible (26). In the decoder, low-level features with fewer 
channels were obtained by 1 × 1 convolution. Bilinear up-sampling of 
high-level features were conducted by a factor of 4. The concatenation 
features were obtained by concatenating the low-level features and high-
level features and a feature concatenation was refined by a few 3 × 3 
convolutions. Finally, the results of DME extraction were output 
following another bilinear up-sampling by a factor of 4.

2.4. Ethical statement

The design and conduct of this study adhere to the intent and 
principles of the Declaration of Helsinki. The protocols were also reviewed 
and approved by the ethical committee of Eye Hospital (Nanjing medical 
university). Informed consents were obtained from all participants.

TABLE 1 Strengths and weaknesses of different models for DME extraction.

Models Strengths Weaknesses

FCN (14)
End-to-end pixel-level classification without inputting size 

constraints
Ignore target boundary details and lack spatial consistency

U-Net (15) Good extraction performance on small objects
Down-sampling operators cause spatial information loss during 

encoding

PSPNet (16)
Aggregate contextual information from different regions and 

improve the ability of obtaining global information

No effective fusion of shallow features and missing target 

boundary details

FCN + Sobel operator + Dijkstra 

algorithm (17)
Achieve better results in DICE index

Divide OCT extraction tasks into two stages, coarse and fine 

extraction, which makes OCT extraction cumbersome
FCN + multiphase level set (18)

Avoid overlapping phenomenon of boundary and reduce the 

need for large training datasets

U-Net + Bayesian deep learning (19)
Improve the accuracy of OCT image extraction with better 

versatility and interpretability
Poor extraction performance for small-area objects

PSPNet + dual attention mechanism 

(20)
Aggregate context information of different regions

Insensitive to the information of fluid accumulation regions in 

DME
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FIGURE 2

Flowchart of DME extraction by DME-DeepLabV3+ model.

FIGURE 3

Structure of Inverted Residual. (A) Stride  =  1; (B) Stride  =  2.
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2.5. Datasets

The datasets contained 1711 OCT images, including 416 images 
(512 × 512 pixels) selected from the Kermany dataset (27) and 1,295 OCT 
datasets (938 × 420 pixels) collected from the Affiliated Eye Hospital, 
Nanjing Medical University. All patients were required to undergo OCT 
scanning by a spectral domain OCT (RTVue, Optovue Inc., United States). 
These OCT images were centered on the macula with an axial resolution 
of 10 μm and a 24-bit depth and were acquired in 2 s, covering 4 × 4 mm 
area. Inclusion criteria were as follows: the presence of macular edema in 
at least one eye and clear optical media allowing OCT imaging with good 
quality. Subsets of 1,369, 171, and 171 OCT images were randomly 
selected for training, validation, and testing, respectively. Each OCT 
image was individually labeled by three experienced clinicians who had 
more than 10-year clinical working experience. The annotation results 
were binarized by MATLAB software, where the background was labeled 
as 0 and the DME labeled as 1. Due to the limited human energy, some 

artificial deviations were inevitable. For these images, a senior expert was 
consulted and thorough rounds of discussion and adjudication were 
conducted to ensure the accuracy of the labeling. The original OCT 
images and ground truth are shown in Figure 6.

3. Implementation

The hardware configurations used for this study are shown below: 
Windows 10, NVIDIA GeForce RTX 3060. The software environment 
is the deep-learning framework PyTorch 1.10.0, CUDA 11.3, and the 
programming language Python 3.9.

4. Evaluation metrics

Seven metrics were calculated to estimate the extraction 
performance of DME-DeepLabV3+, including pixel accuracy (PA), 

FIGURE 4

Illustration of atrous convolution principle of DeepLabV3 + with  dilation rate = [1, 6, 12, 18] and RF  =  75  ×  75. (A) Effective pixels in RF, which were 
marked in blue; (B) The number of calculation times of each pixel.

FIGURE 5

Illustration of atrous convolution principle of DME-DeepLabV3+ with dilation rate = [1, 3, 9, 1, 3, 9] and RF  =  53  ×  53. (A) Effective pixels in RF, which 
were marked in blue; (B) The number of calculation times of each pixel.
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mean pixel accuracy (MPA), precision (Pre), recall (Re), F1-score 
(F1), mean intersection over union (MIoU), and frames per 
second (FPS).
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TP, FP, and FN denote the true positive region, false positive 
region, and false negative region, respectively. pii  is the number 

of edema area pixels which was correctly classified as edema 
areas; pij  is the number of background area pixels which are 
misclassified as edema areas; p ji  is the number of edema area 
pixels which are incorrectly classified as the background; k is the 
labeling results of different classes, where k = 0 expressed as 
background class and k = 1 as DME class; frameNum  is the 
number of OCT images that are input to the model when 
performing inference; elapsedTime is the time consumed by the 
model when performing inference. PA is the overall pixel 
accuracy. MPA is the average pixel accuracy of DME and 
background. Pre and Re are the proportion of real DME regions 
in the samples predicted as DME and the proportion of correct 
predictions in all DME, respectively. F1-score (F1) is a balanced 
metric and determined by precision and recall. MIoU is a metric 
to measure the similarity of ground truth and prediction. FPS is 
the number of OCT images inferred per second.

5. Results

To evaluate the performance of DME extraction of 
DME-DeepLabV3+ model, two comparative experiments were 
performed. In experiment 1, DME extraction performance of 
DME-DeepLabV3+ model was evaluated by comparing against 
DeepLabV3+ model under different settings. In experiment 2, DME 
extraction performance of DME-DeepLabV3+ model was evaluated 
by comparing against other end-to-end models, including FCN, UNet, 
PSPNet, ICNet, and DANet.

5.1. Experiment 1 (ablation experiment)

To evaluate the effects of MobileNetV2 and the improved ASPP 
on DME extraction performance, the proposed DME-DeepLabV3+ 
model was compared against DeepLabV3+ model with different 
settings, including DeepLabV3+, DeepLabV3+ with MobileNetV2 
(MobileNetV2-DeepLabV3+), DeepLabV3+ with the improved ASPP 

FIGURE 6

Original OCT images and DME labeling by three experienced clinicians.
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(Improved ASPP-DeepLabV3+). Figure 7 showed the DME extraction 
results by DeepLabV3+ model with different settings, where red, blue, 
and white DME regions represented true positive (TP) regions, false 
positive (FP) regions and false negative (FN) regions, respectively. 
DeepLabV3+ model led to some missed and false extraction of 
DME. MobileNetV2-DeepLabV3+ and improved ASPP-DeepLabV3+ 
reduced the missed and false extraction of DME. However, the missed 
extraction still existed in small edematous regions as shown in OCT2. 
DME-DeepLabV3+ had better extraction performance, especially in 
small-scale macular edema regions. The extraction results of 
DME-DeepLabV3+ were close to the ground truth.

Table  2 showed the results of evaluation metrics for 
DeepLabV3+ under different settings. Compared with DeepLabV3+ 

model, the MobileNetV2-DeepLabV3+ enhanced the scores of PA, 
MPA, Pre, Re, F1, MIoU, and FPS of DME extraction results, which 
were 98.69(0.28↑), 94.95(1.50↑), 91.02(0.57↑), 91.09(3.31↑), 
91.06(1.97↑), 91.05(1.78↑), and 9.24(3.40↑), respectively. FPS 
increased by about 58%. The improved ASPP-DeepLabV3+ 
enhanced the scores of PA, MPA, Re, F1, and MIoU of DME 
extraction results, which were 98.47(0.06↑), 93.90(0.45↑), 
88.49(0.71↑), 89.45(0.36↑), and 89.61(0.34↑), respectively. 
DME-DeepLabV3+ enhanced the scores of PA, MPA, Pre, Re, F1, 
and MIoU of DME extraction results, which were 98.71(0.30↑), 
95.23(1.78↑), 91.19(0.74↑), 91.12(3.34↑), 91.15(2.06↑), and 
91.18(1.91↑), respectively. FPS was 9.03, which was lower than that 
of MobileNetV2-DeepLabV3+ (0.21↓).

FIGURE 7

DME extraction results by DeepLabV3+ model with different settings Red, blue, and white DME regions represented TP regions, FP regions and FN 
regions.

TABLE 2 Evaluation metrics of DME extraction by DeepLabV3+ model with different settings.

Models Evaluation metrics

PA(%) MPA(%) Pre(%) Re(%) F1(%) MIoU(%) FPS(it/s)

DeepLabV3+ 98.41 ± 0.07 93.45 ± 0.36 90.45 ± 0.85 87.78 ± 0.62 89.09 ± 0.16 89.27 ± 0.20 5.84 ± 0.87

MobileNetV2-

DeepLabV3+
98.69 ± 0.01 94.95 ± 0.14 91.02 ± 0.58 91.09 ± 0.43 91.06 ± 0.08 91.05 ± 0.05 9.24 ± 0.33

Improved ASPP-

DeepLabV3+
98.47 ± 0.03 93.90 ± 0.40 90.43 ± 0.30 88.49 ± 0.68 89.45 ± 0.42 89.61 ± 0.25 5.59 ± 0.13

DME-DeepLabV3+ 98.71 ± 0.02 95.23 ± 0.26 91.19 ± 0.44 91.12 ± 0.48 91.15 ± 0.02 91.18 ± 0.09 9.03 ± 0.43
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5.2. Experiment 2 (comparative 
experiment)

We evaluate DME extraction performance of 
DME-DeepLabV3+ model by comparing against other models, 
including FCN, UNet, PSPNet, ICNet, and DANet. Figure  8 
showed DME extraction results by different models, where red, 
blue, and white DME regions represented true positive (TP) 
regions, false positive (FP) regions, and false negative (FN) 
regions, respectively. As shown in Figure  8, DME extraction 
results of DME-DeepLabV3+ were close to the ground truth. A 

part of the background was extracted falsely by FCN, U-Net, or 
DANet models. Compared with FCN and U-Net, PSPNet and 
ICNet reduced the fault-extraction, but the small-scale macular 
edema was over-extracted. Table  3 showed the parameter 
configurations of different models and Table 4 showed the results 
of DME evaluation metrics. Compared with FCN, U-Net, PSPNet, 
and DANet models, DME-DeepLabV3+ achieved higher scores 
of PA, MPA, and FPS. As for Pre, Re, F1, and MIoU, 
DME-DeepLabV3+ substantially exceeded other models. 
Compared with ICNet, DME-DeepLabV3+ achieved a better 
trade-off in the accuracy and efficiency for DME extraction.

FIGURE 8

DME extraction results by different models Red, blue, and white DME regions represented TP regions, FP regions and FN regions.
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6. Conclusion and discussion

With the increased incidence of diabetes, DME has become a 
major cause of visual impairment in diabetic patients (28). DME 
occurs as a result of the disruption of blood-retinal barrier and 
consequent increase in vascular permeability (29). OCT allows 
longitudinal, functional, and microstructural analysis of human 
macula (30). However, manual labeling DME is time-consuming 
and labor-intensive (31). Automatic extraction of DME based on 
machine learning can help physicians assess disease severity, 
determine treatment options, and improve life quality of patients 
(32). Thus, it is urgent to develop an efficient model for DME 
detection. In this study, we proposed a lightweight model based 
on DeepLabV3+, termed DME-DeepLabV3+, to extract DME in 
OCT images. MobileNetV2 architecture was used as the backbone 
to extract the low-level features of DME and reduce the model 
complexity to enhance DME detection accuracy. With the help of 
improved ASPP structure, DME-DeepLabV3+ avoided the grid 
effects and learned more local information. Finally, the decoder 
was used to fuse the low-level and high-level features of DME and 
refined the results of DME extraction.

OCT image modality has been widely used for detecting 
DME due to its non-invasive and high-resolution features. 
Considering the clinical characteristics that are present in OCT 
images such as thickness, reflectivity or intraretinal fluid 
accumulation, DMEs have been categorized into three different 
types: SRD, DRT, and CME. Traditional DME detection is based 
on the low-level hand-crafted features, which require significant 
domain knowledge and are sensitive to the variations of lesions. 
Given great variability of morphology, shape, and relative ME 
position, it is difficult to detect all three ME types simultaneously. 

Our proposed model can achieve automatic and simultaneous 
detection of all three types of ME (SRD, DRT, and CME) in the 
ophthalmological field. However, the accuracy of DRT detection 
is still not good as SRD or CME detection. DRT is characterized 
by a sponge-like retinal swelling of the macula with reduced 
intraretinal reflectivity. In addition, DRT is characterized by 
uniform thickening of inner retinal layers but without 
macroscopic optical empty spaces. Thus, further improvement of 
our proposed model is still required for enhancing the accuracy 
of the automatic detection of DRT edemas.

In clinical practice, layer segmentation and fluid area 
segmentation can provide qualitative information and 
visualization of retinal structure, which is important for DME 
assessment and monitoring. Although commercial OCT devices 
with on-board proprietary segmentation software are available, 
the definition of retinal boundaries varies between the 
manufacturers, making the quantitative retinal thickness 
difficult. In addition, proprietary software is difficult to be used 
for image analysis from other OCT devices, which poses a great 
challenge for effective diagnosis of DME (33). Although 
automated methods for layer segmentation have been proposed, 
most of them usually ignore the priority of mutually exclusive 
relationships between different layers, which can also affect the 
accuracy of DME assessment (34). In future study, we  will 
improve our model to consider both layer segmentation and fluid 
area segmentation for better monitoring the progression of DME 
in retinal diseases.

Both microaneurysm (MA) formation and DME lesions are the 
important signs of DR. Early and accurate detection of DME and 
MAs can reduce the risk of DR. Due to the small size of MA lesions 
and low contrast between MA lesion and retinal background, 
automated MA detection is still challenging. Many imaging 
modalities have been used to detect MAs, including color fundus 
images, optical coherence tomography angiography (OCTA), and 
fluorescein fundus angiography (FFA). However, MAs are situated 
on the capillaries, which are not often visible in color fundus images. 
Although FFA can capture the small changes of retinal vessels, FFA 
is an invasive method compared with other imaging modalities. 
OCTA can provide the detailed visualization of vascular perfusion 
and allow for the examination of retinal vasculature in 3D (35). In 
future study, we would also improve our model by considering the 
segmentation of FFA for better monitoring the progression of DME 
in retinal diseases. We would design modules with better feature 
extraction capabilities, such as embedding attention mechanism to 
the model, strengthening key information, suppressing useless 

TABLE 4 Evaluation metrics of DME extraction by different models.

Models Evaluation metrics

PA(%) MPA(%) Pre(%) Re(%) F1(%) MIoU(%) FPS(it/s)

FCN 98.27 ± 0.11 89.88 ± 1.50 81.76 ± 1.20 79.44 ± 1.40 80.58 ± 0.85 82.66 ± 0.48 4.08 ± 0.20

U-Net 98.61 ± 0.01 90.73 ± 1.05 86.31 ± 0.41 81.15 ± 0.65 83.58 ± 0.15 85.32 ± 0.23 3.43 ± 0.24

PSPNet 98.69 ± 0.04 92.52 ± 0.41 84.61 ± 1.27 85.76 ± 0.90 85.17 ± 0.24 86.41 ± 0.21 7.96 ± 0.48

ICNet 98.07 ± 0.02 90.94 ± 0.20 90.73 ± 0.78 82.57 ± 0.93 86.45 ± 0.29 86.86 ± 0.13 15.86 ± 0.30

DANet 98.06 ± 0.01 92.15 ± 0.16 87.44 ± 0.77 85.68 ± 1.16 86.54 ± 0.21 87.11 ± 0.08 6.12 ± 0.50

DME-DeepLabV3+ 98.71 ± 0.02 95.23 ± 0.26 91.19 ± 0.44 91.12 ± 0.48 91.15 ± 0.02 91.18 ± 0.09 9.03 ± 0.43

TABLE 3 Parameter configurations of different DME extraction models.

Models Backbone Learning 
rate

Total 
epochs

Batch 
size

FCN ResNet50 0.01 200 1

U-Net VGG16 0.01 200 2

PSPNet ResNet50 0.01 200 2

ICNet ResNet50 0.01 200 2

DANet ResNet101 0.0001 200 2

DME-

DeepLabV3+
MobileNetV2 0.01 200 2
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information, and better capturing contextual information, to 
improve the generalization of the model for the diagnosis of 
retinal diseases.
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Introduction: Limbal Stem Cell Deficiency (LSCD) is a blinding corneal disease 
characterized by the loss of function or deficiency in adult stem cells located at the 
junction between the cornea and the sclera (i.e., the limbus), namely the limbal stem 
cells (LSCs). Recent advances in in vivo imaging technology have improved disease 
diagnosis and staging to quantify several biomarkers of in vivo LSC function including 
epithelial thickness measured by anterior segment optical coherence tomography, and 
basal epithelial cell density and subbasal nerve plexus by in vivo confocal microscopy. 
A decrease in central corneal sub-basal nerve density and nerve fiber and branching 
number has been shown to correlate with the severity of the disease in parallel with 
increased nerve tortuosity. Yet, image acquisition and manual quantification require 
a high level of expertise and are time-consuming. Manual quantification presents 
inevitable interobserver variability.

Methods: The current study employs a novel deep learning approach to classify 
neuron morphology in various LSCD stages and healthy controls, by integrating 
images created through latent diffusion augmentation. The proposed model, a 
residual U-Net, is based in part on the InceptionResNetV2 transfer learning model.

Results: Deep learning was able to determine fiber number, branching, and fiber 
length with high accuracy (R2 of 0.63, 0.63, and 0.80, respectively). The model 
trained on images generated through latent diffusion on average outperformed 
the same model when trained on solely original images. The model was also able 
to detect LSCD with an AUC of 0.867, which showed slightly higher performance 
compared to classification using manually assessed metrics.

Discussion: The results suggest that utilizing latent diffusion to supplement 
training data may be effective in bolstering model performance. The results of 
the model emphasize the ability as well as the shortcomings of this novel deep 
learning approach to predict various nerve morphology metrics as well as LSCD 
disease severity.
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deep learning, ophthalmology, machine learning, limbal stem cell deficiency, in vivo 
confocal microscopy
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Introduction

Limbal stem cells (LSCs) are adult stem cells located at the 
junction between the cornea and the sclera which are responsible for 
continuous corneal epithelial renewal (1). Limbal stem cell deficiency 
(LSCD) is a potentially blinding corneal disease caused by a loss of 
function functional LSCs (2). This condition presents with debilitating 
symptoms including photophobia, burning, irritation, and loss of 
vision potentially leading to blindness. Without LSCs, conjunctival 
epithelial cells invade the corneal surface leading to decreased vision 
as a result of conjunctivalization of the cornea (3). Recent guidelines 
have clarified the disease definition, diagnosis, staging, and 
management of LSCD (2, 4).

As clinical presentation does not always correlate with the level of 
LSCD or in vivo LSC function (5, 6), it is recommended to perform 
additional diagnostic tests including in vivo imaging such as anterior 
segment optical coherence tomography (AS-OCT) and in vivo laser 
scanning confocal microscopy (ICVM) to evaluate in vivo biomarkers 
of the disease (2, 7). A composite score correlating with disease 
severity can then be generated by combining these biomarkers (7). 
One of the biomarkers is the central corneal sub-basal nerve density 
(SND) (8, 9). A decrease in SND correlates with the severity of 
LSCD. Other nerve parameters correlating with the severity of LSCD 
include central corneal sub-basal nerve branching number, fiber 
number, and fiber tortuosity (7, 8). Quantification of these nerve 
parameters requires highly trained personnel to manually annotate 
images, is time-consuming, and is open to interrater variability.

There have been many other attempts at automating the process 
of neuro-morphological classification outside of the cornea. Most of 
the current literature focuses on the segmentation of neuro-images 
and classifying neurons through the use of various deep learning 
algorithms (10, 11). While many approaches use convolutional neural 
networks (CNN), recent benchmarking efforts have revealed that 
linear discriminant analysis (LDA) can serve as a promising 
discriminatory classifier (10). Prior research in other domains of 
ophthalmology has used deep learning models to aid in the diagnosis 
of diabetic neuropathy and fungal keratitis using IVCM images (12–
14). Diagnostic challenges can be  remedied by integrating recent 
advances in computational approaches into the current clinical 
workflow. This approach can increase diagnosis precision and reduce 
time-to-treatment and clinician burden.

To address these challenges, our morphological classifier 
automates the process of diagnosing LSCD using nerve morphology 
features from ICVM images. Total corneal nerve fiber length, corneal 
nerve fiber density, corneal nerve branch density, and tortuosity 
coefficient are among the nerve morphology biomarkers used for 
disease staging clinically (7). These biomarkers have been shown to 
correlate significantly with LSCD as well as other biomarkers such as 
basal cell density (8, 9). Examining these biomarkers will elucidate 
how these quantifiable morphology features relate to LSCD disease 
progression. We  employed deep learning to classify neuron 
morphology. To maximize the effectiveness of these models 
we developed a novel pre-processing pipeline for use prior to training 
and testing. To overcome potential hurdles with the size of our data 
set we employed random sampling with replacement, as well as image 
augmentation and enhancement. Stable diffusion (SD) is a latent 
diffusion model which is generally used as a text-to-image model (15). 
Deep learning requires large datasets and diffusion models present an 

opportunity for more robust data augmentation beyond typical image 
transformations like rotations and flips (16). A number of recent 
studies have explored diffusion models for specific tasks in medical 
imaging, including synthesizing magnetic resonance imaging and 
computed tomography volume scans (17). To date, no other work in 
neuro-morphological classification has incorporated artificially 
generated images into training datasets using SD. The current study is 
the first to demonstrate the use of this approach in subbasal 
nerve analysis.

Materials and methods

Dataset

Appropriate consent was obtained from study subjects in 
accordance to IRB protocol (UCLA IRB #10-001601). The study was 
compliant with HIPAA regulations and adhered to the Declaration 
of Helsinki.

LSCD diagnosis was based on a comprehensive examination 
including history, slit lamp examination, and fluorescein-staining 
pattern, and confirmed in all cases by IVCM and/or AS-OCT and 
impression cytology (2). The control group included patients 
without any ocular or systemic morbidities and a normal ocular 
examination. The stage of LSCD was classified as mild (2–4 points), 
moderate (5–7 points), or severe (8–10 points) based on a clinical 
scoring system previously published (18). IVCM volume scans of 
the central cornea were obtained from 133 patients clinically 
presenting with LSCD and 54 healthy controls. Of the 187 volume 
scans, 62 were Mild (Class I), 55 were Moderate (Class II), and 16 
were Severe (Class III). Figure 1 shows an example case of each 
severity. In total, 641 individual scans were obtained. IVCM scans 
were performed using HRT III (Heidelberg Engineering GmBH, 
Germany) with the Rostock cornea module at the Stein Eye 
Institute, University of California, Los Angeles. A minimum of 
three high-quality Z-scans were acquired in the central cornea from 
the superficial epithelium down to the anterior stroma (40 scans of 
400 μm × 400 μm, one every 2 microns, representing 8-bit grayscale 
384 × 384 pixels). For each eye, up to 4 individual scans from the 
volume were identified by a senior cornea specialist (CB) as 
clinically relevant for nerve morphology identification and 
quantified by two trained readers for disease severity, fiber number, 
fiber length, branch number, and nerve tortuosity. The average of 
the provided labels by the two readers was used as ground truth 
labels for the quantification task.

Image preprocessing

To enhance the visibility of the structures of interest, we applied 
a combination of Top Hat and Black Hat transformations. The Top 
Hat transform is designed to find bright objects on a dark 
background, while the Black Hat transform does the opposite. By 
subtracting the Black Hat transform from the Top Hat transform and 
adding it back to the original image, we obtain an enhanced image 
that highlights the neurons in each image. The resulting transformed 
image provides improved contrast for quantification of biomarkers 
(Figure 2).
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Stable diffusion

Training set images were passed through Stable diffusion (SD), a 
model used to create additional artificial images by extending patterns. 
The model’s architecture, comprising a latent diffusion model (LDM) 

developed by the CompVis Group at Ludwig Maximilian University 
of Munich, consisted of two main components: (1) a variational 
autoencoder (VAE), a machine learning model that can infer and 
create new data relationships within images, and (2) a U-Net, a CNN 
designed for biomedical image segmentation by analyzing the image 

FIGURE 1

Grayscale in vivo confocal microscopy images of central cornea used as data source. Classification (control, mild, moderate, severe) based on 
presence, density, branching, and tortuosity of visible nerves.

FIGURE 2

Example of an original image (left) subject to the Top Hat and Black Hat transformation, resulting in a contrast enhanced image (right) with highlighted 
neurons compared to the original.
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at different scales (15). Each image from our original dataset 
underwent 16 augmentation runs, with varying strengths of Gaussian 
noise infusion ranging from 0.2 to 0.28 (Figure 3). An example of the 
different strength hyper-parameter outputs can be seen in Figure 4.

At each iteration, the latent diffusion model generated new images 
by iteratively denoising random noise, guided by the CLIP text 
encoder pretrained on relevant concepts (19). This process allowed the 
generation of diverse representations of images while maintaining 
their original disease severity. The augmented images created through 
SD were then interlayed with our original training dataset before 
performing normalization, transformation, and finally, model training.

Data Split and normalization

Image arrays and their corresponding metric values were read in 
after the image data was split into training and validation in a 
proportion of 70/30 by patient for model development. Separate lists 
were created to store the image features and the corresponding target 
variables for severity, fiber number, branch, fiber length, and 
tortuosity. These target variables represented the labels and metrics 
used for the subsequent analysis. Before feeding the image data into 
the model, normalization was applied to ensure consistent and 
standardized input. The image features were normalized to the range 
of [0, 1]. This normalization step ensured that all images had consistent 
intensity ranges and facilitated the convergence and stability of the 
model during training. Images were lastly feature scaled to ensure all 
input features have a similar scale or range.

Model architecture and training

Machine learning models are often constructed on an existing 
model architecture, pre-trained on an existing dataset, and applied to 
a domain-specific task. A model architecture consists of a stack of 
layers that take an input image, perform a series of transformations on 
the image, and output a prediction based on the features learned from 
the image. The model architecture designed and tested in this study is 
based on InceptionResNetV2, a model pre-trained on the ImageNet 
dataset (20, 21), which provides a solid foundation for image feature 

extraction (Figure 5). A CNN is a machine learning model that feeds 
images through a series of convolutions to understand features within 
images. The InceptionResNetV2 model is a state-of-the-art CNN with 
residual connections that feed information to later layers of the model 
to aid with model training. To adapt the InceptionResNetV2 for our 
specific task, we appended it with additional layers, creating a Residual 
U-Net (ResUNet) architecture. The model was trained to predict 
multiple nerve morphology metrics and was composed of several key 
elements. First, residual blocks (a sequence of layers that take the 
output of a layer and add it to another layer) are integrated into the 
architecture, featuring skip connections that facilitate gradient flow 
and promote the effective extraction of both low-level and high-level 
features from the input images. These residual connections allow the 
model to bypass certain layers during training, enabling efficient 
network propagation and reducing the vanishing gradient problem, 
which is an issue where learned features are lost during model training.

Encoders and decoders are key components of a machine learning 
model architecture that break down an image to learn features and 
subsequently output these learned features to make a prediction. The 
model contains a decoder architecture which plays a critical role in 
reconstructing feature maps to their original spatial dimensions, 
allowing for image information to be  more easily analyzed. This 
reconstruction is achieved through the incorporation of upsampling 
layers, which facilitate the restoration of high-resolution spatial details 
lost during the downsampling process in the encoder portion of the 
model. The upsampling layers work by replicating existing feature 
values to upscale the feature maps, effectively enlarging them to match 
their original dimensions. The decoder is composed of residual blocks, 
which leverage skip connections (connections that skip layers to 
deliver information to layers further within the architecture) to 
preserve essential feature information while upscaling the feature 
maps. Each residual block consists of two convolutional blocks with 
activation functions and batch normalization, which act as 
information processing layers. The skip connections within the 
residual blocks allow the decoder to directly access the original input 
features, facilitating the propagation of gradients and preventing the 
degradation of feature information during upsampling.

To enable the model to predict multiple metrics, we incorporated 
separate output branches for each target metric, namely severity, fiber 
number, branch characteristics, fiber length, and tortuosity. These 

FIGURE 3

Examples of output possibilities from using stable diffusion on the confocal microscopy dataset. The latent diffusion network can be applied at various 
strengths to generate varying degrees of similarity between output images and the original image.
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output branches consist of convolutional layers with exponential 
linear unit (ELU) activation functions and L2 regularization. 
Activation functions allow predictions by applying a mathematical 
transformation to a model’s predicted output. L2 regularization is 
applied to calibrate the model during training by adjusting loss term 
values. To further optimize model training, we compiled it with the 
Adam optimizer using a learning rate of 0.001. Our choice of mean 
squared error (MSE) loss functions tailored for each output branch 
allowed us to effectively quantify the discrepancy between the 
predicted values and the ground truth. Additionally, we  included 
mean absolute error (MAE) and root mean squared error (RMSE) as 
evaluation metrics to comprehensively assess the model’s performance 
during training and validation.

During model training there is a possibility for a model to overfit, 
where the model cannot generalize to data outside of the training set, 

leading to poor predictions. Augmentations of the images in the 
training set can be performed to help counter a model from overfitting 
to the training set. To enhance the model’s generalizability and prevent 
overfitting, we applied rigorous data augmentation techniques aside 
from and in combination with SD-generated images during training. 
We  augmented the training images with rotations, translations, 
shearing, zooming, and horizontal flipping. Furthermore, 
we  implemented a learning rate scheduler during training to 
dynamically adjust the learning rate, which is a mathematical value 
that determines the rate at which a model learns and processes image 
features, based on the validation loss. The scheduler reduced the 
learning rate by a factor of 0.1 if the validation loss did not improve 
after a certain number of epochs (the number of times that a machine 
learning model is trained), thus facilitating the model’s exploration of 
different areas in the loss landscape and preventing it from getting 

FIGURE 4

Example of an original image (A) and subsequent stable diffusion generated images at 0.23 (B) and 0.28 (C) strengths. Strength dictates the level of 
Gaussian noise infused into the original image.

FIGURE 5

Model Architecture: Multi-task model based on InceptionResNetV2 transfer learning and U-Net architecture. Model is composed of a global average 
pooling layer followed by two fully connected layers. The model has a total of 54,764,136 parameters, of which 427,400 were trainable.
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stuck in local minima. The final model was trained for 10 epochs, 
determined empirically on the training set, and tested on our held-out 
test set.

Evaluation

The model’s performance was evaluated using root mean squared 
error (RMSE) and coefficient of determination (R2) as metrics for 
predicting fiber number, branch, fiber length, and tortuosity 
parameters. RMSE was employed to assess the accuracy of the model 
by quantifying the average difference between predicted values and 
ground truth from the validation dataset. R2 reported the proportion 
of variance in the prediction for each metric that was explained by the 
model. To evaluate the model’s predictive performance for severity, 
Area Under the Receiver Operating Characteristic Curve (AUC) was 
used to measure the ability of the model to distinguish between true 
positives and true negatives, and F1 score was used as a metric of the 
balance between performance and recall.

Results

The results of the predictive models for various metrics related to 
limbal stem cell deficiency are summarized in Table 1.

When training the ResUNet on a combination of SD-augmented 
images and original images, the predictive model exhibited a notable 
performance increase across all morphology metrics aside from 
tortuosity when compared to the model trained solely on original 
images. For fiber number prediction, the model achieved an RMSE of 
4.44 and an R2 of 0.63. Similarly, for branch prediction, the model 
obtained an RMSE of 4.54 with an R2 of 0.63. Most notably, the model 
demonstrated high accuracy in predicting fiber length, with an RMSE 
of 5.56 and a high R2 of 0.80. However, in the case of tortuosity 
prediction, the model’s performance showed room for improvement, 
yielding an RMSE of 11.33 and a relatively low R2 of 0.03. Distribution 
of predictions and ground truth values can be found in Figure 6.

In contrast, when training the model on only original images as 
input, the model’s predictive capabilities were noticeably lower 
compared to the SD-augmented model. The RMSE for fiber number 
was 5.04, and the corresponding R2 was 0.53, indicating a moderate 
level of accuracy. For branch prediction, the model obtained an RMSE 
of 5.13 and an R2 of 0.52. For fiber length estimation, the model 
achieved an RMSE of 6.3 and an R2 of 0.74. Finally, regarding 
tortuosity prediction, the model showed an RMSE of 4.31 and an R2 
of 0.13.

Disease severity was assessed individually in a single metric 
variation of the residual U-net model. This single task version of the 
model was also trained on the SD and non-SD supplemented data sets. 
Disease severity was stratified and assessed as disease vs. no disease 
(control), control/mild vs. moderate/severe, and severe vs. non-severe. 
Performance was compared against a classifier based on the 
morphological features that were assessed manually during routine 
clinical practice. A summary of disease severity statistics can be found 
in Table 2.

In all three scenarios, the ResUnet model with SD outperformed 
classification using manual morphological metrics in terms of F1 
(0.839 vs. 0.805, 0.743 vs. 0.703, and 0.255 vs. 0.222, respectively). The 
accuracy using the ResUnet with SD produced higher accuracy than 
the manual metrics for classifying the controls and severe cases (0.789 
vs. 0.758 and 0.577 vs. 0.531, respectively), and they had the same 
accuracy when classifying between mild and moderate cases (0.778). 
The Area Under the Receiver Operator Characteristic Curve (AUC) 
for the ResUnet with SD was higher in the moderate and severe cases 
(0.810 vs. 0.803 and 0.765 vs. 0.733, respectively), but slightly lower in 
the control classification (0.855 vs. 0.857; Figure 7).

When comparing the classification with and without SD in the 
classifier, the model with SD again had higher accuracy (0.789 vs. 
0.747, 0.778 vs. 0.768, and 0.577 vs. 0.515) and F1 (0.839 vs. 0.797, 
0.743 vs. 0.734, and 0.255 vs. 0.230). The model without SD had higher 
AUC values for the control (0.855 vs. 0.867) and mild classifications 
(0.810 vs. 0.816), while the SD model had the highest AUC when 
classifying the severe cases (0.765 vs. 0.746).

Discussion

This study presents a novel approach to enhancing the 
performance of multi-task nerve morphology prediction by 
incorporating images generated through latent diffusion models as a 
form of training set bolstering. Specifically, SD-generated images 
were introduced as an augmentation technique to complement the 
original dataset in training the residual U-Net architecture. The 
results demonstrate the potential of this approach, as the inclusion of 
SD-generated images led to a notable improvement in the model’s 
nerve morphology prediction performance when compared to the 
same model trained solely on original images. The introduction of 
SD-generated images allowed the residual U-net model we created to 
leverage additional synthetic samples, resulting in enhanced 
generalization and predictive capabilities. It is important however to 
acknowledge the inherent limitations of training machine learning 
models on generated data.

TABLE 1 Multi-task neuro-morphology results: root mean squared error and R-squared values for stable diffusion trained model and model trained on 
solely original images.

Models Fiber 
number 
RMSE

Fiber 
number 

R2

Branch 
RMSE

Branch 
R2

Fiber 
length 
RMSE

Fiber 
length 

R2

Tortuosity 
RMSE

Tortuosity 
R2

Stable 

diffusion + Original 

images 4.44 0.63 4.54 0.63 5.56 0.80 11.33 0.03

Original images only 5.04 0.53 5.13 0.52 6.3 0.74 4.31 0.13

Bold values represent the model with the best performance for each metric.
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Previous work on using nerve features for severity prediction has 
theorized that morphological changes to nerves become more 
pronounced as disease severity increases, which is supported by the 
results shown (22). The high AUC of 0.855 supports the claim that 

nerve morphology can be used as an effective predictor of LSCD 
severity. In a larger pipeline, the disease severity prediction by nerve 
morphology can be supplemented by other predictors such as cell 
morphology and basal cell density. While in the context of this study 

FIGURE 6

Nerve feature prediction performance. From top left to bottom right: fiber number, branch number, fiber length, and tortuosity. For each metric, a 
regression line was fitted to illustrate the direction and magnitude of the correlation between ground truth and predicted values.

TABLE 2 Severity comparisons and corresponding AUC, Precision, Recall, F1, and accuracy values with and without stable diffusion (SD) images and 
using manually assessed metrics only.

AUC Precision Recall F1 Accuracy

Control vs. mild, 

moderate, severe

Manual 0.857 0.980 0.683 0.805 0.758

SD 0.855 0.947 0.754 0.839 0.789

No SD 0.867 0.970 0.676 0.797 0.747

Control, mild vs. 

moderate, severe

Manual 0.803 0.718 0.689 0.703 0.778

SD 0.810 0.838 0.667 0.743 0.778

No SD 0.816 0.653 0.838 0.734 0.768

Control, mild, 

moderate vs. severe

Manual 0.733 0.126 0.929 0.222 0.531

SD 0.765 0.146 1.00 0.255 0.577

No SD 0.746 0.130 1.00 0.230 0.515

Bold values represent the model with the best performance for each metric in each severity classification.
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nerve density was a sufficient predictor, some confocal microscopy 
images contain less pronounced nerve morphology. Thus, the 
predictions shown would likely be most beneficial as part of a larger 
pipeline that examines multiple features of corneal images for disease 
severity prediction.

Overall, the inclusion of SD-augmented images in the ResUnet 
model led to substantial improvements in predicting fiber number, 
branch, and fiber length metrics associated with limbal stem cell 
deficiency. The enhanced predictive accuracy demonstrated the 
model’s capacity to better capture intricate spatial features and 
relationships, resulting in more reliable and robust estimations. The 
models had more difficulty learning tortuosity; this difficulty is 
understandable as the clinical evaluation can be highly variable in 
images with few nerves present (i.e., severe cases). While certain 
challenges remain in predicting tortuosity accurately, the promising 
outcomes highlight the potential of the proposed approach for 
comprehensive and precise assessments of limbal stem cell 
deficiency metrics.

The inclusion of SD training images was less helpful in classifying 
severity than individual morphological features. While the SD model 
had consistently higher accuracy and F1, the differences were 
relatively small and largely resulted from a different classification 
threshold as demonstrated by the similar ROC curves (Figure 7). The 
highest difference between the two was in classifying severe cases, 
which had the fewest training examples, which could indicate that SD 
helped overcome this lack of data. The overall similarity in predictions 
could be  a result of the classification using nerve images alone 
whereas clinical diagnosis utilizes multiple other data sources and 
modalities. The utility of these models is demonstrated in the fact that 
the deep learning model outperforms a classifier trained only on the 
metrics manually assessed from these images through standard 
clinical practice. Future directions can extend these methods to 
incorporate these other data sources to create a more holistic classifier 
that better represents the full spectrum of information available to 
a clinician.

SD images may be beneficial for training the model in terms of 
increasing the dataset size, although it potentially may limit the 
features that can be learned. SD inherently alters the structure of an 
image, although the degree to which this affects the model’s ability to 

learn features is unknown. The addition of SD images in the training 
dataset may improve model predictions as the feature identification 
task becomes more difficult. Conversely, the inclusion of SD images 
may limit the model performance by forcing the model to learn 
extraneous features that were created as a result of including the 
SD-generated images.

Despite the limitations of SD, our findings highlight the potential 
benefits of incorporating latent diffusion-generated images as a 
means of data augmentation in the context of nerve morphology 
regression. The approach not only offers an avenue to expand the 
training dataset but also provides an opportunity to explore diverse 
representations of the same images while preserving their semantic 
meaning. Further investigations into mitigating overfitting and 
optimizing the augmentation process are warranted to unlock the full 
potential of this novel technique. The combination of real and 
generated data may lead to more robust and accurate predictive 
models when faced with limited training data. This can serve to 
facilitate advancements in the diagnosis and treatment of nerve-
related pathologies and beyond.

Future directions

In the future, additional processing methods such as 
bootstrapping, creating larger SD image sets, and modifying the noise 
parameters and weights in our latent diffusion model can 
be performed to improve results and further validate efficacy of the 
model. Additionally, it is possible that employing SD images changes 
the patterns or number of neurons in an image, which could make it 
more representative of a different disease state from the original 
image. Thus, including a step that segments the neurons in both the 
raw and SD images, compares the pixel volume of each, and assigns 
a weight to the SD image based on the difference when compared to 
its unaltered counterpart would help to correct this issue. 
Alternatively, once a model is trained to be proficiently accurate on 
raw data, it could be used to assign predicted metric values on SD 
images. Further research is required to validate the use case for 
including SD images in training data as a method of 
data augmentation.

FIGURE 7

Receiver operator characteristic curves for regression using manually derived features (blue), deep learning using stable diffusion (SD; orange), and 
deep learning without SD (green).
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Conclusion

This study demonstrates the effectiveness of incorporating 
SD-generated images as an augmentation technique to enhance the 
performance of a multi-task nerve morphology prediction model for 
limbal stem cell deficiency (LSCD). The inclusion of SD images 
significantly improved the model’s predictive capabilities for fiber 
number, branch, and fiber length metrics associated with LSCD, 
showcasing its potential for precise assessments of this disorder. 
However, challenges remain in accurately predicting tortuosity and 
disease severity, warranting further investigation. While this approach 
shows promise in leveraging synthetic data to bolster training sets, 
careful consideration of overfitting and model convergence is essential. 
By refining the preprocessing methods and exploring additional 
augmentation techniques, this novel approach may lead to more 
robust and accurate predictive models for nerve morphology analysis 
and disease severity prediction, potentially improving clinical 
workflows in the future.
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