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As a Chinese saying goes, “Look at the weather when you step out; look at men’s 
faces when you step in.” Recognizing expressions is a very common activity in daily 
life. People can infer someone’s inner emotions from his or her facial expressions. 
However, not everyone writes their emotion on their face; someone may suppress 
true emotion and express a false facial expression depending on politeness, context, 
culture, or status. The suppressed expressions can be expressed fleetingly in the form 
of microexpressions, which usually last only 1/25 to 1/5 second.

Microexpressions were of importance for many practical applications because it 
reflects the true inner feeling, such as national security, deception detection, clinical 
therapy, emotion analysis, and human-computer interaction. The recognition of 
microexpressions is the premise of application of microexpression and now the 
recognition of microexpressions are getting more and more attention. However, 
perceiving other’s microexpressions is not easy. The context, culture, and perceiver 
himself affect the recognition of microexpression.

There are considerable efforts in the field of psychology, neuroscience, and computer 
science to recognize facial microexpressions. This Researc Topic illuminates the latest 
advances in interdisciplinary understanding how microexpressions are perceived and 
recognized. The authors contribute from diverse perspectives in the current research 
topic by using behavioral experiment, EEG, fMRI, and computer vision techniques. 
They investigated how humans recognize macroexpressions and microexpressions 
in term of modulating factors (e.g., gender, duration) and the underlying neural 
mechanisms, and how machine recognition algorithms and models are developed 
and inspired by the human recognition data.

The Research Topic reveals that research on the recognition of microexpressions is 
diverse but progressing. This is not surprising given that this topic receives more and 
more attention due to its promising potential applications. As new techniques and 
theories develop, it is likely that efficient and effective algorithms for recognizing 
microexpression will become possible. We hope that these articles provide a look 
into that future.
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Editorial on the Research Topic

Recognizing Microexpression: An Interdisciplinary Perspective

As a Chinese saying goes, “Look at the weather when you step out; look at people’s faces when
you step in.” Recognizing expressions is a very common activity in daily life. People can infer
someone’s inner emotions from his or her facial expressions. However, human do not always wear
her heart on her sleeves; someone may suppress the expressions of true feelings and express a false
facial expression depending on the context of cultural rule or his/her intention. The suppressed
expressions can be leaked fleetingly in the form of micro-expressions, which usually last for only
1/25 to 1/5 s.

Microexpressions may reveal the genuine inner emotion and feelings, and are important
for many practical applications, such as national security, deception detection, clinical therapy,
consumer behavior analysis, and human-computer interaction. Microexpression recognition is
an interdisciplinary field attracting a large amount of efforts from researchers in psychology,
neuroscience, and computer science. This topic illuminates the latest advances in interdisciplinary
understanding how microexpressions are perceived and recognized. The authors contribute from
diverse perspectives in the current research topic by using behavioral experiment, EEG, fMRI,
and computer vision techniques. They investigated how human recognize macroexpressions and
microexpressions in term of modulating factors (e.g., gender, duration) and the underlying neural
mechanism, and how machine recognition algorithms and models are developed and inspired by
the human recognition data.

Gender will influence the recognition of macro-expressions, Liu et al. investigated the
interaction between facial expressions and facial gender information during face perception by
using EEG technique. They found that the processing of facial expressions could affect the
processing of gender in the early and later stages, which indicated by the early (P1) and late (LPC).
The results provide some insights for future work on the recognition of micro-expression.

Previous studies (Adolphs, 2002) showed that the perceiver would mimic the observed
expressions while recognizing them; there are close relationships between the production of
facial expressions of emotion and recognition of them. From the perspective of expression
production, Qu et al. investigated the awareness of facial micro-expressions and macro-expressions
(all expressions last for less than 4 s). They found awareness rates were 57.79% in the real-time
condition and 75.92% in the video-review condition, and the awareness rate was influenced by the
intensity and (or) the duration of facial expressions.
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Microexpressions is characterized as dynamic, the features
of dynamic expressions may be essential for the recognition
of microexpressions. Pfister et al. (2011) started pioneering
research on spontaneous micro-expression recognition with
the first machine vision framework to recognize spontaneous
micro-expressions and achieved very promising results that
compare favorably with the human accuracy. Their most recent
work integrating micro-expression recognition and detection has
been also reported by MIT Technology Review (see http://www.
technologyreview.com/view/543501/machine-vision-algorithm-
learns-to-recognizehidden-facial-expression) and achieved
increasing attention (Li et al., 2018). Guo et al. investigated
the dynamic features of lip corners and their characteristics
in genuine and posed smiles. They found that the genuine
smiles have higher amount of onset, apex, offset, and total
durations, as well as offset displacement compared to posed
smiles; however, the amount of onset and offset speeds, and
symmetry tended to be lower. Based on these results, Li et al.
regarded the deep learning as a very promising method in the
automatic recognition of micro-expression.

Is micro-expression recognition a variant of recognition of
macro-expression, or is it a wholly distinctive neurological
process? The answer may be the latter (Shen et al., 2016). To
further reveal the neural mechanisms underlying the recognition
of micro-expressions, Zhao et al. investigated the brain area
activities while recognizing micro-expressions of fear and
surprise, they found that fear micro-expression recognition
evoked greater activities in the left precuneus, middle temporal
gyrus, middle frontal gyrus, and right lingual gyrus; the right
postcentral gyrus and left posterior insula were responsible for
the recognizing surprise micro-expressions.

It is hard for naïve human to recognize micro-expression.
Usually, researchers analyze the video clips containing micro-
expressions by going through them frame by frame, which is
time-consuming and inefficient. To find an effective algorithm
for automatically recognizing micro-expression, Peng et al.
developed a Dual Temporal Scale Convolutional Neural Network
(DTSCNN) for spontaneous micro-expressions recognition.
They used two micro-expression databases (CASME I/II, see Yan

et al., 2014) to validate the algorithm and the results showed that
the method achieved a recognition rate almost 10% higher than
what other state-of-the-art methods can achieve.

Automatic facial micro-expression analysis has received
increasing attention in the area of computer vision. However,
the limitations of current literatures exist, e.g., microexpression
database and effective algorithm are fewer. Oh et al. presented
a comprehensive review of state-of-the-art databases and
methods for micro-expressions recognition, and pointed out the
challenges and future directions in the field of automatic facial
micro-expression analysis.

During the interpersonal communication, other’s facial
expressions such as smiling can affect decision making. He et al.
investigated the effects of smiling on the responses in ultimatum
games, in which they found that smiling of the proposer can lead
to a lower average rejection rate.

Together, the topic reveal that research on the recognition
of microexpressions are diverse but progressing. This is not

surprising given that it receives more and more attention
due to the promising potential applications. As new
techniques and theories develop, it is likely that efficient
and effective algorithms for recognizing microexpression are
promising. We hope that these articles provide a look into
that future.
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To investigate the interaction between facial expressions and facial gender information
during face perception, the present study matched the intensities of the two types of
information in face images and then adopted the orthogonal condition of the Garner
Paradigm to present the images to participants who were required to judge the gender
and expression of the faces; the gender and expression presentations were varied
orthogonally. Gender and expression processing displayed a mutual interaction. On the
one hand, the judgment of angry expressions occurred faster when presented with male
facial images; on the other hand, the classification of the female gender occurred faster
when presented with a happy facial expression than when presented with an angry
facial expression. According to the evoked-related potential results, the expression
classification was influenced by gender during the face structural processing stage (as
indexed by N170), which indicates the promotion or interference of facial gender with the
coding of facial expression features. However, gender processing was affected by facial
expressions in more stages, including the early (P1) and late (LPC) stages of perceptual
processing, reflecting that emotional expression influences gender processing mainly by
directing attention.

Keywords: facial expression, facial gender, interaction, ERP, face perception

INTRODUCTION

Facial expressions and gender information are always intertwined in human faces. We perceive
a difference between a crying male and a crying female because there is an interaction between
facial expression information and gender information. Previous studies have provided evidence to
support this idea; for example, participants were usually faster and more accurate in detecting angry
expressions on male faces and happy expressions on female faces (Becker et al., 2007), and gender
classification occurred faster with happy female faces than angry female faces (Aguado et al., 2009).
Previous studies have also provided neurophysiological evidence of an interaction between facial
expression and gender. An evoked-related potential (ERP) study revealed an interaction between
facial expressions and gender in the face-sensitive N170 component (Valdés-Conroy et al., 2014).
A functional magnetic resonance imaging (fMRI) study revealed that the left amygdala in female
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participants was more active in successfully remembering fearful
female faces, while the right amygdala in male participants was
more involved in the memory of fearful male faces (Armony and
Sergerie, 2007).

The following two different hypotheses regarding the
interaction between facial expressions and gender have been
proposed: bottom-up processing and top-down processing. The
bottom-up processing hypothesis posits that the interaction
between facial expressions and gender is a result of an overlap
between two types of information (Becker et al., 2007; Hess
and Anemarie, 2010; Zebrowitz et al., 2010; Slepian et al.,
2011). For example, both a male face and an angry face have
a smaller brow-to-lid distance; meanwhile, happy expressions
could have an increase brow-to-lid distance, which is more
similar to the female facial features (Slepian et al., 2011).
The top-down processing hypothesis posits that top-down
information (e.g., gender stereotypes, such as women tending to
smile more than men, and men expressing anger more frequently
than women) is the cause of the interaction between facial
expressions and gender (Fabes and Martin, 1991; Lafrance et al.,
2003; Neel et al., 2012). Although these two hypotheses are
contradictory, the effect on people’s responses are nearly identical.
We named this effect the associated effect of facial expression and
gender.

Although current theories of facial perception tend to agree
that there is an interaction between facial expressions and
gender processing, there are conflicting findings regarding the
manifestation of this interaction. Gender information has been
found to affect the categorization of emotional expressions,
whereas emotional expressions did not affect the categorization
of gender information (Atkinson et al., 2005; Karnadewi and
Lipp, 2011). Gender classification was shown to be influenced
by facial expression information, but expression classifications
remain relatively unaffected by the facial gender (Wu et al.,
2015). Some studies have shown no interaction between facial
expressions and gender processing, supporting that independent
routes exits for processing facial expressions and gender (Le and
Bruce, 2002; Nijboer and Jellema, 2012).

Regarding the causes of the contradictory results regarding the
interaction between facial expressions and gender, we speculated
that in addition to the reasons noted by Karnadewi and Lipp
(2011), e.g., expression type, experimental paradigm, stimuli,
etc., the relative strength of the two types of information
(e.g., expression vs. gender) could modulate their interaction.
The intensity of the facial expression affected the accuracy of
the expression recognition (Montagne et al., 2007; Hoffmann
et al., 2010). Garner (1983) noted that, during a multiple
dimensional stimuli processing, the dimension with slower speed
of processing was more susceptible to the faster. Therefore, the
asymmetric interaction between facial expressions and gender
information might be due to a mismatch in their intensities. If
the intensity of the two types of information was matched, their
interaction would likely be symmetrical, which is one of the main
hypotheses tested in the present study.

Although the mutual influence of gender and expression
could be symmetrical if their intensities were matched, the
precise stage of facial processing during which one type of

information influences the other could be different because there
are differences in the time course of gender and expression
processing. Gender information was observed to be quickly
and automatically processed using ERP technology, which was
reflected by the N170 component, whereas during the later
processing stages, gender information was no longer processed
if it was irrelevant to the task (Mouchetant-Rostaing et al.,
2000; Castelli et al., 2004; Tomelleri and Castelli, 2012).
Emotion information processing is relatively faster than gender
information processing in face perception processing (Wang
et al., 2016); the effect of information processing appears as early
as 100 ms from the onset of a stimulus, which is indexed on the
P1 ERP component (Pourtois et al., 2004; Rellecke et al., 2012).
Furthermore, the emotion effect was also observed in the late
positive component (LPC) (Wild-Wall et al., 2008; Frühholz et al.,
2009; Hietanen and Astikainen, 2013).

Using both an expression task and a gender task, the present
study explores the mutual impact of expressions and gender when
one type of information is task-relevant, while the other is task-
irrelevant. Based on the above discussion, we hypothesize that
during the gender classification task, the facial expression effect
can occur as early as the P1 component, and the facial gender
effect is hypothesized to occur during the N170 component in
the expression classification task.

MATERIALS AND METHODS

Participants
Upon obtaining the approval of the Ethics Committee at
University, a recruitment advertisement was posted at the
entrance to the University, which is visibly accessible to
all students. Twenty right-handed undergraduate participants
(11 males, 9 females; aged 18–22 years; M = 19.55, SD = 1.23)
were recruited for the experiment. The participants reported no
history of brain diseases, or chronically taking any medicine
affecting brain activity.

Material Evaluation and Selection
Twenty-three undergraduate participants (11 males, 12 females;
aged 18–22 years; M = 19.84, SD = 1.25) were requested to
rate gender and expression intensity information of 185 face
images from CAPS (Chinese Affective Picture System) (Bai et al.,
2005) on a 9-point scale. For the expression component, the
participants were instructed to rate the faces according to how
angry or happy the faces appeared (1 = very angry, 5 = neither
angry nor happy, 9 = very happy). For the gender information,
the participants rated how masculine or feminine the faces
appeared (1= verymasculine, 5= neithermasculine nor feminine,
9= very feminine). Although gender and expression information
is different in nature, the evaluation of the intensity of the two
types of information is comparable due to the use of the same
participants and pictures.

According to on the above mentioned rating results, we
selected 80 faces with a balanced gender and expression intensity.
A paired samples t-test showed that there were no significant
differences in the intensity between the two types of information
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TABLE 1 | The intensity of the gender and expression information in each group of
images.

Happy face Angry face

Information type Female face Male face Female face Male face

Gender 8.14 ± 0.05 7.98 ± 0.05 7.88 ± 0.05 8.14 ± 0.05

Emotion 8.11 ± 0.05 8.06 ± 0.05 7.98 ± 0.05 8.01 ± 0.05

(gender and expression) in the happy face pictures, t(39) = 0.73,
p > 0.05, and the angry face pictures, t(39) = 0.38, p > 0.05.
An independent samples t-test revealed no significant difference
in the intensity of the gender information between the happy
and angry faces, t(78) = 0.83, p > 0.05, or in intensity of
the expression information between the female and male faces,
t(78) = 0.20, p > 0.05. Descriptions of these evaluations are
shown in Table 1.

Procedures
The participants were seated in a quiet room in front of a
computer at a distance of approximately 90 cm from the monitor
screen. The face stimuli were presented in the center of the screen.
All participants completed two tasks (expression discrimination:
happy vs. angry; gender discrimination: male vs. female). Half
of the subjects were first asked to discriminate between the
facial expressions (happy vs. angry). The participants responded
by pressing the right and left mouse buttons. The participants
were provided 5 min of rest after the expression task was
completed, and then the participants were asked to discriminate
between male and female faces. The other half of participants
were tested in the reverse order. Each stimulus combination
(for example, happy female) was presented three times in each
block, thus providing 240 trials per block for a total of 480
trials. A 2 × 2 × 2 within-subjects design was used, with
gender (male vs. female), expression (angry vs. happy), and tasks
(expression discrimination vs. gender discrimination) as the two
levels.

The experiment included practice and formal sessions. During
the practice session, the participants were presented with 16
pictures of faces and received feedback on their responses.
Each trial began with a 500 ms fixation cross (“+”) at the
center of the computer screen, followed by 500∼800 ms of
a blank screen and the target face image. The face image
remained on the screen until the participants responded
or 1500 ms had passed (see Figure 1). The participants
were instructed to judge the expression or gender of the
face as quickly and accurately as possible. The participants
responded by pressing keys. The assignment of the key
mapping and task order was counterbalanced across the
participants.

Electroencephalogram (EEG) Signal
Acquisition and Analysis
The EEG signals were sampled at 500 Hz from 64 cap-mounted
Ag/AgCl electrodes referenced to the left mastoid and placed
according to the expanded international 10–20 system

FIGURE 1 | The sequence of events during an experiment trial.

(Neuroscan Inc., United States). The impedance was below 5 K�.
The EEG was amplified using a bandpass filter of 0.05–40 Hz.
Due to the interference of ocular potentials, horizontal eye
movements were monitored by electrodes placed on the outside
of each eye, and vertical movements were monitored separately
by electrodes located above and below the left eye.

The EEG signals were re-referenced off-line to the common
average of all scalp electrodes. Artifacts were rejected
automatically if the signal amplitude exceeded ± 80 µV.
Epochs of 1000 ms after the stimuli onset were computed with
an additional 200 ms pre-stimulus baseline.

According to the ERP waveforms and previous studies (Itier
and Taylor, 2002; Sato and Yoshikawa, 2007; Recio et al., 2011;
Jiang et al., 2014), the amplitudes and latencies of each ERP
component were derived from the averaged data obtained during
the selected time windows over the electrode clusters as follows:
P100 (100∼160 ms) and N170 component (160∼210 ms) over
the electrode group including PO7, PO5, PO3, PO4, PO6, PO8,
O1, OZ, and O2; LPC (350∼800 ms) over the electrode group
including CP1, CPZ, CP2, P1, PZ, and P2.

RESULTS

Behavioral Results
We tested the response accuracy using a 2 × 2 × 2 ANOVA,
with task, expression and gender as the repeated-measures
factors. The analysis did not find a significant main effect
of task, F(1,19) = 3.79, p > 0.05, but a significant effect
was found for facial expressions, F(1,19) = 19.07, p < 0.01,
η2

p = 0.50, with a higher accuracy in the responses to the
happy faces (M = 0.96, MSE = 0.01) than the responses to the
angry faces (M = 0.93, MSE= 0.01). Importantly, a significant
interaction was observed between facial expression and gender,
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FIGURE 2 | Participants’ accuracy (A,B) and response times (C,D) as a function of facial emotion and gender; the left images (A,C) reflect the effect of gender on
expression processing; the right images (B,D) reflect the effect of expression on gender processing. ∗p < 0.05, ∗∗∗p < 0.001.

F(1,19) = 5.49, p < 0.05, η2
p = 0.22. No task × facial

expression× face gender interaction was found.
We further analyzed the interaction between facial expressions

and gender from two perspectives. First, we explored the
influence of expression on gender classification (see Figure 2A).
The accuracy of judging the gender of a female face was
significantly lower under the condition of angry faces (M = 0.92,
MSE= 0.01) than under the condition of happy faces (M = 0.96,
MSE = 0.01), F(1,19) = 40.49, p < 0.001, η2

p = 0.68. However,
there was no significant difference in the recognition of male faces
between the angry face (M = 0.94, MSE = 0.01) and happy face
(M = 0.95, MSE = 0.01) conditions. Second, we explored the
influence of gender on expression recognition (see Figure 2B),
and the accuracy of judging an angry expression was significantly
lower for female faces (M= 0.92, MSE= 0.01) than for male faces
(M = 0.94, MSE = 0.01), F(1,19) = 4.64, p < 0.05, η2

p = 0.19.
However, no significant differences were found in the accuracy
of judging a happy expression between the female (M = 0.96,
MSE = 0.01) and male (M = 0.95, MSE = 0.01) face conditions,
F(1,19)= 1.12, p > 0.05, η2

p = 0.06.
A similar result was observed in the response time analysis. As

shown in Figure 1, a significant main effect of facial expressions
was found, F(1,19) = 32.24, p < 0.001, η2

p = 0.63, with faster
RTs in response to happy expressions (636.51 ± 16.60 ms) than
those in response to angry expressions (675.18 ± 21.29 ms).
There was no significant effect of task, F(1,19) = 2.15, p > 0.05.
There was a significant interaction between facial expressions and
gender, F(1,19) = 36.13, p < 0.001, η2

p = 0.66. No task × facial
expressions× gender interaction was found.

We further analyzed the interaction effect from two
perspectives. First, regarding the influence of expression on

gender recognition (see Figure 2C), the participants were slower
to judge the gender of angry female faces (M = 694.56 ms,
MSE = 23.16 ms) than they were to judge happy female faces
(M = 628.03 ms, MSE = 17.01 ms), F(1,19) = 43.43, p < 0.001,
η2

p = 0.70. However, there was no significant difference in
judging the gender of male faces between angry (M = 655.81 ms,
MSE = 19.91 ms) and happy expressions (M = 644.97 ms,
MSE = 16.88 ms). Second, regarding the influence of gender
on expression recognition (see Figure 2D), the participants
were slower to classify the angry expressions on female faces
(M = 694.56 ms, MSE = 23.16 ms) than those on male faces
(M = 655.81 ms, MSE = 19.91 ms), F(1,19) = 29.17, p < 0.001,
η2

p = 0.61. The results were opposite for the judgment of happy
expressions as follows: the participants were slower to react to the
male faces (M = 644.97 ms, MSE = 16.88 ms) than the female
faces (M = 628.03 ms, MSE= 17.01 ms), F(1,19)= 6.2, p < 0.05,
η2

p = 0.25.

ERP Results
We performed a repeated-measures ANOVA using task
(2: expression discrimination vs. gender discrimination), gender
(2: male vs. female), and expression (2: angry vs. happy) as
the within-subjects factors to analyze the amplitudes of P1,
N170, and LPC separately. The results of the analysis revealed
a significant task × facial expressions × gender interaction
[P1 component, F(1,19) = 7.04, p < 0.05, η2

p = 0.27; N170
component, F(1,19) = 15.05, p < 0.05, η2

p = 0.44; LPC
component, F(1,19) = 4.48, p < 0.05, η2

p = 0.19]. Therefore, we
further explored the relationship between facial expressions and
gender separately under the different task conditions.
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FIGURE 3 | Averaged evoked-related potential (ERPs) at PO7, PO8, O1, and O2 in response to angry male faces, angry female faces, happy male faces, and happy
female faces under the gender classification conditions. The time window of P1 is shown by the rectangle.

Gender Classification Task
A 2 (Gender)× 2 (Expression) repeated-measures ANOVA of the
mean amplitude values of P1 and LPC revealed a significant facial
expression × gender interaction, but no significant interactions
were observed in the N170 component.

P1 (100–160 ms)
There was a significant interaction between facial expression and
gender, F(1,19) = 5.48, p < 0.05, η2

p = 0.22. Further analysis
revealed that higher amplitudes were elicited by the angry
female faces (4.79 ± 0.59 µV) than by the happy female faces
(4.14 ± 0.48 µV), F(1,19) = 4.49, p < 0.05, η2

p = 0.19, but no
significant difference was observed in the gender classification of
the male faces between the angry (3.96 ± 0.60 µV) and happy
expression (4.17± 0.49 µV) (see Figure 3) conditions.

LPC (350–800 ms)
The interaction between facial expression and gender was
significant, F(1,19)= 5.66, p < 0.05, η2

p = 0.23. In the male faces,
angry expressions elicited higher amplitudes (11.84 ± 1.03 µV)
than the happy faces (11.08± 0.86 µV), F(1,19)= 11.03, p< 0.01,
η2

p = 0.37. There was no significant difference in the female facial
expressions (see Figure 4).

Expression Classification Task
In the expression classification task, a significant interaction
between facial expression and gender was obtained only in the
N170 component, F(1,19) = 6.76, p < 0.05, η2

p = 0.26. Further
analysis revealed that judging happy expressions in male faces
elicited more negative amplitudes (−3.35 ± 0.97 µV) than that

judging female faces (−2.68± 0.89 µV), F(1,19)= 4.59, p< 0.05,
η2

p = 0.19. No difference was found in judging angry expressions
between the male and female faces (see Figure 5).

DISCUSSION

In the present study, we selected face pictures with equivalent
intensities of gender and expression information to perform an
experiment that required participants to judge both expression
and gender. The behavioral results revealed a significant
interaction between gender and expression information in both
tasks. Interestingly, the ERP results showed that the interaction
between facial expressions and gender occurred during different
stages of face processing because of the different tasks. The effect
of facial expressions on gender processing was mainly reflected
during the P1 and LPC components, while gender affected
expression processing only during the N170 component.

Symmetrical Interaction in Terms of the
Existence of a Mutual Effect
The results of the behavior data in the present study revealed a
symmetrical interaction between gender and facial expressions
in face processing; thus, one type of information (i.e., gender or
expression) processing was affected by the other (i.e., expression
or gender). This result is inconsistent with previous studies
(Atkinson et al., 2005; Karnadewi and Lipp, 2011) that reported
that only gender information affects expression processing.

In a previous study (Atkinson et al., 2005; Karnadewi
and Lipp, 2011), gender information unidirectionally affected
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expression information processing, which may have been due
to the stronger intensity of the gender information relative to
the emotional information because the gender classification was
relatively faster than the expression classification. The present
study pre-matched the intensity of the emotional information
and gender information, which was also evidenced by the
non-significant differences in the response time and accuracy of
the participants’ performance during the expression judgment
task and the gender judgment task. Therefore, when the two types
of information are matched in intensity, a bidirectional influence
of expression on gender and of gender on expression was found;
therefore, we hypothesize that their interaction is symmetrical.

Asymmetrical Interaction in Terms of
Temporal Courses
The ERP data revealed that the interaction between facial
expressions and gender differed along the time course of the
face classification. The effect of gender was reflected in the N170
component, while the effect of facial expressions was mainly
embodied in the P1 and LPC components.

After analyzing the details of these ERP results, we
hypothesized that there were at least two underlying mechanisms.
The first mechanism is the associated effect of gender and
expression; that is, the congruence of the features of gender
and expression (e.g., angry and male face vs. happy and
female face) could facilitate their processing. Otherwise, if
their features were incongruent (e.g., angry and female face
vs. happy and male face), their processing could be hindered
(Slepian et al., 2011). The second mechanism is the general
effect of emotion, which usually appears as a negativity bias;
thus, negative emotional stimuli could result in greater ERP
components than positive stimuli (Huang and Luo, 2006). These
two mechanisms could be added synergistically or cancel each
other’s effect.

In the expression classification task, the happy male face
elicited more negative N170 responses than the happy female
face, but there was no significant difference in the N170
responses between the male face and female face when both
faces were angry. In the present study, the happy expression
was congruent with the female faces instead of the male faces.
The inconsistent relationship between facial expressions and
gender could increase the difficulty of face processing, hinder
the participants’ performance, and increase the intensity of the
responses in N170 (Rossion et al., 2000) in classifying happy
expressions on male faces compared to classifying female faces.
Regarding the classification of the angry expressions, although
the participants’ response times and accuracy were different
between the male and female faces, there was no consistency in
the N170 component, which may be due to the joint effect of the
two mechanisms mentioned above. Considering the associated
effect of gender and expression, the features of expression and
gender in the angry female faces were incongruent, but they were
congruent in the angry male faces (Slepian et al., 2011), which
increased the difficulty of the expression classification task for
the angry female face. Thus, this incongruency could increase the
N170 response to angry female faces relative to that to angry male
faces; on the other hand, the emotion of anger may itself increase

FIGURE 4 | Averaged ERP sat Cpz and Pz in response to the angry male
faces, angry female faces, happy male faces, and happy female faces under
the gender classification conditions. The time window of late positive
component (LPC) is shown by the rectangle.

N170 as previous studies have reported a negativity bias (Batty
and Taylor, 2003; Caharel et al., 2005; Huang and Luo, 2006).
Therefore, there could be a ceiling effect on N170 that masks the
differences between the male and female angry faces.

Regarding the gender classification task, the effect of
expression first presented during the early ERP component of P1.
The female face with an angry expression elicited more positive
P1 than the happy expression, but no significant difference
between the angry and happy faces was found for the male faces.
These ERP results are consistent with the behavioral results,
which revealed that the participants were slower and less accurate
in classifying the gender when the expression was angry instead of
happy only in female faces but not in male faces. P1 is considered
to reflect the processing of low-level features in the extra-striatal
visual cortex, and stimuli with special features usually induce
more positive P1 amplitudes (Hillyard and Anllo-Vento, 1998).
Considering that facial expressions produce distortions in the
shape of individual facial features, such as lip raising or eye
widening (Calder et al., 2001) and Slepian et al. (2011) noted that
the female face naturally resembles a happy expression instead of
an angry expression, we hypothesized that female faces would be
more distorted by angry expressions than by happy expressions
due to the incongruence, thus inducing larger P1 amplitudes in
response to the angry female faces and increasing the difficulty of
judging facial gender. Furthermore, the effect of emotion, which
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FIGURE 5 | Averaged ERPs at PO3, PO4, O1, and O2 in response to the angry male faces, angry female faces, happy male faces, and happy female faces under
the expression classification conditions. The time window of N170 is shown by the rectangle.

appeared as a negativity bias in this study, could contribute to the
larger P1 amplitude in response to the angry female face than that
to a happy female face.

Similarly, in the male faces, a happy expression could cause
more distortion in the facial features than an angry expression
because the features of male faces are more congruent with
anger (Calder et al., 2001; Slepian et al., 2011). Therefore, the P1
amplitude in response to happy male faces should be larger than
that in response to angry male faces; however, considering the
negativity bias (Huang and Luo, 2006), an angry male face could
elicit a larger P1 amplitude than a happy male face. Therefore,
these two effects could play contradicting roles in modulating
the amplitude of P1 such that the comparison between the P1
amplitude in response to the happy male faces and angry male
faces became non-significant.

During the second stage of the expression effect on gender
classification, which was reflected by the LPC, male faces with
an angry expression elicited higher amplitudes than happy faces,
but there was no significant difference in the LPC between the
angry and happy expressions on female faces. The difference
between the two expressions on male faces are similar to
those observed in previous studies and display a negativity
bias (Cacioppo and Berntson, 1994; Cacioppo et al., 1997;
Wild-Wall et al., 2008; Frühholz et al., 2009; Hietanen and
Astikainen, 2013). Meanwhile, the effect of expression on female
faces was non-significant. We suspect this might be due to the
congruency of expression and gender information in an angry
male face, which could emphasize the angry information such
that its effects could also be reflected during the LPC even
under the condition of implicit processing (gender classification
task). Angry female faces, however, demonstrate atypical facial
expression features and thus could not be reflected during this

stage. This result also confirms that the LPC, unlike the early
ERP components (e.g., P1 and N170), most likely reflects the
psychological meaning rather than the physical features of the
stimuli.

Limitations of the Present Study
Although the present study revealed differences in the interaction
between gender and facial expressions using ERPs, there were
certain confounding factors in the mechanism of the interaction.
For example, the analysis could not directly distinguish the
associated effect of gender and expression from the general
effect of emotion, nor provide direct evidence differentiating
the physical feature-based effects (i.e., through bottom-up
processing) from the gender stereotypes-based effects (i.e.,
through top-down processing) in the interaction. The main cause
of these limitations is that we did not separate the physical
features from the concept of gender or expression in the stimuli.
To resolve this confusion, a specific experimental paradigm
(Fu et al., 2012) and stimuli (Ip et al., 2017) might be helpful.

CONCLUSION

In summary, the present study revealed a symmetrical interaction
in terms of the existence of a mutual effect between gender and
expression processing during face perception when the intensity
of both types of information was matched.

Furthermore, the present study also revealed asymmetry in
the psychological and physiological mechanisms underlying the
interaction between gender and expression information. The ERP
results provided evidence that facial expression affected gender
processing mainly by attracting the participants’ attention, which
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occurred during the early and late stages of face processing
and was indexed by P1 and LPC; meanwhile, gender affected
expression processing during the face structural encoding stage,
as indexed by N170, by facilitating or interfering with facial
expression structural information processing.
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The awareness of facial expressions allows one to better understand, predict, and
regulate his/her states to adapt to different social situations. The present research
investigated individuals’ awareness of their own facial expressions and the influence
of the duration and intensity of expressions in two self-reference modalities, a real-time
condition and a video-review condition. The participants were instructed to respond
as soon as they became aware of any facial movements. The results revealed that
awareness rates were 57.79% in the real-time condition and 75.92% in the video-review
condition. The awareness rate was influenced by the intensity and (or) the duration.
The intensity thresholds for individuals to become aware of their own facial expressions
were calculated using logistic regression models. The results of Generalized Estimating
Equations (GEE) revealed that video-review awareness was a significant predictor of
real-time awareness. These findings extend understandings of human facial expression
self-awareness in two modalities.

Keywords: self-awareness, facial expression, awareness rate, duration, intensity

INTRODUCTION

At some point in our lives, we are usually confronted with a situation in which someone says,
“You should have seen the look on your face. . ..” One typically attempts to recall one’s facial
expression and ponders, “What was the look on my face?” to assess whether the facial expression
expressed was appropriate in accordance with social norms, such as the feeling rules (Hochschild,
1979) and display rules (Ekman and Friesen, 1971). An accurate interpretation of one’s facial
expression is important in every interpersonal interaction because a considerable amount of
information about one’s affective state, status, attitude, cooperativeness, and competitiveness in
social interactive situations is expressed and communicated to others through facial expressions
(Ekman and Friesen, 1971; DePaulo, 1992; North et al., 2010, 2012). The misappraisal of facial
expressions that we display to other people may have important consequences and may influence
the course of the interaction. To prevent and mitigate the chances of misinterpreting our facial
expressions, we need to possess a certain amount of emotional self-awareness, that is, what is
expressed in our daily interactions with others (Hess et al., 2004).

Psychologists generally agree that individuals are experts at monitoring and perceiving their
own emotional states and are capable of providing more accurate self-reports of their subjective
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experience of emotions and bodily experience than most other
individuals could (Barrett et al., 2007; De Vignemont, 2014).
Ansfield et al. (1995) noted an interesting dilemma in which
we are rarely able to observe our own facial expressions,
although others can see them. Hence, we often hear people
say, “You should have seen the look on your face. . ..” On
many occasions, previous studies have noted discrepancies in
humans’ subjective experience of their facial expressions. Riggio
et al. (1985) assessed individuals’ self-perceived emotion-sending
abilities by asking participants to express six basic emotions and
rate their perceived success during the emotion-sending task.
They observed that participants’ self-perceived emotion-sending
ability was not significantly correlated with their actual
emotion-sending ability. Barr and Kleck (1995) first videotaped
participants’ facial expressions and asked them to rate their
own facial expressiveness. Then, participants were shown the
videotapes of their facial expressions. In their study, participants
expressed surprise toward the inexpressiveness of their faces.
This study inferred that people have stronger awareness of
sensorimotor feedback but have weak facial display. These
observations about humans’ subjective experiences of facial
expressions raise an interesting question that warrants further
investigation regarding the extent of individuals’ awareness of
their own facial expressions. The literature offers very few studies
in which researchers have directly investigated individuals’
awareness of their own facial expressions, including real-time
awareness (referring to participants’ immediate self-reports of
the occurrence of their facial expressions) and video-review
awareness (referring to the extent to which participants can
identify any facial movements in their face recordings).

Based on previous literature on human emotion, a crude
conception of individuals’ awareness of facial expressions can
be proposed. Specifically, sensory feedback of sufficient strength
is required for individuals to become aware of their facial
expressions. Support for this notion is provided by a statement
posited by Ekman: “While there are sensations in the face
that could provide information about when muscles are tensing
and moving, my research has shown that most people don’t
make much use of this information. Few are aware of the
expressions emerging on their face until the expressions are
extreme” (Ekman, 2009). Tomkins’s (1962) facial feedback
hypothesis posited that the responses of the affected motor and
glandular targets (the face, primarily) supply sensory feedback
to the brain, which is subjectively experienced as emotion if
it reaches consciousness. It can be inferred from this passage
that an individual may only become aware of his or her facial
expression and emotion if and only if sensory feedback from the
facial muscles is strong enough to reach consciousness. These
findings and other studies further suggest that awareness of
facial expressions may be influenced by factors such as facial
expression intensity, duration, and frequency (Ekman et al.,
1980; Adelmann and Zajonc, 1989). Although direct evidence
in support of this claim is scarce at this time, numerous studies
investigating facial expressions and their recognition may provide
indirect evidence in support of this notion. In previous facial
expression recognition studies, manipulation of facial expression
duration was observed to influence individuals’ recognition

performance; specifically, the recognition rate decreased as a
function of expression duration (Shen et al., 2012). Studies
have also manipulated the intensity of facial expressions and
observed that facial expressions with a higher intensity are
recognized at a higher rate (Herba et al., 2006). Heuer et al.
(2010) also investigated the detection and interpretation of
emotional facial expressions by employing facial morphing
paradigm and experimentally manipulated viewing conditions
for emotion processing. Their results suggested as the facial
expression intensity developing slowly, non-anxious controls
and socially anxious individuals show different capacity of
emotion onset perception, decoding accuracy, and interpretation.
If facial expression duration and intensity influence one’s
recognition performance, we hypothesize that self-awareness of
facial expressions may also be influenced by facial expression
intensity and duration.

We attempt to study self-awareness of facial expressions
and the influential factors from two modalities. We further
propose a real-time monitoring and video-review paradigm to
investigate the awareness rate of a subject based on information
from different modalities, specifically, somatosensory feedback
information from bodily sensory feedback and visual information
from the individual’s facial expression recordings in the
video-review condition. In the real-time monitoring condition,
participants were instructed to press a key on a keyboard the
moment they felt facial movement and then return their facial
expression to a neutral state. In the video-review condition,
participants were asked to identify any facial movements in their
video clips recorded in the real-time condition and press the
pause button.

The present study investigated the extent to which people
are self-aware of their facial expressions under real-time
and video-review conditions and the influencing factors. We
hypothesized that awareness of facial expressions would be
influenced by both duration and intensity. The present study also
sought to calculate the duration and intensity thresholds required
for individuals to become aware of their own facial expressions.
In addition, we intended to investigate the potential relationship
between real-time and video-review awareness.

MATERIALS AND METHODS

Participants
Twenty-seven participants who were naïve to the study’s
objectives were recruited (16 females; mean age = 22.59 years,
SD= 2.17). All participants signed an informed consent form and
were told that they had the right to terminate the experimental
procedure at any time. The data from four participants were
excluded due to technical issues (i.e., camera failed to record
because of insufficient memory space). Because we conducted
the study during the last month of the academic school year, our
data-collection aims were modest – to collect data from at least 25
students and finally collect at least 300 facial expression sample
with emotional meanings. The institutional review board (IRB)
of the Institute of Psychology, Chinese Academy of Sciences
approved the study protocol.
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Apparatus
An Open CV (Open Source Computer Vision Library)-based
program was developed to record the time of participants’ key
press with relative accuracy and precision during the presentation
of each emotional video while simultaneously controlling a
high-speed video camera (Logitech Pro C920, recording at 60 fps)
that captured participants’ facial activities during each video.

After each emotional video was presented, the program
stopped recording and saved the clip containing the participants’
facial activities during the stimulus presentation to the hard drive.

Materials
Nine videos (5 meant to elicit happiness, 2 meant to elicit disgust,
and 2 meant to elicit anger) were selected (see Table 1). Seven
of the nine videos were chosen from a previous study (Yan et al.,
2013), and the other 2 were chosen from the Internet. Twenty
additional participants who did not participate in the formal
experiment rated the videos by choosing one or two emotion
keywords from a list and rated their intensity on a 7-point Likert
scale (where 1 denoted not intense and 7 denoted very intense). If
words belonging to a certain basic emotion (e.g., happiness) were
chosen by one-third of the participants or more, that emotion was
considered the main emotion(s) of the video (see Table 1) (Yan
et al., 2013). We chose happiness, disgust, and anger as the target
emotions because facial expressions related to these emotions
have been observed to be readily elicited in studies that employed
the neutralizing paradigm (Porter and ten Brinke, 2008; Yan et al.,
2013). Each video lasted 1–2 min (see Table 1). Volume was fixed
and controlled across participants.

Procedure
The participants sat at a table facing a 19-inch, color LCD
monitor. A high-speed video camera on a tripod was placed
behind the monitor to record the frontal view of the participant’s
face.

Phase 1: Real-Time Self-monitoring
All participants were tested individually. To obtain
“uncontaminated” leaked fast facial expressions that are
uncorrupted by various unemotional facial movements (e.g.,
speaking, blowing the nose and pressing the lips), a facial
neutralization paradigm was used (Yan et al., 2013). Participants

TABLE 1 | Participant ratings of the nine video clips.

Clip no. Duration
(min:sec)

Main
emotion

Selection
rate

Mean intensity
score

1 1:07 Disgust 0.86 4.14

2 1:35 Disgust 0.92 4.33

3 1:57 Anger 0.75 4.5

4 2:24 Anger 0.77 3.92

5 1:18 Happiness 0.92 4

6 1:32 Happiness 0.86 3.07

7 1:16 Happiness 0.86 3.28

8 1:48 Happiness 0.73 3.64

9 1:09 Happiness 0.71 3.17

were motivated to neutralize their faces while they watched
high-arousal emotional video clips.

We told the participants that they would view a series of
short videos (some of which would be unpleasant) and that we
were interested in their ability to control and be aware of their
facial movements. The presentation sequence of the experimental
videos was counterbalanced across participants. The participants
watched the screen closely to maintain a neutral face and were
instructed to avoid bodily movement. The participants were also
instructed to press the spacebar as soon as they became aware of
any facial movement and to return to a neutral face as quickly as
possible.

The experimenter monitored the participants’ faces on-line
from another monitor. This setup helped the experimenter
pre-define certain habitual movements to be verified by the
participant after each video was shown. After each video,
participants were prompted with a question that required them
to rate the emotional valence and intensity of the video.

Phase 2: Video Review
The cue-review paradigm proposed by Rosenberg and Ekman
(1994) requires participants to watch a replay of a stimulus film
and report their emotions at points during the film when they
remember having an emotion or an expression on a momentary
basis, providing researchers with the opportunity to examine
momentary changes in facial expressions of emotion rather than
aggregated measures.

After Phase 1 ended, we applied the modified cued-review
paradigm by asking participants to review their own facial
expressions. Participants were asked to identify any facial
movements in these clips and press the pause button. The
experimenter recorded the time and asked the participants to
recall and verbally report the emotion felt when they displayed
the facial expression. These data were used to analyze the
awareness rate of the participants’ facial expressions in the
video-review setting. Participants received only one chance to
decide whether a facial expression had occurred, to match the
procedure of Phase 1.

Coding
Prior to manual coding, all facial movements detected by
participants in phase two were classified into two groups based
on the participants’ self-reports: (a) facial movements that
participants could recall and for which they could report feeling
a clear emotion and (b) those verified as habitual movements
or facial movements that participants could not recall and for
which they could not report feeling a clear emotion. According
to the participants’ self-reports, we filtered those frames (via
Adobe Premiere 6.0) that were confirmed by the participants
to be habitual movements or facial movements that participants
could not recall and report feeling a clear emotion. These edited
clips were given to two extensively trained coders who coded each
frame of the clips for the presence and duration of the expressions
on the participants’ faces. The coding procedures employed were
similar to a previous study (Yan et al., 2013).

Coding required the coders to code these expressions’ onset
times, apex times and offset times by applying the frame-by-frame
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approach. The apex frame showed the full expression that had a
highest intensity for this facial expression. The offset frame was
the frame right before a facial movement returned to baseline
(Hoffmann et al., 2010). The total duration of these leaked facial
expressions was calculated. Coders also rated the intensity of each
facial expression from 1 to 7 (where 1 denoted not intense and 7
denoted very intense).

The reliability coefficient of the two coders was calculated
according to the equation used in a previous study (Yan et al.,
2013). The reliability coefficient of the two coders was 0.82 for all
the samples.

RESULTS

All remaining facial expression samples with durations less than
4 s were included for further analysis.

Analysis of Real-Time Facial Expression
Self-awareness
Descriptive Statistics of Real-Time Self-awareness
Of the 353 facial expressions detected by trained coders via
the frame-by-frame approach, there were 204 facial expressions
in which participants expressed awareness with a keyboard
response. This result indicated that the participants’ awareness
rate of their facial expressions during the real-time monitoring
phase was 57.79% (see Table 2). Among the 204 facial expressions
for which participants expressed awareness during the real-time
condition (hereafter referred to as “real-time aware facial
expression”), there were 14 facial expressions that participants
reported being unaware of during the video review phase.

The Relationship between Intensity/Duration of
Expression and Real-Time Self-awareness
Forty-nine of the 353 expressions had an apex frame but no offset
frame; hence, the total duration could not be obtained for these
expressions. The remaining 304 expressions were included in the
subsequent analysis.

TABLE 2 | Descriptive statistics for the real-time and post-awareness
phases of leaked facial expressions.

Real-time awareness Post-awareness

N Count Rate (%) Count Rate (%)

All expressions 353 204 57.79 268 75.92

TABLE 3 | The logistic regression parameter estimations.

Awareness condition Duration and intensity predict
awareness

Intensity Duration

Real-time 0.67∗∗∗ 0.01

Video-review 0.41∗∗∗ 0.03∗∗

∗p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001.

To further explore the relationship between factors such
as expression intensity/duration and expression self-awareness
in the real-time condition, a logistic regression was employed
(McCullagh and Nelder, 1989). The response variable is binary
(1/0): aware or unaware under the real-time or video-review
condition. The predicting variables are the duration and intensity
of the facial expression. Table 3 shows the logistic regression
coefficient estimations.

When both duration and intensity were included in the
regression, interesting results arose and suggested that in the
real-time condition, the intensity of facial expression is the only
significant predictor of facial expression awareness (β = 0.67,
p < 0.001), whereas duration is not (β = 0.01, p > 0.05).
The results suggested that facial expression intensity is more
important for expression self-awareness than duration is in the
real-time condition.

Estimated Intensity Threshold in the Real-Time
Awareness Condition
Following the logistic regression model fitting, we obtained
different estimated equations to explore the variation of
awareness on facial expression as a function of facial expression
duration and intensity. The estimated logistic regression equation
is as follows:

log
(

p
1− p

)
= −2.86+ intensity∗0.67+ duration∗0.01 (1)

Using the regression equations estimated above, we obtained
intensity thresholds for different awareness rates (25, 50, 75,
and 95%). The logistic regression presents various intensity
thresholds needed by the participants for awareness of self-facial
expression with changing duration in the real-time condition
(Figure 1).

Analysis of Video-Review Facial
Expression Self-awareness
Descriptive Statistics of Video-Review Facial
Expression Self-awareness
Of the 353 facial expressions, there were 268 facial expressions
in which participants expressed awareness, estimating the
participants’ awareness rate of their facial expressions during
the video-review phase as 75.92%. Among the 268 facial
expressions in which participants expressed awareness during
the video-review phase (hereafter referred to as “video-review
aware facial expression”), there were 91 facial expressions that
participants reported being unaware of during the real-time
monitoring phase.

The Relationship between Intensity/Duration of
Expression and Video-Review Self-awareness
To investigate the relationship between the intensity/duration of
expression and self-awareness in the video-review condition, a
similar analysis was conducted on the remaining 304 expressions
with a logistic regression (McCullagh and Nelder, 1989). The
response variable was binary (1/0): aware or unaware. The
predicting variables were the duration and rated intensity of the
facial expression.
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FIGURE 1 | Estimated intensity thresholds needed by the participants for awareness of self-facial expression with changing duration and different
awareness rates (25, 50, and 75%) in the real-time condition. The expected intensity level for an estimated awareness rate of 95% was not included because it
went beyond the maximum intensity setting (i.e., intensity = 7) in this experiment.

In contrast to the real-time condition, in the video-review
condition, both the intensity (β = 0.41, p < 0.001) and the
duration (β = 0.03, p < 0.01) were significant predictors of
facial expression self-awareness. This result suggests that different
mechanisms may exist between the real-time and video-review
conditions.

Estimated Intensity Threshold in the Video-Review
Awareness Condition
Following the logistic regression model fitting, similar logistic
regression equation was obtained to estimate the probability of
awareness on facial expression as a function of facial expression
duration and intensity.

log
(

p
1− p

)
= −1.004+ intensity∗0.41+ duration∗0.03 (2)

Using the regression equations estimated above, we obtained
intensity thresholds for different awareness rates (25, 50, 75,
and 95%). The logistic regression presents the various intensity
thresholds needed by participants for awareness of self-facial
expression with changing duration in the video-review condition
(Figure 2).

The Relationship between Real-Time and
Video-Review Awareness of Facial
Expression
Because both real-time and video-review awareness represent
the capability of participants to be aware of their own facial
expressions, a relationship may exist between these two types
of awareness ability. However, no traditional statistical analysis
method is available to describe the correlation between these
two dichotomous observations, especially because of the inherent
bonds of real-time and video-review awareness from the same
subject. To address this issue, a novel analysis strategy was

proposed. Generalized Estimating Equations (GEE), which
was proposed in 1986 and was designed to model repeated
measures, has shown great robustness for both the response
distribution and various working correlation matrixes (Liang
and Zeger, 1986). GEE has been widely and extensively used to
model clustered responses, including binary responses (Zhang
et al., 2011). Therefore, we applied GEE to investigate the
relationship between real-time and video-review awareness. With
the observations of each subject taken as a cluster, we fitted real-
time awareness as the response variable with a logit link function
to investigate to what extent video-review awareness is related to
real-time awareness (Zhang et al., 2011).

The results showed a strong relationship between video-
review and real-time awareness (p < 0.0001), suggesting that
video-review awareness is a significant predictor of real-time
awareness and that an individual’s ability to be aware of facial
expressions in the video-review awareness condition may predict
one’s performance in the real-time condition.

DISCUSSION

Real-Time Self-awareness of Facial
Expressions
The accuracy of self-perception has been a long-standing area
of study in psychology (Robins and John, 1997). Many theorists
have been less than sanguine about people’s ability to perceive
their behavior objectively (Gosling et al., 1998). However,
according to previous physiological studies on individuals’ facial
expressions (Rinn, 1984; Proske and Gandevia, 2012), some
researchers are confident in individuals’ ability to be aware
of their facial expressions. Our results reveal that the average
real-time awareness rate of all 353 leaked facial expressions
was 57.79%. Individuals mainly rely on internally generated
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FIGURE 2 | Estimated intensity thresholds needed by the participants for awareness of self-facial expression with changing duration and different
awareness rates (50, 75, and 95%) in the video-review condition. The expected intensity level for an estimated awareness rate of 25% was not included
because it went beyond the minimum intensity setting (i.e., intensity = 1) in this experiment.

somatosensory feedback to form a subjective experience of facial
expressions during a real-time phase.

From the perspective of self-perception theory, Laird (1984)
suggested that the relation between facial expressions and
emotional experience is a particular case of the general relation
between behaviors and psychic states. It has been proposed
that greater facial expressivity is uniformly associated with
greater subjective experience both between and within subjects,
indicating that the duration and intensity of facial expressions
is associated with subjective experiences of self-produced facial
expressions (Adelmann and Zajonc, 1989).

Our results are partly consistent with the above notion,
revealing that the duration and intensity of facial expressions are
associated with the subjective experience of self-produced facial
expressions. To be more specific, in the real-time condition, only
the intensity of facial expressions was a significant predictor of
self-awareness, whereas duration was not. This result is consistent
with Tomkins and Ekman’s statements (Tomkins, 1962; Ekman,
2009). Furthermore, estimated intensity thresholds using logistic
regression models show that at certain durations, a higher
intensity threshold is needed for a higher awareness rate. This
result may be explained by the information the participants
employed. In the real-time condition, the participants mainly
depended on somatosensory feedback information, such as
muscle and skin sensations, to assist their awareness of facial
expressions. Other indirect evidence has shown that facial
expressions with high intensity are more easily recognized at
a higher rate (Herba et al., 2006), which further indicates that
intensity, not duration, is the only significant predictor of facial
expression self-awareness.

Video-Review Self-awareness of Facial
Expressions
The task in the video-review phase was actually a visual facial
change detection task, which was mainly dependent on the visual

information from one’s own facial recordings. In the video-
review condition, the awareness rate was 75.92%. Various factors
have been demonstrated to be related to the accuracy of change
detection, such as stimulus duration, interstimulus interval (ISI),
intervening masks, and familiarity (Pashler, 1988). Other studies
that have employed facial expression recognition have also found
that the recognition accuracy rate was related to facial expression
intensity (Herba et al., 2006) and duration (Shen et al., 2012).

In the video-review condition, our result was consistent with
previous studies and showed that both the intensity and the
duration of facial expressions were significant predictors of self-
awareness. Furthermore, estimated intensity thresholds using
logistic regression models show that at certain durations, a higher
intensity threshold is necessitated for a higher awareness rate.
Both intensity and duration information are important when the
task is to detect changes that occur in participants’ faces in videos.

The Relationship between Real-Time and
Video-Review Awareness of Facial
Expressions
Video-review awareness was relatively higher than real-time
awareness (75.92% for video-review awareness and 57.79%
for real-time awareness). This finding might indicate that
awareness based on visual information is more advantageous.
Several possibilities might produce the difference between these
two conditions. First, in the real-time awareness condition,
awareness of facial expressions was spontaneous and instant; the
participants were required to monitor their facial expressions
and to give their reports immediately when they felt their
expression change due to the emotional movie. They possessed
immediate somatosensory feedback, but visual information was
not available; they could not see their own facial expressions.
In the video-review condition, awareness was not spontaneous,
and the participants watched their own facial expression videos
without a sense of manipulation and muscle action. Second, in

Frontiers in Psychology | www.frontiersin.org May 2017 | Volume 8 | Article 83220

http://www.frontiersin.org/Psychology/
http://www.frontiersin.org/
http://www.frontiersin.org/Psychology/archive


fpsyg-08-00832 May 26, 2017 Time: 15:43 # 7

Qu et al. Facial Expression Self-awareness

the real-time awareness condition, participants needed to watch
the elicitation movies while monitoring their facial movements.
In the video-review condition, participants only needed to
watch their facial recordings and detect any changes in their
faces visually. Subjects were more focused in the video-review
condition, and the cognitive load was relatively lower. Third,
the participants may have had post somatosensory feedback and
sensory memory in the video-review condition, which may have
facilitated awareness of the same expressions, thus outperforming
the real-time condition.

Despite the differences addressed above, both of the awareness
conditions represent individuals’ ability to be aware of their own
facial expressions. Thus, correlation between these two awareness
conditions might exist. Our results suggest a strong relationship
between the real-time and video-review awareness of facial
expressions. Whether participants were aware or unaware of
their facial expressions in the video-review condition significantly
predicted their awareness in the real-time condition. As stated
in the above passage, after the real-time awareness task, the
participants may have had sensory memory of their facial
movements. The participants may have used the integrated
information from the post somatosensory feedback and visual
information in the video-review condition, suggesting that the
above two awareness abilities are correlated.

Several limitations should be noted when interpreting our
findings. We used a self-report method to study individuals’
self-awareness of their facial expressions. However, self-report
measurements may be vulnerable to factors such as self-
enhancement or other biases, as previous studies have shown
(Gosling et al., 1998). Therefore, researchers should be cautious
when interpreting and applying these findings. Furthermore,
in the current study, we didn’t include a baseline mood
measure prior Phase 1. This measure could be used to better
investigate its influence on the outcome in future research.
In addition, participants in our study mainly consisted of
university students with a limited age range and the number
of participants recruited were rather limited. This somewhat
limits the generalizability of the present results and it would
be interesting to investigate participants from an older age

group in future research, as elderly participants are generally
associated with less negative face-emotion processing and
physiological changes to emotion are also different to student
cohort.

In the present study, considering the huge individual
difference in the number of leaked facial expression and thus the
awareness rate, we didn’t analyze the data from the individual
level, which might be one limitation. In the next study, we
consider to separate the participants into different groups
according to their facial expression expressivity, with subjects
show relatively more numbers of facial expression in daily life
into high expressivity group and less numbers of facial expression
in daily life (e.g., people with poker face) into low expressivity
group.
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The smile is a frequently expressed facial expression that typically conveys a positive

emotional state and friendly intent. However, human beings have also learned how to

fake smiles, typically by controlling the mouth to provide a genuine-looking expression.

This is often accompanied by inaccuracies that can allow others to determine that the

smile is false. Mouth movement is one of the most striking features of the smile, yet

our understanding of its dynamic elements is still limited. The present study analyzes

the dynamic features of lip corners, and considers how they differ between genuine and

posed smiles. Employing computer vision techniques, we investigated elements such as

the duration, intensity, speed, symmetry of the lip corners, and certain irregularities in

genuine and posed smiles obtained from the UvA-NEMO Smile Database. After utilizing

the facial analysis tool OpenFace, we further propose a new approach to segmenting the

onset, apex, and offset phases of smiles, as well as a means of measuring irregularities

and symmetry in facial expressions. We extracted these features according to 2D and

3D coordinates, and conducted an analysis. The results reveal that genuine smiles have

higher values for onset, offset, apex, and total durations, as well as offset displacement,

and a variable we termed Irregularity-b (the SD of the apex phase) than do posed smiles.

Conversely, values tended to be lower for onset and offset Speeds, and Irregularity-a (the

rate of peaks), Symmetry-a (the correlation between left and right facial movements), and

Symmetry-d (differences in onset frame numbers between the left and right faces). The

findings from the present study have been compared to those of previous research, and

certain speculations are made.

Keywords: dynamic features, genuine smiles, posed smiles, lip corners, OpenFace

INTRODUCTION

Among the various interpersonal social signals, facial expressions are one of the most frequently
used to express social intentions. In human social interactions, the smile is the most common.
A smile typically reflects a happy mood (i.e., a genuine smile), but people often disguise their
smiles according to the situation. For example, in greetings and conversations, people may
deliberately smile out of politeness (Ambadar et al., 2009; Hoque et al., 2011; Shore and Heerey,
2011). In situations where an individual intends to deceive another, the liar may deliberately
display a pleasant expression to mask their ill intent and enhance their credibility, in order
to appear amiable (Hoque et al., 2011). Smiles that are not elicited via the genuine subjective
experience of happiness are often called deliberate, posed, false, social, polite, or masking smiles
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(Ekman and Friesen, 1982; Scherer and Ellgring, 2007;
Krumhuber and Manstead, 2009; Mavadati et al., 2013;
Gutiérrezgarcía and Calvo, 2015). For the remainder of this
article, we will refer to masked or deliberate smiles as “posed”
smiles, while spontaneous and authentic smiles will be referred to
as “genuine.” This will assist us in better clarifying the numerous
concepts we will address.

Dynamic Feature Differences between
Genuine and Posed Smiles
Previous studies have investigated the differences between
genuine and posed smiles, and reported several key indicators
and features that may help to differentiate between the two,
such as the Duchennemarker, duration, intensity, symmetry, and
smoothness.

Duchenne Markers
Duchenne markers are important features of genuine smiles.
According to the Facial Action Coding System (Ekman et al.,
2002), a Duchenne smile consists of Action Units (AU) AU6 and
AU12. AU6 indicates a contraction of the orbicularis muscle,
which represents the lifting of the cheek muscles and leads to
the formation of crow’s feet (Ekman et al., 1988). AU12 indicates
a contraction of the zygomaticus muscle, which extends the
corners of the mouth sideways and lifts the lip corners up to
form a prominent U-shape or happy face. According to previous
studies, a smile should only be considered genuine when both
AU6 and AU12 occur simultaneously (Ekman, 2006). Frank
and Ekman (1993) speculated that most people are able to
voluntarily control AU12; in contrast, only a small percentage
of people (20%) are able to voluntarily regulate AU6. Hence, it
was concluded that AU6 would be a better indicator of a genuine
smile, and this later became known as the “Duchenne marker.”

Researchers have often observed these Duchenne markers in
individuals presented with pleasant stimuli (Ekman et al., 1990;
Soussignan and Schaal, 1996) and/or in those providing self-
reports that indicate a pleasant state of mind (Ekman et al.,
1988; Frank et al., 1993). However, there is still significant
debate regarding whether AU6 can be considered the gold
standard, because other researchers have observed individuals
behaviorally controlling their facial expressions and voluntarily
expressing Duchenne smiles, even in the absence of pleasant or
happy emotions. Krumhuber et al. (2009) found that in genuine
smiles, the ratio of Duchenne smiles to non-Duchenne smiles
is 70–30%, respectively, while for posed conditions it was 83–
17%, respectively. Several other studies reported observing high
proportions of posed smiles that fit the Duchenne smile criteria.
For example, it was argued in one study that 56% of smiles
fitting the posed smile condition met the criteria for Duchenne
smiles (Schmidt et al., 2006). Other researchers have observed
up to 60% (Gosselin et al., 2002), 67% (Schmidt and Cohn,
2001), and 71% (Gunnery et al., 2013) of posed smiles fitting
the Duchenne smile criteria. These findings suggest that the
standards for differentiating and recognize genuine smiles may
indeed require more than Duchenne markers.

Other studies have also questioned whether Duchenne
smiles actually indicate whether an individual is experiencing a

pleasurable or happy emotion. It was reported that smiles fitting
the Duchenne smile criteria were observed when participants
watched videos designed to elicit negative emotions (Ekman
et al., 1990), as well as when they failed in a game (Schneider
and Josephs, 1991). These findings suggest that AU6 is more
likely to reflect emotional intensity than pleasant or positive
emotions, a speculation that is supported by studies that
observed negative expressions such as sadness and pain also
incorporating AU6 (Bolzani-Dinehart et al., 2005). Krumhuber
and Manstead (2009) suggested that Duchenne markers might
indicate intensity rather than pleasant or positive emotions.
In their study, participants were asked to score the force of
Duchenne and non-Duchenne smiles. The results revealed that
the intensity score for a “Duchenne smile” (on a scale of 1
to 5, with 1 representing very weak and 5 indicating very
strong) was significantly higher (M = 3.11) than a “non-
Duchenne smile” (M = 0.97). Based on these and other findings,
it would seem that Duchenne markers alone might not be a
sufficient indicator of genuineness in a smile; hence, practitioners
and layperson alike have begun to seek other indicators that
could better aid in differentiating between genuine and posed
smiles.

Duration
Genuine and posed smiles tend to differ in duration. According
to the Investigator’s Guide for FACS, onset time is defined as
the length of time from the start of a facial expression to the
moment the movement reaches a plateau where no further
increase in muscular action can be observed. Apex time is the
duration of that plateau, and offset time is the length of time
from the end of the apex to the point where the muscle is no
longer in action (Ekman et al., 2002). The total duration of
a genuine smile can range from 500 to 4,000ms, while posed
smiles can be either longer or shorter (Ekman and Friesen,
1982). Previous studies have reported differences in duration
for the various phases of genuine and deliberate expressions.
Accordingly, an expression can typically be divided into the
onset, apex, and offset phases, wherein the subjective experiences
of emotions elicit and form the onset. If the emotional experience
is sufficiently intense, it creates and possibly prolongs the apex
phase. As the subjective experience of the emotion subsides,
the activated facial muscles gradually return to a relaxed state
or neutral expression, which marks the end of the offset phase
and typically signals the end of the facial expression. Genuine
smiles tend to have a slower onset speed and longer onset
duration than posed smiles (Hess and Kleck, 1990; Schmidt
et al., 2006, 2009). According to Ekman (2009), very brief
(<0.5 s) or very long (>5 s) durations of expression occur more
often in deliberate rather than spontaneous expressions. As
for onset phase duration, genuine smiles can range between
0.5 and 0.75 s. Solitary spontaneous smiles have an average
onset duration of 0.52 s, and spontaneous smiles produced
in a social context average an onset duration of 0.50, 0.59,
and 0.67 s (Schmidt et al., 2003, 2006, 2009; Tarantili et al.,
2005).

Speed is yet another commonly investigated parameter. In
previous research, the smile samples investigated were generally
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of high intensity or fully expressed. Schmidt et al. (2006)
found that onset and offset speeds and offset duration were all
greater in posed smiles. Likewise, Cohn and Schmidt (2004)
reported that posed smiles had faster onsets. Finally, Schmidt
et al. (2006) observed greater onset and offset speeds, amplitude
(displacement) of movement, and offset duration in posed smiles.

Intensity
According to FACS and numerous previous studies, the intensity
of a facial expression ranges from A (a trace) to E (a full-blown
expression); an alternative scale ranges from 1 (of weak intensity)
to 5 (of very strong intensity). Accordingly, Krumhuber et al.
(2009) investigating the intensity of Duchenne markers in
Duchenne and non-Duchenne smiles, reporting that the intensity
(M = 3.07) of the Duchenne smiles was greater than that of the
non-Duchenne smiles (M = 1.77). This finding was replicated
in research conducted by Krumhuber and Manstead (2009),
where participants either smiled spontaneously in response to an
amusing stimulus (a spontaneous condition) or were instructed
to pose a smile (a deliberate condition). Coders were then tasked
to rate and record the highest intensity AU12 motions for each
facial expression. The results revealed that Duchenne smiles
were rated as more intense (M = 3.11) than non-Duchenne
smiles (M = 0.97). Interestingly, this study also indicated that
deliberate Duchenne smiles were rated as more intense (M =

3.37) than spontaneous Duchenne smiles (M = 2.85). These
finding suggests that individuals who fake smiles are capable
of behaviorally controlling their facial movements, and tend to
express exaggerated smiles that are more intense than genuine
smiles. In line with these findings, Schmidt et al. (2006) observed
that the amplitude (displacement) of movement was greater in
deliberate smiles.

Symmetry
Genuine and posed smiles may also have different features with
regards to symmetry (Frank and Ekman, 1993; Frank et al.,
1993). When asymmetries occurred in posed smiles, they were
usually stronger on the left side of the face. Ekman et al. (1981)
videotaped children spontaneously making happy faces that were
elicited by jokes or encouragement; these were then compared
to posed happy faces. Smiles formed in response to watching an
amusing film were nearly always symmetrical (96%); expressions
in response to negative emotions from watching unpleasant
films were, for the most part, also symmetrical (75%). A meta-
analysis revealed that this asymmetry was stronger for posed
than spontaneous emotional expressions (Skinner and Mullen,
1991). A later review (1998) of 49 experiments shows that posed
and spontaneous expressions did not differ in the direction of
facial asymmetry, unlike clinical observations indicating that
spontaneous expressions showed more bilaterality Borod et al.
(1998). A more recent review (Powell and Schirillo, 2009)
described non-clinical studies and suggested that there actually is
facial asymmetry, with emotions being expressedmore on the left
side of the face than on the right in both spontaneous and posed
expressions. However, several studies (Schmidt et al., 2006, 2009;
Ambadar et al., 2009) utilized computer vision techniques to
measure the displacement of action units associated with smiling,

and observed no differences in the asymmetry of intensity (i.e.,
the amplitude) between genuine and posed expressions.

Regarding temporal asymmetries, Ross and Pulusu (2013)
employed high-speed cameras to isolate time features and
examine asymmetries in genuine and posed expressions. Posed
expressions overwhelmingly originated on the right side of the
face, whereas spontaneous expressions began most often on
the left. In the upper half of the expressions, this pattern was
particularly stable. In another study, however, Schmidt et al.
(2006) found no differences between genuine and posed smiles
in terms of asymmetries in onset or offset duration. A number of
other researchers also found no difference.

Irregularity (Smooth)
The degree of irregularity in genuine and posed smiles may
also differ. Some facial expressions are very irregular; an apex
may be steady or there may be noticeable changes in intensity
before the offset phase begins (Ekman et al., 2002). The degree of
irregularity refers to whether there are pauses or discontinuous
changes in the phases of the expression (e.g., onset, apex, offset).
Although this varies with the particular social circumstances, the
onset of a deliberate expression will often be more abrupt than
that of a spontaneous expression (Ekman, 2006). Hess and Kleck
(1990) defined irregularity as the number of onsets and offsets
throughout the entirety of the expression, and found that genuine
expressions are more regular than those that are posed. Frank
et al. (1993) used a different definition, smoothness, in their
study. Smooth refers to the degree of positive correlations among
the durations of the onset, apex, offset, and complete expression.
This study found that genuine smiles (those with AU6) were
smoother than posed expressions.

Analyzing Facial Expressions Using
Computer Vision Techniques
Because an historic lack of easy-to-use quantitative analysis
tools (Frank et al., 2009), only a handful of studies on the
dynamic characteristics of expression (such as duration, velocity,
smoothness, motion symmetry, synchronization of different
parts, etc.) have been conducted. With the development of
computer vision and pattern recognition techniques, researchers
have begun to employ new analysis tools to further study facial
expressions. For example, by tracking the various parts of the
face over time, they have been able to witness gradual changes
in intensity for each phase, the symmetry of synchronization of
left and right movements, and so on.

Considering the difficulties in manual coding using FACS,
computer researchers have been working on developing new
and better face analysis tools. The analysis of facial expressions
generally involves three steps: detecting the face in a picture
or video, extracting the facial features, and recognizing and
classifying those features. The field of computer vision focuses
on how to accurately classify different expressions (Pantic and
Patras, 2006; Sebe et al., 2007) and AU (Cohn and Sayette, 2010;
Littlewort et al., 2011; Wu et al., 2012; Mavadati et al., 2013).
From a psychological perspective, researchers aremore interested
in how particular dynamic features distinguish different smiles.
Therefore, the focus is on the feature extraction method and
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quantitative analysis of the facial movement. Here, feature
extraction refers to the use of computers to extract image
information, in order to determine whether the points in
each image belong to a particular image feature. In other
words, this process looks for image information (such as edges,
corners, textures, etc.) that is specific to the original feature (a
number of pixels). Feature extractionmethods aremainly divided
into two categories: geometric feature-based approaches and
appearance-based methods (Tian et al., 2011). A system based on
geometric features extracts the shape and position of the facial
composition (such as the mouth, eyes, eyebrows, nose, etc.); an
appearance-based methodology uses visual features to represent
the object. These two types of processes have different levels of
performance in extracting different features, but the merits of the
performances are uncertain.

Schmidt et al. (2006) used the CMU / Pitt Automatic Facial
Analysis System (AFIA) tomeasure themovement characteristics
of the large zygomatic muscle during genuine and posed smiles.
This system automatically fits the landmarks on the first frame of
the video clip, and then uses the Lucas-Kanade optical flow (OF)
algorithm to track the feature points, after correcting for head
motion. The algorithm tracks a pixel on the first frame of the
image and determines the position of that pixel on subsequent
images, in order to determine the pixel’s coordinate changes. The
intensity is defined by the moving distance of the feature points,
divided by the width of the mouth. With further calculations,
the duration, displacement, and velocity of the mouth movement
can all be quantified. The results of Schmidt et al. (2006)
indicate that compared to posed expressions, mouth movement
during onset and offset were shorter and faster in genuine
smiles, but there was no difference in symmetry between the
two.

Dibeklioǧlu et al. (2012) extracted 25 descriptors (features) to
train a classifier, as is common practice with computer vision
researchers, in order to distinguish genuine from posed smiles;
these descriptors included duration, duration ratio, maximum
and mean displacements, the SD of the amplitude, total and
net amplitudes, amplitude ratio, maximum and mean speeds,
maximum and mean accelerations, net amplitude, duration
ratio, and left/right amplitude difference for three different face
regions (eyes, cheeks, and mouth). After the feature extractions,
the researchers trained a classifier that attempted to recognize
whether a given video was genuine or posed.

Yan and Chen (in press) tried to quantify micro-expressions
using the Constraint Local Model (CLM) and Local Binary
Pattern (LBP) methods. The CLM process detects 66 feature
points for each face image and tracks the movement and distance
for each of these landmarks. These feature points are distributed
on the contours of the head, eyes, nose, and mouth. The dynamic
features of these landmarks are then described by calculating
their position changes over time. Based on the feature points, Yan
and Chen (in press) divided the facial area into 16 areas of interest
(such as the insides of the eyebrows, which is Interest Area 1),
and extracted their texture features using LBP. By comparing
the correlations among the textures of the first and subsequent
frames, the motion features could be described. The researchers
then tested the effects of these two feature extraction methods on

50 micro-expressions, finding that they were similar to manual
coding when determining the peak frame.

The Aim of This Work
Previous research has considered the Duchenne mark (AU6),
duration, symmetry, irregularity, and other clues in order to
investigate the differences between genuine and posed smiles.
However, while some indicators have inspired a fairly stable
consensus, others have continued to be controversial. We
employed a newly-developed analytical tool to investigate specific
movements of the mouth and lip corners, which are the most
prominent and easily posed in a smile. In Dibeklioǧlu et al.
(2012), 25 features were considered. Many of these features were
difficult to explain from a psychological perspective. Based on
this previous research, we extracted duration, speed, intensity,
symmetry, and irregularity.

We conducted feature extractions to produce 2D and 3D
coordinates with OpenFace, in order to investigate how certain
dynamic features of the lip corners differed between genuine and
posed smiles. Overall, we hypothesized that genuine smiles would
be of longer duration, slower speed, and lower intensity; we also
explored the differences in irregularity and symmetry between
the two types of smiles.

METHODS

Materials
We used the UvA-NEMO Smile Database (Dibeklioǧlu et al.,
2012) to analyze the dynamics of genuine and posed smiles of
enjoyment. The database consists of 1,240 smile videos (597
spontaneous and 643 posed) obtained from 400 subjects (185
female and 215 male), making it the largest smile database in
the literature, to date. The ages of the subjects varied from
8 to 76 years, with 149 subjects being younger than 18 years
(offering 235 spontaneous and 240 posed smiles). Of the total,
43 subjects did not have spontaneous smile samples and 32
had no posed smiles. The videos are in RGB color and were
recorded at a resolution of 1,920 × 1,080 pixels, at a rate
of 50 frames per second, and under controlled illumination
conditions.

For the posed smiles, each subject was asked to posture an
enjoyment smile as realistically as possible, after being shown
a sample video of a prototypical smile. This differed from
the samples in Schmidt et al. (2006), where the spontaneous
smiles were not the result of any specific elicitation procedure.
These genuine smiles of enjoyment were elicited by a set
of short, funny video segments shown to each subject for
approximately 5min. The mean duration of the spontaneous
and posed smile segments was 3.9s (σ = 1.8), and the average
interocular distance from the database was approximately 200
pixels. The segments all began and ended with neutral or
near-neutral expressions. This is considered a well-established
database that not only contains a large sample size, but also
offers a well-designed lab situation and well-set elicitation
approach.
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TABLE 1 | Definitions of the features extracted for a single facial expression.
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Analysis Tool: Openface
OpenFace (Baltrusaitis et al., 2016) is not only the first open
source tool for facial behavior analysis, it demonstrates state-
of-the art performance in facial landmark detection (Baltrusaitis
et al., 2013), head pose tracking, AU recognition (Wood et al.,
2015) and eye gaze estimation (Wood et al., 2015). The source
code can be downloaded here1. OpenFace 0.3.0 provides 2D and
3D spatial landmarks for analyzing faces. In this study, the results
from a variety of different landmark systems are examined and
discussed.

Design
The independent variable for this research was authenticity:
genuine / posed. The dependent variables included: duration,
speed, intensity, symmetry, and irregularity (see Table 1 for
details). In the database, each participant provided at least one
trial for a genuine or posed condition, so this was considered a
within-subject design.

In Table 1, S indicates a complete smile. The signals are
symbolized with a super-index, and (+), (=), and (–) denote the
segments of onset, apex, and offset, respectively. For example, S+

pools the onset segments for one smile, N defines the number of
frames in a given signal, and r is the frame rate of the video. D
defines the displacement (the difference in amplitudes between
the fiducial and selected frames) of a given signal. DL and DR are
the displacements of the left and right lip corners, respectively. P
defines the number of peaks (an onset and offset form one peak,
but only displacement differences larger than 10% Dmax between
adjacent peaks and valleys were filtered out). We measured the
offset displacement (Doffset) because from our observations it
seemed that spontaneous smiles usually ended with the trace of a
smile. Therefore, we hypothesized that the displacement in offset
frames would be larger in spontaneous smiles than in those that
were posed.

In addition to conventional features such as duration,
displacement, and speed, we also examined other dynamic
elements such as irregularity and symmetry. For irregularity,
we used two indicators: Irregularity-a and Irregularity-b.
Irregularity-a defined the number of peaks per second. This was
similar to Hess and Kleck’s (1990) method, where the onsets and

1https://github.com/TadasBaltrusaitis/OpenFace.

offsets for each facial expression were counted as irregularities.
Irregularity-b defined the standard deviation (SD) values for the
apex displacements. SD was used to quantify the amount of
variation or dispersion of a set of data values. We also used SD
to measure changes in the apex phase. If the apex phase was just
a plateau, the SD was close to zero; when there was substantial
fluctuation in the apex phase, the SDwas large. However, it would
not have been appropriate to use SD to measure the onset and
offset phases, because it would have made it difficult to find any
psychological meaning.

For symmetry, we explored four different methods. For
simplicity, we labeled them a, b, c, and d. In terms of
the lip corners, Symmetry-a, Cor (DL, DR), defined the
Pearson correlation coefficient, Symmetry-b described the mean
displacement differences for the apex phase, and Symmetry-c
reflected the onset frame differences from a temporal perspective.
Symmetry-d denoted the absolute value of Symmetry-c. Here
Symmetry-c and Symmetry-d are the “reversed scoring” index,
the larger, the more asymmetric.

Procedure for Using 3D Landmarks
3D Pose Correction
OpenFace uses the recently proposed Conditional Local Neural
Fields (CLNF) (Baltrusaitis et al., 2013) for facial landmark
detection and tracking. Sixty-eight 3D landmarks are detected
in each frame, and the 3D coordinates for each landmark
are generated. In addition, OpenFace provides 3D head pose
estimations, as well as roll (θz), yaw (θy), and pitch (θx) rotations.

Since head movements may occur along with facial
movements, it was essential remove (or control for) the influence
of the head pose. In this research, head pose estimations for
three directions (or rotations) were transformed into a rotation
matrix, and each landmark in the 3D space was corrected by
post-multiplying the corresponding rotation matrix.

lti
′

= ltiRx(−θx) Ry
(

−θy
)

Rz(−θz) (1)

where li is the aligned landmark and Rx, Ry, and Rz denote
the 3D rotation matrices for the given angles. Moreover, to
control for the influence of head translation (left–right or up–
down movement), we selected one stable point, landmark 34
(indicating the inner nostril), and subtracted the other landmark
coordinates from it. In previous studies, inner eye corners were
often considered stable and used as the reference. However, in
most face alignment tools, inner eye corner landmarks change
sharply when eyes blink. Therefore, such a reference is actually
unsuitable when there are eye blinks in the facial expression.

lti
′′

= lti
′

− lt34
′

(2)

Displacement Measurement
After correcting the head pose rotation and translation, we
proceeded to divide the smiles into the onset, apex, and
offset phases. This phase segmentation relied on the pattern of
movement in the lip corners, which is quite conspicuous in a
smile (the lip corners pull backward and upward). By tracking
the lip corners over time, we were able to gain the lip corner
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coordinates in the world coordinates for each frame. We could
then calculate the displacement of the lip corners.

There were several possible ways to describe the displacement
of lip corner movements: (1) the initial center point could be
calculated as the midway position between the lip corners in
the initial frame. This initial center point is then recalculated
automatically in each frame, relative to the stable inner eye corner
feature points, allowing for accurate measurement in cases of
small head movements. The pixel coordinates of the right lip
corner in subsequent frames, relative to the initial center point
of the lip corners in the initial frame, are then automatically
obtained using the Lucas–Kanade algorithm for feature tracking
(Lien et al., 2000). The displacement of the right lip corner is
considered the indicator of the lip movement. The displacement
is standardized for the initial width of each participant’s mouth in
the initial image.

Dlip(t) = ρ

(

ltr+lt
l

2
, ltr

)

(3)

where ltr and lt
l
denote the coordinates of the right and left lip

corners in frame t, respectively, and ρ is the Euclidean distance
between the given points.

(2) Dibeklioǧlu et al. (2012) estimated the smile amplitude as
the mean amplitude of the right and left lip corners, normalized
by the length of the lip. Let Dlip(t) be the value of the mean
displacement signal of the lip corners in frame t. This can be
estimated as:

Dlip (t) =
ρ

(

l149+l155
2 , lt49

)

+ ρ

(

l149+l155
2 , lt55

)

2ρ
(

l149 , l155
) (4)

where lti denotes the 3D location of the i-th point (in this
research, points 49 and 55 indicated the right and left lip corners,
respectively) in frame t, and ρ is the Euclidean distance between
the given points.

(3) Lip corners movements can be calculated according to
changes in each landmark location, across time.

Dlip (t) =
ρ
(

l149, l
t
49

)

+ ρ
(

l155, l
t
55

)

2
(5)

We used this simple calculation in this research because: (1) the
initial middle point was unsteady, due to the movement of the lip
corners (e.g., when the two lip corners experienced unbalanced
changes, the middle point of the lips deviated); (2) we compared
genuine with posed smiles using a within-subject design, which
meant that the length of the mouth for the given participant was
the same, and thus there was no need for normalization; (3) with
head pose (rotation and translation) corrections, the faces from
different frames were aligned, and thus the displacement of the
lip corners could be calculated according to the coordinates of
the lip corners.

Phase Segmentation
Based on the lip corner displacement, we attempted to segment
the smiles into three phases: onset, apex, and offset. As

Dibeklioǧlu et al. (2012) mentioned, the longest continuous
increase in Dlip is defined as the onset phase. Similarly, the
offset phase is the longest continuous decrease in Dlip. The phase
between the last frame of the onset and the first frame of the offset
is the apex. This is a very easy and effective way of segmenting the
different phases. However, when the smile movement is not very
regular (usually displayed as small peaks in the curves, as seen
in Figure 1), the segmentation method (the longest continuous
increase / decrease) may not be sufficiently accurate. According
to FACS, an apex may be steady or there may be noticeable
fluctuations in intensity before offset begins. Hess and Kleck
(1990) calculated all onset, apex, and offset durations for a single
facial expression by the naked eye, with subjective definitions
of all three phases. If the facial expression was not smooth (i.e.,
regular), there were several possible onset durations. In this
research, we used the UvA-NEMO Smile Database, where only a
single smile was contained in each video episode. We segmented
only single smiles with one set of onset, apex, and offset phases.

This study attempted to simplify phase segmentation while
considering the irregularity of facial movements. To do so, we
proposed a new method for segmenting the phases, as follows:

(1) Smooth the displacement of the lip corners across time using
a moving average filter, at a window length of 3.

(2) Find all peaks (there are still peaks or bulges, even after
smoothing), including the highest (maximum displacement
of lip corners in a given smile, Dmax).

(3) Define the apex phase as the regions between peaks that are
higher than 70% of the Dmax. Sometimes there is only one
peak that is higher than 70% of the Dmax (this is actually the
highest peak); in such cases, the apex phase consists of only
one frame.

(4) Define the onset phase as the region between the onset frame
and onset-apex boundary. For all of the valleys before the
apex phase, the valley that is nearest the apex phase where
the displacement is less than 20% of the Dmax is the onset
frame. If there is no such valley, the lowest displacement
frame before the apex phase is the onset frame.

(5) Define the offset phase as the region between the offset
frame and apex-offset boundary. For all of the valleys after
the apex phase, the valley nearest the apex phase where the
displacement is less than 20% of the Dmax is the offset frame.
If there is no such valley, the lowest-displacement frame after
the apex phase is the offset frame.

Peaks: D(i−1)–Di < 0 and D(i+1)–Di ≥ 0
Valleys: D(i−1)–Di > 0 and D(i+1)–Di ≤ 0

where Di indicates the displacement of the i-th frame.

Procedure for Using 2D Landmarks
The procedure for the 2D landmark system is quite similar
to that of the 3D landmark system. Sixty-eight 2D landmarks
were detected in each frame. We selected one stable landmark,
landmark 34 (indicating the inner nostril) and subtracted the
other landmark coordinates from it. Lip corner movements were
calculated according to Equation (3). Based on the level of lip
corner displacement, we attempted to segment the smiles into
three phases: onset, apex, and offset. Then, the dynamic features
of the lip corners during the smiles were extracted.
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FIGURE 1 | The displacement of the lip corner movements across time. (A,B) are two examples. The blue curve indicates that the lip corner displacement changes

across time, while the green line denotes onset, the red and yellow lines reference the boundary of the apex phase, and the purple line highlights the offset. The steps

taken to complete this segmentation are described in section Phase Segmentation.

DATA ANALYSIS AND RESULTS

Using the 3D Landmark System
After analyzing 1,240 video episodes of smiles from 400 subjects,
we extracted 22 features for each smile. Certain smile video
episodes were removed based on the following two conditions:
(1) the offset phase displacement was larger than that of the apex
phase; and (2) the offset phase was less than 0.2 s. These smile
video episodes were removed because they tended to exhibit
complex facial expressions or be prone to incorrect manual
segmentation. As a result, 124 samples were excluded. We
aggregated genuine and posed conditions for each subject. Those
with only spontaneous or deliberate smiles were also removed.
In the end, 297 subjects exhibiting both smile conditions were
included for further analysis.

The p-value is highly affected by the sample size. In particular,
when the sample size approaches 250, the difference / effect is
statistically significant regardless of the alpha level (Figueiredo
Filho et al., 2013). Also, as Hair et al. (1998) said, “by increasing
[the] sample size, smaller and smaller effects will be found to be
statistically significant, until at very large sample sizes almost any
effect is significant.” Due to the large sample size in this study,
the F-value could have been inflated, and thus the p-values easily
influenced. Therefore, we set a strict cut-off point at p ≤ 0.01,
and placed more emphasis on the effect size. Richardson (2011)
argued that partial η2 values of 0.0099, 0.0588, and 0.1379 could
serve as benchmarks for small, medium, and large effect sizes,
respectively.

A repeated measures multivariate analysis of variance
(MANOVA) was conducted to examine the effect of the
independent variable (authenticity: genuine / posed) on the
combined dependent variables (facial features).

A one-way (authenticity: genuine / posed) repeated measures
MANOVA was conducted for each participant’s facial features.
These analyses confirmed that there was a significant multivariate
effect for authenticity [F(15,282) = 37.126, p < 0.001, partial
η2 = 0.664]. Within-group univariate analyses indicated no
differences between the genuine and posed conditions for the

TABLE 2 | Descriptive and inferential statistics for genuine and posed smiles from

the 3D approach.

Genuine Posed F P Partialη2

M SD M SD

Onset Duration 0.93 0.55 0.57 0.24 130.375 <0.001 0.306

Offset Duration 1.10 0.89 0.68 0.34 60.481 <0.001 0.170

Apex Duration 2.97 1.55 1.84 0.74 138.446 <0.001 0.319

Total Duration 5.00 1.98 3.09 0.82 271.829 <0.001 0.479

Onset Ratio 0.20 0.09 0.19 0.08 2.889 0.090 0.010

Offset Ratio 0.23 0.12 0.22 0.10 0.259 0.611 0.001

Apex Ratio 0.57 0.15 0.59 0.12 1.966 0.162 0.007

Offset Displacement 3.04 1.58 2.62 1.22 13.752 <0.001 0.044

Max Displacement 12.19 3.43 12.97 3.05 10.339 0.001 0.034

Onset Speed 13.63 7.43 23.73 10.34 244.854 <0.001 0.453

Offset Speed 9.94 6.35 16.83 9.94 116.720 <0.001 0.283

Irregularity-a 0.78 0.43 0.86 0.36 8.343 0.004 0.027

Irregularity-b 0.89 0.48 0.66 0.38 46.802 <0.001 0.137

Symmetry-a 0.92 0.11 0.96 0.06 32.834 <0.001 0.100

Symmetry-b 2.80 1.98 2.74 2.00 0.209 0.648 0.001

Symmetry-c −1.28 5.93 −0.49 3.85 3.997 0.046 0.013

Symmetry-d 3.78 5.04 2.23 3.35 22.154 <0.001 0.070

The order of the variables corresponds to the variable definitions in Table 1.

following five dependent variables: onset, offset, and apex ratios,
Symmetry-b, and Symmetry-c. Significant differences between
genuine and posed conditions were observed for the remaining
12 dependent variables [F(1,296) ≥ 8.343, p ≤ 0.004, partial η2

≥ 0.027]. The onset, offset, apex, and total durations, as well
as the offset and standard apex displacements were observed
to be significantly higher in the genuine condition. Onset and
offset speeds, irregularity-a (rate of peaks), Symmetry-a, and
Symmetry-d (smaller values means less asymmetric) were all
observed to be significantly lower in the genuine condition. The
means, SD, F, p, and partial η2 values are all shown in Table 2.
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Using the 2D Landmark System
The data removal criteria were discussed in section Using
the 3D landmark system. As a result of this procedure, 96
samples were excluded. All subjects who only had either genuine
or posed smiles in the database were removed. The result
was that 302 subjects with both conditions were included for
further analysis. A repeated measures multivariate analysis of
variance (MANOVA) was conducted to examine the effect of
the independent variable (authenticity: genuine / posed) on the
combined dependent variables (the facial features).

One-way (authenticity: genuine / posed) repeated measures
MANOVA analysis was conducted for the participants’ facial
features. These analyses confirmed that there was a significant
multivariate effect for authenticity [F(15,287) = 43.636, p < 0.001,
partial η2 = 0.695]. Within-group univariate analyses indicated
no differences between the genuine and posed conditions for the
following six dependent variables: onset, offset, and apex ratios,
max displacement, Symmetry-b, and Symmetry-c. Significant
differences between genuine and posed conditions were observed
for the remaining 11 dependent variables [F(1,296) > 11.418,
p ≤ 0.001, partial η2 ≥ 0.037]. Onset, offset, apex, and total
durations, offset displacement, and Irregularity-b were observed
to be significantly higher in genuine smiles. However, onset and
offset speeds, Irregularity-a, Symmetry-a, and Symmetry-d were
observed to be significantly lower for genuine smiles. The means,
SD, F, p, and partial η2 values are all shown in Table 3.

DISCUSSION

Lip corner movement (AU12) is the core action unit of a smile;
it is easily controlled and posed. This study considered the
dynamic features of this action unit in both genuine and posed
smiles. We extracted features using 2D and 3D coordinates,
and found that the results were quite similar between the two
approaches. Only the maximum amplitude was determined to
be significant in the 2D method; this value was insignificant in
the 3D approach. This research revealed that genuine smiles’
onset, offset, apex, and total duration times were significantly
longer than those of posed smiles. Genuine smiles also had
higher offset displacement and Irregularity-b values (the SD
of the apex phase) than did posed smiles. In contrast, posed
smiles had faster onset and offset speeds. Furthermore, dynamic
feature analyses of the left and right lip corners revealed that
posed smiles were more asymmetrical than genuine smiles.
These findings are discussed below, from a psychological
perspective.

Duration
Previous studies have reported that the duration of a facial
expression can range from 0.5 to 4 s, and researchers have
speculated that the duration of a posed smile is either longer
or shorter (Ekman and Friesen, 1982) than one that is genuine.
The facial expressions analyzed here lasted about 5 s for genuine
smiles inspired by enjoyment, and approximately 3 s for smiles
that were posed. Overall, the durations of spontaneous smiles
were much longer during the onset, apex, and offset phases.
These results are in line with previous findings (Hess and

TABLE 3 | Descriptive and inferential statistics for genuine and posed smiles from

the 2D approach.

Genuine Posed F P Partialη2

M SD M SD

Onset Duration 1.16 0.74 0.63 0.26 152.126 <0.001 0.336

Offset Duration 1.23 0.91 0.79 0.42 61.767 <0.001 0.170

Apex Duration 2.60 1.44 1.66 0.76 110.330 <0.001 0.268

Total Duration 5.00 2.00 3.08 0.82 259.848 <0.001 0.463

Onset Ratio 0.25 0.11 0.21 0.08 22.448 <0.001 0.069

Offset Ratio 0.26 0.13 0.26 0.12 0.439 0.508 0.001

Apex Ratio 0.50 0.16 0.52 0.15 5.842 0.016 0.019

Offset Displacement 6.97 4.74 5.36 3.85 24.125 <0.001 0.074

Max Displacement 31.46 9.61 31.87 9.32 0.376 0.540 0.001

Onset Speed 28.93 13.73 53.90 23.53 322.262 <0.001 0.517

Offset Speed 24.00 17.82 38.12 22.54 82.401 <0.001 0.215

Irregularity-a 0.59 0.30 0.74 0.31 43.528 <0.001 0.126

Irregularity-b 2.09 1.31 1.48 0.91 51.397 <0.001 0.146

Symmetry-a 0.81 0.24 0.87 0.22 11.418 0.001 0.037

Symmetry-b 0.49 8.12 −0.46 9.5 1.951 0.164 0.006

Symmetry-c 0.07 5.28 0.40 3.20 0.956 0.329 0.003

Symmetry-d 3.21 4.42 1.71 2.81 23.419 <0.001 0.072

The order of the variables corresponds to the variable definitions listed in Table 1.

Kleck, 1990; Schmidt et al., 2006, 2009) that reported genuine
expressions having slower onset speeds and, in general, longer
total durations.

People seemed to be unaware of the longer durations of their
spontaneous smiles, because even when asked to pose a smile
as naturally as possible, the duration was nearly always much
shorter. Thus, we inferred that in their minds, the prototypical
pattern of a genuine smile was also much shorter. However,
as perceivers, people are able to judge the authenticity of a
smile by its duration. Duchenne smiles with longer onset and
offset durations were judged to be more authentic than their
shorter counterparts (Krumhuber and Kappas, 2005). Yet these
researchers determined that the genuineness rating tended to
decrease as a function of how long the smile was held at its apex.
This conclusion contradicts our findings. One possible reason
for this conflict may be that the stimuli in their study were
synthesized faces, which could make the lasting-static apex phase
wired.

Another explanation for people’s inability to accurately
simulate genuine smiles may be that they have a static pattern
for smiling and ignore the more dynamic features. It’s possible
that they then pay more attention to morphological features such
as the Duchenne marker, a notion that has repeatedly surfaced
in previous research and been popularized by mass media
(such as the BBC online test2). There may also be yet another
explanation: the subjects can’t hold their muscles in position
for the proper length of time without the fuel provided by
emotions.

2http://www.bbc.co.uk/science/humanbody/mind/surveys/smiles/index.shtml.
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To appear more genuine in times of enjoyment, people should
begin at a slower pace, hold the smile longer, and fade at a reduced
speed in terms of the Duchenne marker.

Intensity
On the maximum displacement of smiles, the 3D approach
showed that the intensity was higher in posed smiles, but the
difference was insignificant with the 2D approach. It is important
to note that this intensity was for lip corner movement and not
for the smile itself. It seems counterintuitive that facial smiles
elicited from strong emotions would be no more intense than
those that are posed. In a posed condition, subjects must expend
effort to pull their lips, perhaps even more than is actually needed
and especially when displaying large smiles. This may be because
they believe that large smiles feature wide lips and humans excel
at lip control. Therefore, in a posed condition the intensity of
the lip corners appears even larger than in a genuine smile. In
genuine smiles and laughter, humans don’t appear to pull their
lip corners to their fullest possible extent. This conclusion echoes
the common experiencing of cheek pain when laughing for an
extended period of time, instead of pain emanating from the lip
corners.

In this study, we also measured offset displacement, finding
higher levels in genuine smiles. This verified our observation that
spontaneous smiles usually ended with the trace of a smile. The
expression of emotion involves a short and intense process that
seems to have an additional, later influence on the expresser’s
mood. Previous researchers found that presenting emotional
stimuli had an effect on subsequent behavior or processing
(Barrett et al., 2016). Though strong emotions fade, relevant
feelings or moods may linger. For example, after exultation, one
does not instantly return to emotional neutrality; instead, a sense
of happiness may remain. This type of trace or residual facial
expression has not been properly studied. We hypothesize that
emotionally elicited facial expressions generally leave a slight
trace or a “long tail” after ending. This hint of genuine emotion
may appear on the face for some time, even though it is too
weak to discern. However, when compared with a neutral face,
the subtle differences become obvious. This finding provides a
new perspective from which to observe subtle emotional facial
expressions.

Symmetry
In this study, we attempted to measure symmetry from four
indicators; two were based on intensity, and two on time
features. We used a Pearson correlation coefficient to measure
the intensity differences between the left and right lip corners
(i.e., Symmetry-a). This was a pilot attempt at using a correlation
coefficient as an indicator. The advantage was that this indicator
considered all of the phases at once. Higher values reflected that
the left and right corners moved more synchronically; however,
such values didn’t reveal intensity differences between the two
sides. The asymmetries between genuine and posed smiles were
found to be different. Though these results echoedmuch previous
research (e.g., Ekman et al., 1981; Borod et al., 1998; Powell and
Schirillo, 2009), Symmetry-a employed a different approach (i.e.,
the correlation coefficient of the intensity of the lip corners),

suggesting that they actually cannot be compared directly with
one another.

We also used Symmetry-b, similar to what was employed
in previous studies, to calculate the mean displacement of the
apex phase of the left and right lip corners. We employed
intervals instead of a single point in order to keep this indicator
reliable. However, the results showed no differences in this
respect. For Symmetry-b, our results closely resembled those of
a previous study (Schmidt et al., 2006), wherein no differences
were observed between genuine and posed smiles with regards to
the asymmetry of intensity (amplitude). It should be noted that
different approaches were employed in measuring intensity; the
other study used the maximum value of the amplitude (a single
point) to indicate the intensity of a smile, while we took the mean
value of the apex phase as the indicator. Considering that output
values from computer vision algorithms are usually unsteady (i.e.,
they may feature a certain amount of noise), we used the mean
instead of a single value.

Symmetry-c and Symmetry-d measured the onset frame
differences from a temporal perspective. Symmetry-c reflected
the onset frame gap between different smile types. Positive values
indicated that the right side was stronger than the left, and
negative values designated the reverse. In this study, no difference
was found between genuine and posed smiles; this was unlike
the results reported by Ross and Pulusu (2013), where posed
expressions overwhelmingly originated on the right side of the
face and spontaneous expressions on the left. If the positive–
negative (left–right) direction was not considered (i.e., if the
absolute value of the difference, Symmetry-d, was used) the
results revealed that the genuine and posed smiles did differ,
with the posed smiles being more asymmetrical (larger time gaps
were observed between the left and right lip corners). Posed
smiles were more asymmetrical; this echoed the results of many
studies, though most observations were of intensity rather than
onset time. Different from Ross and Pulusu’s (2013) work that
considered different types of asymmetry for different types of
smiles and Schmidt et al.’s (2006) study that analyzed assymetrical
differences between genuine and posed smiles, we observed
another type of assymetry (the significance of Symmetry-d). This
considerably complicated the temporal asymmetry.

Irregularity
Only a very few studies have addressed irregularities in facial
expressions. In our research, we used two indicators to describe
irregularity. However, they did not support one another. Genuine
smiles had greater values for Irregularity-a (the rate of peaks) and
lesser values for Irregularity-b (the SD value for the apex phase).
Irregularity-a was similar to the indicator used in Hess and Kleck
(1990), and the results were consistent with their findings; posed
smiles were more irregular.

Irregularity-b was a pilot indicator for this study. The values
for Irregularity-b were larger for genuine smiles, indicating that
during the apex phase, more changes were seen in genuine than
in posed smiles. Because genuine emotions are not the same every
time, genuine smiles tend to vary in strength, duration, and type.
Even for smiles attributable to enjoyment, expressions may often
differ in various ways. Conversely, in posed smiles, individuals
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may follow a prototypical pattern that results in the expressions
being similar. Thus, the notion of irregularity requires further
research.

Some Considerations Regarding Facial
Dynamics Analysis with Computer Vision
Techniques
Over the past few years, there has been an increased
interest in automatic facial behavior analysis. There are many
algorithms currently available for analyzing facial movements,
and specifically, lip corners. The current study is one of many that
applies computer vision techniques to the analysis of nonverbal
behavior.

OpenFace provided the 2D and 3D approaches we employed
here. Traditionally, facial tracking has primarily been based on
2D methods, and these algorithms have matured. The 3D model
in OpenFace is actually based on 2D images and does not actually
include depth information from the camera. Instead, OpenFace
uses a 3D representation of facial landmarks and projects them
onto the image using orthographic camera projection. Therefore,
the reliability and validity of the model used here needed to
be further verified. The 3D model was able to extract head
pose information (translation and orientation), in addition to
detecting facial landmarks. This allowed us to accurately estimate

the head pose once the landmarks were detected. With these
considerations, we were able to employ two approaches that
could be compared with one another.

The techniques are improving and as a result, accuracy
will be enhanced. However, there are a variety of conflicting
ideas regarding how to define features, not only in terms of
the boundaries of phases, but also dynamic elements such as
duration, speed, symmetry, and irregularity. Different groups
have different definitions, which makes for inconsistencies in
the literature. Therefore, we should be cautious when comparing
results produced by different research groups.
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A Commentary on

The Dynamic Features of Lip Corners in Genuine and Posed Smiles

by Guo, H., Zhang, X.-H., Liang, J., and Yan, W.-J. Front. Psychol. 9:202. doi: 10.3389/
fpsyg.2018.00202

For thousands of years of human history, we have learned how to fake or hide our genuine feelings
and emotions to people around us intentionally or unconsciously. It is, indeed, an irony that this
is what we view as emotional intelligence, and which we practice to win people over, display our
politeness, tackle dilemmas, and deal with other complicated situations. Posed smiles are one of the
most common faked expressions in our daily life. Indeed, it is a challenge for the computer vision
system to recognize the genuine smile apart from posed smiles of an individual, and this may be
difficult to interpret by humans too sometimes. Recently, an interesting work by Guo et al. (Guo
et al., 2018) employed computer vision techniques to investigate the potential differences in the
duration, intensity, speed, symmetry of the lip corners, and certain irregularities between genuine
and posed smiles based on the UvA-NEMO Smile Database. The results are quite rewarding
since they found that genuine smiles were correlated with higher onset, offset, apex, and total
duration, as well as offset displacement and irregularity-b, compared with posed smiles. In addition,
posed smiles were correlated with higher onset and offset speeds, irregularity-a, symmetry-a, and
symmetry-d.

We cannot agree with the saying that only a handful of studies on the dynamic features of
facial expressions have been conducted due to the lack of user-friendly analytic tools. On the
contrary, in the past decades, hundreds of studies have focused on the dynamic features of facial
expressions (Sandbach et al., 2012; Ko, 2018). Valstar et al. (2006) differentiated spontaneous brow
actions from posed ones focusing on velocity, duration, and order of occurrence. Littlewort et al.
(2009) distinguished fake pain from real pain by analyzing facial actions based on Gabor features.
Dibeklioglu et al. (2012) analyzed the dynamics of eyelids, cheeks, and lip corners to tell genuine
smiles from posed ones, and extracted 25 features, which were also cited by the author. Guo et al.
(2018) said that not all these 25 features could be explained from a psychological perspective; hence,
they extracted the duration, speed, intensity, symmetry, and irregularity aspects in their study. The
question is why do all of the potential features need to be explained by psychological theory. It is
possible that in this manner we may lose a lot of useful information to help distinguish genuine
smiles from posed ones. Obviously, we still have great limited knowledge in psychology itself.
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FIGURE 1 | Hybrid model combining CNN and hand-crafted dynamic features (the smile picture belongs to the first author, and informed consent was obtained from

the first author).

Indeed, the value of all the above-mentioned pioneering works
should be appreciated, as they helped improve the recognition of
posed smiles from spontaneous expressions over time. However,
the hand-crafted features built by rules may lead to inadequate
abstraction and representations. We are wondering whether the
25 features encompass the whole story to tell genuine smiles
from posed ones, and how many of these extracted features
would help the computer vision system to recognize posed smiles
from genuine facial expressions. Obviously, there is still a lot of
work left for us to consider and all of the features identified by
different studies and extracted from different datasets need to
be analyzed to help conduct the recognition performance. We
cannot tell how much the dynamic features of the lip corners
would help to differentiate genuine smiles from posed smiles
from the diagnostic data presented in the current study.

Recently, deep learning has led to overwhelming
performances in image or video processing over conventional
methods such as facial recognition and classification (Peng
et al., 2017; Rodriguez et al., 2017; Majumder et al., 2018; Yu
et al., 2018). Many start-up companies have already built their
businesses displaying outstanding performance in the field of
facial recognition in security. It is not surprising that researchers
have already adopted convolutional neural networking (CNN) to
differentiate genuine smiles from posed ones, and the recognition
performances have been promising (Kumar et al., 2017; Mandal
et al., 2017). However, another question arises as to whether deep
learning will take over this area and wipe out the necessity of
studying hand-crafted features.

In reality the recognition performances, as consequences of
deep learning in classifying the genuine smiles and posed smiles
may rely heavily on the size of the training data. Unfortunately,
datasets containing labeled genuine smiles and posed smiles
are limited (Xu et al., 2017). However, the good news is that
hand-crafted features combined with deep learning may have
the potential to improve the recognition performances compared
with deep learning alone supported by limited data (Pesteie

et al., 2018). It is possible to build a hybrid model by inputting
features from deep learning along with well-known features
obtained from conventional methods into a classifier (Figure 1).
We admit that deep learning has also been criticized for its
level of interpretability, known as the black box. However, many
researchers have realized the importance of solving the problem
of the black box associated with deep learning, and solutions have
been proposed to tackle the same (Gunning, 2017; Samek et al.,
2017; Shwartz-Ziv and Tishby, 2017).

Considering outstanding recognition performance, we do
believe that deep learning will dominate the area of image
recognition and classification, including discriminating genuine
smiles from posed ones. As for the black box, we should
regard it as an accompanying aspect of deep learning, instead
of being a mere limitation. It would be better if we can
solve the problem of the black box similar to how Newton
figured out why apples always fell to the ground. When that
day comes, deep learning will have a greater impact than
it has today, though we admit that more efforts are needed
to solve the problem of the black box associated with deep
learning.
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Microexpressions are fleeting facial expressions that are important for judging people’s
true emotions. Little is known about the neural mechanisms underlying the recognition
of microexpressions (with duration of less than 200 ms) and macroexpressions (with
duration of greater than 200 ms). We used an affective priming paradigm in which a
picture of a facial expression is the prime and an emotional word is the target, and
electroencephalogram (EEG) and event-related potentials (ERPs) to examine neural
activities associated with recognizing microexpressions and macroexpressions. The
results showed that there were significant main effects of duration and valence
for N170/vertex positive potential. The main effect of congruence for N400 is also
significant. Further, sLORETA showed that the brain regions responsible for these
significant differences included the inferior temporal gyrus and widespread regions of
the frontal lobe. Furthermore, the results suggested that the left hemisphere was more
involved than the right hemisphere in processing a microexpression. The main effect
of duration for the event-related spectral perturbation (ERSP) was significant, and the
theta oscillations (4 to 8 Hz) increased in recognizing expressions with a duration of
40 ms compared with 300 ms. Thus, there are different EEG/ERPs neural mechanisms
for recognizing microexpressions compared to recognizing macroexpressions.

Keywords: microexpression, macroexpression, recognition, EEG/ERPs, ERSP, sLORETA

INTRODUCTION

Facial expressions serve important social functions, and the recognition of emotional facial
expressions is vital for everyday life (Niedenthal and Brauer, 2012). However, emotion is not
necessarily displayed on the face at all times. In a number of interpersonal situations, people hide,
disguise, or inhibit their true feelings (Ekman, 1971), leading to partial or very rapid production
of expressions of emotion, which are called microexpressions (Ekman and Friesen, 1969; Bhushan,
2015).

A microexpression is a facial expression that lasts between 1/25 and 1/5 of a second, revealing
an emotion that a person is trying to conceal (Ekman and Friesen, 1969; Ekman, 1992, 2003; Porter
and ten Brinke, 2008). A microexpression resembles one of the universal emotions: disgust, anger,
fear, sadness, happiness, or surprise. Microexpressions usually occur in high-stakes situations in

Frontiers in Psychology | www.frontiersin.org August 2016 | Volume 7 | Article 134637

http://www.frontiersin.org/Psychology/
http://www.frontiersin.org/Psychology/editorialboard
http://www.frontiersin.org/Psychology/editorialboard
http://dx.doi.org/10.3389/fpsyg.2016.01346
http://creativecommons.org/licenses/by/4.0/
http://dx.doi.org/10.3389/fpsyg.2016.01346
http://crossmark.crossref.org/dialog/?doi=10.3389/fpsyg.2016.01346&domain=pdf&date_stamp=2016-08-31
http://journal.frontiersin.org/article/10.3389/fpsyg.2016.01346/abstract
http://loop.frontiersin.org/people/326205/overview
http://loop.frontiersin.org/people/339248/overview
http://loop.frontiersin.org/people/247442/overview
http://loop.frontiersin.org/people/60828/overview
http://www.frontiersin.org/Psychology/
http://www.frontiersin.org/
http://www.frontiersin.org/Psychology/archive


fpsyg-07-01346 August 30, 2016 Time: 15:32 # 2

Shen et al. Recognizing Microexpressions is Unique

which people have something valuable to gain or lose (Ekman
et al., 1992). According to Ekman (2009), microexpressions
are believed to reflect a person’s true intent, especially one of
a hostile nature. Therefore, microexpressions can provide an
essential behavioral clue for lie detection and can be employed to
detect a dangerous demeanor (Metzinger, 2006; Schubert, 2006;
Weinberger, 2010).

Little is known regarding the characteristics that differentiate
microexpressions and macroexpressions. The most important
difference between microexpressions and macroexpressions is
their duration (Svetieva, 2014). However, there are different
estimates of the duration of microexpressions (Shen et al., 2012).
According to Shen et al. (2012), there are at least six estimates
of the duration of microexpressions, and 200 ms duration
can be used as a boundary for differentiating microexpressions
and macroexpressions. However, it is unclear whether there
are different neural indicators for recognizing expressions with
durations of less than 200 ms and those with durations of
longer than 200 ms. If microexpressions and macroexpressions
are qualitatively different (from the viewpoint of the perceiver,
they should be recognized as different objects), then it can be
expected that there are different brain mechanisms for processing
facial expressions with a duration shorter than or longer than the
duration boundary (200 ms).

Thus, we aimed to investigate the neural mechanisms for
recognizing expressions with different durations, which can
aid in the evidence-based separation of microexpressions from
macroexpressions (i.e., to determine the boundary between
microexpressions and macroexpressions). In other words, if
differences in the neural characteristics that recognize one group
of expressions with one kinds of duration and another group
of expressions with other kinds of duration exist, we can say
that the two groups of expressions are different. If we can
find the discrepancy in the electroencephalogram (EEG)/event-
related potentials (ERPs) between expressions with different
durations, we can divide expressions with different EEG/ERPs
characteristics into two groups. One group can be called
microexpressions (with a short duration), and the other can
be called macroexpressions (with a longer duration). Given the
behavioral difference in recognition of microexpressions and
macroexpressions and the disagreement regarding the conceptual
definition for the duration of a microexpression, we seek to
find electrophysiological evidence of the boundary (200 ms) that
separates microexpressions from macroexpressions.

The EEG can indicate the characteristic temporal, spatial,
and spectral signatures of specific cognitive processes. We
explored the EEG activities during recognizing expressions
with different duration (40, 120, 200, and 300 ms) to examine
whether there is a turning point near 200 ms as indicated by
the EEG measurements. Two different objects or ideas should
only be thought of as separate entities when they have a number
of differing characteristics. If neural differences are present
before and after the turning point (e.g., 200 ms), then we can
safely say that the duration of the conceptual definition of a
microexpression is less than the turning point (the upper limit
of microexpression duration). As there are different behavioral
characteristics in the recognition of expressions with a duration

of less than 200 ms and expressions with a duration longer than
200 ms (Shen et al., 2012), we hypothesized that recognizing
expressions with a duration of less than 200 ms and expressions
with a duration of longer than 200 ms will show different
EEG characteristics (i.e., amplitude, oscillatory dynamics,
and source location). Consequently, there should be different
brain mechanisms for recognizing microexpressions and
macroexpressions. Hence, the present study aimed to provide
evidence for separating microexpressions and macroexpressions
by investigating EEG/ERPs and synchronized oscillatory
activity.

We used an affective priming paradigm, in which a picture
of a facial expression is the prime and an emotional word is the
target. Meanwhile, we mainly focused on the ERPs components
of N400 and N170. The N400 can be produced not only in
instances of semantic mismatch but also in other incongruous
meaningful stimuli, such as words and faces. The effects of the
N400 can also be observed in response to line drawings, pictures,
and faces when primed by single items or sentence contexts, but
not in the absence of priming (Kutas and Federmeier, 2011). In
a pilot experiment, we found that the N400 could be elicited in
the expression – emotional word priming paradigm. This N400
amplitude is more negative for incongruent than for congruent
emotional content of face-word pairs. To produce a greater
N400 effect, an incongruent condition in the experiment that
elicits a greater negative-going wave than does the congruent
condition should also be present. Therefore, we employed
pictures of facial expressions (happy, fearful, and neutral) as
priming stimuli and emotional words (positive and negative) as
targets. Consequently, there were three conditions (congruent,
incongruent, and control) with respect to the congruence of
emotional valence.

Expressions can have different durations. There are
expressions with short duration (e.g., less than 200 ms). If
we recognize them as the same because of the limited time
to process them, then during conditions of short duration for
recognizing expressions, there is no congruence or incongruence
due to expressions with different short durations being observed
as the same by the participants. On the contrary, expressions with
different long durations (e.g., greater than 200 ms) will appear
to be different to the participants due to the extensive time for
processing, which can result in congruence and incongruence.
Thus, there will be no effect of congruence at the short duration;
however, the effect of congruence at the long duration will be
significant. To put it another way, when the presentation of an
expression is transient, there is no top-down influences on the
recognition of the expression. Consequently, there should be no
difference between the congruent and incongruent conditions.
Only when the duration of the expression is sufficiently long do
the participants engage in top-down processing and recognize
the expressions differently, which results in the congruent
and incongruent conditions. Therefore, we could expect that
there will be a significant relationship between duration and
congruence while measuring N400 effects which reflect the
top-down influences (Newman and Connolly, 2009). If we could
extensively process expressions with short duration (less than
200 ms), meaning there was no difference between expressions
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with short and long duration, then there would be no relationship
between duration and congruence.

For facial processing, one of the most prominent components
in the ERPs is the N170 (Rossion and Jacques, 2011), and
the face-sensitive N170 is modified by facial expressions of
emotion (Batty and Taylor, 2003; Righart and De Gelder,
2008). As noted by Joyce and Rossion (2005), Eimer (2011),
the N170 may be a vertex positive potential (VPP), resulting
from changing the reference electrodes from the mastoid to
the common average reference. The N170/VPP may be a
valuable tool for studying the cognitive and neurobiological
mechanisms underlying expression recognition. If there is a
turning point in accuracy for recognizing expressions with
different durations (i.e., there is a duration boundary for
microexpressions and macroexpressions; see Shen et al., 2012),
then we can expect that the main effect of duration will be
significant. Specifically, there should be a significant difference
between an expression with duration of less than 200 ms
(microexpression) and an expression with duration of longer
than 200 ms (macroexpression) while measuring N170/VPP.
That is, there should be two groups of N170/VPP, one for
microexpressions and one for macroexpressions (which can lead
to a conclusion that expressions with short and long durations fall
into two different categories).

It is worth noting that the priming paradigm provides an
avenue for studying expression perception and recognition,
which is appropriate for our aims. First, we wanted to investigate
the effect of duration on the ERPs of expression recognition;
when the duration of the expression is longer (macroexpression),
the valence of the expression will be processed and the later
processing of the emotional word will be facilitated or inhibited.
Consequently, the N400 will reflect the facilitated or inhibited
effect, i.e., there should be a smaller N400 when the valence of
the expression and the emotional word are congruent. However,
when the duration of expression is shorter (microexpression)
the valence of the expression may not be fully processed, and
there may be no facilitated or inhibited effect. Therefore, the
N400 for the processing of microexpressions should not be
affected, regardless of the congruence of the emotional valence.
Second, this paradigm offers insights into the time course of
the perception and the recognition of microexpressions and
macroexpressions while measuring N170/ VPP.

The information regarding oscillatory dynamics from the
EEG signal is largely lost by the time-locked averaging of single
trials in the traditional ERPs approach. Researching functional
correlates of brain oscillations is an important current trend
in neuroscience. The traditional spectral analysis cannot fully
address the issue of rapidly changing neural oscillations. Time–
frequency analysis of an EEG allows researchers to study the
changes of the signal spectrum over time, taking into account the
power (or amplitude) of the EEG signal at a given frequency as
well as changes in the phase or latency (Buzsáki, 2006; Roach and
Mathalon, 2008; Güntekin and Bas̨ar, 2014). Some recent studies
investigated the mechanisms of perception and categorization
of emotional stimuli through brain oscillatory activity extracted
from EEG signals (Keil, 2013). Oscillatory dynamics of theta,
alpha, beta, and gamma bands, and the interplay of these

frequencies, relates to the processing of emotional stimuli
(Güntekin and Bas̨ar, 2014). Furthermore, some EEG studies
show that the theta band activities, which are associated with
subcortical brain regions and are considered to be the fingerprint
of all limbic structures, are involved in affective processes
(Knyazev and Slobodskaya, 2003). Meanwhile, theta band activity
was observed during emotional stimulus presentation and it was
associated with emotion comprehension (Balconi and Pozzoli,
2007). Therefore, this study mainly explores the dynamic
oscillatory patterns of theta bands activities in the EEG signal
while recognizing microexpressions and macroexpressions.

Previous studies (Esslen et al., 2004; Costa et al., 2014) had
found that different emotional conditions had different activation
patterns in different brain regions by using the low resolution
brain electromagnetic tomography. In the current study, we also
employed Standardized Low Resolution Brain Electromagnetic
Tomography (sLORETA; Fuchs et al., 2002; Pascual-Marqui,
2002; Jurcak et al., 2007) to identify brain regions involved in
recognizing expressions with long and short durations.

MATERIALS AND METHODS

All experimental protocols were approved by the Institutional
Review Board of the Institute of Psychology, Chinese Academy
of Sciences. The methods were carried out in accordance with the
approved guidelines.

Participants
Sixteen paid volunteers (8 female, ages 20 to 25 years, mean
age= 22.3; 8 male, ages 22 to 24, mean age= 22.6) with no history
of neurological injury or disorder were recruited from local
college campuses. They gave written informed consent before
participating. All participants had normal or corrected-to-normal
vision and were predominantly right-handed (self-reported).
Data from four participants containing too many artifacts were
excluded from the analysis (including one participant with higher
score of SDS, see the Results section), and the final analyses were
conducted on twelve participants (7 female, mean age ± SD:
22.4± 1.4 years).

Stimuli and Experimental Design
The pictures of faces consisted of 10 different individuals
displaying fear (negative), happiness (positive) or a neutral
expression; a total of 30 pictures of facial expressions were
selected from 10 models taken from the Pictures of Facial Affect
(POFA1). The emotional words consisted of 50 positive and 50
negative Chinese words selected from Wang and Fu (2011). The
picture stimuli were 200 pixels× 300 pixels, and the word stimuli
were 100 pixels× 150 pixels.

The stimuli were presented at a viewing distance of
approximately 80 cm and displayed at a moderate contrast (black
letters on a silver-gray background) in the center of a 17-inch
computer screen with a refresh rate of 60 Hz. The experimental
design was as follows: 4 durations (40, 120, 200, and 300 ms)× 3
congruencies (Congruence, Incongruence, and Control).

1http://www.paulekman.com
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Procedure
The participants were seated in a comfortable armchair in a
dimly lit, sound damped booth. Emotional faces and words were
presented using a priming paradigm. Subjects were asked to
remember all of the content displayed on the screen to focus their
attention on the task and to ensure the depth of processing of the
words and pictures. No other tasks were imposed on the subjects
during the ERPs recordings to avoid confounding the EEG for
emotion processing with electrophysiological activity associated
with motion for response selection and response execution. The
experiment was divided into four blocks according to duration,
with each lasting approximately 15 min. At the end of each
block, the participants were given a test of recognition. After each
block, the subjects were allowed to rest for 2 min. After the EEG
recordings, each subject was asked to rate their mood using the
Chinese version of the Zung Self Rating Anxiety and Depression
Scales (SAS), SDS, selected from Wang et al. (1993).

Stimuli appeared one at a time in trials consisting of pictures
of faces and emotional words. Four blocks were divided by the
duration of exposure to the pictures of faces, which were 40, 120,
200, and 300 ms. Each trial consisted of a succession of stimuli: a
fixation (with a duation randomly selected from 300 to 500 ms),
a facial expression picture expressing one of the three emotions
(with duration of 40, 120, 200, or 300 ms), a blank screen (the
range in duration from 100 to 400 ms), one of the positive or
negative emotional words (with duration of 1000 ms), and an
interval (the range in duration from 1200 to 1500 ms). There
were 300 trials per block. The order of presentation of the four
blocks was randomized between subjects. The trial order within
each block was randomized. At the end of each block, there was
a recognition task (the participants had to judge whether some
items including pictures and words were presented before), and
the accuracy was measured to monitor the degree of cooperation
of the participants. A break of approximately 2 min controlled by
the participants separated each successive block.

Electrophysiological Recording and
Analyses
EEG/ERPs Acquisition and Analyses
Data were acquired from a 32-channel NuAmps Quickcap,
40-channel NuAmps DC amplifier and Scan 4.5 Acquisition
Software (Compumedics Neuroscan, Inc., Charlotte, NC, USA).
The EEG data were recorded from 30 scalp sites (Fp1, Fp2, F7,
F8, F3, F4, FT7, FT8, T3, T4, FC3, FC4, C3, C4, CP3, CP4, TP7,
TP8, T5, T6, P3, P4, O1, O2, Fz, FCz, Cz, CPz, Pz, and Oz). The
NuAmps (Model 7181) amplifier had a fixed range of ±130 mV
sampled with a 22-bit A/D converter, where the least significant
bit was 0.063 µV. The impedance of the recording electrodes
was monitored for each subject prior to data collection, and the
threshold was always kept below 5 K�. The amplifier was set at
a gain of 19, with a sampling rate of 1000 Hz and with a signal
band limited to 70 Hz. In addition, no notch filter was applied.
The electro-oculograms (EOG) were measured to exclude them
from the EEG recordings. Vertical EOG (VEOG) was recorded by
electrodes 2 cm above and below the left eye and in line with the
pupil. The horizontal EOG (HEOG) was recorded by electrodes

placed 2 cm from the outer canthi of both eyes. The ground
electrode was positioned 10 mm anterior to Fz. The right mastoid
electrode (M2) was used as the reference for all recordings and all
data were offline re-referenced to a common average reference.

The EEG was later reconstructed into discrete, single-trial
epochs. For analyzing the N170/VPP of facial expressions with
different durations, an EEG epoch length of 400 ms was used,
with a 100 ms pre-stimulus baseline and a 300 ms period,
following the onset of the emotional faces. EEG epochs that
exceeded±100 µV were excluded, all trials were visually scanned
for further artifacts generated by non-cerebral sources, and
corrections were made for eye blinks. Participants had no fewer
than 90 accepted epochs in any condition. The accepted epochs
were recomputed to the average reference offline and were
baseline corrected. The ERPs were averaged separately for each
experimental condition. For the averaged N170/VPP wave, a
mean amplitude measure within a 140–200 ms time window
from onset of the facial stimuli of each participant was provided.
The mean amplitude of the N170/VPP then was analyzed by a
repeated-measures analyses of variance (ANOVA), in which the
factors Valence (positive, negative, and neutral) × Duration (40,
120, 200, and 300 ms) to the mean amplitude were compared.

Facial stimuli under the incongruent condition elicited greater
centroparietal ERPs negativity than those under the congruent
condition. We termed this negative-going waveform as N400. For
this ERPs wave, the epoch length of 1000 ms was used, with a
200 ms pre-stimulus baseline and an 800 ms period, following the
onset of the emotional words. A mean amplitude measure within
a 350–500 ms time window from the emotional word stimulus
onset was provided. The time window of the N400 was selected by
visually inspecting, and it more closely resembled a conventional
time window of N400. An ANOVA was performed on the N400
mean amplitude.

The N400 was typically maximal over the centro-parietal
electrode sites. Therefore, electrodes Cz and CPz were selected
for further N400 statistical analysis (one-way analysis of variance,
ANOVA), which was carried out on the mean N400 amplitude
measurements at the midline central (Cz) and parietal (CPz)
electrode locations separately, in which the factors Condition
(congruent, incongruent, and control) × Duration (40, 120,
200, and 300 ms) were compared to the N400 mean amplitude.
A Greenhouse–Geisser correction to p-values was used when
appropriate to decrease the risk of falsely significant results.

EEG Time–Frequency Analysis
Time–frequency analysis can be used to reveal event-related
oscillations properties, which cannot be depicted by ERPs (Roach
and Mathalon, 2008). Time–frequency analysis can represent the
energy content of the EEG signal time-locked to an event in the
joint time–frequency domain, in which a complex number is
estimated for each time point in the time-domain signal, yielding
both time and frequency domain information. According to
the time–frequency decomposition, the Event-Related Spectral
Perturbation [ERSP, the mean change in spectral power (in
dB) compared to baseline] analysis was performed (see Makeig
et al., 2004; Roach and Mathalon, 2008), particularly the ERSP
of theta band activities were analyzed based on the analysis in
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the introduction. The eeglab 13 (Delorme and Makeig, 2004) was
employed for the time–frequency analysis.

Source-Localization Analysis
To compare cortical source differences between EEG
activities of expressions with a long duration (>200 ms,
macroexpressions) and expressions with a short duration
(<200 ms, microexpressions), the standardized low resolution
brain electromagnetic tomography (sLORETA) software
(publicly available free academic software2) was used to estimate
the underlying source activity by an equivalent distributed
linear inverse solution (Pascual-Marqui et al., 1994, 1999, 2002).
sLORETA is an improvement over the previously developed
tomography LORETA (Pascual-Marqui et al., 1994). LORETA
solves the “inverse problem” by finding the smoothest of all
solutions with no a priori assumptions about the number,
location, or orientation of the generators. It is important to
emphasize that sLORETA has no localization bias even in the
presence of measurement and biological noise (Pascual-Marqui
et al., 2002).

In the current implementation of sLORETA, computations
were performed in a realistic head model (Fuchs et al., 2002) using
the MNI152 template (Mazziotta et al., 2001), with the three-
dimensional solution space restricted to cortical gray matter
as determined by the probabilistic Talairach atlas (Lancaster
et al., 2000). The standard electrode positions on the MNI152
scalp were taken from Jurcak et al. (2007) and Oostenveld and
Praamstra (2001). The intracerebral volume was partitioned in
6239 voxels at a 5 mm spatial resolution. To find the underlying
neural generator activity that was most likely responsible for the
differences in the recorded scalp potentials, sLORETA calculated
the current density (A/m2) at each voxel allocated by a dipolar
source.

To find the brain regions that are most likely involved in
processing expressions with different durations, we calculated
difference waves by subtracting the N170/VPP for 300 ms
trials from the N170/VPP for 40 ms trials during a time
window of 140–200 ms. Similarly, we calculated difference
waves by subtracting the N400 of incongruent trials from
the N400 of congruent trials during a time window of 350–
500 ms.

RESULTS

In the survey of the Chinese version of the Zung Self Rating
Anxiety and Depression Scales [SAS, SDS, cf., Lui et al. (2009),
all scores of our participants were below the critical value of
50 for SAS (mean score = 35.9, SD = 5.7), and the scores of
all but one participant (who scored 58 and was excluded from
further analysis) were under the critical value of 53 for the SDS
(mean score = 41.5, SD = 7.4). The results of the SAS and SDS
clearly demonstrated the participants’ normal mood state. All the
participants reached accuracy of greater than 80% during all the
recognition tasks.

2http://www.uzh.ch/keyinst/loreta.htm

N170/VPP
ERPs Data
The face-sensitive potential of VPP was maximal at the central
electrode sites. Therefore, electrodes Cz and CPz were selected for
statistical analysis. A 2 Channel (Cz and CPz) × 4 durations (40,
120, 200, and 300 ms) × 3 valence (happiness, fear, and neutral)
repeated measures analysis of variance (ANOVA) was conducted.
The main effect of Channel is significant, F(1,11) = 5.567,
p = 0.038, η2

p = 0.336; the main effects of duration and valence
are both significant, F(3,33) = 4.176, p = 0.037, η2

p = 0.275;
F(2,22) = 10.412, p = 0.001, η2

p = 0.486. In order to better
evaluate the effect of duration and valence on the N170/VPP
effect, another ANOVA was conducted for Cz and CPz electrodes
separately.

For electrode Cz, there was a main effect of duration,
F(3,33) = 5.027, p = 0.006, η2

p = 0.314. There was also a main
effect of valence, F(2,22) = 10.824, p = 0.001, η2

p = 0.496, and
a significant interaction was present, F(6,66) = 2.766, p = 0.018,
η2

p = 0.201. Follow-up t-tests indicated that there is no difference
between the N170/VPP mean amplitudes of happiness and fear
at duration of 40 and 300 ms [t(11) = −0.166; p < 0.871;
t(11) = −1.006; p < 0.336]. However, the N170/VPP mean
amplitudes of happiness was bigger than that of fear at duration
of 120 and 200 ms [t(11) = −3.612; p = 0.004; t(11) = −4.127;
p = 0.002]. Planned comparisons of durations showed that the
N170/VPP amplitude was larger for 40 ms than for 200 ms
(p = 0.022, see Figure 1A). Pairwise comparisons of valence
revealed that the N170/VPP amplitude was larger for fearful than
for happy faces (p = 0.004). There was no difference between
other pairings. For the electrode CPz, there was a main effect of
duration, F(3,33) = 2.965, p = 0.046, η2

p = 0.212. There was also
a main effect of valence, F(2,22) = 6.628, p = 0.006, η2

p = 0.376;
however, there were no significant interactions, F(6,66) = 1.002,
p = 0.432, η2

p = 0.083. Figure 1 illustrates the grand average
waveforms of N170/VPP at the electrodes Cz and CPz (Panel A).
The scalp potential 3D maps of mean amplitude at 140–200 ms
for the four corresponding levels of duration are depicted in
Panel B).

ERSP Data
As shown in Panel C of Figure 1, the results of the ERSP showed
that the mean post-stimulus spectral power for fleeting facial
expressions with durations of 40 and 120 ms were similar (see the
solid red box), and facial expressions with durations of 200 and
300 ms had a similar ERSP pattern (see the dashed purple box).

As shown in Figure 1C, the amplitude of theta response (4
to 8 Hz, as traditionally employed based on Berger’s studies; see
Buzsáki, 2006) was higher for expressions with short duration
(<200 ms) than for expressions with longer duration (>200 ms).
Therefore, data of theta band activities from 100 to 260 ms
of CPz were exported for performing a one-way ANOVA with
repeated measures. The results showed that there was a main
effect of duration, F(3,33) = 3.238, p = 0.035, η2

p = 0.227. A post
hoc pairwise comparison of the theta response of expressions
with four levels of duration showed that theta band activity
of recognition for expressions with a duration of 40 ms was
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FIGURE 1 | The electroencephalogram (EEG)/event-related potentials (ERPs) results at the Cz and CPz electrode sites. (A) The grand-averaged ERPs
waveforms (N170/VPP) elicited by a fleeting facial expression with a duration of 40 (green solid), 120 (red solid), 200 (blue dashed), and 300 ms (purple dashed) at
the Cz and CPz electrode sites. (B) Scalp potential 3D maps reveal the topography of the N170/VPP for the time window (140–200 ms). (C) Event-Related Spectral
Perturbation (ERSP) plot showing the mean increases or decreases in spectral power following stimulation. Non-green areas in the time/frequency plane show
significant (p < 0.01) post-stimulus increases or decreases (see color scale) in log spectral power at the CPz electrode site relative to the mean power in the
averaged 1-s pre-stimulus baseline (the interval for the ERSP analysis was −1000–1500 ms).

significantly higher than that of 200 and 300 ms (p = 0.006;
p = 0.039). The comparisons found no significant difference in
the theta response for pairs of expressions with durations of 40
and 120 ms or pairs of expressions with durations of 200 and
300 ms (p= 0.308; p= 0.920).

Source-Localization Data
Based on the scalp-recorded electric potential distribution,
sLORETA was used to compute the cortical three-dimensional
distribution of the current density of facial expressions with
different durations. First, we explored standardized current
density maxima for facial expressions with durations of 40, 120,
200, and 300 ms. All durations showed the same activation
areas (fusiform gyrus, BA 20). To identify possible differences
in the N170/VPP neural activation between the groups with
durations of 40 and 300 ms, non-parametric statistical analyses
of functional sLORETA images (Statistical non-Parametric
Mapping; SnPM, c.f. Nichols and Holmes, 2002) were performed
for the paired group while employing a t statistic (on log-
transformed data). The results corresponded to maps of t
statistics for each voxel, for a corrected p < 0.05. Figure 2 shows

sLORETA statistical non-parametric maps comparing the electric
neuronal activity of recognizing expressions with durations of
40 and 300 ms at the N170/VPP latency of 140 to 200 ms. The
Figure 2 shows that the most active area of the cortex localized
in the left hemisphere, in the Superior Frontal Gyrus (Brodmann
area 8).

N400
ERPs Data
An ANOVA on the factors of duration (40, 120, 200, and
300 ms) and congruence (congruent, incongruent, and control)
was performed on the mean amplitude (350–500 ms) of the N400
to determine whether the N400 effects were influenced by the
different durations.

For the electrode Cz, there was no significant main effect of
duration [F(3,33) = 2.319, p = 0.093, η2

p = 0.174], and the main
effect of congruence was significant [F(2,22) = 4.503, p = 0.023,
η2

p = 0.290]. The duration showed no significant interaction
with congruence [F(6,66) = 1.986, p = 0.080, η2

p = 0.153].
For the electrode CPz, there was no significant main effect for
duration [F(3,33) = 2.250, p = 0.101, η2

p = 0.170]. The main
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FIGURE 2 | The estimated sources of N170/VPP during a time window of 140–200 ms. sLORETA-based statistical non-parametric maps (SnPM) comparing
the standardized current density values between facial expressions with durations of 40 and 300 ms (n = 12) at the N170/VPP latency (140–200 ms). Significantly
increased activation (p < 0.05) at the 40 ms duration compared to the 300 ms duration is shown in red. Each map consists of axial, sagittal, and coronal planes. The
maxima are color coded as yellow. L, left; R, right; A, anterior; P, posterior.

effect of congruence was significant [F(2,22) = 3.731, p = 0.040,
η2

p = 0.253]. The effect of interaction of duration and congruence
was not significant [F(6,66) = 1.142, p = 0.348, η2

p = 0.094].
Because there appears to be no effect of duration, Figure 3 shows
the N400 collapsed across all duration levels.

Source-Localization Data
Statistical analysis demonstrated significant differences (p < 0.05)
between the levels of duration of 40 and 300 ms in the beta 2 (19–
21 Hz) and beta 3 (22–30 Hz) frequency bands. In the beta 2 band,
371 voxels showed significant current-source density differences.
In the beta 3 band, 964 voxels showed significant differences.
A comparison of current density images between the 40 and
300 ms durations for beta 2 and beta 3 is shown in Figure 4.
Yellow areas correspond to significantly higher activity in the
40 ms condition (p < 0.05, t threshold= 1.314).

DISCUSSION

The aim of the current study was to determine if there are
different neural mechanisms underlying the recognition of
microexpressions and macroexpressions. The results indicate
that there are different ERPs and ERSP characteristics for
recognizing microexpressions and macroexpressions. The brain
regions responsible for the differences might be the inferior
temporal gyrus and widespread areas in the frontal lobe.
Furthermore, the left hemisphere was more involved in
processing microexpressions. These results suggest that different
neural mechanisms are responsible for the recognition of
microexpressions and macroexpressions.

For expressions, there is a critical factor for recognition
that is less well understood: the duration. A microexpression is
presented for a short duration, which may result in the recipient
barely perceiving it. The most commonly cited description of
the duration of a microexpression: microexpressions (1/25–1/5
of a second). Thus, the duration is the core difference between

microexpressions and macroexpressions. Moreover, as ten
Brinke and Porter (2013, p. 227) noted, a microexpression
is “a brief but complete facial expression.” Therefore, the
key characteristic differentiating microexpressions from
macroexpressions is not the completeness of the expression
(which may be related to intensity of emotion) but the
duration of the expression. Considering that duration is the
critical feature of a microexpression, in the current study, we
manipulated the durations of expressions and expected that
there would be different brain mechanisms for recognizing
microexpressions and macroexpressions. The duration boundary
may be around 200 ms, which can be used to differentiate a
microexpression from a macroexpression (see Shen et al., 2012).
The findings of this study show that recognizing expressions with
durations of less than 200 ms and expressions with durations
of greater than 200 ms are associated with different EEG/ERPs
characteristics. Thus, we further confirmed that the boundary of
the duration of expressions for differentiating microexpressions
and macroexpressions is around 200 ms.

The present study manipulated the duration of facial
expressions and examined the influence of duration on
expression recognition by exploring the N170/VPP, the N400
effect and related EEG indicators. For the N170/VPP, there
is a main effect of duration that clearly indicates the effects
of duration on processing facial expressions with different
durations. As shown in Figure 1A, there are two groups of ERPs,
one for expressions with durations of greater than 200 ms and one
for expressions with durations of less than 200 ms, suggesting that
a duration boundary of 200 ms can differentiate microexpressions
and macroexpressions. As for the interaction of duration and
valence at electrode Cz, we should be cautious to draw any
inference because there is no interaction at electrode CPz. The
interaction of duration and valence should be elucidated further
in the future.

As shown in Figure 1A, there is an enhanced N170/VPP
in response to expressions with a short duration (<200 ms)
compared to expressions with a long duration (>200 ms). On
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FIGURE 3 | The grand-averaged ERPs of the N400. The grand-averaged ERPs waveforms of the N400 under the conditions of incongruence (blue solid),
congruence (green dashed), and control (red) at the Cz and CPz electrode sites.

FIGURE 4 | sLORETA differences in two frequency bands (beta 2 and beta 3) between the 40 and 300 ms duration conditions (collapsed across all
three congruence conditions). In the beta 2 (upper panel) and beta 3 frequency bands (lower panel), activity was significantly higher for 40 ms than for 300 ms in
widespread areas, including the medial frontal gyrus and superior frontal gyrus. Images depicting statistical parametric maps observed from different perspectives are
based on voxel by-voxel log of F-ratio values of differences between the two groups for the beta 2 and beta 3 bands. Structural anatomy is shown in gray scale (A,
anterior; P, posterior; S, superior; I, inferior; LH, left hemisphere; RH, right hemisphere; BH, both hemispheres; LV, left view; RV, right view; BV, bottom view). Yellow
indicates increases for 40 ms compared to 300 ms (t0.05 = 1.314, t0.01 = 1.510, one tail), which are mainly in the medial frontal gyrus and the superior frontal gyrus.

the one hand, the results may be due in part to attention (as
a mediator variable). Attention to faces and facial expressions
can modulate the N170 amplitude (Eimer, 2000, 2011; Eimer
and Holmes, 2007). In the current study, recognizing expressions
with short durations (e.g., 40 ms) may need significantly more
attention resources (because short-duration expressions are
somewhat difficult to perceive) than do expressions with long
durations (e.g., 300 ms), which may result in a higher amplitude
of N170/VPP for recognizing expressions with short durations.
On the other hand, we automatically mimic the exposed facial
expressions while recognizing them (Dimberg et al., 2000;
Tamietto et al., 2009), if the exposing duration is short (say
less than 200 ms, it is the case in microexpression recognition),
then there is not much time to mimic the transient expression
with short duration. Therefore, the mimicry of microexpression

has to consult the memory to reach recognition, which may
result in a stronger processing in the brain than the recognition
of macroexpression, because recognizing macroexpression (with
duration of greater than 200 ms) can only rely on the perceptual
features of expressions.

As shown in Figure 1, sharp contrasts in scalp potential
maps (Figure 1B) and ERSP (Figure 1C) are present
between microexpressions (durations of less than 200 ms)
and macroexpressions (durations of greater than 200 ms). The
microexpressions elicited stronger power changes in theta band
activities than did macroexpressions (see the comparison of the
box of a solid line and the box of a dashed line in Figure 1C),
which might also be interpreted as relating to the larger
attention demands that are imposed on recognizing fleeting
microexpressions.
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In the current study, the ERSP results of N170/VPP
showed that the amplitude of theta response was higher for
microexpressions (with durations of less than 200 ms) than
for macroexpressions (with durations of greater than 200 ms),
which suggests that the theta response is also modulated by the
duration of emotional expressions. Meanwhile, cognitive load
may be related to the theta oscillatory activity (Bates et al.,
2009). The reduced theta oscillatory activity for expressions
with longer durations may be partly explained by cognitive
load. For expressions with longer durations, there should be
a lower cognitive load and there should be higher cognitive
load for expressions with short durations. Meanwhile, the brain
oscillations in the theta band are involved in active maintenance
of memory representations (Jensen and Tesche, 2002). For
expressions with shorter duration, one should make much more
efforts to maintain the representations for further processing.
For expressions with longer durations, one can check it anytime;
therefore, the load for holding the representation is low. As
shown in Figure 2, the neural generators that respond to the
difference between recognizing expressions with durations of 40
and of 300 ms are located in the frontal lobe while measuring
the N170/VPP, which is consistent some previous work that
showed the frontal theta power increased with the cognitive load
(Scheeringa et al., 2009). There are distinct EEG mu responses
while viewing positively and negatively valenced emotional faces
(see Moore et al., 2012), therefore, besides the beta rhythm, we
should use mu response to further investigate the recognition of
microexpression and macroexpression in ther future.

The statistical results of the N400 effects show no effects of
duration and only a marginal significant interaction between
duration and congruence at Cz, which does not support the
prediction regarding the N400 effects (there should be a
significant interaction). The effect of congruence is significant
in the N400, which can be observed in Figure 3. The results
suggest that even under the condition of short duration of
expression, the participants could engage in top-down processing
and the meaning of the expression was processed regardless of the
duration (long or short in the current study), which implies that
the fleeting emotional expressions (even with a duration of 40 ms)
can be rapidly identified at a conceptual level (Potter, 2012). The
results are consistent with some previous studies (Murphy and
Zajonc, 1993; Milders et al., 2008).

As shown in Figure 4, there are significant differences in the
profiles of the beta 2 and beta 3 powers between the 40 ms
duration condition and the 300 ms duration condition, which
suggests a strong involvement of beta-band synchronization in
the processing of duration of an expression. Beta rhythm has
been observed experimentally under the conditions of extensive
recruitment of excitatory neurons (Whittington et al., 2000),
suggesting there are more excitatory neurons for processing a
facial expression with a duration of 40 ms than there are for an
expression with a duration of 300 ms. Meanwhile, from the results
of the sLORETA in Figure 4, we can observe that there is an
increase in the power of beta activities. The locations are mainly
in the frontal lobe and temporal lobe and involve more left than
right hemispheric voxels (a similar neural activities pattern that
involve more left than right hemispheric voxels can be seen in

Figure 2). The results suggest there is left-hemisphere dominance
for recognizing microexpressions. The lateralization of emotion
has long been studied (Indersmitten and Gur, 2003) and many
studies show evidence supporting right-hemispheric dominance
for emotion processing (Schwartz et al., 1975; Hauser, 1993).
There is, however, some debate regarding right-hemispheric
dominance (De Winter et al., 2015). The current results show
that the left hemisphere might respond during the processing
of fleeting (<200 ms) expressions, regardless of valence. The
effect of duration on the hemispheric dominance for emotional
expressions processing should be further investigated and some
objective indexes such as weighted lateralization index (see De
Winter et al., 2015) should be provided.

It should be noted that the differences between the recognition
of microexpressions and macroexpressions is not the same as
the differences in recognizing supraliminal and subliminal facial
expression (Balconi and Lucchiari, 2005). According to Shen
et al. (2012), the accuracy of recognition for expressions with
durations of 40 ms is above 40%, which is higher than the chance
level (1/6), which means that the recognizing microexpression is
conscious. Even the expressions cannot be perceived consciously,
we still can unconsciously “resonate” the facial expressions we
have seen during emotion communication (Dimberg et al., 2000;
Tamietto et al., 2009), which may facilitate the recognition of
microexpression and macroexpression.

In summary, we wanted to determine the exact differences
in neural substrates for recognizing microexpression and
macroexpression in the current study. The EEG/ERPs results
revealed a distinct amplitude of the N170/VPP and oscillatory
neuronal dynamics in response to microexpressions (with
durations of less than 200 ms) and macroexpressions (with
durations of greater than 200 ms). These results suggest that the
EEG/ERPs characteristics are different between the recognition of
microexpressions and macroexpressions.

Our understanding of how we perceive and recognize
microexpressions and macroexpressions will be further advanced
by studying the EEG/ERPs, their oscillatory neuronal dynamics,
and their association with the processes of recognition. Based
on this understanding of microexpression recognition, we can
further explore the association between microexpressions and
deception. Although controversial, microexpressions are closely
related to deception and are used as a vital behavioral clue
for lie detection (Frank and Svetieva, 2015). According to
Weinberger (2010), few published peer-review studies address
microexpressions for political reasons. Linking microexpressions
to deception is “a leap of gargantuan dimensions” (for a
review, see Weinberger, 2010). Many more studies are needed
to understand the mechanisms underlying recognition of
microexpression and its association with deception.

In the future, dynamic facial expressions with greater
ecological validity should be employed. The brain mechanisms
involved in recognizing a number of fleeting social emotions,
including shame, guilt, and remorse (ten Brinke et al., 2012),
and the fundamental properties of microexpressions recognition
(Svetieva, 2014) should be explored. The influence of some
factors, for instance, contextual cues (Van den Stock and de
Gelder, 2014) which co-occur with facial microexpresion and
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macroexpression, age (Zhao et al., 2016), empathy (Svetieva
and Frank, 2016), on how we recognize microexpresion and
macroexpression and the underlying brain mechanisms should
also be investigated.
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Facial expression recognition is mediated by a distributed neural system in humans
that involves multiple, bilateral regions. There are six basic facial expressions that may
be recognized in humans (fear, sadness, surprise, happiness, anger, and disgust);
however, fearful faces and surprised faces are easily confused in rapid presentation.
The functional organization of the facial expression recognition system embodies a
distinction between these two emotions, which is investigated in the present study.
A core system that includes the right parahippocampal gyrus (BA 30), fusiform gyrus,
and amygdala mediates the visual recognition of fear and surprise. We found that fearful
faces evoked greater activity in the left precuneus, middle temporal gyrus (MTG), middle
frontal gyrus, and right lingual gyrus, whereas surprised faces were associated with
greater activity in the right postcentral gyrus and left posterior insula. These findings
indicate the importance of common and separate mechanisms of the neural activation
that underlies the recognition of fearful and surprised faces.
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INTRODUCTION

Different emotions are associated with specific facial expressions, and the recognition of these
facial expressions is important for social communication (Haxby et al., 2002). Among the six basic
facial expressions (fear, sadness, surprise, happiness, anger, and disgust), fear and surprise are
easily confused because surprised and fearful faces are “wide-eyed, information gathering” facial
expressions (Kim et al., 2003, 2004; Zhao et al., 2013). A fearful expression involves open eyes
and mouth and conveys shock in response to a frightening event, which signals a potential threat.
A surprised expression also involves wide eyes and an open mouth, which indicate unexpectedness
and novelty (Schroeder et al., 2004; Duan et al., 2010). According to Ekman’s (1993) terminology,
surprise is expressed by specific combinations involving two, three, or four action units, including
the raised inner and outer brow, the raised upper eyelid, and the open mouth. Fear patterns also
involve these action units; however, two specific action units, namely, the brow lower and the lip
stretcher, might be part of fear patterns but not of surprise patterns (Ekman, 1993).

The recognition of facial expression is mediated by a distributed neural system (Haxby et al.,
2000; Adolphs, 2002). This process is associated with increased activation in numerous visual areas
(fusiform gyrus and lingual gyrus), temporal areas (middle/superior temporal gyrus and MTG),
prefrontal areas (medial frontal gyrus and middle frontal gyrus), and limbic areas (amygdala and
parahippocampal gyrus).
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The discrimination of fear and surprise may be reflected
in the brain activity patterns that underlie facial expression
recognition. A fear expression indicates a potential threat,
whereas surprise conveys a sense of novelty or unexpectedness
(Adolphs et al., 1995; Schroeder et al., 2004). Fear has
been described as negatively valenced surprise (Vrticka et al.,
2014). Although no studies have directly investigated the
different neural mechanisms that underlie these two faces,
some brain regions have been found to be specialized for
different emotional functions. The parahippocampal gyrus has
been found to exhibit greater activation for surprised faces
than fearful faces because surprised faces are consciously or
unconsciously perceived due to their novelty (Schroeder et al.,
2004; Duan et al., 2010). Correspondingly, the conscious and
unconscious perception of faces with fearful expressions has been
found to be associated with a significant amygdala response,
which suggests a role of vigilance and the close monitoring
of environmental cues (Morris et al., 1996; Whalen et al.,
1998). However, other studies provide evidence that the human
amygdala is also responsive to surprised facial expressions (Kim
et al., 2003; Kim et al., 2004). A recent study revealed that
poorer classification accuracy among all emotion categories was
observed in the amygdala and hippocampus (Saarimaki et al.,
2016).

As mentioned above, the specific brain regions that
are most sensitive to fear or surprise remain unknown.
To investigate the specific neural substrates, we directly
contrasted the neural responses to fearful faces and surprised
faces. In addition, previous studies have reported extremely
high accuracies in the recognition of different emotions;
however, the presentation times in these studies are long
(Duan et al., 2010; Saarimaki et al., 2016). In a previous
study, we found that performance in recognizing fearful and
surprised faces was lower when the presentation time of
the target face was short (100–500 ms) (Zhao et al., 2013).
The present study used event-related functional magnetic
resonance imaging (fMRI) to identify the neural substrates
that mediate the perception of rapid surprised and fearful
faces in healthy volunteers. By comparing the different
patterns of neural activity in response to these faces, we
identified similarities and differences between the mechanisms
that underlie the recognition of fearful and surprised facial
expressions.

MATERIALS AND METHODS

Subjects
Fifteen healthy subjects (8 males) aged 20.5 ± 1.24 years were
recruited for the experiment. All of the subjects were right-
handed, free of neurological or psychiatric diseases, and had
normal or corrected-to-normal vision. The subjects were paid for
their participation. The experimental procedures were approved
by the IRB of the Faculty of Psychology, Southwest University,
and informed written consent was obtained from all of the
subjects.

Stimulation and Experimental Design
The present study investigated the perception of surprised and
fearful faces. The target stimuli included images of two types
of facial expressions (fear and surprise) posed by 43 individual
human models from the NimStim database (Tottenham et al.,
2009). Eighty-six images were selected from the database and
trimmed to 192 × 220 pixels. The protocol was based on Ekman
and Friesen’s Brief Affect Recognition Test (Ekman and Friesen,
1974). In each trial, a black fixation cross was initially presented
in the center of the silver–gray background for 200 ms, followed
by a facial expression image presented in the center of the
screen for 100, 300, or 500 ms. The subjects were instructed to
identify the facial expression by using the right thumb to press
a key (“1” or “2”). After the participants selected an answer, an
inter-trial interval (ISI) was randomly inserted between the trials
(Figure 1). The entire trial lasted 6 s, and the ISI did not include
the fixation presentation, face presentation, and response time.
We also included four blank intervals of 6 s duration among the
trials.

Data Acquisition and Analysis
Functional magnetic resonance imaging data were acquired using
a Siemens 3.0 Tesla Trio scanner with a standard head coil
at the Key Laboratory of Cognition and Personality (Ministry
of Education) at Southwest University (China). The functional
scanning used a whole-brain gradient-echo, echo-planar-imaging
sequence, and the repetition time was 2000 ms (30 ms echo time,
32 slices, 3.44 mm × 3.44 mm in-plane resolution, 1 mm slice
gap, voxel size 3.4 × 3.4 × 4, field of view 220 mm × 220 mm,
matrix 64× 64, and flip angle= 90◦).

FIGURE 1 | Illustration of a single trial of facial expression recognition.
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FIGURE 2 | Brain regions activated by two types of facial expressions, fear and surprise (p < 0.001, corrected with Monte Carlo simulations).

Complete fMRI data were acquired for 15 subjects and
included in the following analysis. The data were preprocessed
and analyzed using Statistical Parametric Mapping software
SPM8 (Wellcome Trust Center for Neuroimaging, London, UK).
The first five volumes for each subject were discarded to allow
for signal equilibration. The images were slice-time corrected,
motion corrected, normalized to the Montreal Neurological
Institute (MNI) space at 3 mm × 3 mm × 3 mm, and spatially
smoothed using a Gaussian kernel of 8 mm full width at half
maximum (FWHM) (Ashburner and Friston, 2005). Then, two
types of individual events (time-locked to the photographs)
were modeled by a canonical hemodynamic response with two
conditions: facial expressions of fear and surprise. A general
linear model (GLM) was applied to the data to estimate the
parameters of event-related activity corresponding to correct
trials for each voxel in the volume under two conditions.
Incorrect trials of both fearful faces and surprised faces were
modeled separately in the GLM and discarded in the following
analyses. Finally, statistical parametric maps with t-values were
generated for each condition and each subject after first-level
analysis (Calhoun et al., 2004).

A second-level random effects approach was applied to
the group-level statistical analyses, which estimated the error
variance of the interested conditions across subjects. During
the second-level analysis, t-tests and conjunction analysis
were applied to the two condition to identify the brain
activations under each condition and the common activations
of the two conditions, respectively. To examine the brain
regions that are particularly involved in the perception of a
specific emotional expression, the two emotional conditions
were directly compared using paired t-tests (surprise vs. fear,
fear vs. surprise). Multiple comparisons were applied to the
inferences from the statistical parametric maps for the threshold
corrected across gray matter in whole brain with Monte Carlo
simulations (the cluster connection radius was 5 mm, and
the number of Monte Carlo simulations was set to 1000)
(Forman et al., 1995). The mask we used in the multiple
correction with Monte Carlo simulations was extracted from
WFU_PickAtlas software (gray matter in tissue type) (Maldjian
et al., 2003) and then resampled to 3 × 3 × 3 volume as
the gray matter mask (the number of voxels in the mask was
19956).
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FIGURE 3 | Significant differences in the activation of brain regions during the recognition of fearful versus surprised faces (p < 0.001, corrected with
Monte Carlo simulations).

In addition, a correlation analysis was utilized to assess the
associations between the subject’s sensitivity and brain activation
under the two experimental conditions. The correlations between
the sensitivity index (d′) and the brain activations of each subject
for each condition were calculated. The common areas that were
significantly correlated with the recognition score under the two
face stimuli were extracted as regions of interest (ROIs) using the
MarsBar toolbox1. Then, the brain activities in the constructed
ROIs were analyzed.

RESULTS

There was no difference in recognition accuracy scores between
fearful faces (0.78 ± 0.08) and surprised faces (0.77 ± 0.11;
t= 0.52, p= 0.61). We initially determined the brain regions that
exhibited increased activation when the subjects watched the two
types of facial expressions (Figures 2, 3). To illustrate the detailed
activation information, the MNI coordinates of the peak T-values
and voxel numbers for all significant clusters were extracted and
are displayed in Tables 1–5.

The brain regions that exhibited increased activation in
response to fearful faces included the left postcentral gyrus, left
middle temporal gyrus, left cuneus, left putamen, left inferior

1http://marsbar.sourceforge.net

occipital gyrus, left precentral gyrus, left supplementary motor
area, right precentral gyrus, right inferior occipital gyrus, right
parahippocampal gyrus, and right amygdala (p< 0.001, corrected
with Monte Carlo simulations; Figure 2 and Table 1). Compared
to fearful faces, surprised faces were associated with increased
activation of the left postcentral gyrus, left middle occipital gyrus,
left supplementary motor area, right lentiform nucleus, right
calcarine, right postcentral gyrus, right precentral gyrus, right
inferior occipital gyrus, right parahippocampal gyrus, and right
amygdala (p < 0.001, corrected; Figure 2 and Table 2).

The conjunction analysis revealed that the brain regions that
exhibited increased activation in response to both the surprised
and fearful faces included the left postcentral gyrus, left middle
occipital gyrus, left fusiform, left inferior occipital gyrus, left
cuneus, left supplementary motor area, right postcentral gyrus,
right inferior occipital gyrus, right calcarine, right putamen, right
parahippocampal gyrus, and right amygdala (Figure 2).

Regarding the differences in the perceptual processing of
fearful faces versus surprised faces, the significant clusters
included the left precuneus, left middle frontal gyrus, right
MTG and right lingual gyrus for the contrast between the
fear and surprise conditions (p < 0.001, corrected; Figure 3
and Table 4). For the contrast between the surprise and fear
conditions, differences were located at two clusters, including
the left posterior insula and right postcentral gyrus (p < 0.001,
corrected; Figure 3 and Table 5).
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TABLE 1 | Neural activity in response to facial expression of fear.

Brain region MNI co-ordinates x, y, z Volume (voxels)

L middle temporal gyrus –51, –76,10 52

L putamen –18,11,4 43

L inferior occipital gyrus –42, –79, –11 26

L postcentral gyrus –60, –7,16 117

L cuneus –15, –91,1 480

L precentral gyrus –42,8,31 132

L supplementary motor area –6,14,52 79

R precentral gyrus 57, –10,49 332

R inferior occipital gyrus 39, –79, –8 30

R amygdala 27, –7, –14 203

R parahippocampal gyrus 18, –49, –5 539

L = left, R = Right. Significant at corrected p < 0.001.

TABLE 2 | Neural activity in response to facial expression of surprise.

Brain region MNI co-ordinates x, y, z volume (voxels)

L middle occipital gyrus –15, –103,10 360

L supplementary motor area –3,11,55 38

L postcentral gyrus –57, –16,31 114

R lentiform nucleus 21,14,4 64

R inferior occipital gyrus 39, –79, –8 29

R calcarine 3, –82,1 440

R postcentral gyrus 57, –16,52 241

R parahippocampal gyrus /amygdala 27, –7, –14 20

R precentral gyrus 54, –7,10 19

L = left, R = Right. Significant at corrected p < 0.001.

TABLE 3 | Conjunction of neural activity for facial expressions of fear and
surprise.

Brain region MNI co-ordinates x, y, z volume (voxels)

L middle occipital gyrus –15, –103,7 97

L fusiform –42, –43, –23 38

L inferior occipital gyrus –42, –79, –11 26

L postcentral gyrus –60, –13,28 64

L cuneus –15, –91,1 162

L supplementary motor area –3,11,55 37

R postcentral gyrus 57, –16,52 199

R inferior occipital gyrus 39, –79, –8 29

R calcarine 3, –82,1 416

R putamen 21,14,4 62

R parahippocampal gyrus (amygdala) 27, –7, –14 20

L = left, R = Right. Significnat at corrected p < 0.001.

Correlation analyses were employed to examine the
relationship between sensitivity of discrimination between
two faces (a score calculated as the Z score for a correct response
minus the Z score for a false alarm) and brain activity (Figure 4).
The activity of the right postcentral area was significantly
correlated with this sensitivity index under the fearful face
condition (r = 0.52, p < 0.05) and under the surprised face
condition (r = 0.61, p < 0.05).

TABLE 4 | Neural activity showing more activation for fear than for
surprise.

Brain region MNI co-ordinates x, y, z volume (voxels)

L precuneus –39, –73,37 14

L middle frontal gyrus –57,17,34 10

R middle temporal gyrus 63, –40, –14 36

R lingual gyrus 18, –49,1 12

L = left, R = Right. Significant at corrected p < 0.001.

TABLE 5 | Neural activity showing more activation for surprise than for
fear.

Brain region MNI co-ordinates x, y, z volume (voxels)

L insula –45, –19,19 29

R postcentral gyrus 42, –34,34 47

L = left, R = Right. Significant at corrected p < 0.001.

DISCUSSION

The current findings indicated similarities and differences in the
neural mechanisms that underlie the recognition of fearful and
surprised faces. In the present study, brain regions within the
temporal and occipital cortices, such as the left fusiform gyrus,
were activated during the perception of fearful and surprised
faces, which may indicate these brain regions are involved in the
general perceptual recognition of facial expressions (Haxby et al.,
2000; Winston et al., 2004). Regions of the occipital and temporal
visual cortices play a critical role in the perceptual processing
of socially and emotionally relevant visual stimuli (Haxby et al.,
2000, 2002). Increased activation of these areas may represent
top-down modulatory effects on the visual processing stream,
which reflect attentional enhancement as a result of emotional

FIGURE 4 | Correlation between the sensitivity index (d′) and activation
magnitude (T-value) under two conditions: fearful face stimuli (black)
and surprised face stimuli (red).
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significance (Vuilleumier and Schwartz, 2001; Pessoa et al., 2002).
In addition, fearful faces appear sufficient to evoke increased
amygdala activation. Our results indicate that the amygdala
(particularly in the right hemisphere) is responsive to surprised
faces and are consistent with a previous study reporting that the
right amygdala was activated in response to both fearful and
surprised faces (Kim et al., 2003). The right parahippocampal
gyrus was similarly activated during the recognition of fearful
and surprised faces. The amygdala and hippocampus are strongly
interconnected and receive inputs from extrastriate visual areas
in the occipital and temporal cortices (Amaral and Insausti, 1992;
Morris et al., 1999). Our findings indicated that the amygdala
and parahippocampal gyrus form an important part of the
emotion network but are unable to distinguish between fearful
and surprised faces. This result is consistent with a previous study
that found that although limbic regions, including the amygdala,
hippocampus, and thalamus, appear to form an important part
of the emotion network, the limbic components of the network
revealed poorer classification accuracy than did the cortical
components (Vrticka et al., 2014).

Our results indicate that fearful faces induced more activation
than did surprised faces in the frontal and temporal lobes.
The middle frontal gyrus was activated during fearful face
recognition. Previous research has indicated that this brain
region is implicated in contingency awareness in human aversive
conditioning (Knight et al., 2004; Carter et al., 2006). The
‘attentional network’ has been extensively researched and is
thought to involve fronto-parietal regions, including the middle
frontal gyrus (MFG) (Pessoa, 2009). Thus, the activity of this
region may reflect the attention being paid to fearful faces.
Neurons in the human MTG respond to socially important
aspects of faces such as expression, orientation, and eye-gaze
direction (Perrett et al., 1985; Hasselmo et al., 1989). In a
study by Morris et al. (1998), the right MTG received a
greater contribution from the amygdala during the processing
of fearful expressions (Morris et al., 1998). Depth EEG results
have indicated that the amygdala is activated along with the
MTG (Krolak-Salmon et al., 2004). A previous study identified
the activation of this region during the recognition of fear
versus disgust (Phillips et al., 1998). In other work, functional
activation specifically associated with a fearful face prime was
found in the activated bilateral middle temporal gyrus (Fan
et al., 2011). In addition, anomia for facial emotions has
been reported in patients with lesions in the right middle
temporal gyrus (Rapcsak et al., 1993; Cornwell et al., 2008). The
activation of this brain region might be due to the reception
and correct labeling of potential threat information from fearful
faces.

The facial expression of surprise has a distinct character and
might be universally recognized. Psychological theories suggest
that surprise is an adaptive mechanism to restructure and extend
cognitive concepts following the analysis of an unexpected event
(Schutzwohl, 1998); moreover, it provides important indicators of
emotion with respect to unexpectedness and novelty (Schroeder
et al., 2004). In the present study, surprised faces induced
greater activation in the postcentral cortices than did fearful
faces, which suggests that additional activity in this region was

required to correctly recognize surprised faces. The sensitivity of
recognition between two faces was positively correlated with the
activation of this area for both the fearful face and surprised face
conditions. One interpretation of these findings is that viewing
facial expressions of emotion triggers an emotional response
in the perceiver that mirrors the emotion presented in the
stimulus (Pitcher et al., 2008; Wood et al., 2016). Moreover, the
representation of this emotional response in the somatosensory
cortices may provide information regarding the emotion. In
particular, the somatosensory, motor, and premotor cortices have
been associated with emotion recognition in research with lesion
patients (Adolphs et al., 2000) and research using transcranial
magnetic stimulation (TMS) (Pourtois et al., 2004; Pitcher et al.,
2008). Regarding the posterior insula, previous studies have
suggested that the left and right insula preferentially encode
positive and negative affect, respectively (Craig, 2009). Left
insular activation has been identified in subjects experiencing joy
(Takahashi et al., 2008). Damage to this area may impair gustatory
information processing (Calder et al., 2001). Thus, the greater
activation of this brain region in the surprise condition might
be attributed to the surprised face being experienced as more
positive than the fearful face. Fear was described as negatively
valenced surprise in a recent study (Vrticka et al., 2014).

CONCLUSION

The present study used fMRI to explore the activation of different
brain regions in response to fearful and surprised faces. Our
results indicate that the limbic system, including the amygdala
and parahippocampal gyrus, is responsible for both of these
faces. The fearful faces elicited greater activation in some frontal
regions and the right middle temporal gyrus, whereas the insula
and postcentral cortices were largely activated in the recognition
of surprised faces. These results suggest that fear leads to greater
activation of the attention and memory systems, whereas surprise
results in greater activation of the emotion experience system.
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Facial micro-expression is a brief involuntary facial movement and can reveal the

genuine emotion that people try to conceal. Traditional methods of spontaneous

micro-expression recognition rely excessively on sophisticated hand-crafted feature

design and the recognition rate is not high enough for its practical application. In this

paper, we proposed a Dual Temporal Scale Convolutional Neural Network (DTSCNN)

for spontaneous micro-expressions recognition. The DTSCNN is a two-stream network.

Different of stream of DTSCNN is used to adapt to different frame rate of micro-expression

video clips. Each stream of DSTCNN consists of independent shallow network for

avoiding the overfitting problem. Meanwhile, we fed the networks with optical-flow

sequences to ensure that the shallow networks can further acquire higher-level features.

Experimental results on spontaneous micro-expression databases (CASME I/II) showed

that our method can achieve a recognition rate almost 10% higher than what some

state-of-the-art method can achieve.

Keywords: micro-expression recognition, deep learning, optical flow, convolutional neural network, feature fusion

INTRODUCTION

Facial expression plays an important role in people’s daily communication and emotion expression.
Typically, a full facial expression last from 1/2 to 4 s (Ekman, 2003b) and can be easily identified
by humans. Over the past few decades, many researchers have made their efforts to help computer
better understand facial expressions and the form of emotional communications among humans
(Fasel and Juergen, 2003; Zhang and Tjondronegoro, 2011; Li X. et al., 2013; Li Y. et al., 2013).
However, psychological studies (Porter and Ten Brinke, 2008; Ekman, 2009) indicate that the
recognition of human emotion based on facial expressions may be misleading. In other words,
someone may try to hide their emotion by exerting an opposite facial expression.

As a special facial expression, micro-expression is defined as a rapid facial movement that is
not subject to people’s consciousness and can reveal the genuine emotion (Ekman, 2003a). Micro-
expression was first discovered by Haggard and Isaacs (1966), they found the Micro-expression
is related to self-defense mechanism and can reveal depressed emotions. In 1969, Ekman and
Friesen also observed a specific kind of micro-expression when they were analyzing a video from a
depressive patient who attempted to tell a lie to cover his suicidal intent. In that video, the patient
was optimistic by observing his facial expression, but when the video was played in a slower speed
and inspected frame by frame, Ekman et al. saw an intense expression of extreme anguish just
within two frames as the patient was answering a question from the doctor. The short expression
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lasted <1/12 s. From then on, understanding and recognizing
micro-expression became a popular research topic (Russell et al.,
2006; Endres and Laidlaw, 2009; Pfister et al., 2011).

For its authenticity and objectivity, micro-expression
recognition possesses great value in diverse fields, such as, affect
monitoring (Porter and Ten Brinke, 2008), criminal detection
(Russell et al., 2006), and homeland security (Weinberger,
2010). However, due to its characteristics, micro-expression
recognition is very challenging. Firstly, micro-expressions are
fleeting and imperceptible, which typically last <1/2 s and can
be easily neglected by human eyes (Yan et al., 2013a). Secondly,
its intensity is very subtle and localized (Porter and Ten Brinke,
2008), i.e., micro-expression is a tiny movement confined to a
small area of the face region. In 2009, Frank et al. found that
only highly trained individuals are able to distinguish various
micro-expressions, but the recognition accuracy is just 47%.

Related Research Works
For the reason of the difficulty for human to notice or recognize
micro-expressions, in recent years, automatic facial micro-
expressions recognition has attracted increasing attentions in
both the field of pattern recognition and computer vision
(Polikovsky et al., 2009; Pfister et al., 2011). Polikovsky et al.
(2009) presented a 3D-Gradient orientation histogram descriptor
to represent the motion information in facial micro-expressions.
Shreve et al. (2011) proposed a spatio-temporal strain method
for automatic micro-expression spotting in long-term videos.
Wu et al. (2011) designed an automatic micro-expression
recognition system by using Gabor feature and GentleSVM
classifier.

Thanks to Pfister et al. (2011), Li X. et al. (2013), Yan et al.
(2013b, 2014), three spontaneous micro-expressions database
(SMIC, CASMEI, and CASMEII) were built in well designed
and strictly controlled laboratory environment and publicly
introduced to the community. A brief summary of these three
databases are given in Table 1. Based on the spontaneous
database, many methods for micro-expression recognition have
been proposed. Pfister et al. (2011) performed the first successful
attempt in spontaneous facial micro-expression recognition.
By Combining the Local Binary Pattern on Three Orthogonal
Planes (LBP-TOP) descriptor and Random Forest (RF) classifier,
the best accuracy of 78.9% on the SMIC database was obtained.
Considering the redundant information in LBP-TOP features,
Wang et al. (2014) proposed a LBP-Six Intersection Points
(LBP-SIP) method and the experiment on CASMEII database
shows that the LBP-SIP is more accurate and computational
efficient than LBP-TOP. Huang et al. (2016) considered more
information such as, sign, magnitude and orientation and
proposed Spatiotemporal Completed Local Quantization
Patterns (STCLQP) for facial micro-expression analysis.
Compared with the LBP-TOP and LBP-SIP methods, STCLQP
achieves a substantial improvement on recognition rate tested on
the three public spontaneous micro-expression databases. Aside
from concentrating on Spatiotemporal Local Texture Descriptors
(SLTD) based methods, a more comprehensive research is done
by Liu et al. (2015). In their work, a simple but efficient method
called Main Directional Mean Optical-flow (MDMO) was

TABLE 1 | Three main spontaneous micro-expression database.

Index

Clips

number

Camera

speed

Frame size AU coding/Labeling

SMIC 164 100 fps 640 × 480 No/By Emotion

CASME I 195 60 fps Part A: 1280 × 720 Yes/By Emotion

Part B: 640 × 480

CASME II 247 200 fps 640 × 480 Yes/By Emotion

employed, which utilized optical flow estimation technique to
compute the subtle movement of facial regions of interest (ROIs)
that were spotted based on the Facial Action Coding System
(FACS). For 36 ROIs, the length of a MDMO feature vector
is just 72. Besides, they also proposed an optical-flow-driven
method to align all frames of a micro-expression video clip. To
address the problem of constant head movements in typical
micro-expression applications, Xu et al. (2017) presented Facial
Dynamics Map (FDM) to characterize micro-expression. Based
on Facial Landmark Location, “Coarse Alignment and Face
Cropping” were conducted on the raw micro-expression clips,
then a pixel-level alignment method was applied before FDM
feature extraction. By classifying more categories and taking a
different measuring method of recognition rate, the recognition
accuracy on three databases (SMIC, CASMEI, and CASMEII)
are 71.43, 42.02, and 41.96%, respectively.

The aforementioned works make solid contribution in
automatic micro-expression recognition and inspire the
community. However, there is still space to improve the
methods. Firstly, the methods rely excessively on hand-crafted
features and the process of feature selection depends heavily
on the experience of researchers, which makes it difficult
for psychologist lack of such experience to use the methods.
Secondly, the recognition rate of the methods is not high
enough for practical applications. Therefore, a more effective
method that can generate high-level feature automatically for
micro-expressions recognition is desired.

Related Research Works
Convolutional Neural Networks (CNNs) (LeCun et al., 1998),
as an effective deep learning model, has recently made
unprecedented progress in many fields such as, computer vision
(Szegedy et al., 2015), speech recognition (Abdel-Hamid et al.,
2012), and natural language processing (Sutskever et al., 2014).
Some popular CNN models like LeNet-5 (LeCun et al., 1998),
AlexNet (Krizhevsky et al., 2012), GoogLeNet (Szegedy et al.,
2015), and VGG-Net (Simonyan and Zisserman, 2014a) are well
tested and widely used by many researchers. In spite of the
difference in network structure, these popular deep networks are
all shown their powerful ability for understanding the property
of raw data. Except for 2D information processing, Karpathy
et al. (2014) extended the connectivity of CNN to time domain
and introduced a video descriptor to learn the spatio-temporal
information. In the experiment on UCF101 Action Recognition
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dataset that contains 1 million YouTube videos belonging to 487
classes, the best recognition rate reached 63.9%.

In those successful works of CNN, large dataset is needed
to train the network. However, the micro-expression database
that we can use so far is much smaller than traditional database
fed to CNN. A serious overfitting problem would occur if we
directly apply CNN on the existing micro-expression database.
In this paper, The proposed Dual Temporal Scale Convolutional
Neural Network (DTSCNN) addressed the overfitting problem
from three aspects: (i) the feature extraction was done on the
micro-expression clips by using two shallow network separately;
(ii) data augmentation and higher drop-out ratio were used in
each network; (iii) CASMEI and CASMEII database were used
together to train the network.

Meanwhile, the shallow network of DTSCNN has the risk
of only learning low-level features. To ensure the proposed
architecture can obtain high-level features, the data fed to the
network was not raw data but the optical-flow, which is higher
level feature than raw data and has been proved to be effective in
micro-expression recognition (Liu et al., 2015).

The proposed DTSCNN is a two-stream convolutional
network, each stream is a simplified network that uses 3D
convolution kernel and pooling cell (Tran et al., 2015) to
automatically represent the property of subtle facial movements.
Because the frame rates of the video clips in CASMEI and
CASMEII were 60 and 200 fps, respectively. One stream of
the DTSCNN took 64 fps input (64 = 26 adapts to CASMEI),
and the other stream took 128 fps input (128 = 27 adapts
to CASMEII). Neither do we need the sophisticated frame
alignment method nor the complicated feature design. The
DTSCNN takes optical-flow sequences in different temporal
scales as the input and outputs their higher level features.
Experimental results on CASME I/II database demonstrate that
our proposed method gave higher recognition rate than some
state-of-the-art recognition methods, such as, STCLQP (Huang
et al., 2016), MDMO (Liu et al., 2015), and FDM (Xu et al., 2017).

The following sections are organized as: section Convolutional
Neural Networks gives a brief introduction of Deep learning
(DL), and Convolutional Neural Network (CNN) principle;
section Micro-Expression Recognition describes our proposed
DTSCNN; section Experiments Results and Analysis presents

and discusses the experiment design and results; section
Conclusion gives the conclusion.

CONVOLUTIONAL NEURAL NETWORKS

In this section, we give a brief introduction of Deep learning
(DL) and the Convolutional Neural Network (CNN) principle,
which lays a foundation for proposing DTSCNN in section
Micro-Expression Recognition.

Deep Learning
Deep learning is evolved from the research on neural networks.
Typically, it is composed of multiple processing layers and
has powerful abilities to learn representations of data using
multiple levels of abstraction. Currently, many deep network
structures have been put forward. Such as, Deep Belief Network
(Hinton et al., 2006), Stacked Auto Encoders (Vincent et al.,
2010), Convolutional Neural Network (LeCun et al., 1998),
and Recurrent Neural Network (Mikolov et al., 2011). For the
dramatically great success of CNN in visual object recognition
and detection, in this paper, we mainly discuss the CNN for
micro-expression recognition.

Convolutional Neural Network (CNN)
CNN is a biologically-inspired model and firstly proposed by
LeCun et al. (1998). Shown in Figure 1 is a general structure of
a CNN.

In Figure 1, the input layer receives normalized images
with identical size. A set of units in a small neighborhood
(local receptive field) in the input layer will be processed by a
convolution kernel to form the unit in a feature map of the
subsequent convolutional layer. One pixel in the feature map can
be calculated by using

Ck = f (x ∗W + b) (1)

where Ck is the value of the k-th pixel in the feature map, x
is the pixel value vector of the units in the local receptive field
corresponding to Ck, W, and b are the coefficient vector and
bias, respectively, determined by the feature map, while f is the
activation function (sigmoid, tanh, ReLU, etc.). Since studies in

FIGURE 1 | The General structure of a CNN.
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Nair and Hinton (2010) have suggested that ReLU function is
superior to sigmoid function, in our work, the ReLU function has
been employed. For the inputt, ReLU function can be expressed
as

f (t) = max(0, t) (2)

Each feature map has only one convolutional kernel, i.e., for all
x in the input plane, the W and b are the same. This design of
CNN can largely save calculation time and make specific feature
stand out in a feature map. There is normally more than one
feature map in a convolutional layer, so that multiple features are
included in the layer.

To make the feature invariant to the geometrical shift and
distortion, the convolutional layer is followed by a pooling layer
which can subsample the feature maps. For the k-th unit in a
feature map in the pooling layer, its value can be calculated by
using

Pk = f (β ∗ down(C)+ α) (3)

where Pk is the value of the k-th unit in featuremap in the pooling
layer, C is the value vector in the feature map of the convolutional
layer, β and α are the coefficient and bias, respectively, and
down (•) is the subsampling function. Max pooling function is
used for subsampling, in that case, down (C)can be written as

down(C) = max
{

Cs,l

∣

∣s ≤ m, l ≤ m, s, l ∈ z+
}

(4)

where Cs,l is the pixel value of the unit C in the feature map, mis
the subsampling size.

The first convolutional layer and pooling layer would acquire
low-level information of the image, while the stack of themwould
enable high-level feature extraction.

The output layer is connected to its formal layer with Softmax
Regression. For the output vector F from the upper layer, the
probability of classifying into class c is:

p
(

y(F) = c|F; θ
)

=
eθ

T
c F

∑N
n=1 e

θTn F
1 ≤ c ≤ N (5)

where y(F) is the group identity of input F, θ is weight vector
between output layer and previous layer, N is the number of the
groups. The loss function is defined as:

J(θ) = −

N
∑

c=1

1
{

y(F) = c
}

log
eθ

T
c F

∑N
n=1 e

θTn F
1 ≤ c ≤ N (6)

Where, 1{◆} is the eigenfunction, when {◆} is true, it will return 1.
Practically, in CNN training, we would compute the sum of loss
function from multiple inputs, and update the weight of network
using stochastic gradient descent (Wilson and Martinez, 2003).

MICRO-EXPRESSION RECOGNITION

Pre-Processing
At the stage of data pre-processing, two techniques are contained:
face alignment and normalization. In face alignment, we take

the method presented in Yan et al. (2014). In their method,
68 facial landmarks are detected in the first frame in each
micro-expression video clips using Active Shape Model (ASM)
(Cootes et al., 1995). Then the first frame of each sequence is
normalized according to the alignment template, the subsequent
frames in each clips are all aligned to the first frame by using
LocalWeightedMean (LWM) transformation (Goshtasby, 1988).
In normalization, we normalize the aligned micro-expression
samples both in spatial and temporal domain. For spatial domain
normalization, all images are cropped within face region to
96 × 112 pixels, which is in the average size of the original
face region in the database. For temporal normalization, we
employ the linear interpolation method to obtain a sufficient
number of frames. The linear interpolationmethod is widely used
and proved to be effective in frame normalization (Liu et al.,
2015; Xu et al., 2017). As mentioned in the early section, the
training set that we used contains two subsets, where video clips
are normalized to 65 frames and 129 frames, respectively, to
compensate for frame differences of those two databases.

Optical Flow Estimation
Optic-flow technique can detect the motion information between
adjacent frames. In analyzing visual motion information,
optical flow is typically served as a high level feature
in machine learning area. Recently, some large-scale video
classification works with CNNS (Simonyan and Zisserman,
2014b; Tran et al., 2015) has also suggested that optical flow
sequences are more efficient to use than the original image
sequences.

In a video clip, suppose that I
(

x, y, t
)

is the value at
point

(

x, y, t
)

. After a lapse of δt to the next frame, the
pixel moved to

(

x+ δx, y+ δy, t + δt
)

with its intensity I
(

x+ δx, y+ δy, t + δt
)

. Based on invariance of brightness during
small period, we have

I
(

x, y, t
)

= I
(

x+ δx, y+ δy, t + δt
)

(7)

where δx = uδt, δy = vδt, with u
(

x, y
)

and v
(

x, y
)

to be the
horizontal component and vertical component that need to be
estimated in the optical flow field.

If we assume that the pixel value in an image is a continuous
function of its position and time, according to the Taylor series
expansion, the right part of the function (7) can be written as:

I
(

x+ δx, y+ δy, t + δt
)

= I
(

x, y, t
)

+ δx
∂I

∂x
+ δy

∂I

∂y

+ δt
∂I

∂t
+ ε (8)

Where ε is the two order or above unbiased estimator of time δt.
When δt tends to be infinitesimal, we can let both sides of formula
(8) to be divided by time δt and the Equation (7), then the optical
flow equation is obtained as follows:

δx

δt

∂I

∂x
+

δy

δt

∂I

∂y
+

∂I

∂t
= 0 (9)
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that is,

u
∂I

∂x
+ v

∂I

∂y
+

∂I

∂t
= 0 (10)

For video clips of micro-expression, computing the tiny
movement of facial region accurately is crucial before
recognition. In Liu’s work (Liu, 2009), he made subtle
movements in the video more obvious by computing its
optical flow estimation, which is also suitable for us in order to
recognize the micro-expression information. Further, the matrix
of u, v fields can be transformed to image by using Munsell Color
System (Gargi et al., 2000). Figure 2 shows two pre-processed
samples and their optical field estimations from CASME I/II. To
human eyes, it is hard to notice the facial change in those clips.
However, in optical flow fields, we could demonstrate the subtle
movement in different colors.

DTSCNN
DTSCNN is a two streams network with 3D convolution and
pooling units. Unlike typical convolution or pooling cell in
convolutional neural network, the 3D convolution and pooling
in DTSCNN have a kernel in size of k × k × l, where k is spatial
size, l is temporal depth. The micro-expression clip that we refer
to in DSTCNN has a size of d × w × h × c, where w, h, and c
are width, height and number of channels of every single frame,
respectively, and d is the number of frames.

In an input layer of a typical convolutional neural network,
every single image is treated as an object to be identified.
Nevertheless, in video classification, each video clip is used as a

bag of words and fed into the network. In our work, we calculated
the optical flow estimation in size of 64 × 96 × 112 × 3 and 128
× 96 × 112 × 3 for each micro-expression video clip in CASME
I/II dataset.

For continuous-time visual information processing, temporal
information is as important as spatial information. However,
how to probe the spatio-temporal information sufficiently and
effectively is critical to video identification task. In Karpathy’s
work (Karpathy et al., 2014), three connectivity patterns of
convolution neural network in video identification task were
presented. Figure 3 shows these three kinds of fusion model.

In Figure 3, The Late Fusion model is similar to parallel
convolutional neural network and each single-frame network
shares parameters in a fixed frame distance. The Early Fusion
model design is based on single-frame networks and only
utilizes 3D convolution with a size of k × k × l in the
first layer to extract the spatio-temporal information. The Slow
Fusion model is a more comprehensive combination, which
utilizes the 3D convolution and pooling technique throughout
the network while learning more elaborate information from
both spatial and temporal domains. Although this would
progressively generate higher-level information, it is slow and
memory-consuming.

For micro-expressions recognition, considering that the

micro-expression is continuous and is not contained in a specific
frame or few adjacent frames, the Late Fusion and Early Fusion
may be inadequate. In addition, Karpathy’s (Karpathy et al., 2014)

and Du’s (Tran et al., 2015) experiments show that Slow Fusion

model can give better performance than Late and Early fusion

FIGURE 2 | Two samples are pre-processed and estimated optical fields. The first row and third row micro-expression sequence are from CASMEI (subject 01,

EP12_3, frames: 45–54) and CASMEII (subject 17, EP05_02, frames: 53–62) database, respectively. The former one expressed a surprise emotion and the latter

expressed a positive emotion (happiness). Row 2 and 4 is the optical flow sequence that computed from their above line, respectively.
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FIGURE 3 | Fusion model. Left: Late Fusion. Middle: Early Fusion. Right: Slow Fusion. The red, green, blue, and purple box represent convolutional, pooling,

normalization and Fully-Connected (FC) layers, respectively.

FIGURE 4 | Dual Temporal Scale Convolutional Neural Network (DTSCNN).

model. Especially, Du et al proposed the C3D (Tran et al., 2015)
and proved that a 3 × 3 × 3 convolution kernel used in every
layer would give the best performance. Therefore, in our work, we
combine the Slow Fusion model and C3D implement for micro-
expression recognition. Specially, a DTSCNN is proposed and the
architecture is shown in Figure 4.

In Figure 4, we can see that DTSCNN is a two-stream
convolutional network consisting of DTSCNN64 and
DTSCNN128. Each stream is compact with only 5 layers (4
convolutional layers and 1 fully-connected layer, the number
of filters for the four convolution layers is 16, 32, 64, and 128,
respectively. The detail of the kernel parameter setting of the
network is given in Table 2. In the first convolution layer (3 × 3
× 8 conv or 3 × 3 × 16 conv), a big spatial and temporal stride
is set to omit redundant information in that initial level and
save memories. The setting of second and third layer (3 × 3 ×

3 conv) follow Du’s (Tran et al., 2015) conclusions. The reasons
of the fourth layer utilizing 3 × 3 × 4 convolutional filter is
that a 3 × 3 × 3 convolution filter may create more temporally
indefinite factors when it operates previous layers that with
4-frames length. The last layer is an output layer since keeping an

extra FC layer consumes time and memory. Using a two-stream
architecture can not only overcome the frame rate difference
between CASMEI and CASMEII but also the overfitting problem
due to small data size. Also, taking the optical-flow data as
input can help the simplified network to learn high-level feature.
When learning is finished, a linear SVM classifier is used to take
features from the final layer of each stream. The result of the
SVM classifier is used for decision-level fusion to give the overall
recognition rate.

The DTSCNN64 and DTSCNN128 are designed to take

micro-expression video clips in size of 64× 96× 112× 3 and 128
× 96 × 112 × 3, respectively. The DSTCNN64 is used to adapt
to the frame rate of 60fps of CASMEI, and the DSTCNN128 to
CASMEII. This design is important in real application. Because

there is no agreed standard frame rate so far for recoding
the micro-expressions, i.e., the micro-expression video could be
recorded in various frame rate. The design of different streams of
the network can adapt to different frame rates, which may make
the whole network robust to the frame rate of the input data.
The prediction falls into four different classes. Figure 5 shows the
detail of DTSCNN64.
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EXPERIMENTS RESULTS AND ANALYSIS

Database and Experiment Setting
In CASMEI database (Yan et al., 2013b), there are 189
spontaneous micro-expression video clips collected from 19
subjects. Each clip was filmed by a 60-fps camera with a size
of 640 × 480 pixels. The data can be classified into 8 classes.
Compared with CASMEI, CASMEII (Yan et al., 2014) is more like
an updated version. Namely, it contains 255 spontaneous micro-
expression video clips from 26 subjects and includes emotion
belonging to seven classes. Especially, it was recorded by camera
with a speed of 200 fps and the face region occupies a larger
proportion in the image. In our experiment, we selected data

TABLE 2 | Parameters and size of the kernel in DTSCNN.

Layer DTSCNN64 DTSCNN128

(Kernel parameter settings) (Kernel parameter settings)

Input – –

Conv1 3 × 3 × 8, Sp:1,Ss:2,Tp:2,Ts:4 3 × 3 × 16, Sp:1,Ss:2,Tp:4,Ts:8

pool1 2 × 2 × 1, Ss:2,Ts:1 2 × 2 × 1,Ss:2,Ts:1

Conv2 3 × 3 × 3,Sp:1,Ss:1,Tp:1,Ts:1 3 × 3 × 3,Sp:1,Ss:1,Tp:1,Ts:1

pool2 2 × 2 × 2,Ss:2,Ts:2 2 × 2 × 2,Ss:2,Ts:2

Conv3 3 × 3 × 3,Sp:1,Ss:1,Tp:1,Ts:1 3 × 3 × 3,Sp:1,Ss:1,Tp:1,Ts:1

Pool3 2 × 2 × 2,Ss:2,Ts:2 2 × 2 × 2,Ss:2,Ts:2

Conv4 3 × 3 × 4,Sp:1,Ss:1,Tp:0,Ts:1 3 × 3 × 4,Sp:1,Ss:1,Tp:0,Ts:1

pool4 2 × 2 × 1,Ss:2,Ts:1 2 × 2 × 1,Ss:2,Ts:1

Classify – –

Sp, Ss, Tp, and Ts denote spatial padding, spatial stride, temporal padding and temporal

stride respectively.

from CASMEI and CASMEII to form the experiment dataset
CASME I/II. Following the recommended strategy (Yan et al.,
2013b, 2014), we categorized CASME I/II into four classes:
Negative, Others, Positive and Surprise. The specific emotion that
each class contains and the number of clips in CASME I/II are
shown in Table 3.

Currently, many methods have been tried on the spontaneous
micro-expressions database. In this paper, we compare DTSCNN
with three state-of-the-art methods, i.e., STCLQP (Huang et al.,
2016), MDMO (Liu et al., 2015), and FDM (Xu et al., 2017). The
3-fold cross-validation was used for all the methods evaluated on
CASME I/II dataset.

However, from Table 3 we can see that the size of
training data in each fold of cross-validation is relatively
small for DTSCNN. Another problem that may affect the
classification task is imbalanced classification data (He and
Garcia, 2009). In cross-validation, there exists some imbalance
in our training set. To address the issue, Liu et al. (2015)
applied polynomial SVM to evaluate the accuracy of the testing
phase, Huang et al. (2016) and Xu et al. (2017) used F1
score as an important index to measure the identification
performance.

In our work, we utilized a sampling method as a data
augmentation strategy to solve both imbalanced learning and
small-sample problems in each fold of the cross-validation. The
sampling method is illustrated by using a flow chart in Figure 6

and conducted as following steps.

(1) A slice of images with 2 pixels in width or height is cut from
every frame in the CASMEI/II. By cutting at different places,
i.e., up, down, left, right, center and upper left, upper right,
lower left and lower right part of the frame, nine new frames
can be created.

FIGURE 5 | The details of how 3D convolutional kernel in DTSCNN64 process a video clip. The blue, pink and purple box represents convolutional, pooling, and

classifying layers, respectively. OFS denote optical flow sequence. The black box indicates the padding image in temporal domain. Each gray box represents an

optical flow image. Besides, all parallel blue boxes in the same layer share parameters.
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(2) The created nine frames are spatially normalized to 96× 112
pixels.

(3) Repeat step 1 and 2 till all frames in the CASMEI/II are
processed.

TABLE 3 | Specific emotions in each category and clip numbers in experiment

database.

CASMEI/II CASMEI CASMEII

Negative (124) Disgust (44), sadness (6), fear (2) Disgust (63), sadness (7), fear (2)

Others (234) Tense (69), repression (38),

contempt (9)

Repression (27), Others (99)

Positive (41) Happiness (9) Happiness (32)

Surprise (45) Surprise (20) Surprise (25)

(4) For one class of emotion, the index of video clip is randomly
selected, suppose the j-th video clip is selected.

(5) In the j-th video clip, replace every original frame with
the frame randomly selected from its corresponding nine
spatially normalized frames to create a new video clip.

(6) The created video clip are normalized to 65 frames if it is in
CASMEI or 129 frames if it is in CASMEII by using linear
interpolation method.

(7) Repeat step 4 to 6 until 500 video clips are created in this class
of emotion.

(8) Repeat step 4–7 until every class of four classes has 500 video
clips.

Finally, for each training set, we have 20,000 clips in total (4
× 500), the number of video clips in each test set remained
unchanged.

FIGURE 6 | Flow chart of the sampling method.
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Experimental Results on CASME I/II
Database
Table 4 shows the micro-expression recognition accuracy of
DTSCNN compared with the three methods. The experimental
details of DTSCNN, STCLQP, MDMO, and FDM are as follows.

DTSCNN

The detail of the parameter setting of DTSCNN is given in
Table 2. In the training phase, each stream employed batch
gradient descent with a momentum of 0.9 (Wilson and Martinez,
2003), the dropout ratio of the FC layer was set to 0.5 and
the minimum batch size was set to 10. The initial learning rate
was set to 0.0001 and would get divided by 10 after every 10
epochs. Each stream of DTSCNN was trained separately, and the
output feature of the Pool4 layer from each stream was fused
for classification using linear SVM which would take decision-
level fusion method to obtain final classification results. For each
stream, if a sample x is classified into class C1 and class C2 with
possibility of P1 and P2, respectively, then a decision-level fusion
result C would be computed as follows

C =

{

C1 if .P1 ≥ P2
C2 if .P1 < P2

(11)

STCLQP

Firstly, each video clip in CASME I/II database was given the
same treatment as mentioned in section Pre-processing. Then,
STCLQP feature extractionmethod that presented inHuang et al.
(2016) was applied to each of the preprocessed sample. Finally,
we used a SVM classifier with polynomial kernel (Schölkopf and
Smola, 2002) to perform the classification. The parameters of
SVM were refined using grid searching (Hsu et al., 2003).

MDMO

Prior to analyze the MDMO feature extraction methods, some
processing steps which slightly different with the original paper
(Liu et al., 2015) must be clarified. In particular, each raw video
clip in CASMEI and CASME II database was given the same

TABLE 4 | The micro-expression recognition results (%) on CASMEI/II dataset

with different methods, the fusion in bracket denotes the result is computed after

done the decision-level fusion using Equation 10.

Methods Fold1 Fold2 Fold3 Average

DTSCNN64 TIM64 65.45 65.45 65.45 65.45

DTSCNN128 TIM128 65.45 66.36 65.45 65.75

DTSCNN (fusion) 67.27 67.27 65.45 66.67

STCLQP TIM64 56.36 55.45 52.73 54.85

STCLQP TIM128 57.27 53.64 53.64 54.85

STCLQP (fusion) 58.18 56.36 54.55 56.36

MDMO TIM64 54.54 52.73 52.73 53.33

MDMO TIM128 54.54 54.54 53.63 54.24

MDMO (fusion) 57.27 55.45 53.63 55.45

FDM TIM64 53.64 53.64 54.55 53.94

FDM TIM128 53.64 53.64 55.45 54.24

FDM (fusion) 57.27 57.27 56.36 56.97

normalization treatment as mentioned in section Pre-processing.
The following 36-ROIs detection of the first frame in each video
clip was completed by using ASM model (Cootes et al., 1995)
and FACS (Ekman and Friesen, 1977). Then, the optical flow
sequence for each normalized samples were computed in the
way mentioned in section Optical Flow Estimation. Finally, for
each video clip, we obtained two optical-flow sequences in size
of 64 × 480 × 640 × 3 and 128 × 480 × 640 × 3. In feature
extraction and classification stage, the MDMO method was
applied to each optical flow sequence to extract features from 36
ROIs, while a SVM with Gaussian kernel (Schölkopf and Smola,
2002) served as the classifier to evaluate the feature extraction
performance.

FDM

For each video clip in CASME I/II, firstly, we took the
pretreatment method mentioned in section Pre-processing.
Then, the optical flow computation and FDM feature extraction
step (Xu et al., 2017) were conducted. Finally, we used a Linear
SVM classifier to evaluate the accuracy of the feature.

As shown in Table 4, an average accuracy of 66.67% is
achieved by DTSCNN, which is higher than every single stream
network (DTSCNN64: 65.47%, DTSCNN128: 65.75%), and
outperforms all the traditional feature extraction based method
(STCLQP: 56.36%, MDMO: 52.12%, FDM: 56.97%). Particularly,
the recognition accuracy of DTSCNN is almost 10 percent higher
than STCLQP, MDMO, and FDM.

Figure 7 shows the average confusion matrices of the four
methods. Apparently, the prediction of traditional methods
would prefer the class with larger number of samples. For
example, all three methods predict “Negative” as “Others” with
chance of more than 55%, because “Other” class has larger
training set. However, DTSCNN is robust to this imbalance-data
effect, it can still predict “Negative” as “Negative” with chance
of 50.54%. The good performance of the DTSCNN may be due
to the sampling method employed by DTSCNN to address the
problem of imbalanced data.

Among traditional methods, FDM is more robust to
imbalanced-data effect. In predicting “Surprise,” only FDM
can predict it with higher chance (60.61%), STCLQP and
MDMO predict it as “Others” with chance of 54.55 and 45.45%,
respectively.

DTSCNN has almost the highest rate of correct prediction
according the confusionmatrices (except in predicting “Others”).
Especially in recognizing “Negative,” the DTSCNN has a correct
prediction rate of 50.54%, which is more than 20% higher than
those of STCLQP, MDMO, and FDM (26.88, 21.51, and 23.66%,
respectively).

The main reason for the low recognition rate of “Positive” for
all methods is due to very limited training samples (only 31).
Nevertheless, the proposed DTSCNN method still archives the
highest recognition accuracy rate of 13.33%.

To sum up DTSCNN can not only effectively learn features
from imbalanced data, but also interpret the subtle movement in
facial micro-expression clips internally and give an outstanding
performance for quandary classification with negative, others,
positive, and surprise.
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FIGURE 7 | Confusion matrices on CASMEI/II dataset. The N, O, P, and S denote the classes of Negative, Others, Positive, and Surprise, respectively. The number in

packets indicates the number of samples in testing set vs. the training set.

CONCLUSION

In this paper, we proposed a DTSCNN architecture to
recognize spontaneous micro-expression. The DTSCNN is a
simplified design and end-to-end trainable two-stream network.
Specifically, each convolution and pooling cell is a 3D structure
that employs the Slow Fusion model mechanism to process
micro-expression sequence internally, while the two-stream
architecture is designed to take sequences normalized to 64
frames and 128 frames separately so that more discriminative
features can be learned from data in different temporal length.

In pretreatment, unlike traditional methods that take
complicated processing to obtain better recognition
performance, we took much simpler method. The first step
was to align clips to their first frame. The second was to calculate
the optical flow estimation from the aligned and normalized
samples.

In the experiment, we tested the DTSCNN on CASME
I/II dataset. Unlike the traditional hand-crafted feature based
method, which is labor-expensing and time-consuming,
the DTSCNN can automatically learn features from simply

pre-processed samples and complete the classification for
recognition. Experimental results demonstrated that the
proposed method can achieve highest recognition rate
among STCLQP, MDMO, and FDM. This also suggests
that our proposed DTSCNN could be a promising method for
micro-expression applications.
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Over the last few years, automatic facial micro-expression analysis has garnered

increasing attention from experts across different disciplines because of its potential

applications in various fields such as clinical diagnosis, forensic investigation and security

systems. Advances in computer algorithms and video acquisition technology have

rendered machine analysis of facial micro-expressions possible today, in contrast to

decades ago when it was primarily the domain of psychiatrists where analysis was largely

manual. Indeed, although the study of facial micro-expressions is a well-established

field in psychology, it is still relatively new from the computational perspective with

many interesting problems. In this survey, we present a comprehensive review of

state-of-the-art databases and methods for micro-expressions spotting and recognition.

Individual stages involved in the automation of these tasks are also described and

reviewed at length. In addition, we also deliberate on the challenges and future directions

in this growing field of automatic facial micro-expression analysis.

Keywords: facial micro-expressions, subtle emotions, survey, spotting, recognition, databases, spontaneous,

expressions

1. INTRODUCTION

In 1969, Ekman and Friesen (1969) spotted a quick full-face emotional expression in a filmed
interview which revealed a strong negative feeling a psychiatric patient was trying to hide from
her psychiatrist in order to convince that she was no longer suicidal. When the interview video
was played in slow motion, it was found that the patient was showing a very brief sad face that
lasted only for two frames (1/12s) followed by a longer-duration false smile. This type of facial
expressions is called micro-expressions (MEs) and they were actually first discovered by Haggard
and Isaacs (1966) 3 years before the event happened. In their study, Haggard and Isaacs discovered
these micromomentary expressions while scanning motion picture films of psychotherapy hours,
searching for indications of non-verbal communication between patient and therapist.

MEs are very brief, subtle, and involuntary facial expressions which normally occur when a
person either deliberately or unconsciously conceals his or her genuine emotions (Ekman and
Friesen, 1969; Ekman, 2009b). Compared to ordinary facial expressions or macro-expressions, MEs
usually last for a very short duration which is between 1/25 and 1/5 of a second (Ekman, 2009b).
Recent research by Yan et al. (2013a) suggest that the generally accepted upper limit duration
of a micro-expression is within 0.5s. Besides short duration, MEs also have other significant
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characteristics such as low intensity and fragmental facial action
units where only part of the action units of full-stretched facial
expressions are presented (Porter and Ten Brinke, 2008; Yan
et al., 2013a). Due to these three characteristics of the MEs, it is
difficult for human beings to perceive micro-expressions with the
naked eye.

In spite of these challenges, new psychological studies of MEs
and computationalmethods to spot and recognizeMEs have been
gaining more attention lately because of its potential applications
in many fields, i.e., clinical diagnosis, business negotiation,
forensic investigation, and security systems (Ekman, 2009a;
Frank et al., 2009a;Weinberger, 2010). One of the very first efforts
to improve the human ability at recognizing MEs was conducted
by Ekman where he developed the Micro-Expression Training
Tool (METT) to train people to recognize seven categories of
MEs (Ekman, 2002). However, it was found in Frank et al.
(2009b) that the performance of detectingMEs by undergraduate
students only reached at most 40% with the help of METT while
unaided U.S. coast guards performed not more than 50% at best.
Thus, an automatic ME recognition system is in great need in
order to help detect MEs such as those exhibited in lies and
dangerous behaviors, especially with the modern advancements
in computational power and parallel multi-core functionalities.
These have enabled researchers to perform video processing
operations that used to be infeasible decades ago, increasing
the capability of computer-based understanding of videos in
solving different real-life vision problems. Correspondingly, in
recent years researchers have moved beyond psychology to using
computer vision and video processing techniques to automate the
task of recognizing MEs.

Although normal facial expression recognition is now
considered a well-established and popular research topic with
many good algorithms developed (Zeng et al., 2009; Bettadapura,
2012; Sariyanidi et al., 2015) with accuracies exceeding 90%, in
contrast the automatic recognition of MEs from videos is still a
relatively new research field with many challenges. One of the
challenges faced by this field is spotting the ME of a person
accurately from a video sequence. As a ME is subtle and short,
spotting of MEs is not an easy task. Furthermore, spotting of MEs
becomes harder if the video clip consists of spontaneous facial
expressions and unrelated facial movements, i.e., eye-blinking,
opening and closing of mouth, etc. On the other hand, other
challenges of ME recognition include inadequate features for
recognizing MEs due to its low change in intensity and lack of
complete, spontaneous and dynamic ME databases.

In the past few years, there have been some noteworthy
advances in the field of automatic ME spotting and recognition.
However, there is currently no comprehensive review to chart
the emergence of this field and summarize the development of
techniques introduced to solve these tasks. In this survey paper,
we first discuss the existing ME corpora. In our perspective,
automatic ME analysis involves two major tasks, namely, ME
spotting and ME recognition. ME spotting focuses on finding
the occurrence of MEs in a video sequence while ME recognition
involves assigning an emotion class label to an ME sequence. For
both tasks, we look into the range of methods that have been
proposed and applied to various stages of these tasks. Lastly,

we discuss the challenges in ME recognition and suggest some
potential future directions.

2. MICRO-EXPRESSION DATABASES

The prerequisite of developing any automatic ME recognition
system is having enough labeled affective data. As ME research in
computer vision has only gained attention in the past few years,
the number of publicly available spontaneous ME databases is
still relatively low. Table 1 gives the summary of all available ME
databases to date, including both posed and spontaneous ME
databases. The key difference between posed and spontaneous
MEs is in the relevance between expressed facial movement and
underlying emotional state. For posed MEs, facial expressions
are deliberately shown and irrelevant to the present emotion
of senders, therefore not really helpful for the recognition of
real subtle emotions. Meanwhile, spontaneous MEs are the
unmodulated facial expressions that are congruent with an
underlying emotional state (Hess and Kleck, 1990). Due to
the nature of the posed and spontaneous MEs, the techniques
for inducing facial expressions (for purpose of constructing a
database) are contrasting. For the case of posed MEs, subjects
are usually asked to relive an emotional experience (or even
watching example videos containing MEs prior to the recording
session) and perform the expression as well as possible. However,
eliciting spontaneous MEs is more challenging as the subjects
have to be involved emotionally. Usually, emotionally evocative
video episodes are used to induce the genuine emotional state of
subjects, and the subjects have to attempt to suppress their true
emotions or risk getting penalized.

According to Ekman and Friesen (1969) and Ekman (2009a),
MEs are involuntary which could not be created intentionally.
Thus, posed MEs usually do not exhibit the characteristics (i.e.,
the appearance and timing) of spontaneously occurring MEs
(Porter and Ten Brinke, 2008; Yan et al., 2013a). The early USD-
HD (Shreve et al., 2011) and Polikovsky’s (Polikovsky et al.,
2009) databases consist of posed MEs rather than spontaneous
ones; hence they do not present likely scenarios encountered in
real life. In addition, the occurrence duration of their micro-
expressions (i.e., 2/3 s) exceeds the generally acceptable duration
of MEs (i.e., 1/2 s). To have a more ecological validity, research
interest then shifted to spontaneous ME databases. Several
groups have developed a few spontaneous MEs databases to
aid researchers in the development of automatic ME spotting
and recognition algorithms. To elicit MEs spontaneously,
participants are induced by watching emotional video clips to
experience a high arousal, aided by an incentive (or penalty)
to motivate the disguise of emotions. However, due to the
challenging process of eliciting these spontaneous MEs, the
number of samples collected for these ME databases is still
limited.

Table 1 summarizes the knownME databases in the literature,
which were elicited through both posed and spontaneous means.
The YorkDDT (Warren et al., 2009) is the smallest and oldest
database, with spontaneousMEs that also include other irrelevant
head and face movements. The Silesian Deception database
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TABLE 1 | Micro-expression databases.

Databases Subset Subjects Samples Frames Type* FACS Emotion Expression Frame

per sec coded classes annotations

USF-HD – 100 30 P No 6 Macro/micro –

Polikovsky’s 10 42 200 P No 6 Micro –

YorkDDT 9 18 25 S No 2 Micro –

Silesian deception† 101 101 100 S No – Macro/micro Eye closures,

gaze aversion,

micro-tensions

SMIC-sub 6 77 100 S No 3 Micro –

SMIC HS 16 164 100 S No 3 Micro –

VIS 8 71 25 S No 3

NIR 8 71 25 S No 3

E-HS 16 157 100 S No 3 Micro Onset,offset

E-VIS 8 71 25 S No 3

E-NIR 8 71 25 S No 3

CASME 19 195 60 S Yes 7 Micro Onset,offset,apex

CASME II 26 247 200 S Yes 5 Micro Onset,offset,apex

CAS(ME)2 Part A 22 87 30 S Yes 4 Macro/Micro Onset,offset,apex

Part B 22 57 30 S Yes 4

SAMM 32 159 200 S Yes 7‡ Macro/micro Onset,offset,apex

MEVIEW 16 31 25 S Yes 5§ macro/micro onset,offset

*P/S, Posed/Spontaneous.
†
Not all samples contain micro-expressions and only a total of 183 occurrences of “micro-tensions” were annotated. No emotion classes were available.

‡
Seven objective classes are also provided (Davison et al., 2017).

§Set of emotions are atypical (contempt, surprise, fear, anger, happy), likely in the context of environment. Some sample clips involve person speaking, or only have AUs marked with

no emotions observed.

(Radlak et al., 2015) was created for the purpose of recognizing
deception through facial cues. This database is annotated with
eye closures, gaze aversion, and micro-expression, or “micro-
tensions,” a phrase used by the authors to indicate the occurrence
of rapid facial muscle contraction as opposed to having an
emotion category. This dataset is not commonly used in spotting
and recognition literature as it does not involve expressions per
se; its inception primarily for the purpose of automatic deception
recognition.

The SMIC-sub (Pfister et al., 2011) database presents a better
set of spontaneous ME samples in terms of frame rate and
database size. Nevertheless, it was further extended to the SMIC
database (Li et al., 2013) with the inclusion of more ME samples
andmultiple recordings using different cameras types: high speed
(HS), normal visual (VIS), and near-infrared (NIS). However, the
SMIC-sub and SMIC databases do not provide Action Unit (AU)
(i.e., facial components that are defined by FACS to taxonomize
facial expressions) labels and the emotion classes were only
based on participants’ self-reports. Sample frames from SMIC are
shown in Figure 1.

The CASME dataset (Yan et al., 2013b) provides a more
comprehensive spontaneous ME database with a larger amount
of MEs as compared to SMIC. However, some videos are
extremely short, i.e., <0.2 s, hence poses some difficulty for ME
spotting. Besides, CASME samples were captured only at 60 fps.
An improved version of it, known as CASME II was established to
address these inadequacies. The CASME II database (Yan et al.,

2014a) is the largest and most widely used database to date (247
videos, sample frames in Figure 2) with samples recorded using
high frame-rate cameras (200 fps).

To facilitate the development of algorithms for ME spotting,
extended versions of SMIC (SMIC-E-HS, SMIC-E-VIS, SMIC-
E-NIR), CAS(ME)2 (Qu et al., 2017), and SAMM (Davison
et al., 2016a) databases were developed. In SMIC-E databases,
long video clips that contain some additional non-micro frames
before and after the labeled micro frames were included as
well. The CAS(ME)2 database (with samples given in Figure 3)
is separated into two parts: Part A contains both spontaneous
macro-expressions and MEs in long videos; and Part B includes
cropped expression samples with frame from onset to offset.
However, CAS(ME)2 is recorded using a low frame-rate (25 fps)
camera due to the need to capture both macro- and micro-
expressions.

In the SAMM database (with samples shown in Figure 4),
all micro-movements are treated objectively, without inferring
the emotional context after each experimental stimulus. Emotion
classes are then labeled by trained experts later. In addition, about
200 neutral frames are included before and after the occurrence
of the micro-movement, which makes spotting feasible. The
SAMM is arguably the most culturally diverse database among
all of them. In short, the SMIC, CASME II, CAS(ME)2, and
SAMM are considered the state-of-the-art databases for ME
spotting and recognition that should be widely adopted for
research.
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FIGURE 1 | Sample frames from a “Surprise” sequence (Subject 1) in SMIC. Images reproduced from the database with permission from Li et al. (2013).

FIGURE 2 | Sample frames from a “Happiness” sequence (Subject 6) in CASME II. Images reproduced from the database with permission from Yan et al. (2014a).

FIGURE 3 | Sample frames from a “Disgust” sequence (Subject 15) in CAS(ME)2. Images reproduced from the database (©Xiaolan Fu) with permission from Qu et al.

(2017).

FIGURE 4 | Sample frames from a sequence (Subject 6) in SAMM that contains micro-movements. Images reproduced from the database with permission from

Davison et al. (2016a).

The need for data acquired from more unconstrained “in-
the-wild” situations have compelled further efforts to provide
more naturalistic high-stake scenarios. The MEVIEW dataset
(Husak et al., 2017) was constructed by collecting mostly poker
game videos downloaded from YouTube with a close-up of the
player’s face (samples frames in Figure 5). Poker games are highly
competitive with players often try to conceal or fake their true
emotions, which facilitates likely occurrences of MEs. With the
camera view switching often, the entire shot with a single face
in video (averaging 3s in duration) was taken. An METT-trained
annotator labeled the onset and offset frames of the ME with

FACS coding and emotion types. A total of 31 videos with 16
individuals were collected.

3. SPOTTING OF FACIAL
MICRO-EXPRESSIONS

Automatic ME analysis involves two tasks: ME spotting and
ME recognition. Facial ME spotting refers to the problem
of automatically detecting the temporal interval of a micro-
movement in a sequence of video frames; and ME recognition
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is the classification task to identify the ME involved in the
video samples. In a complete facial ME recognition system,
accurately and precisely identifying frames containing facial
micro-movements (which contribute to facial MEs) in a video
is a prerequisite for high-level facial analysis (i.e., facial ME
recognition). Thus, the automatic facial expression spotting
frameworks are developed to automatically search the temporal
dynamics of MEs in streaming videos. Temporal dynamics
refer to the motions of facial MEs that involve onset(start),
apex(peak), offset(end), and neutral phases. Figure 6 shows
a sample sequence depicting these phases. According to the
work by Valstar and Pantic (2012), the onset phase is the
moment where muscles are contracting and appearance of facial
changes grows stronger; the apex phase is the moment where
the expression peaks (the most obvious); and the offset phase
is the instance where the muscles are relaxing and the face
returns to its neutral appearance (little or no activation of facial
muscles). Typically a facial motion shifts through the sequence of
neutral-onset-apex-offset-neutral, but other combinations such
as multiple apices are also possible.

In general, a facial ME spotting framework consists of a few
stages: the pre-processing, feature description, and lastly the
detection of the facial micro-expressions. The details of each of
the stages will be further discussed in the following sections.

3.1. Pre-processing
In facial ME spotting, the general pre-processing steps include
facial landmark detection, facial landmark tracking, face
registration, face masking, and face region retrieval. Table 2
shows a summary of existing pre-processing techniques that are
applied in facial ME spotting.

3.1.1. Facial Landmark Detection and Tracking
Facial landmark detection is the first most important step
in the spotting framework to locate the facial points on the
facial images. In the field of MEs, two ways of locating the
facial points are applied: the manual method and automatic facial
landmark detection method. In an early work on facial micro-
movement spotting (Polikovsky et al., 2009), facial landmarks
are manually selected only at the first frame, and fixed in the
consecutive frames as they assumed that the examined frontal
faces are located relatively in the same location. In their later
work (Polikovsky and Kameda, 2013), a tracking algorithm
is applied to track the facial points that had been manually
detected at the first frame throughout the whole sequence.
To prevent the hassle of manually detecting the facial points,
majority of the recent works (Davison et al., 2015, 2016a,b;
Liong et al., 2015, 2016b,c; Wang et al., 2016a; Xia et al.,
2016) opt to apply automatic facial landmark detection. Instead
of running the detection for the whole sequence of facial
images, the facial points are only detected at the first frame
and fixed in the consecutive frames with the assumption that
these points will only change minimally due to the subtleness of
MEs.

To the best of our knowledge, the facial landmark detection
techniques that are commonly employed for facial ME spotting
are promoted Active Shape Model (ASM) (Milborrow and
Nicolls, 2014), Discriminative Response Maps Fitting (DRMF)
(Asthana et al., 2013), Subspace Constrained Mean-Shifts
(SCMS) (Saragih et al., 2009), Face++ automatic facial point
detector (Megvii, 2013), and Constraint Local Model (CLM)
(Cristinacce and Cootes, 2006). In fact, the promoted ASM,
DRMF, and CLM are the notable examples of part based

FIGURE 5 | Sample frames from a “Contempt” sequence in MEVIEW that contains micro-movements marked with AU L12. Images reproduced from the database

(Husak et al., 2017) under Fair Use.

FIGURE 6 | A video sequence depicting the order in which onset, apex and offset frames occur. Sample frames are from a “Happiness” sequence (Subject 2) in

CASME II. Images reproduced from the database with permission from Yan et al. (2014a).
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TABLE 2 | A survey of pre-processing techniques applied in facial micro-expression spotting.

Work Landmark Landmark Face Masking Face

detection tracking registration regions

Polikovsky et al., 2009 Manual – – – 12 ROIs

Shreve et al., 2009 – – – – 3 ROIs

Wu et al., 2011 – – – – Whole face

Shreve et al., 2011 – – Face alignment Eyes, nose 8 ROIs

and mouth

Polikovsky and Kameda, 2013 Manual APF – – 12 ROIs

Shreve et al., 2014 SCMS – – Eyes and 4 Parts

mouth

Moilanen et al., 2014 Manual KLT Face alignment – 6 × 6 blocks

Davison et al., 2015 Face++ – Affine transform – 5 × 5 blocks

Patel et al., 2015 DRMF OF – – 49 ROIs

Liong et al., 2015 DRMF – – 3 ROIs

Wang et al., 2016a DRMF – Non-reflective – 6 × 6 blocks

similarity transformation

Liong et al., 2016c DRMF – – Eyes 3 ROIs

Xia et al., 2016 ASM – Procrutes analysis – Whole face

Liong et al., 2016b DRMF – – – 3 ROIs

Davison et al., 2016a Face++ – Affine transform – 4 × 4, 5 × 5 blocks

Davison et al., 2016b Face++ – 2D-DFT and Binary masking 26 ROIs

Piecewise affine warping

Yan and Chen, 2017 CLM – – – 16 ROIs

Li et al., 2017 Manual KLT – – 6 × 6 blocks

Ma et al., 2017 CLNF KLT – – 5 ROIs

from OpenFace

Qu et al., 2017 ASM – LWM – Various block sizes

Duque et al., 2018 AAM KLT – – 5 ROIs

facial deformable models. Facial deformable models can be
roughly separated into two main categories: holistic (generative)
models and part based (discriminative) models. The former
applies holistic texture-based facial representation for the
generic face fitting scenario; and the latter uses the local
image patches around the landmark points for the face fitting
scenario. Although the holistic-based approaches are able to
achieve impressive registration quality, these representations
unfaithfully locate facial landmarks in unseen images, when
target individuals are not included in the training set. As a
result, part based models which circumvent several drawbacks
of holistic-based methods, are more frequently employed in
locating facial landmarks in recent years (Asthana et al., 2013).
The promoted ASM, DRMF, and CLM are from part based
deformable models, however their mechanisms are different.
The ASM applies shape constraints and searches locally for
each feature point’s best location; whereas DRMF learns the
variation in appearance on a set of template regions surrounding
individual features and updates the shape model accordingly;
as for CLM, it learns a model of shape and texture variation
from a template (similar to active appearance models), but
the texture is sampled in patches around individual feature
points. In short, the DRMF is computationally lighter than its
counterparts.

Part based approaches mainly rely on optimization strategies
to approximate the responses map through simple parametric
representations. However, some ambiguities still result due to
the landmark’s small support region and imperfect detectors.
In order to address these ambiguities, SCMS which employs
Kernel Density Estimator (KDE) to form a non-parametric
representation of response maps was proposed. To maximize
over the KDE, the mean-shift algorithm was applied. Despite
the progress in automatic facial landmark detection, these
approaches are still not considerably robust toward “in-the-wild”
scenarios, where large out-of-plane tilting and occlusion might
exist. The Face++ automatic facial point detector was developed
by Megvii (2013) to address such challenges. It employs a coarse-
to-fine pipeline with neural network and sequential regression,
and it claims to be robust against influences such as partial
occlusions and improper head pose up to 90◦ tilt angle. The
efficacy of the method (Zhang et al., 2014) has been tested on
the 300-W dataset (Sagonas et al., 2013) (which focuses on
facial landmark detection in real-world facial images captured
in-the-wild), yielding the highest accuracy among the several
recent state-of-the-arts including DRMF.

In ME spotting research, very few works applied tracking to
the landmark points. This could be due to the sufficiency of
landmark detection algorithms used (since MEs movements are
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very minute) or that general assumptions have been made to fix
the location of the detected landmarks points. The two tracking
algorithms that were reportedly used in a few facial ME spotting
works (Polikovsky and Kameda, 2013; Moilanen et al., 2014; Li
et al., 2017) are Auxiliary Particle Filtering (APF) (Pitt and
Shephard, 1999) and Kanade-Lucas-Tomasi (KTL) algorithm
(Tomasi and Kanade, 1991).

3.1.2. Face Registration
Image registration is the process of aligning two images—the
reference and sensed images, geometrically. In the facial ME
spotting pipeline, registration techniques are applied onto the
faces to remove large head translations and rotations that might
affect the spotting task. Generally, registration techniques can
be separated into two major categories: area-based and feature-
based approaches. In each of the approaches, either global
mapping functions or local mapping functions are applied to
transform the the sensed image to be as close as the reference
image.

For area-based (a.k.a. template matching or correlation-like)
methods, windows of predefined size or even entire images
are utilized for the correspondence estimation during the
registration. This approach bypasses the need for landmark
points, albeit some restriction to only shift and small rotations
between the images (Zitova and Flusser, 2003). In the work
by Davison et al. (2016b), a 2D-Discrete Fourier Transform
(2D-DFT) was used to achieve face registration. This method
calculates the cross-correlation of the sensed and reference
images before finding the peak, which in turn is used to find the
translation between the sensed and reference images. Then, the
process of warping to a new image is performed by piece-wise
affine (PWA) warping.

For feature-based approach to face registration, salient
structures which include region features, line features and
point features are exploited to find the pairwise correspondence
between the sensed and reference images. Thus, feature-based
approach are usually applied when the local structures are more
significant than the information carried by the image intensities.
In some ME works (Shreve et al., 2011; Moilanen et al., 2014; Li
et al., 2017), the centroid of the two detected eyes are selected
as the distinctive point (also called control points) and exploited
for face registration by using affine transform or non-reflective
similarity transform. The consequence of such simplicity entails
their inability to handle deformations locally. A number of
works (Li et al., 2017; Xu et al., 2017) employed Local Weighted
Mean (LWM) (Goshtasby, 1988) which seeks to find a 2-D
transformationmatrix using 68 facial landmark points of a model
face (typically from the first frame). In another work by Xia
et al. (2016), Procrustes analysis is applied to align the detected
landmark points in frames. It determines a linear transformation
(such as translation, reflection, orthogonal rotation, and scaling)
of the points in sensed images to best conform them to points in
the reference image. Procrustes analysis has several advantages:
low complexity for easy implementation and it is practical for
similar object alignment (Ross, 2004). However, it requires a one-
to-one landmark correspondence and the convergence of means
is not guaranteed.

Instead of using mapping functions to map the sensed images
to the reference images, a few studies (Shreve et al., 2011;
Moilanen et al., 2014; Li et al., 2017) correct the mis-alignment by
rotating the faces according to the angle between the pair of lines
that join the centroids of the two detected eyes to the horizontal
line. In this mechanism, errors can creep in if the face contours
of the sensed and reference face images are not consistent with
one another, or that the subject’s face is not entirely symmetrical
to begin with.

Due to the diversity of face images with various types of
degradations to be registered, it is challenging to fix a standard
method that is applicable to all conditions. Thus, the choice of
registrationmethod should correspond to the assumed geometric
deformation of the sensed face image.

3.1.3. Masking
In the facial ME spotting task, a masking step can be applied
onto the face images to remove noise caused by undesired
facial motions that might affect the performance of the spotting
task. In the work by Shreve et al. (2011), a static mask (“T”-
shaped) was applied on the face images to remove the middle
part of the face that includes the eyes, nose, and mouth regions.
Eye regions were removed to avoid the noise caused by eye
cascades and blinking (which is not considered a facial micro-
expression); the nose region is masked as it is typically rigid,
which might not reveal much significant information even with
it; and mouth region is excluded since opening and closing of
the mouth introduces undesired large motion. It is arguable
if too much meaningful information may have been removed
from the face area in the masking steps introduced in Shreve
et al. (2011) and Shreve et al. (2014), as the two most expressive
facial parts (in the context of MEs) are actually located near
the corner of the eyebrow and mouth areas. Hence, some
control is required to prevent excluding too much meaningful
information. Typically, specific landmark points around these
two areas are used as reference or boundary points in themasking
process.

In the work by Liong et al. (2016c), the eye regions
are masked to reduce false spotting of the apex frame from
long videos. They observed that eye blinking motion is
significantly more intense than that of micro-expression motion,
thus masking is necessary. To overcome potential inaccurate
landmark detection, a 15-pixel margin was added to extend
the masked region. Meanwhile, Davison et al. (2016b) applied
a binary mask to obtain 26 FACS-based facial regions that
include the eyebrows, forehead, cheeks, corners around eyes,
mouth, regions around mouth, and etc. The regions are useful
for the spotting task as each of these regions contain a single
or a group of AUs, which will be triggered when the ME
occurs. It is also worth mentioning that a majority of works
in the literature still do not include a masking pre-processing
step.

3.1.4. Face Region Retrieval
From psychological findings on concealed emotions (Porter and
Ten Brinke, 2008), it was revealed that facial micro-expression
analysis should be done on the upper and lower halves of the
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face separately instead of considering the entire face. This finding
substantiated an earlier work (Rothwell et al., 2006), whereby
ME recognition was also performed on the segmented upper
and lower parts of the face. Duan et al. (2016) later showed
that the eye region is much more salient than the whole face or
mouth region for recognizing micro-expressions, in particular
happy and disgust expressions. Prior knowledge from these
works encourage splitting of the face into important regions for
automatic facial micro-expression spotting.

In the pioneering work of spotting facial MEs (Shreve et al.,
2009), the face was segmented into three regions: the upper part
(which includes the forehead), middle part (which includes the
nose and cheeks), and the lower part (which include the mouth);
and each was analyzed as individual temporal sequences. In
their later work (Shreve et al., 2011), the face image is further
segmented into eight regions: forehead, left and right of the
eye, left and right of cheek, left and right of mouth and chin.
Each of the segments is analyzed separately in sequence. With
the more localized segments, tiny changes in certain temporal
segments could be observed. However, unrelated edged features
such as hair, neck, and edge of the face that are present in
the localized segments might induce noise and thus affect the
extracted features. Instead of splitting the face images into few
segments, Shreve et al. (2014) suggested to separate the face
images into four quadrants, and each of the quadrant is analyzed
individually in the temporal domain. The reason behind this is
because of the constraint on locality as facial micro-expressions
are restricted to appear in at most two bordering regions (i.e., first
and second quadrant, second and third quadrant, third and forth
quadrant, and the first and fourth quadrant) of the face (Shreve
et al., 2014).

Another popular facial segmentation method is splitting the
face into a specific number (m × n) of blocks (Moilanen et al.,
2014; Davison et al., 2015, 2016a; Wang et al., 2016a; Li et al.,
2017). In the blocking representation, themotion changes in each
block could by observed and analysis independently. However,
with the increasing in the number of blocks (i.e., m × n), the
computation load increases accordingly. Besides, features such as
hairs and edges of face that appear in the blocks will affect the
final feature vectors as these elements are not related to the facial
motions.

A unique approach to facial segmentation for ME spotting
is to split the face by Delaunay triangulation (Davison et al.,
2016b). It gives more freedom to the shape that defines the
regions of the face. Unfortunately, areas of the face that are
not useful for ME analysis such as the cheek area may still be
captured within the triangular regions. To address this problem,
more recent methods partition the face into a few region-of-
interests (ROIs) (Polikovsky et al., 2009; Polikovsky andKameda,
2013; Liong et al., 2015, 2016b,c, 2018; Davison et al., 2016b; Li
et al., 2018). The ROIs are regions that correspond to one or
more FACS action units (AUs). As such, these regions contain
rigid facial motions when the muscles (AUs) are activated.
Some studies (Liong et al., 2015, 2016b,c; Davison et al.,
2016b) show that ROIs are more effective compared to the
use of the entire face in constraining the salient locations for
spotting.

3.2. Spotting
Facial micro-expression spotting, or “micro-movement” spotting
[a term coined by Davison et al. (2016a)] refers to the problem
of automatically detecting the temporal interval of a micro-
movement in a sequence of video frames. Current approaches for
spotting facial micro-movement can be broadly categorized into
two groups: classifier-based methods (supervised/unsupervised)
and rule-based (use of thresholds or heuristics) methods. There
are many possible dichotomies; this survey discusses some early
ideas, followed by two distinct groups of works – one on
spotting ME movement or window of occurrence, another on
spotting the ME apex. A summary of the existing techniques
for spotting facial micro-expressions (or micro-movements) are
depicted in Table 3.

3.2.1. Early Works
In the early works by Polikovsky et al. (2009) and Polikovsky
and Kameda (2013), 3D-HOGwas adopted to extract the features
from each of the regions in the ME videos. Then, k-means
clustering was used to cluster the features to particular AUs
within predefined facial cubes. “Spotting” was approached as
a classification task: each frame is classified to neutral, onset,
apex or offset, and compared with ground truth labels. The
classification rates achieved were satisfactory, in the range of
68–80%. Although their method could potentially contribute to
facial micro-movement spotting by locating the four standard
phases described by FACS, there are two glaring drawbacks.
First, their method was only tested on posed facial ME videos,
which are not a good representation of spontaneous (naturally
induced) facial MEs. Secondly, the experiment was run as a
classification task in which the frames were clustered into one of
the four phases; this is highly unsuitable for real-time spotting.
The work of Wu et al. (2011) also treats the spotting task as
a classification process. Their work uses Gabor filters and the
GentleSVM classifier to evaluate the frames. From the resulting
label of each frame, the duration of facial micro-expressions
were measured according to the transition points and the video
frame-rate. Subsequently, they are only considered as ME when
their durations last for 1/25–1/5s. They achieved very high
spotting performance on the METT training database (Ekman,
2003). However, this was not convincing on two counts; first,
only 48 videos were used in the experiments, and second,
the videos were synthesized by inserting a flash of micro-
expression in the middle of a sequence of neutral face images.
In real-world conditions, frame transitions would be much more
dynamic compared to the abrupt changes that were artificially
added.

Instead of treating the spotting task as frame-by-frame
classification, the works of Shreve et al. (2009, 2011) are the
first to consider the temporal relation from frame-to-frame and
employ a threshold technique to locate spontaneous facial MEs.
This follows a more objective method that does not require
machine learning. Their works are also the first in the literature
to attempt spotting both macro- (i.e., ordinary facial expressions)
and micro-expressions from videos. In their work, optical strain,
which represents the amount of deformation incurred during
motion, was computed from selected facial regions. Then, the
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TABLE 3 | Facial micro-expression (or micro-movement) spotting works in literature.

Work Feature Feature Movement (M) / Spotting technique Database

Analysis Apex (A)

Polikovsky et al., 2009 3D gradient histogram – k mean cluster High-speed ME database

(not available)

Shreve et al., 2009 Optical strain – M Threshold technique USF

Wu et al., 2011 Gabor features – M GentleSVM METT (48 videos)

Shreve et al., 2011 Optical strain – Threshold technique USF-HD

M Canal-9 (not available)

Found videos (not available)

Polikovsky and Kameda, 2013 3D gradient histogram – k mean cluster High-speed ME database

(not available)

Shreve et al., 2014 Optical strain – M Threshold technique USF

SMIC

Moilanen et al., 2014 LBP X Threshold technique CASME-A

M CASME-B

SMIC-VIS-E

Davison et al., 2015 HOG X M Threshold technique SAMM

Patel et al., 2015 Spatio-temporal integration – M Threshold technique SMIC-VIS-E

of OF vectors

Liong et al., 2015 LBP correlation – Binary search CASME II

CLM A

Optical strain

Wang et al., 2016a MDMD X M Threshold technique CAS(ME)2

Xia et al., 2016 Geometrical motion – M Random walk model CASME

deformation SMIC

Liong et al., 2016b LBP correlation – A Binary search CASME II

Liong et al., 2016c LBP correlation – A Binary search CASME II

Optical strain

Davison et al., 2016a HOG X M Threshold technique SAMM

Davison et al., 2016b 3D HOG X Threshold technique SAMM

LBP M CASME II

OF

Li et al., 2017 HOOF X Threshold technique CASME II

LBP M SMIC-E-HS

SMIC-E-VIS

SMIC-E-NIR

Yan and Chen, 2017 LBP correlation – Peak detection CASME II

CLM A

HOOF

Ma et al., 2017 RHOOF – A Threshold technique CASME

CASME II

Qu et al., 2017 LBP X M Threshold technique CAS(ME)2

Duque et al., 2018 Riesz Pyramid X M Threshold technique SMIC-E-HS

CASME II

facial MEs are spotted by tracking the strain magnitudes across
frames following these heuristics: (1) strain magnitude exceeds
the threshold (calculated from the mean of each video) and is
significantly larger than that of the surrounding frames, and
(2) the duration of the detected peak can only last at most
1/5th of a second. A 74% true positive rate and 44% false
positive rate was achieved in the spotting task. However, a

portion of data used in their experiments were posed, while
some of them (Canal-9 and Found Videos databases) were
not published or are currently defunct. In their later work
(Shreve et al., 2014), a peak detector was applied to locate
sequences containing MEs based on strain maps. However,
the details of the peak detector and threshold value were not
disclosed.
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3.2.2. Movement Spotting
Micro-expression movements can be located by identifying a
"window" of occurrence, typically marked by a starting or onset
frame, and an ending or offset frame. In the work by Moilanen
et al. (2014), the facial motion changes were modeled by feature
difference (FD) analysis of appearance-based features (i.e., LBP)
that incorporates the Chi-Square (χ2) distance to form the
FD magnitudes. Only the top 1/3 of total blocks (per frame)
with the greatest FD values were chosen and averaged to an
initial feature value representing the frame. The contrasting
difference vector is then computed to find relevant peaks from
across the sequence. Spotted peak frames (i.e., the peaks that
exceed the threshold) are compared with the provided ground
truth frames; and considered true positive if they fall within
the span of k/2 frames (where k is half of the interval frames
in the window) before the onset and after the offset. The
proposed technique was tested on CASME-A, CASME-B, and
SMIC-VIS-E, achieving a true positive rate of 52, 66, and 71%,
respectively.

The same spotting approach was adopted by Li et al. (2017)
and tested on various spontaneous facial ME databases: CASME
II, SMIC-E-HS, SMIC-E-VIS, and SMIC-E-NIR. This work also
indicated that LBP consistently outperforms HOOF in all the
datasets with higher AUC (area-under-the-ROC-curve) values
and lower false positive rates. To spot facial micro-expressions
on the new CAS(ME)2 database, the same spotting approach
(Moilanen et al., 2014) is adopted by Wang et al. (2016a). Using
their proposed main directional optical flow (MDMD) approach,
ME spotting performance on the CAS(ME)2 is 0.32, 0.35, and
0.33 for recall, precision and F1-score, respectively. For all these
works (Moilanen et al., 2014; Wang et al., 2016a; Li et al., 2017;
Qu et al., 2017), the threshold value for peak detection is set by
taking the difference between the mean and max value of the
contrasting difference vector and multiplying it by a fraction in
the range of [0,1]. Finally, this value is added with the mean
value of the contrasting difference vector to denote the threshold.
By these calculations, at least one peak will always be detected
as the threshold value will never exceed the maximum value of
the contrasting difference vector. This could potentially result
in misclassification of non-ME movements since it will always
detect a peak. Besides, pre-defining the ME window intervals
(which obtains the FD values) may not augur well with videos
captured at different frame rates. To address the potentiality of a
false peak, these works (Moilanen et al., 2014; Davison et al., 2015;
Wang et al., 2016a; Li et al., 2017; Qu et al., 2017) proposed to
compute the baseline threshold based on a neutral video sequence
from each individual subject in the datasets.

In the work of Davison et al. (2015), all detected sequences
which are less than 100 frames are denoted as true positives, in
which eye blinks and eye gaze are included; while peaks that
are detected but not coded as a movement are classed to false
positives. The approach achieved scores of 0.84, 0.70, and 0.76
for recall, precision, and F1-measure, respectively on the SAMM
database. In their later works, Davison et al. (2016a) and Davison
et al. (2016b) introduced “individualized baselines,” which are
computed by taking a neutral video sequence for the participants
and using the χ2 distance to get an initial feature for the
baseline sequence. The maximum value of this baseline feature is

identified as the threshold. This improved their previous attempt
by a good margin.

A number of innovative approaches were proposed. Patel et al.
(2015) computed optical flow vectors over small local regions
and integrated them into spatiotemporal regions to find the
onset and offset times. In another approach, Xia et al. (2016)
applied randomwalk model to compute the probability of frames
containing MEs by considering the geometrical deformation
correlation between frames in a temporal window. Duque et al.
(2018) designed a system that is able to differentiate betweenMEs
and eye movements by analyzing the phase variations between
frames based on the Riesz Pyramid.

3.2.3. Apex Spotting
Besides spotting facial micro-movements, a few other works
focused on spotting a specific type of ME phase, particularly
the apex frame (Liong et al., 2015, 2016b,c; Yan and Chen,
2017). The apex frame, which is the instant indicating the most
expressive emotional state in an ME sequence, is believed to be
able to effectively reveal the true expression for the particular
video. In the work by Yan and Chen (2017), the frame that
has the largest feature magnitude was selected as the apex
frame. A few interesting findings were revealed: CLM (which
provides geometric features) is especially sensitive to contour-
based changes such as eyebrow movement, and LBP (which
produces appearance features) is more suitable for detecting
changes in appearance such as pressing of lips; however, OF
is the most all-rounded feature as it is able to spot the apex
based on the resultant direction and movement of facial motions.
A binary search method was proposed by Liong et al. (2015)
to automatically locate the apex frame in a video sequence. By
observing that the apex frames are more likely to appear in areas
concentrated with peaks, the proposed binary search method
iteratively partitions the sequence into two halves, by selecting the
half that contains a higher sum of feature difference values. This is
repeated until a single peak is left. The proposedmethod reported
a mean absolute error (MAE) of 13.55 frames and standard error
(SE) of 0.79 on CASME II using LBP difference features. A recent
work by Ma et al. (2017) used Region HOOF (RHOOF) based on
5 regions of interests (ROIs) for apex detection, which resulted in
more robust results.

3.3. Performance Metrics
The ME spotting task is akin to a binary detection task (ME is
present/not present), hence typical performance metrics can be
used. Moilanen et al. (2014) encouraged the use of a Receiver
Operating Characteristic (ROC) curve, which was adopted in
most subsequent works (Patel et al., 2015; Xia et al., 2016; Li et al.,
2017). In essence, the spotted peaks, which are obtained based on
a threshold level, will be compared against ground truth labels to
determine whether they are true or false spots. If one spotted peak
is located within the frame range of [onset - N−1

4 , offset + N−1
4 ]

of a labeled ME clip, the spotted sequence (N frames centered
at the peak) will be considered as a true positive ME; otherwise
the N frames of spotted sequence will be counted as false positive
frames. The specified range considers a tolerance interval of 0.5 s,
which corresponds to the presumed maximum duration of MEs.
To obtain the ROC curve, true positive rate (TPR), and false
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positive rate (FPR) are computed as follows:

TPR =
Number of frames of correctly spotted MEs

Total number of ground truth ME frames from all samples

(1)

FPR =
Number of incorrectly spotted frames

Total number of non-ME frames from all samples
(2)

Recently, Tran et al. (2017) proposed a micro-expression spotting

benchmark (MESB) to standardize the performance evaluation of the

spotting task. Using a sliding window based multi-scale evaluation

and a series of protocols, they recognize the need for a fairer and

more comprehensive method of assessment. Taking a leaf out of

object detection, the Intersection over Union (IoU) of the detection

set and ground truth set was proposed to determine if a sampled

sub-sequence window is positive or negative for ME (threshold set

at 0.5).

Several works that focused on the spotting of the apex frame (Yan

et al., 2014b; Liong et al., 2015, 2016b,c) used Mean Absolute Error

(MAE) to compute how close are the estimated apex frames to the

ground-truth apex frames:

MAE =
1

N

N
∑

i = 1

|ei| (3)

When spotting is performed on the raw long videos, Liong et al.

(2016c) introduced another measure called Apex Spotting Rate

(ASR), which calculates the success rate in spotting apex frames

within the given onset and offset range of a long video. An apex frame

is scored 1 if it is located between the onset and offset frames, and 0

otherwise:

ASR =
1

N

N
∑

i = 1

δi (4)

where δ =

{

1, if f ∗ ∈ (fi,onset, fi,offset)

0, otherwise

4. RECOGNITION OF FACIAL
MICRO-EXPRESSIONS

ME recognition is a task that classifies an ME video into one of

the universal emotion classes (e.g., Happiness, Sadness, Surprise,

Anger, Contempt, Fear, and Disgust). However, due to difficulties in

the elicitation of micro-expressions, not all classes are available in

the existing datasets. Typically, the emotion classes of the collected

samples are unevenly distributed; some are easier to elicit hence they

have more samples collected.

Technically, a recognition task involves feature extraction and

classification. However, a pre-processing stage could be involved

prior to the feature extraction to enhance the availability of

descriptive information to be captured by descriptors. In this section,

all the aforementioned steps are discussed.

4.1. Pre-processing
A number of fundamental pre-processes such as face landmark

detection and tracking, face registration and face region retrieval,

have all been discussed in section 3 for the spotting task. Most

recognition works employ similar techniques as those used for

spotting, i.e., ASM (Milborrow and Nicolls, 2014), DRMF (Asthana

et al., 2013), Face++ (Megvii, 2013) for landmark detection; LWM

(Goshtasby, 1988) for face registration. Meanwhile, division of

the facial area into regions is a step often found within various

feature representation techniques (discussed in section 4.2) to

further localize features that change subtly. Aside from these

known pre-processes, two essential pre-processing techniques have

been instrumental in conditioning ME data for the purpose of

recognition. We discuss these two steps which involvemagnification

and interpolation of ME data.

The uniqueness of facial micro-expressions is in its subtleness,

which is one of reasons why recognizing them automatically is very

challenging. As the intensity levels of facial ME movements are

very low, it is extremely difficult to discriminate ME types among

themselves. One solution to this problem is to exaggerate or magnify

these facial micro-movements. In recent works (Park et al., 2015;

Zarezadeh and Rezaeian, 2016; Li et al., 2017; Wang et al., 2017),

the Eulerian Motion Magnification (EMM) (Wu et al., 2012) method

was employed to magnify the subtle motions in the ME videos. The

EMM method extracts the frequency bands of interest from the

different spatial frequency bands obtained from the decomposition

of an input video, by using band-pass filters; these extracted bandpass

signals at different spatial level are amplified by a magnification

factor α to magnify the motions. Li et al. (2017) demonstrated that

the EMM method helps to enlarge the difference between different

categories of micro-expressions (i.e., inter-class difference); thus the

recognition rate is increased. However, larger amplification factors

may cause undesirable amplified noise (i.e., motions that are not

induced by MEs), which may degrade recognition performance.

To prevent over-magnifying ME samples, Le Ngo et al. (2016a)

theoretically estimated the upper bounds of effective magnification

factors. Besides, the authors also compared the performance of

the amplitude-based Eulerian motion magnification (A-EMM) and

phase-based Eulerian motion magnification (P-EMM); with the

To deal with the distinctive temporal characteristic of different

ME classes, a magnification scheme was proposed by Park et al.

(2015) to adaptively select the most discriminative frequency band

needed for EMM to magnify subtle facial motions. A recent work

by Le Ngo et al. (2018) showed that Global Lagrangian Motion

Magnification (GLMM) can contribute toward better recognition

capability compared to local Eulerian based approaches, particularly

at higher magnification factors.

Another concern for ME recognition is with the uneven length

(or duration) of ME video samples. In fact, it can contribute to

two contrasting scenarios: (a) the case of short duration videos,

which restricts the application of the feature extraction techniques

which require varied temporal window size (e.g., LBP-basedmethods

that can form binary patterns from varied radius); and (b) the case

of long duration videos, whereby redundant or replicated frames

(due to high frame rate capture) could deteriorate the recognition

performance. To solve the problem, the temporal interpolation

method (TIM) is applied to either up-sample (clips that are too short)

or down-sample (clips that are too long) clips to produce clips of

similar frame lengths.

Briefly, TIM takes original frames as input data to construct a

manifold of facial expressions; then it samples on the manifolds

for a particular number of output frames (refer to Zhou et al.,

2011 for detailed explanation). It is shown by Li et al. (2017)
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that modifying the frame length of ME videos can improve the

recognition performance if the number of interpolated frames

are small. However, when the interpolated frames are increased,

the recognition performance is somewhat hampered due to over-

interpolation. Therefore, the appropriate interpolation of the ME

sequence is vital in preparation for recognition. An alternative

technique Sparsity-Promoting Dynamic Mode Decomposition

(DMDSP) (Jovanović et al., 2014) was adopted by Le Ngo

et al. (2015) and Le Ngo et al. (2016b) to select only significant

dynamics inMEs to form sparse structures. From the comprehensive

experimental results shown in Le Ngo et al. (2016b), DMDSP

achieved better recognition performance compared to TIM (on

similar features and classifiers) due to its ability to keep only the

significant temporal structures while eliminating irrelevant facial

dynamics.

While the aforementioned pre-processing techniques showed

positive results in improving ME recognition, yet these methods will

notably lengthen the computation time of the overall recognition

process. For a real-time system to be feasible, this cost has to be taken

into consideration.

4.2. Representations
In the past few years, research in automatic ME analysis have been

much focused on the problem of ME recognition: given an ME video

sequence/clip, the purpose of recognition is to estimate its emotion

label (or class). Table 4 summarizes the existing ME methods

in the literature. From the perspective of feature representations,

they can be roughly divided into two main categories: single-level

approaches andmulti-level approaches. Single-level approaches refer

to frameworks that directly extract feature representations from

the video sequences; while for multi-layer approaches, the image

sequences are first transformed into another domain or subspace

prior to feature representation to exploit other kinds of information

to describe MEs.

Feature representation is a transformation of raw input data to

a succinct form; typically in face processing, representations can be

from two distinct categories: geometric-based or appearance-based

(Zeng et al., 2009). Specifically, geometric-based features describe the

face geometry such as the shapes and locations of facial landmarks;

whereas appearance-based features describe intensity and textural

information such as wrinkles, furrows, and other patterns that

are caused by emotion. However from previous studies in facial

expression recognition (Fasel and Luettin, 2003; Zeng et al., 2009), it

is observed that appearance-based features are better than geometric-

based features in coping with illumination changes and mis-

alignment error. Geometric-based features might not be as stable as

appearance-based features as they need precise landmark detection

and alignment procedures. For these similar reasons, appearance-

based feature representations have become more popular in the

literature on ME recognition

4.2.1. LBP-Based Methods
Among appearance-based feature extraction methods, local binary

pattern on three orthogonal planes (LBP-TOP) is widely applied in

many works (Li et al., 2013; Guo et al., 2014; Le Ngo et al., 2014, 2015,

2016a,b; Yan et al., 2014a; Adegun and Vadapalli, 2016; Zheng et al.,

2016; Wang et al., 2017). Most existing datasets (SMIC, CASME II,

SAMM) have all reported the LBP-TOP as their baseline evaluation

method. LBP-TOP is an extension of its low-level representation,

local binary pattern (LBP) (Ojala et al., 2002), which describes local

texture variation along a circular region with binary codes which are

then encoded into a histogram. LBP-TOP extracts features from local

spatio-temporal neighborhoods over three planes: the spatial (XY)

plane similarly to the regular LBP, the vertical spatio-temporal (YT)

plane and the horizontal spatio-temporal (XT) plane; this enables

LBP-TOP to dynamically encode temporal variations.

Subsequently, several variants of LBP-TOP were proposed

for the ME recognition task. Wang et al. (2014b) derived Local

Binary Pattern— Six Interception Points (LBP-SIP) from LBP-

TOP by considering only the 6 unique points lying on three

intersecting lines of the three orthogonal planes as neighbor

points for constructing the binary patterns. By reducing redundant

information from LBP-TOP, LBP-SIP reported better performance

than LBP-TOP in this task. A more compact variant, LBP-MOP

(Wang et al., 2015b) was constructed by concatenating the LBP

features from only three mean images, which are the temporal

pooling result of the image stacks along the three orthogonal

planes. The performance of LBP-MOP was comparable to

LBP-SIP, but with its computation time dramatically reduced.

While LBP considers only pixel intensities, spatio-temporal

completed local quantized patterns (STCLQP) (Huang et al., 2016)

exploited more information containing sign, magnitude, and

orientation components. To address the sparseness problem

(in most LBP variants), specific codebooks were designed

to reduce the number of possible codes to achieve better

compactness.

Recent works have yielded some interesting advances. Huang

and Zhao (2017) proposed a new binary pattern variant called

spatio-temporal local Radon binary pattern (STRBP) that uses

Radon transform to obtain robust shape features. Ben et al. (2017)

proposed an alternative binary descriptor called Hot Wheel Patterns

(HWP) (and its spatio-temporal extension HWP-TOP) to encode

the discriminative features of both macro- and micro-expressions

images. A coupled metric learning algorithm is then used to

model the shared features between micro- and macro-expression

information.

4.2.2. Optical Flow-Based Methods
As suggested in several studies (e.g., Li et al., 2017), the temporal

dynamics that reside along the video sequences are found to be

essential in improving the performance of ME recognition. As such,

optical flow (OF) (Horn and Schunck, 1981) based techniques,

which measure the spatio-temporal changes in intensity, came into

contention as well.

In the work by Xu et al. (2017), a proposal to extract only principal

directions of the OFmaps was purportedly to eliminate abnormal OF

vectors that resulted from noise or illumination changes. A similar

concept of exploiting OF in the main direction was employed by Liu

et al. (2016) to design main directional mean optical flow (MDMO)

features. MDMO is a ROI-based OF feature, which considers both

local statistic (i.e., the mean of OF vectors in the bin with the

maximum count in each ROI) and its spatial location (i.e., the ROI to

which it belongs). Unlike the aforementioned works which exploited

only the single dominant direction of OF in each facial region, Allaert

et al. (2017) determined the consistent facial motion, which could be

in multiple directions from a single facial region. The assumption

was made based on the fact that facial motions spread progressively

due to skin elasticity, hence only the directions that are coherent in
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TABLE 4 | Benchmarking facial micro-expression recognition works in literature.

Papers Pre-processing Features Classifier Accuracy (%) F1-score (%)

CASME II SMIC CASME II SMIC

LOSO

Li et al., 2013 – LBP-TOP SVM – 48.78 – –

Liong et al., 2016a – OSF + OS and weighted LBP-TOP SVM – 52.44 – –

Liong et al., 2014a – OS SVM – 53.56 – –

Liong et al., 2014b – OS weighted LBP-TOP SVM 42.00 53.66 0.38 0.54

Le Ngo et al., 2014 – STM Adaboost 43.78 44.34 0.3337 0.4731

Wang et al., 2015b – LBP-MOP SVM 44.13 50.61 – –

Xu et al., 2017 – Facial Dynamics Map SVM 45.93 54.88 0.4053 0.538

Oh et al., 2016 – Monogenic + LBP-TOP SVM – – 0.41 0.44

Oh et al., 2015 – Riesz wavelet + LBP-TOP SVM – – 0.43 –

Liong et al., 2018 ROIs LBP-TOP SVM 46.00 54.00 0.32 0.52

Wang et al., 2014b – LBP-SIP SVM 46.56 44.51 0.448 0.4492

Le Ngo et al., 2016a A-EMM LBP-TOP SVM – – 0.51 –

Le Ngo et al., 2016b DMDSP LBP-TOP SVM 49.00 58.00 0.51 0.60

Park et al., 2015 Adaptive MM LBP-TOP SVM 51.91 – – –

Happy and Routray, 2017 – HFOFO SVM 56.64 51.83 0.5248 0.5243

Liong et al., 2016b – Bi-WOOF SVM – – 0.56 0.53

Huang et al., 2016 – STCLQP SVM 58.39 64.02 0.5836 0.6381

Huang et al., 2015 – STLBP-IP SVM 59.51 57.93 0.57∗ 0.58∗

Liong et al., 2016c – Bi-WOOF (apex frame) SVM – – 0.61 0.62

He et al., 2017 – MMFL SVM 59.81 63.15 – –

Kim et al., 2016 – CNN + LSTM Softmax 60.98 – – –

Liong and Wong, 2017 – Bi-WOOF + Phase SVM 62.55 68.29 0.65 0.67

Zheng et al., 2016 – LBP-TOP RK-SVD 63.25 – –

Zong et al., 2018a – Hierarchical STLBP-IP KGSL 63.83 60.78 0.6110 0.6126

Huang and Zhao, 2017 TIM STRBP SVM 64.37 60.98 – –

Huang et al., 2017 – Discriminative STLBP-IP SVM 64.78 63.41 – –

Allaert et al., 2017 – OF Maps SVM 65.35 – – –

Li et al., 2017 TIM+EVM HIGO SVM 67.21 68.29 – –

Zheng, 2017 †‡ – 2DSGR SRC – 71.19 – –

Liu et al., 2016 † – MDMO SVM 67.37 80.00 – –

Davison et al., 2017 ‡ – HOOF SVM 76.60 – 0.55 –

LOVO

Wang et al., 2015a †‡ TIM LBP-TOP on TICS SVM 62.30 – – –

Yan et al., 2014a – LBP-TOP SVM 63.41 – – –

Wang et al., 2014a TIM DLSTD SVM 63.41 68.29 – –

Happy and Routray, 2017 – HFOFO SVM 64.06 56.10 0.6025 0.5536

Liong et al., 2014b – OS weighted LBP-TOP SVM 65.59 – – –

Wang et al., 2015b – LBP-MOP SVM 66.80 60.98 – –

Wang et al., 2014b – LBP-SIP SVM 67.21 – – –

Ping et al., 2016 LBP-TOP GSLSR 67.89 70.12 – –

Park et al., 2015 Adaptive MM LBP-TOP SVM 69.63 – – –

Wang et al., 2017 EVM LBP-TOP SVM 75.30 – – –

Li et al., 2017 TIM+EVM HIGO SVM 78.14 75.00 – –

OTHER PROTOCOLS

Zhang et al., 2017 – LBP-TOP and HOOF RF 62.5 – -– –

Evenly Distributed

Jia et al., 2017 – SVD+ LBP/LBP-TOP KNN 65.5 – – –

Random Test (20 times)

Peng et al., 2017 §‡ – DTSCNN SVM 66.67 – – –

three-fold cross-validation

Adegun and Vadapalli, 2016 † – LBP-TOP ELM 96.12 – – –

five-fold cross-validation

†
Not all the samples in the dataset were used in the experiments.

‡
Different number of emotion classes were used in the experiments.

§Combined CASME I/II database was used.

*Not reported in paper, but computed from confusion table provided.
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the neighboring facial regions are extracted to construct a consistent

OF map representation.

Motivated by the use of optical strain (OS) for ME spotting

(Shreve et al., 2009, 2014), Liong et al. (2014a) proposed to leverage

on its strengths for ME recognition. OS is derived from OF by

computing the normal and shear strain tensor components of theOF.

This enables the capture of small and subtle facial deformation. In

their work, the OS magnitude images are temporally pooled to form

a single pooled OS map; then the resulting map is max-normalized

and resized to a fixed smaller resolution before transforming into a

feature vector that represent the video. To emphasize the importance

of active regions, the authors (Liong et al., 2014b) proposed to

weight local LBP-TOP features with different weights which were

generated from the temporal mean-pooled OS map. This allows

regions that actively exhibit MEs to be given more significance,

hence increasing the discrimination between emotion types. In a

more recent attempt, Liong et al. (2016b) proposed a Bi-Weighted

Oriented Optical Flow (BI-WOOF) descriptor which applies two

schemes to weight the HOOF descriptor locally and globally. Locally,

the magnitude components were used to weight the orientation

bins within each ROI; the resultant locally weighted histograms are

then weighted again (globally) by multiplying with the mean optical

strain (OS) magnitude of each ROI. Intuitively, a larger change in

the pixel’s movement or deformation will contribute toward a more

discriminative histogram. Instead of considering the whole image

sequences, the authors also demonstrated promising recognition

performance using only two frames (i.e., the onset frame and the apex

frame) instead of using whole sequences. This was able to reduce the

processing time by a large margin.

Zhang et al. (2017) proposed to aggregate the histogram of the

oriented optical flow (HOOF) (Chaudhry et al., 2009) with LBP-

TOP features region-by-region to generate local statistical features.

In their work, they revealed that fusing of local features within each

ROI can capture more detailed and representative information than

globally done. In the work by Happy and Routray (2017), fuzzy

histogram of optical flow orientation (FHOFO) was proposed for

ME recognition. In HFOFO, the histograms are only the collection of

orientations without being weighted by the optical flow magnitudes;

the assumption was made that MEs are so subtle that the induced

magnitudes should be ignored. They also introduced a fuzzification

process that considers the contribution of an orientation angle to

its surrounding bins based on fuzzy membership functions; as such

smooth histograms for motion vector are created.

4.2.3. Other Methods
Aside from methods based on low-level features, there are also

numerous techniques proposed to extract other types of feature

representations. Lu et al. (2014) proposed a Delaunay-based

temporal coding model (DTCM) to encode the local temporal

variation (in grayscale values) in each subregion obtained by

Delaunay triangulation and preserve the ones with high saliency

as features. In the work of Li et al. (2017), the histogram of

image gradient orientation (HIGO), which is a degenerate variant

of HOG, was employed in the recognition task. It uses simple

vote rather than weighted vote when counting the responses of

the gradient orientations. As such, it could depress the influence

of illumination contrast by ignoring the magnitude. The use

of color space was also experimented in the work of Wang

et al. (2015a), where LBP-TOP features were extracted from

Tensor Independent Color Space (TICS). In TICS, the three

color components (R, G, and B) were transformed into three

uncorrelated components which are as independent as possible to

avoid redundancy and thus increase the recognition performance.

The Sparse Tensor Canonical Correlation Analysis (STCCA)

representation proposed by Wang et al. (2016b) offers a solution to

mitigate the sparsity of spatial and temporal information in a ME

sequence.

Signal components such as magnitude, phase and orientation can

be exploited as features forME recognition. Oh et al. (2015) proposed

a monogenic Riesz wavelet framework, where the decomposed

magnitude, phase, and orientation components (which represent

energy, structural and geometric information respectively) are

concatenated to describe MEs. In their extended work (Oh et al.,

2016), higher-order Riesz transform was adopted to exploit the

intrinsic two-dimensional (i2D) local structures such as corners,

junctions, and other complex contours. They demonstrated that i2D

structures are better representative parts than i1D structures (i.e.,

simple structures such as lines and straight edges) in describingMEs.

By supplementing the robust Bi-WOOF descriptor (Liong et al.,

2016b) with Riesz monogenic phase information derived from the

onset-apex difference image (Liong and Wong, 2017), recognition

performance can be further boosted.

Integral projections are an easy way of simplifying spatial

data to obtain shape information along different directions.

The LBP-Integral Projection (IP) technique proposed by Huang

et al. (2015) applies the LBP operator on these projections.

A difference image is first computed from successive frames

(to remove face identity) before it is projected into two parts:

vertical projection and horizontal projection. This method

was found to be more effective than directly using features

derived from the original appearance information. In their

extended work (Huang et al., 2017), original pixel information

is replaced by extracted subtle emotion information as input for

generating spatio-temporal local binary pattern with revisited

integral projection (STLBP-RIP) features. To further enhance

the discriminative power of these features, only features with

the smallest Laplacian scores are selected as the final feature

representation.

A few works increase the significance of features by means

of excluding irrelevant information such as pose and subject

identity, which may obstruct salient emotion information. Robust

principal component analysis (RPCA) (Wright et al., 2009) was

adopted in Wang et al. (2014a) and Huang et al. (2016)

to extract subtle emotion information for feature extraction.

In Wang et al. (2014a), the extracted subtle emotion information

was encoded by local spatio-temporal directional (LSTD) to

extract more detailed spatio-temporal directional changes on the

x, y, and t directions from each plane (XY, XT, and YT).

Lee et al. (2017) proposed an interesting use of Multimodal

Discriminant Analysis (MMDA) to orthogonally decompose a

sample into three modes or “identity traits” (emotion, gender

and race) in a simultaneous manner. Only the essential emotion

components are magnified before the samples are synthesized and

reconstructed.

Recently, numerous new works have begun exploring other forms

of representation and mechanisms. He et al. (2017) proposed a

strategy to extract low-level features from small regions (or cubes)

of a video by learning a set of class-specific feature mappings.
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Jia et al. (2017) devised a macro-to-micro transformation model

based on singular value decomposition (SVD) to recognize MEs

by utilizing macro-expressions as part of the training data. This

overcomes the lack of labeled data in MEs databases. There were

various recent attempts at casting the recognition task as one

arising from a different problem. Zheng (2017) formulated it as

a sparse approximation problem and presented the 2D Gabor

filter and sparse representation (2DSGR) technique for feature

extraction. Zhu et al. (2018) drew inspiration from similarities

between MEs and speech to propose a transfer learning method

that projects both domain signals to a common subspace. In a

radical move, Davison et al. (2017) proposed to re-group MEs

based on Action Units (AUs) instead of by emotion categories,

which are arguably susceptible to bias in self-reports used during

the construction of dataset. Their experimental results on CASME

II and SAMM showed that recognition performance should be

higher than what is currently expected from other works that used

emotion labels.

4.3. Classification
The last stage in an ME recognition task involves the classification of

the emotion type. Various types of classifiers have been used for the

task of ME recognition such as k-Nearest Neighbor (k-NN), support

vector machine (SVM), random forest (RF), sparse representation

classifier (SRC), Relaxed K-SVD, group sparse learning (GSL)

and extreme learning machine (ELM). From the literature, the

most widely used classifier is the SVM. SVMs are computational

algorithms that construct a hyperplane or a set of hyperplanes in a

high or infinite dimensional space (Cortes andVapnik, 1995). During

the training of SVM, the margins between the borders of different

classes are sought to be maximal. Compared to other classifiers,

SVMs are robust, accurate, and very effective even in cases where

the number of training samples is small. On the contrary, two

other notable classifiers—RF and k-NN are seldom used in the ME

recognition task. Although the RF is generally quicker than SVM, it

is prone to overfit when dealing with noisy data. The k-NN uses an

instance-based learning process which may not be suitable for sparse

high-dimensional data such as face data.

To deal with the sparseness of MEs, several works tried using

relaxed K-SVD, SRC, andGSL techniques for classification. However,

each of these methods tackle the sparseness of MEs differently.

The relaxed K-SVD (Zheng et al., 2016) learns a sparse dictionary

to distinguish different MEs by minimizing the variance of sparse

coefficients. The SRC (Yang et al., 2012) used in Zheng (2017)

represents a given test sample as a sparse linear combination

of all training samples; hence the sparse nonzero representation

coefficients are likely to concentrate on training samples that are

of the same class as the test sample. A Kernelized GSL (Zong

et al., 2018a) is proposed to facilitate the process of learning a set

of importance weights from hierarchical spatiotemporal descriptors

that can aid the selection of the important blocks from various

facial blocks. Neural networks can offer a one-shot process (feature

extraction and classification), with a remarkable ability to extract

complex patterns from data. However, a substantial amount of

labeled data is required to properly train a neutral network without

overfitting it, resulting in it being less favorable for ME recognition

since labeled data is limited. The ELM (Huang et al., 2006), which is

naturally just feed-forward network with a single hidden layer was

used by Adegun and Vadapalli (2016) to classify MEs.

4.4. Experimental Protocol and
Performance Metrics
The original dataset papers (Li et al., 2013; Yan et al., 2014a; Davison

et al., 2016a) all propose the adoption of the Leave-One-Subject-Out

(also known as “LOSO”) cross-validation as the default experimental

protocol. This is done with consideration that the samples were

collected by eliciting the emotions from a number of different

participants (i.e., S number of subjects). As such, cross validation

should be carried out by withholding a particular subject s while the

other S − 1 subjects are used in the training step. This removes the

potential identity bias that may arise during the learning process;

a subject that is being evaluated could have been seen and learned

in the training step. A number of other works used the Leave-

One-Video-Out (“LOVO”) cross-validation protocol instead, which

exhaustively divides all samples into S number of possible train-test

partitions. This protocol is deemed to avoid irregular partitioning

but is often likely to overestimate the performance of the classifier.

A few works opted to report their results using their own choice of

evaluation protocol, such as an evenly distributed sets (Zhang et al.,

2017), random sampling of test partition (Jia et al., 2017), and five-

fold cross validation (Adegun and Vadapalli, 2016). Generally, the

works in literature can be categorized into these three groups, as

shown in Table 4.

The ME recognition task reports the typical performance

metric of Accuracy, which is commonly used in other image/video

recognition problems. Amajority of works in the literature report the

Accuracy metric, which is simply the number of correctly classified

video sequences over the total number of video sequences in the

dataset. However, due to the imbalanced nature of the ME datasets

which was first discussed by Le Ngo et al. (2014), Accuracy scores can

be highly skewed toward classes that are larger as classifiers tend to

learn poorly from classes that are less represented. Consequently, it

makes more sense to report the F1-Score (or F-measure), which is the

harmonic mean of the Precision and Recall:

F1-Score = 2 ·
Precision · Recall

Precision+ Recall
(5)

Precision =
tp

tp+ fp
(6)

Recall =
tp

tp+ fn
(7)

where tp, fp, and fn are the number of true positives, false positives,

false negatives, respectively. The overall performance of a method

can be reported by macro-averaging across all classes (i.e., compute

scores for each class, then average them), or by micro-averaging

across all classes (i.e., summing up the individual tp, fp, and fn in

the entire set before computing scores).

5. CHALLENGES

The studies reviewed in sections 2, 3, and 4 show the progress in the

research work in ME analysis. However, there is still considerable

room for improvement in the performance of ME spotting and

recognition. In this section, some recognized problems in existing

databases and challenging issues in both tasks are discussed in detail.
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5.1. Databases
Acquiring valuable spontaneous ME data and their ground truth is

far from being solved. Among the various affective states, certain

emotions (such as happiness) are relatively easier to be elicited

compared to others (e.g., fear, sadness, anger) (Coan and Allen,

2007). Consequently, there is an imbalanced distribution of samples

per emotion and number of samples per subject. This could be biased

toward particular emotions that constitute a larger portion of the

training set. To address this issue, a more effective way of eliciting

affective MEs (especially to those are relatively difficult) should be

discovered. Social psychology has suggested creative strategies for

inducing affective expressions that are difficult to elicit (Coan and

Allen, 2007). Some works have underlined the possibility of using

other complementary information from the body region (Song et al.,

2013) or instantaneous heart rate from skin variations (Gupta et al.,

2018) to better analyze micro-expressions.

Almost all the existing datasets contain amajority of subjects from

one particular country or ethnicity. Though it is common knowledge

that basic facial expressions are universal across the cultural

background, nevertheless subjects from different backgrounds may

express differently toward the same elicitation, or at least with

different intensity level as they may have different ways of expressing

an emotion. Thus, a well-established database should comprise a

diverse range of ethnic groups to provide better generalization for

experiments.

Although much effort has been paid toward the collection

of databases of spontaneous MEs, some databases (e.g., SMIC)

lack important metadata such as FACS. It is generally accepted

that human facial expression data need to be FACS coded. The

main reason being that FACS AUs are objective descriptors and

independent of subjective interpretation. Moreover, it is also

essential to report the reliability measure of the inter-observers (or

inter-coders) involved in the labeling of data.

Considering the implementation of real-life applications of ME

recognition in the near future, existing databases that are constructed

under studio environments, may not best represent MEs exhibited in

real-life situations. Thus, developing and introducing real-world ME

databases could bring about a leap of progress in this domain.

5.2. Spotting
Recent work on the spotting of MEs have achieved promising

results on successfully locating the temporal dynamics of micro-

movements; however, there is room for improvement as the problem

of spotting MEs remains a challenging task to date.

5.2.1. Landmark Detection
Even though the facial landmark detection algorithms have made

remarkable progress over the past decade, the available landmark

detectors are not always accurate or steady. The unsteadiness of

face alignment based on imprecise facial landmarks may result in

significant noise (i.e., rigid head movements and eye gaze) associated

with dynamic facial expressions. This in turn increases the difficulty

in detecting the correct MEs. Thus, a more advanced robust facial

landmark detection is required to correctly and precisely locate the

landmark points on the face.

5.2.2. Eyes: To Keep or Not Keep?
To avoid the intrusion of eye blinks, majority of works in the

literature simply mask out the eye regions. However, according to

some findings (Zhao et al., 2011; Vaidya et al., 2014; Lu et al., 2015;

Duan et al., 2016), the eye region is one of the most discriminative

regions for affect recognition. As many spontaneous MEs involving

muscles around eye regions, there is a need to differentiate between

the eye blinks corresponding to certain expressions and those that are

merely irrelevant facial motions. In addition, the onsets of the many

MEs also temporally overlap with eye blinks (Li et al., 2017). Thus,

this warrants a more robust approach at dealing with overlapping

occurrences of facial motions.

5.2.3. Feature-Based or Rule-Based?
The few studies (Liong et al., 2015; Yan and Chen, 2017) investigated

the effectiveness of individual feature descriptors in capturing the

micro-movements for the ME spotting task. They have showed that

micro-movements that are induced from different facial components

actually resulted in motion changes from different perspectives such

as appearance, geometric, and etc. For example, lifting up or down

the eyebrows results in a clear contour change (geometrical), which

could be effectively captured by geometric-based feature descriptors;

pressing of lips could cause the variation in appearance but not

the position, and thus appearance-based feature descriptors can

capture these changes. Interestingly, they reported that motion-

based features such as optical flow based features outperformed

appearance-based and geometric-based features in the ME spotting.

The problem remains that the assumptions made by optical flow

methods are likely to be violated in unconstrained environments,

rendering real-time implementation challenging.

Majority of existing efforts toward the spotting of MEs

employ rule-based approaches that rely on thresholds. Frames

with magnitude exceeding the pre-defined threshold value are the

frames (i.e., the temporal dynamics) where ME appears. However,

prior knowledge is required to set the appropriate threshold for

distinguishing the relevant peaks from local magnitude variation

and background noise. This is not really practical in the real-time

domain. Instead, Liong et al. (2015) designed a simple divide-and-

conquer strategy, which does not require a threshold to locate the

temporal dynamics of MEs. Their method finds the apex frame based

on a high concentration of peaks.

5.2.4. Onset and Offset Detection
Further steps should also be considered to locate the onset and

offset frames of these ME occurrences. While it is relatively easier

to identify the peaks and valleys of facial movements, the onset

and offset frames are much more difficult to determine. The

task of locating the onset and offset frames will be even tougher

when dealing with real-life situations where facial movements

are continuously changing. Thus, the indicators and criteria for

determining the onset and offset frames need to be properly defined

and further studied. Spotting the ME onset and offset frames is a

crucial step which can lead to automatic ME analysis.

5.3. Recognition
In the past few years, much effort has been done toward ME

recognition, including developing new features to better describe

MEs. However, due to the short elapsed duration and low intensity

of MEs, there is still room for improvement toward achieving

satisfactory accuracy rates. This could be due to several possible

reasons.
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5.3.1. Block Selection
In most works, block-based segmentation of a face to extract local

information is a common practice. Existing efforts employed block-

based segmentation of a face without considering the contribution

from each of the blocks. Ideally, the contribution from all blocks

should be varied, whereby the blocks containing the key facial

components such as eyebrows, eyes, mouth, and cheek should

be highlighted as the motion changes at these regions convey

meaningful information from differentiating different MEs. Higher

weights can be assigned to those regions that contain key facial

components to enhance the discriminative power. Alternatively, the

discriminative features from the facial blocks can be selected through

a learning process; the recent work of Zong et al. (2018a) offers a

solution to this issue.

5.3.2. Type of Features
Since the emergence of the ME recognition works, many different

feature descriptors have been proposed for MEs. Due to the

characteristic of the feature descriptors, the extracted features might

carry different information (e.g., appearance, geometric, motion,

etc). For macro-expressions, it has been shown in (Fasel and

Luettin, 2003) and Zeng et al. (2009) that geometric-based features

performed poorer than appearance- and motion-based features as

they are highly dependent on the precision of facial landmark points.

However, recent ME works (Huang et al., 2015, 2017) show that

shape information is arguably more discriminative for identifying

certain MEs. Perhaps different features may carry meaningful

information for different expression types. This should be carefully

exploited and taken into consideration during feature extraction

process.

5.3.3. Deep Learning
The advancement of Deep Learning has prompted the community

to look for new ways of extracting better features. However, a crucial

ingredient to this remains as to the feasible amount of data necessary

to train a model that does not over-fit easily; the small scale of data

(lack of ME samples per category) and the imbalanced distribution

of samples are the primary obstacles. Recently an approach by Patel

et al. (2016)made an attempt to utilize deep features transferred from

pretrained ImageNet models. The authors deemed that fine-tuning

the network to theME datasets is not plausible (insufficient data) and

opted for a feature selection scheme. Some other works (Kim et al.,

2016; Peng et al., 2017) have also begun exploring the use of deep

neural networks by encoding spatial and temporal features learned

from network architectures that are relatively “shallower” than those

used in the ImageNet challenge (Russakovsky et al., 2015). This may

be a promising research direction in terms of advancing the features

used for this task.

5.3.4. Cross-Database Recognition
Another on-going development that challenges existing

experimental presuppositions is cross-database recognition.

This setup mimics a realistic setting where training and test samples

may come from different environments. Current recognition

performance based on single databases, is expected to plunge

under such circumstances. Zong et al. (2017, 2018b) proposed a

domain regeneration (DR) framework, which aims to regenerate

micro-expression samples from source and target databases. The

authors aptly point out that much is still to be done to discover more

robust algorithms that work well across varying domains. The first

ever Micro-Expression Grand Challenge (Yap et al., 2018) was held

with special attention given to the importance of cross-database

recognition settings. Two protocols – Hold-out Database Evaluation

(HDE) and Composite Database Evaluation (CDE), were proposed

in the challenge, using the CASME II and SAMM databases. The

reported performances (Khor et al., 2018; Merghani et al., 2018;

Peng et al., 2018) were poorer than most other works that apply only

to single databases, indicating that future methods need to be more

robust across domains.

5.4. Experiment Related Issues
5.4.1. Evaluation Protocol
An important issue that should be addressed in ME recognition is

how the data is evaluated. Due to the different evaluation protocols

used in existing works, a fair comparison among these works could

not be adequately established. Currently, the two popular evaluation

protocols that are widely applied in ME recognition are: leave-one-

video-out cross-validation (LOVOCV) and leave-one subject-out

cross validation (LOSOCV). The common k-fold cross-validation

is not suitable as the current publicly available spontaneous ME

datasets are highly imbalanced (Le Ngo et al., 2014). The number of

samples per subject and the number of samples per emotion class in

these datasets vary quite considerably. For instance, in the CASME

II dataset, the number of samples that belong to the “Surprise” class

is 25 compared to the 102 samples of the “Others” class; while the

difference in the number of samples for “Subject 08” and “Subject

17” are 8 and 34, respectively. As such, with k-fold cross-validation,

the fairness in evaluation is likely to be questionable. The same

goes with employing LOVOCV, where only one video sample is left

out as the test sample while the remaining samples are used for

training; subsequently, the average accuracy across all folds is taken

as the final result. This can possibly introduce additional biases on

certain subjects that have more representation during the evaluation

process. Moreover, the performance of such a protocol typically over-

estimates the actual classifier performance due to a substantially

large training set. It is paramount to stress that the LOSOCV

protocol is a more convincing evaluation protocol as it separates

the samples of the test set based on the subject identity. As such,

the training model is not biased toward the identity of the subject

(akin to face recognition instead). Naturally, this protocol also

limits the ability of methods to learn the intrinsic micro-expression

dynamics of each subject. The intensity and manner of which

micro-expressions are shown may differ from person to person,

hence compartmentalizing a subject altogether may inhibit the

modeling process.

5.4.2. Performance Metrics
Besides the usage of evaluation protocol, the choice of performance

metrics is also crucial to understanding the actual performance

of automatic ME analysis. Currently, two performance metrics

are used most widely: the Accuracy rate and F1-score. While the

Accuracy rate is straightforward in calculation, it does not give

an adequate reflection of the effectiveness of a classifier as it is

susceptible to heavily skewed data (uneven distribution of samples

per emotion class), a characteristic found in most current datasets.

Also, the Accuracy rate merely shows the average “hit rate” across all

classes; thus the performance of the classifier that deals with each

emotion class is not revealed. It is a much preferred practice to

report confusion matrices for better understanding of its per-class

Frontiers in Psychology | www.frontiersin.org July 2018 | Volume 9 | Article 112884

https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org
https://www.frontiersin.org/journals/psychology#articles


Oh et al. A Survey of Automatic Facial ME Analysis

performances. From thereafter, performance metrics such as F1-

score, Precision and Recall provide a better measure of a classifier’s

performance when dealing with imbalanced datasets (Sokolova and

Lapalme, 2009; Le Ngo et al., 2014). The overall F1-score, Precision

and Recall scores should be micro-averaged based on the total

number of true positives, false positives, and false negatives.

5.4.3. Emotion Class
There are several existing works considering different number of

emotion classes instead of using the emotion classes provided by the

databases. For instance, in the works by Wang et al. (2015a) and

Zheng (2017), the authors considered only three or four emotion

labels (i.e., Positive, Negative, Surprise, and/or Others) instead of the

original emotion labels of the CASME II (i.e., Happiness, Surprise,

Disgust, Repression, and Others). Due to the reduction in the

number of emotion classes considered, the classification task could

be relatively simpler compared to those that have more emotion

classes. As a result, higher performances were reported but this also

inhibits these works from fair benchmarking against other works

on the merit of their methods. It is important to note also that the

grouping of classes may be biased toward negative categories since

there is only one positive category (Happiness).

Recently, Davison et al. (2017) challenged the current use of

emotion classes by proposing the use of objective classes, which are

determined by restructuring these new categories around the Action

Units (AUs) that have been FACS coded. Samples from the two most

recent FACS coded datasets, CASME II and SAMM, were re-grouped

into these objective classes for their use. The authors argued that

emotion classification requires the context of the situation for an

interpreter to make a meaningful interpretation, while relying on

self-reports (Yan et al., 2014a) can also cause further unpredictability

and bias. Although FACS coding can objectively assign AUs to

specific muscle movements of the face but the emotion type becomes

less obvious. Lim and Goh (2017), through their fuzzy modeling,

provided some insights as to why the emotional content in ME

samples are non-mutually exclusive as they may contain traces of

more than one emotion type.

6. CONCLUSION

Research on the machine analysis of facial MEs has witnessed

substantial progress in the last few years as several new spontaneous

facial MEs databases were made available to aid automatic analysis

of MEs. This has spiked the interest of the affective and visual

computing community with a good number of promising methods

making headways in both automatic ME spotting and recognition

tasks. This necessitates a comprehensive review of recent advances

to better taxonomize the increasing number of existing works.

In addition, this paper also summarizes the issues that have not

received sufficient attention, but are crucial for feasible machine

interpretation of MEs. Among the important issues that are yet to

be addressed in the field of ME spotting:

• Handling macro movements: Differentiating between larger,

macro facial movements such as eye blinks and twitches, for better

spotting of the onset of MEs,

• Developing more precise spotting techniques that can cope with

various head poses and camera views: Extension of current

constrained environments toward more real-time “in-the-wild”

settings will provide a major leap in practicality.

• Establishing a firm criteria for defining the onset and offset frames

forMEs: This allowsME short sequences to be extracted from long

videos, which in turn, can be classified into emotion classes.

For the ME recognition task, there are a few issues that deserve the

community’s attention:

• Excluding irrelevant facial information: As MEs are very subtle, it

is a great challenge to remove other image perturbations caused

by face alignment and slight head rotations which may interfere

with the MEs.

• Improving feature representations: Encoding subtle movements

are difficult even when feature representations are rich. This is due

to limitations in the amount of data that is currently available.

• Encouraging cross-database evaluation: Evaluating within

single databases often gives a false impression of a method’s

performance, especially when existing databases lack diversity.
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Micro-expressions, the fleeting and involuntary facial expression, often occurring in high-stake
situations when people try to conceal or mask their true feelings, became well-known since 1960s,
from the work of Haggard and Isaacs (1966) in which micro-expression was firstly termed as
micromomentary facial expressions, and later from the work of Ekman and Friesen (1969).

Micro-expressions are too short (1/25 to 1/2 s) and subtle for human eyes to perceive. Study
(Ekman, 2002) shows that for micro-expression recognition tasks, ordinary people without training
only perform slightly better than chance on average. So computer vision and machine learning
methods for automatic micro-expression analysis become appealing. Pfister et al. (2011) started
pioneering research on spontaneousmicro-expression recognition with the first publically available
spontaneous micro-expression dataset: SMIC, and achieved very promising results that compare
favorably with the human accuracy. Since then micro-expression study in computer vision
field has been attracting attentions from more and more researchers. A number of works have
been contributing to the automatic micro-expression analysis from the aspects of new datasets
collection (from emotion level annotation to action unit level annotation; Li et al., 2013; Davison
et al., 2018), micro-expression recognition (from signal apex frame recognition to whole video
recognition; Wang et al., 2015; Liu et al., 2016; Li Y. et al., 2018; Huang et al., 2019) and micro-
expression detection (from micro-expression peak detection to micro-expression onset and offset
detection; Patel et al., 2015; Xia et al., 2016; Jain et al., 2018). First completed system integrating
micro-expression recognition and detection toward reading hidden emotions (Li X. et al., 2018)
has been reported by MIT Technology Review (2015) and achieved increasing attention, in
which the machine learning method obtained 80.28% for three class (positive/negative/surprise)
recognition for 71 micro-expression video clips recorded from eight subjects and 57.49% for five
class (happiness, disgust, surprise, repression, and other) recognition for 247 micro-expression
video clips recorded from 26 subjects (Li X. et al., 2018), which has outperformed the recognition
capability of human subjects (Li X. et al., 2018).

However, there are still many open challenges which need to be considered in the future
research. Several main challenges related with micro-expression study are discussed in details in
the following.

DATASETS

Data are a central part in micro-expression research. Even though there have been more datasets
collected and released, from the first SMIC (Li et al., 2013), to CASME (Yan et al., 2013), CASME
II (Yan et al., 2014), SAMM (Davison et al., 2018), MEVIEW dataset (Husak et al., 2017), and
CAS(ME)2 (Qu et al., 2018), including more subjects, higher resolution, and more videos, the scale
of current datasets is just hundreds of micro-expression videos captured from 30 to 40 subjects, and
there still lacks high quality, naturally collected and well-annotated large scale micro-expression
data captured by different sensors for training efficient deep learning methods, which is a big
obstacle for the research. As inducing and labeling micro-expression data from scratch is extremely
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challenging and time consuming, it is not feasible for any
single research group to gather data scale of larger than tens
of thousands of samples. One possible option for future micro-
expression data construction work could be utilizing the vast
source of YouTube videos and mining with some video tagging
techniques for candidate clips then follow with human labeling.
Another option could be collaborative and parallel data collection
and labeling through cloud sourcing.

Moreover, one potential application of micro-expression
analysis is lie detection. When lying, more contradictory
behaviors could be found in verbal and non-verbal signals
(Navarro and Karlins, 2008), perhaps more micro-expressions
could appear. Therefore, new datasets containing not only facial
expression and micro-expression, but also audio speech could be
beneficial for micro-expression study.

ACTION UNITS DETECTION OF

MICRO-EXPRESSIONS

Facial Action Coding System (FACS) is an anatomically based
system for measuring facial movements (Ekman and Friesen,
1978), which is used to describe visually distinguishable facial
activity on the basis of many unique action units (AUs). In
most of the previous work (Wang et al., 2015; Li X. et al.,
2018), micro-expressions were recognized from the whole face
without action unit study, and only positive and negative
micro-expressions, or limited number of micro-expressions were
classified. Instead of directly recognizing a certain number of
prototypical expressions as in most of the previous research,
AUs can provide an intermediate meaningful abstraction of
facial expressions, and carry lots of information which can help
better detect and understand people’s feelings. Even though
AU detection has been taken into consideration for macro-
expression analysis (Zhao et al., 2016, 2018; Han et al., 2018;
Zhang et al., 2018), including pain detection and pain intensity
estimation (Prkachin and Solomon, 2008; Lucey et al., 2011),
rare work has been done for AUs in micro-expressions. Future
study could pay more attention to explore the relationship
between AUs and micro-expressions. For example: is there fixed
mapping between the onset of a certain AU (or a sequence
of AU combinations) and one micro-expression category, just
like the criteria for AU and facial expression correspondence
listed in FACS manual? The category of concerned micro-
expression emotions is not necessarily limited to the prototypical
basic emotions, i.e., happiness, sadness, surprise, anger, disgust
and fear, but could also consider other emotions which are
out of the above mentioned basic emotion scope, yet very
useful for real-world applications, like nervousness, disagreement
and contempt. Besides, except those most common emotional
AUs (that are considered to be closely related with emotional
expressions), e.g., AU1, AU4, and AU12, other AUs which
were formally considered as “irrelevant to emotions” also worth
more exploration, as studies found that some (e.g., eye blinks
and eye gaze change) are employed as disguise behaviors to
cover true feelings thus frequently occur WITH the onset
of micro-expressions.

REALISTIC SITUATIONS

Most of the existing efforts on micro-expression analysis have
been made to classify the basic micro-expressions collected in
highly controlled environments, e.g., from frontal view (without
view changes), with stable and bright lighting conditions
(without illumination variations), whole face visible (without
occlusion). Such conditions are very difficult to reproduce in
real-world applications and tools trained on such data usually do
not generalize well to natural recordings made in unconstrained
settings. Effective algorithms for recognizing naturally occurring
micro-expressions which are robust to realistic situations with
the capability to deal with pose changes, illumination variations
and poor quality of videos, recorded in-the-wild environment
must be developed.

MACRO- AND MICRO- EXPRESSIONS

Previous work about facial expression has concerned with either
micro- or macro-expressions. For most early micro-expression
works, it has been assumed that there are just micro-expressions
in a video clip. For example, in the collection of most micro-
expression datasets (Li et al., 2013; Yan et al., 2013, 2014; Davison
et al., 2018; Qu et al., 2018), subjects were asked to try their best to
keep a neutral face when watching emotional movie clips. In this
way, the conflict of felt emotion elicited by the movie clip and the
strong intention to suppress any facial expression could induce
micro-expressions. The consequence in the collected videos is
that, if there is micro-expression in the recorded video, it is
unlikely to have other natural facial expressions. But inmost cases
in real life, this is not true. Micro-expressions can appear when
there is a macro-expression as well, for example, when people
smile, they might furrow forehead very quickly and shortly,
which show their true feeling (Ekman and Friesen, 1969). Future
studies could also concern the relationship of macro and micro-
expressions, and explore methods that can detect and distinguish
these two when they co-occur or even overlap with each other in
one scenario, which would be very helpful to understand people’s
feelings and intentions more accurately.

CONTEXT CLUES AND MULTI-MODALITY

LEARNING

In social interactions, people interpret other’s emotions and
situations based on many things (Huang et al., 2018): people in
the interaction, their speech, facial expression, cloths, body pose,
gender, age, surrounding environments, social parameters, and
so on. All these can be considered as contextual information.
Some people are better emotion readers, as they can sense
others’ emotion more accurately than the rest. These people
usually pick up subtle clues from multiple aspects, not only
the facial expressions (Navarro and Karlins, 2008). One original
motivation for the study of micro-expression is to explore
people’s suppressed and concealed emotions, but we shouldn’t
forget that micro-expression is only one of the many clues
for such purpose. Future studies should try broaden the scope
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and consider combining micro-expression with other contextual
behaviors, e.g., eye blink, eye gaze change, hand gesture
change, or even whole body posture, in order to achieve better
understanding of people’s hidden emotions on a fuller scope.

Recent psychological research demonstrates that emotions are
a multimodal procedure which can be expressed in various ways.
“Visual scenes, voices, bodies, other faces, cultural orientation,
and even words shape how emotions is perceived in a face”
(Barrett et al., 2011). As well emotional data can be recorded
with different sensors, e.g., color camera, near infrared camera,
depth camera, or physiological sensors, for recording emotional
behaviors or bodily changes. This also applies to the study of
micro-expression and suppressed or hidden emotion. One single
modality could be unreliable, as one certain behavior pattern
could be just related to physiological uncomfort or personal
habit, but has nothing to do with emotional states. So only when
multiple cues are considered together we could achieve more
reliable emotion recognition. There is very little investigation in
this respect so far, and future micro-expression studies could
consider combining multi-modality data for micro-expression
and hidden emotion recognition.

ANALYSIS FOR MULTIPLE PERSONS IN

INTERACTIONS

The current micro-expressions research focuses on single person
watching affective movies or advertisements, which is reasonable
in the early stage for making challenging tasks easier and more
feasible. Later it is surely that the research will be shifting toward

more realistic and challenging interaction environments where
multiple persons are involved. Natural interactions will induce
more natural and spontaneous emotional responses in terms of
facial expressions and micro-expressions, but the scenario will
also become very complicated. It would be very interesting to
explore not only individual level of emotional changes, but also
the interpersonal co-occurrence (e.g., mimicry or contagion), and
the affective dynamics of the whole group.

DISCUSSION

We have discussed the progress and the open challenges
in automatic micro-expression analysis. Solving these issues
needs interdisciplinary expertise. The collaboration of machine
learning, psychology, cognition and social behavior is necessary
for advancing the in-depth investigation of micro-expressions
and related applications in real world.
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Previous studies have shown that smiling, fairness, intention, and the results being
openness to the proposer can influence the responses in ultimatum games, respectively.
But it is not clear that how the four factors might interact with each other in twos or
in threes or in fours. This study examined the way that how the four factors work in
resource distribution games by testing the differences between average rejection rates
in different treatments. Two hundred and twenty healthy volunteers participated in an
intentional version of the ultimatum game (UG). The experiment used a 2 × 2 × 2 × 2
mixed design with “openness” as a between subjects factor and the other three as within
subjects factors, and the participants were assigned as recipients. The results revealed
that fairness or perceived good intention reduced the subject’s average rejection rates.
There was a significant interaction between facial expressions and openness. With
fair offers, the average rejection rate for informed was lower than that of uninformed;
but when unfair, no difference between the corresponding average rejection rates was
found. The interaction effect of smiling and openness was also significant, the average
rejection rate for informed offers was lower when the proposer was smiling and no
rejection rate difference between uninformed offers and informed offers when no smiling.
No other interaction effect was found.

Keywords: smiling, openness, perceived intention, fairness, ultimatum game

INTRODUCTION

Fairness is of utmost importance in social life, as well as in political and economic life (Carl
et al., 2006). Defined as the phenomenon of inequity aversion, violation of the social norm of
fairness can elicit negative emotions (Stouten et al., 2011) and give rise to subsequent strong
reactions, including punishment (Mendoza et al., 2014) or even personal revenge for unequal
distributions of resources. Different theories were developed to explain why some people feel more
fairness than others as they are facing the same distribution. Utility theory was first proposed
with the rationality hypothesis, suggesting that when faced with resource distribution, people
tend to make choices with greater utility (Fishburn, 1967). Later, implicit expected utility theory
was proposed with an implicit economic cognition hypothesis, which takes effects into account
in the decision process model (Raaij and Ye, 2002). However, utility is not the only thing that
people consider when making decisions. Studies on belief in a just world (Lerner, 1965), defensive
attributions (Shaver, 1970), retributive justice (Darley and Pittman, 2003), criminal responsibility
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(Gebotys and Dasgupta, 1987), and moral psychology (Gray
and Wegner, 2010; Haidt and Kesebir, 2010; Knobe et al.,
2012) all converge to show that when people detect harm,
they become motivated to blame someone for that harm. It
has been found that a receiver’s perception of the intention of
a distributor affects the receiver’s sense of fairness (Güroglu
et al., 2011) and that perceived good intention alleviates the
sense of unfairness (Ma et al., 2015b). Numerous behavioral and
neuroscientific experiments have demonstrated that intentional
harms make people want to blame, condemn, and punish more
than unintentional harms do (Alicke, 1992; Darley and Pittman,
2003; Young and Saxe, 2009). People are notoriously sensitive to
harmful intentions (Gollwitzer et al., 2009), and even exposure
to fictional characters with harmful intentions can change
subsequent trust behavior in real life (Rothmund et al., 2011).
Intention plays an important role and might lead to sequential
reciprocity (Dufwenberg and Kirchsteiger, 1998). However,
because people cannot observe others’ intention, intention is
only perceived. Here in this paper, we use the term “perceived
intention.” The conclusions of perceived intention are diverse.
One study showed that perceived intention was consistent with
the reciprocity hypothesis (McCabe et al., 2003), which overthrew
the previous conclusion that perceived intention was closely
related to the experimental results, that is, the sum of money
gained by the subjects. Another experiment showed that certain
outcomes, along with intentions and motivations, account for
reciprocity (Stanca et al., 2009).

Facial expressions are informative and expressive in social
interactions, and they help the receivers reason, judge and make
decisions during social interactions, and have a function in
social interaction. Smiling expressions were found to reduce the
perceived anger (Bugental, 1974), and different smiling models
might lead to different reactions (Krumhuber et al., 2009).
Smiling offers were more likely to be accepted (Mussel et al.,
2013). As for fairness, facial expressions impact the decision
making concerning fairness (Mussel et al., 2014). In real life,
the emotional state of a distributor may affect the allocation of
resources, and the perceived emotions of a distributor will also
have an impact on the fairness perceived by the recipient. In face-
to-face communication, the recognition of facial expressions is
an important way to judge the emotion of the two sides, and it is
also an important social cue that affects the psychological process
of the communicator. A smiling expression might facilitate trust
(van’t Wout and Sanfey, 2008) and lead to cooperation. One’s
emotion may play a part in perceived fairness (Heussler et al.,
2009); therefore, the reason that why one’s partner’s emotion
might influence one’s own emotion and thus affects perceived
fairness seems logical.

Fairness evolving during resource distribution is linked to
reputation, which concerns proposer’s knowledge of responder’s
deal (Nowak et al., 2000). When it comes to social affairs, or
public goods, information is of the most importance. If the
proposers will be notified of what responders have done and
the responders know it, an education will happen to teach the
proposers a lesson (Abbink et al., 2004), and in time fairness will
finally be done. Though people could deduce others’ intention
and emotion from their expression, they can’t predict the

corresponding behaviors. So during UG time, if proposers know
these behaviors, the following distributions may be different.
And if the responders know what they have done will get to
the proposers, they may act another way. But whether or how
the effect of openness will be affected by perceived intention,
fairness, and expression on perceived fairness remains unknown.
We regard that openness may urge the responders to show their
moral courage and to make decisions more for public goods,
and Chinese traditional culture such as “be wordly wise and play
safely” may also take its place. The study of openness in perceived
fairness is relatively fewer compared with intention, fairness or
emotion. Whether the openness in resource distribution would
be counterbalanced by the Chinese traditional culture remains
unknown, so our principle concern in this paper is openness.

We also wonder that if openness meets obviously unfair in
resource distribution, what would happen? And still, what it
would be if openness meets a smiling face? Does the Chinese
saying “Don’t be angry to the person in smiles” still works in
a resource distribution experiment? And as “Don’t lose face”
has extraordinary personal meaning and “Do boldly what is
righteous” is of important social meaning in China, we wonder
if an unfair offer together with openness and a smiling face would
affect the responders’ decisions.

The ultimatum game (UG) (Güth et al., 1982), measures
decision-making in a resource distribution context. A classic UG
has two roles, a proposer, a responder, and a certain amount
of stake. The proposer receives the stake and has to make an
arbitrary offer to share with the responder. The responder decides
to accept or to reject the offer. If the offer is accepted, both of them
receive payment as the offer requires, if it is rejected, both receive
nothing. For example, a proposer divides $10 among himself and
a responder, then the responder decides whether to reject the
proposal so that neither player receives anything, or to accept
the offer, so that each player gets her/his money according to the
division. During the UG, the proposer decides the distribution
of the stake, and the responder decides whether the offer works.
UG concerns about resource distribution, social comparison and
people’s decision making, so we can say that the experimental
paradigm is logically suit for the purpose of perceived fairness
study.

Widely used to examine people’s responses to unfairness, the
UG is often modified for the purpose of different experiments.
In this study, the variation in the ultimatum game was used to
investigate the effects, especially the interact effects of fairness,
perceived intention, smiling and the openness of a responder’s
responses on perceived fairness. For each participant, a certain
amount of money was divided between a proposer and a
responder (Güth et al., 1983). We made our experiment different
from the common paradigm of the ultimatum game in that
each time, two possible divisions were present. The proposer
decided how to divide the money, and the responder decided
whether to accept or reject the offer. We aimed to test whether
the effect of the openness of the responder’s decision on perceived
fairness was moderated by the facial expression of the distributor
(the proposer) and/or the fairness of the distribution. Perceived
fairness was measured by participants’ rejection rates of the
distribution. The hypotheses are: (1) Fairness promotes the
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perceived fairness. This would be manifested by the lower
rejection rate for fairness. (2) Perceived good intention reduces
the perceived fairness. This would supported by a corresponding
lower rejection rate for perceived good intention. (3) Fairness
moderates the effect of openness. Evidence would come from that
the difference between the rejection rates for fair informed vs. fair
uninformed distributions is different from that of the rejection
rates for unfair informed vs. unfair uninformed distributions.
(4) Smiling moderates the effect of openness, it will be proved
by that the difference between the rejection rates for smiling
informed vs. smiling uninformed distributions is different from
that of the rejection rates for no-smiling informed vs. no-smiling
uninformed distributions.

MATERIALS AND METHODS

Participants
To get adequate power of statistics (above 0.8), we used G∗Power
3 software (Blue et al., 2016) and it suggested a size of no less
of 199 for this study to get a medium-size effect (f = 0.20).
260 healthy volunteers (undergraduates) were recruited from two
universities in Nanchang, none of whom were from psychology
or social disciplines. We made it clear during the recruiting that
only those who had never taken part in experiments involving
UG were qualified. We excluded 40 participants’ data after the
UG experiment because they failed the trust check for their
disbelief in the truth of the experiment. Thus, the final sample
included 220 students (109 females) aged 18–25 (mean age = 21.5,
SD = 1.6). The experiment was conducted in accordance with
the Declaration of Xiaoman Yan and was approved by the
Ethics Committee of Jiangxi University of Traditional Chinese
Medicine. We collected informed written consent from every
participant prior to the experiment.

MATERIALS

Experimental Design and Procedure
Participants were divided into groups of 10–15 persons. On
arrival, participants were told that they would play a money
distribution game with partners online. They were also told
that all players would be anonymous and that a blurry facial
expression image would be assigned to the player. Each time,
an assistant guided a group of participants to the psychological
laboratory, and they were notified that they were specified
randomly as the recipients. Every subject was seated in front of
a screen, which was 100 cm in front of him. The stimulus was
presented at the center of the screen, and the visual angle was
about 8◦ × 7◦. Half of the subjects were instructed to use “J” for
“agree” and “F” for “reject,” and the rest were the versus. When
one finished her/his task, reward would be paid.

Design
The experiment had a 2 × 2 × 2 × 2 mixed design. The first
factor, facial expression, had two levels, smiling vs. no-smiling,
which was conveyed by a facial image on the screen. The

number of images was balanced in terms of the sex and
emotion of the proposers. No image was repeated during one
participant’s experiment. The second factor was the fairness of
the distribution, fair vs. unfair, which was determined by the
distribution rate. For example, the rate could be 6:4 (the proposer
took six yuan out of 10 yuan), a relatively fair distribution, or
8:2, a rather unfair one. Other rates are shown in table one.
The third factor was the proposer’s perceived intention, good
intention vs. bad intention, which was conveyed through the
proposer’s choice. The proposer made a choice between two rates,
and if the proposer chose the option to maximize his/her own
profit, the subject sensed bad intentions. For example, for 5:5 vs.
6:4, if the proposer chose 6:4 (thus receiving 6 out of 10 yuan),
the recipient perceived bad intentions because the proposer did
not choose a less selfish distribution. If the proposer chose 5:5,
then the proposer received less and the recipient received more
than if the proposer chose 6:4. Thus, the recipient perceived
good intentions. The fourth, the only between factor, was the
openness of the responder’s decision, informed vs. uniformed.
The subjects were randomly assigned to an informed group or
an uninformed group. For more details on the stimulus design,
see Table 1.

The present experiment was a modified mini UG paradigm
(Falk et al., 2003). We made it different from the mini UG
that different unfair distributions were present, and the unfair
alternative rates of 9:1 vs. 10:0 were more extreme. The computer
presented the distribution rates randomly. Each distribution was
a pair of rates in Table 1 and was presented the same number
of times. In each pair, the rates were chosen an equal number
of times. Therefore, the target rates were presented twice for the
corresponding masking ones. The whole experiment consisted
of 16 blocks, and each block included 10 trials. One hundred
sixty emotional images (80 of them are smiling, half of them
are female) were used, and no faces were of the same person.
As the proposer’s facial attractiveness matters during the UG
(Ma et al., 2015a), we balanced the attractiveness by a procedure
that let the attractiveness assessed on LAN scoring from 0 to 10
before the experiment. The assessors were freshmen and no one
would join the experiment. Each picture was scored by a group of
assessors, ten males and ten females. Each group assessed twenty
pictures (the number of smiling females was 5, for the sake of

TABLE 1 | The stimulus design.

Facial expression Fairness:Paired rates perceived intention trials

Smiling 5:5 vs. 6:4 fair Bad 20

Smiling 6:4 vs.7:3 fair Good 20

Smiling 8:2 vs. 9:1 unfair Bad 20

Smiling 9:1 vs 10:0 unfair Good 20

No-smiling 5:5 vs. 6:4 fair Bad 20

No-smiling 6:4 vs.7:3 fair Good 20

No-smiling 8:2 vs. 9:1 unfair Bad 20

No-smiling 9:1 vs. 10:0 unfair Good 20

If chosen, the underlined numbers are targets, which produce the data for analysis,
and the corresponding ones, if chosen, are masks. In x:y, x is the money given to
the provider, and y is the subject.
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balance). We hand-picked 160 pictures scored between 5 to 8
out of 500 pictures. AOV of the scores showed no difference,
F(3,159) = 1.745, p > 0.05.

PROCEDURE

The participants were told the rules of the UG. As shown in
Figure 1, the fixation point (a red “+”) shown for 500 ms
at the center of the black screen indicated that the stimulus
would soon be presented. Then, the proposer’s facial image was
displayed on the screen for 1500 ms. Next, the distribution was
shown on the screen for 1500 ms. A blank screen was shown
for 800 ms, meaning that the proposer was thinking, and the
distribution showed up again, with the numbers colored in the
bold frame as the proposer’s choice. The participant pressed “F”
to reject or press “J” to accept the offer. If the distribution was
rejected, both the proposer and the receipt received nothing,
and if it was accepted, each received the money, distributed
as the proposer decided. The feedback was on the screen for
800 ms. Every participant performed four practice trials to
become familiar with the experimental procedure before the
formal experiment began. When the experiment was over, each
participant completed a form to check whether he/she believed
it was a real bargain. Each participant received 30 yuan (about
4.4 USD) for attendance, and extra decision-based payment was
decided by two randomly selected of the participant’s trials. On
leaving, the amount was calculated and the participant was paid
on the spot. The whole process was programmed with E-prime
2.0 software.

RESULTS

The rejection rates under different conditions are shown in
Figure 2.

We performed a 2 (facial expression:smiling vs. non-
smiling) × 2 (fairness:fair vs. unfair) × 2 (openness:informed
vs. uninformed) × 2 (perceived intention:good vs. bad)
repeated ANOVA on subjects’ rejection rates for different offers
in UG. The analysis revealed a significant main effect of
fairness, F(1,218) = 118.771, p < 0.001, partial η2 = 0.144,
with the rejection rate for fair offers (0.2470 ± 0.0162,
CI = [0.2788, 0.2152]) lower than the one for unfair offers
(0.5011 ± 0.0159,CI = [0.5323, 0.4699]). The main effect of
perceived intention was also significant, F(1,218) = 107.846,
p < 0.001, partial η2 = 0.133, with the rejection rate was lower for
perceived good intention (0.2532± 0.0160, CI = [0.2846, 0.2218])
than for unfair offers(0.4953 ± 0.0160, CI = [0.5267, 0.4639]).
No significant main effect of other factors was found. There
was a significant interaction between fairness and openness,
F(1,218) = 4.663, p < 0.05, partial η2 = 0.007. Simple effects
tests showed that if the offers were fair, the rejection rate for
uninformed offers(0.2886 ± 0.0269, CI = [0.3413, 0.2359]) was
significant higher than that of informed ones(0.2056 ± 0.0190,
CI = [0.1682, 0.2430]), p < 0.05, F(1,218) = 6.335, partial
η2 = 0.009); when the offers were unfair, the corresponding
average rejection rates were not significantly different, p = 0.5922.
The interaction effect of smiling and openness on average
rejection rate was also significant, F(1,218) = 6.396, p < 0.05,
partial η2 = 0.009. The proceeding simple effects test showed
the average rejection rate for uninformed offers was higher

FIGURE 1 | Experimental task. (1) Fixation; (2) the proposer’s facial expression; (3) the alternative division; (4) the proposer’s thinking; (5) the subject’s decision; (6)
feedback.
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FIGURE 2 | The average rejection rates as a function of intention, fairness, expression, and openness.

(0.4031 ± 0.0269, CI = [0.3502, 0.4559]) than that for informed
ones(0.3115 ± 0.0190, CI = [0.2741, 0.3489]) when the proposer
was smiling, p < 0.01, partial η2 = 0.011; there was no difference
between the average rejection rate of uninformed offers and that
of informed offers when the proposer didn’t smile, p = 0.5436. No
other two way interaction effect was found, and no any three way
effect or four way effect was found either.

DISCUSSION

The data showed that fairness and perceived intention had
significant effects on perceived fairness. So Hypothesis I and
Hypothesis II were proved. In the distribution of resources, a
fairer distribution led to a lower average rejection rate, which can
be explained by utility theory (French, 2006) or unfair aversion
model (Fehr and Schmidt, 1999). Unfair monetary UG offers
elicit anger and might result in rejection (Gilam et al., 2015).
Utility theory assumes the preferences of utility when people
decide among alternatives. In our experiment, fairness meant
more favorable outcomes (or more utility) for the receiver, so it
is natural that fairness led to a low average rejection rate.

Perceived good intention tends to increase perceived
fairness. Researchers have shown that procedural fairness has
a considerable influence on employees’ attitudes toward their
organization and its members (Brockner et al., 2003). We
deduced that perceived intention in our experiment might
partly refer to procedural unfairness, which was uncontrollable
for the receiver but controllable for the proposer. Perceived
bad intention also induced angry and retaliatory behavior, so
when the proposer made an unfair decision, the bad intention
perceived by the receiver may have resulted in a relatively high
average rejection rate. Or, as someone puts it (Rabin, 1993):

Fairness means that if you are kind to me, I will be kind to you,
but if you mean bad to me, then I will do the same to you. So the
concept of perceived intention directly penetrates the meaning
of fairness.

Interaction between fairness and openness was significant,
as the data showed, with the average rejection rate for fair,
uninformed offers higher than fair, informed ones, Hypothesis
III was manifested. This may because the fair distributions are
“should be taken ones” and reject them may be viewed as either
wicked or unwise, so more offers were rejected if anonymous.
To some extent, it may also be attributed to Chinese culture:
Chinese people refuse relatively less in public. The mentality
of ‘Don’t lose face’ or ‘worldly wise’ was severe in China, so
informed fair offers were accepted more easily: accepting the
offers under the openness condition meant saving the proposer’s
face, that would finally help the responder himself/herself. As for
fair and uninformed offers, it was always safe, so the responders
might feel freer to act as what they are pleased. We reasoned
that when unfair distribution appeared, an anchoring effect
(Strack and Mussweiler, 1997) might occur and the informed
or uninformed offers were indistinguishably treated. That is,
unfairness was the most important working information for
judgement. This might mean other factors had little effect when
unfair distribution occurred, the final decision tended to favor the
effect of unfairness. One might anticipate logically that when it’s
unfair, the spirit of “Do boldly what is righteous for public good”
should work and lead to more average rejections of informed
offers, as other researchers had described (Abbink et al., 2004).
But this didn’t happen. However, it didn’t mean that more
financial considerations than moral ones prevailed in the decision
making. The unfair offers did take the form of an anchoring
effect, but “safely play” counteracted the moral concern under
informed condition was another possible additional reason.
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This might explain why our responders didn’t teach a lesson more
often when unfair, informed offers provided than when unfair,
uninformed ones.

The interaction effect of smiling and openness was also
significant, with the smiling average rejection rate for uninformed
offers was higher than that for informed ones. Hypothesis IV
was manifested. According to the spreading-activation theory
(Loftus, 1975), the awakening of a semantic concept will activate
related concepts in the neural network simultaneously. Fairness
perception relates to emotions (Namkung and Jang, 2010), upon
observing a smiling face, the anchoring effect bias (Bennett,
2014) took place, concepts such as “good person,” “pleasure to
see” and “like” might be activated. We reasoned that smiling
stirred good feelings, and when the acceptances were open, and
the reponders were more likely to convey a kind repay. When
the smiling expression appeared the responder might take it
as the intrinsic nature of the proposer (Chee and Murachver,
2012), and if anonymous was available, to teach a lesson was
a natural and safe action, and also, a noble decision. This
anchoring effect was different from the traditional Chinese
culture of “Don’t be angry to the person in smiles,” which
means people tend to forgive those who apologize honestly. Our
outcome might partly attribute to the traditional Chinese culture:
when the decision would be sent to the proposer, declining an
offer from a smiling face would easily get into an embarrassed
situation that most Chinese people would try to avoid. So the
corresponding average rejection rate was lower than that of
smiling but uniformed offers. The anchoring effect of smiling
was thus revised. According to attribution theory (Kelley, 1967),
a no-smiling expression might show that the proposer does not
have control, so openness didn’t make difference. It was like in
price-fairness experiments, price increases were perceived as less

fair when the causality was directly attributable to the seller’s
controllable actions (Vaidyanathan and Aggarwal, 2003). Chinese
people are easy to forgive, especially when the wrongdoers are
forced to do, this we attributed to a strong Chinese traditional
culture of “forgive wherever you can.” That was a possible reason
for equally rejected no-smiling, informed.

CONCLUSION

We found the fairness of a distribution itself affects perceived
fairness. The fairer the distribution, the lower the average
rejection rate. The distributor’s perceived good intention leads to
a lower average rejection rate, as the results show. We also found
that smiling facial expressions moderate the effect of openness:
smiling and openness lead to a lower average rejection rate, and
fairness moderate the effect of openness: it is beneficial for the
proposer to smile when he/she could get the information of the
responder’s decision for the sake of the offer to be accepted.
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