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This paper primarily analyzes the one-parameter generalized logistic (1PGlogit)

model, which is a generalized model containing other one-parameter item

response theory (IRT) models. The essence of the 1PGlogit model is the

introduction of a generalized link function that includes the probit, logit, and

complementary log-log functions. By transforming di�erent parameters, the

1PGlogit model can flexibly adjust the speed at which the item characteristic

curve (ICC) approaches the upper and lower asymptote, breaking the previous

constraints in one-parameter IRT models where the ICC curves were either all

symmetric or all asymmetric. This allows for a more flexible way to fit data

and achieve better fitting performance. We present three simulation studies,

specifically designed to validate the accuracy of parameter estimation for a variety

of one-parameter IRT models using the Stan program, illustrate the advantages of

the 1PGlogit model over other one-parameter IRT models from a model fitting

perspective, and demonstrate the e�ective fit of the 1PGlogit model with the

three-parameter logistic (3PL) and four-parameter logistic (4PL) models. Finally,

we demonstrate the good fitting performance of the 1PGlogit model through an

analysis of real data.

KEYWORDS

Bayesian model evaluation criteria, item response theory, item characteristic curve, one-

parameter generalized logistic models, STAN software

1. Introduction

Latent trait models, also known as item response theory (IRT) models, have gained

widespread application in educational testing and psychological measurement (Lord and

Novick, 1968; van der Linden and Hambleton, 1997; Embretson and Reise, 2000; Baker and

Kim, 2004). These models utilize the probability of a response to establish the interaction

between an examinee’s “ability” and the characteristics of the test items, such as difficulty and

guessing. The focus is on analyzing the pattern of responses rather than relying on composite

or total score variables and linear regression theory. Specifically, IRT aims to model students’

ability by examining their performance at the question level, providing a granular perspective

on each student’s ability based on the unique insights each question offers.

The Rasch model, also known as the one-parameter logistic IRT model, was innovated

by Georg Rasch in 1960 and serves as a strategic tool in psychometrics for evaluating

categorical data. This data includes responses to reading exams or survey questions and

is analyzed in correlation with the trade-off between the respondent’s ability, attitude, or

personality trait and the item’s difficulty (Rasch, 1960). For instance, this model could be

used to determine a student’s level of reading comprehension or gauge the intensity of
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a person’s stance on issues like capital punishment from their

questionnaire responses. Beyond the realms of psychometrics and

educational research, the Rasch model and its derivatives also find

applications in diverse fields such as healthcare (Bezruczko, 2005),

market research (Wright, 1977; Bechtel, 1985), and agriculture

(Moral and Rebollo, 2017).

Within the framework of the Rasch model, the probability of a

specific response–such as right or wrong–is modeled in relation to

the examinee’s ability and the item characteristic. Particularly, the

classical Rasch model models the probability of a correct response

as a logistic function of the discrepancy between the examinee’s

ability and the item difficulty. Typically, the model parameters

depict the proficiency level of examinees and the complexity level of

the items on a continuous latent scale. For instance, in educational

assessments, the item parameter illustrates the difficulty level,

whereas the person parameter represents the ability or attainment

level of the examinee. The higher an individual’s ability relative to

the item difficulty, the higher the probability of a correct response.

In cases where an individual’s ability position equals the item

difficulty level, the Rasch model inherently predicts a 50% chance

of a correct response.

Parallel to the logistic IRTmodels, the normal ogive IRTmodels

utilize the probit function to delineate the relationship between

ability and item response, whereas the logistic IRT model employs

the logit function to depict the same relationship. This constitutes a

fundamental difference between the normal ogive IRT models and

the more frequently utilized logistic IRT models. In fact, the use

of the normal ogive model in the testing context has been further

developed by a number of researchers. Lawley (1943, 1944) was

the first to formally employ the normal ogive model to directly

model binary item response data. Tucker (1946) used the term

“item curve” to indicate the relationship between item response

and ability. The early attempts at modeling binary response data

culminated in the work of Lord (1952, 1953, 1980) who, unlike the

early researchers, treated ability as a latent trait to be estimated and

in doing so, laid the foundation for IRT.

The normal ogive IRT models (Lord, 1980; van der Linden

and Hambleton, 1997; Embretson and Reise, 2000; Baker and Kim,

2004), also known as the one parameter normal ogive model, are

a mathematical model used in the field of psychometrics to relate

the latent ability of an examinee to the probability of a correct

response on a test item. This model, as a component of IRT,

facilitates the design, analysis, and scoring of tests, questionnaires,

and comparable instruments intended for the measurement of

abilities, attitudes, or other variables.

As previously noted, the Rasch model and the one-parameter

normal ogive IRT model are premised upon symmetric functions

to delineate the relationship between ability and item response,

which result in a symmetric ICC. However, in certain contexts,

these symmetric IRT models may not sufficiently capture the

characteristics inherent in the data. These situations necessitate

the utilization of asymmetric IRT models. Several asymmetric IRT

models currently exist, such as the non-parametric Bayesian model,

which constructs the ICC with a Dirichlet process prior (Qin,

1998; Duncan and MacEachern, 2008), and the Bayesian beta-

mixture IRT model (BBM-IRT), which models the ICC with a

flexible finitemixture of beta distribution (Arenson andKarabatsos,

2018). Karabatsos (2016) used the infinite mixture of normal c.d.f

to model ICC, while Luzardo and Rodriguez (2015) constructed

the ICC using the kernel regression method. There are also some

skewed logistic IRT models, such as the logistic positive exponent

(LPE) model and the reflection LPE (RLPE) model (Samejima,

1997, 1999, 2000; Bolfarine and Bazan, 2010; Zhang et al., 2022),

which utilize skewed modifications of the logit links. Moreover,

the positive trait item response model (PTIRM), which employs

the log-logistic, lognormal, and Weibull as link functions to link

the latent trait to the response, is used in some literature (Lucke,

2014; Magnus and Liu, 2018). In addition, the one-parameter

complementary log-log IRT model also yields an asymmetric ICC

(Goldstein, 1980; Shim et al., 2022). Compared to their symmetric

counterparts, asymmetric IRT models can encapsulate a wider

spectrum of data characteristics, particularly when the speed at

which the probability of a positive response changes varies across

different intervals of the latent trait. Furthermore, asymmetric

IRT models are better suited to accommodate data where the

probability of a positive response escalates more rapidly at higher

trait levels and increases more sluggishly at lower trait levels.

These asymmetric models, therefore, have a distinct advantage in

capturing the nuanced dynamics of item responses that do not

adhere strictly to symmetric patterns, thereby providing a more

accurate representation of the interplay between individual ability

and item response. As such, they represent a crucial development

within the IRT field, broadening the applicability of these models

in psychometric analyses and educational measurement.

This article discusses and analyzes the aforementioned one-

parameter IRT models: the Rasch model, the one-parameter

normal ogive IRT model, and the one-parameter complementary

log-log IRT model. We propose a unified model representation

that can encompass all three models through the manipulation of

specific parameter values. In the present paper, our emphasis is

placed on a class of generalized logistic models, introduced initially

by Stukel (1988). This class of link functions is guided by a duo of

parameters, precisely (η1, η2). By modulating the values of (η1, η2),

this class is inclusive of logit, probit, complementary log-log link,

along with an assortment of other symmetric and asymmetric

links as particular instances. This class of models boasts sufficient

versatility to accommodate the fitting of identical or diverse links

to distinct items nested within the IRT model framework. An

additional appealing characteristic of this class streamlines the

execution of Markov chain Monte Carlo (MCMC) sampling from

the posterior distribution via the recently formulated software,

Stan. This research paper encompasses several key aspects.

Firstly, we thoroughly discuss symmetric models such as the

logit and probit models, as well as asymmetric models like the

complementary log-log and generalized logit models, within the

framework of a one-parameter IRT model. Secondly, we employ

different links for different items in our analysis. Thirdly, we utilize

the Stan platform to implement this flexible range of links for

one parameter models and provide the corresponding Stan codes.

By leveraging Stan, we are able to calculate deviance information

criterion (DIC; Spiegelhalter et al., 2002) based on posterior

distribution samples, which can naturally guide the selection of

links and IRT model types. Lastly, through the 2015 computer-

based PISA (Program for International Student Assessment)
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sciences data, we empirically demonstrate that employing different

generalized logit links for different itemsmarkedly improves data fit

compared to traditional logistic, normal ogive and complementary

log-log models, as determined by DIC criteria.

The remainder of this paper is organized as follows. In

Section 2, we review the three one-parameter IRT models and

the generalized logit link function, then introduce the main

model of our study, namely the one-parameter generalized

logistic (1PGlogit) model. In Section 3, we describe the Bayesian

parameter estimation method that we use, discuss its software

implementation, and elaborate on the Bayesian model assessment

criteria we employ to evaluate the model fittings. Section 4 presents

three simulation studies aimed at exploring the accuracy of model

parameter estimation and assessing the fit of the 1PGlogit model

in relation to various other symmetric or asymmetric models. In

Section 5, we conduct an empirical study to validate the practical

utility of the 1PGlogit model. Finally, in Section 6, we provide a

summary of the paper.

2. Item response theory models with
generalized logistic link functions

2.1. Overview of the one-parameter IRT
models

The initial model in the field of IRT can be traced back to

the 1930s, as proposed by Ferguson (1942), Lawley (1943), Mosier

(1940, 1941), and Richardson (1936). It was later improved by Lord

and Novick (1968) into what is now commonly referred to as the

normal ogive model. Suppose we have N students each answering J

items. Let X denote the response variable, and let xij be the response

of the ith student (i = 1, · · · ,N) on the jth item (j = 1, · · · , J).
Here, xij = 1 indicates a correct answer, and xij = 0 indicates

an incorrect one. Within the one-parameter normal ogive (1PNO)

model, the probability of a correct response by the ith student on

the jth item can be expressed as follows:

P(xij = 1|θi,βj) =
∫ θi−βj

−∞

1√
2π

e−
z2

2 dz. (1)

Here, βj is the difficulty parameter of the jth item and θi is the

latent trait of the ith student. A larger βj implies a more difficult

item, and the probability of a correct response increases with the

increasing value of θi. As we can see, the 1PNO model is essentially

a generalized linear model with a probit link.

Although the 1PNO model is quite interpretable and intuitive,

its computation is complicated. In response to this, Rasch proposed

the Rasch model in 1960, which was essentially a generalized linear

model with a logit link. Specifically, the probability of a correct

response in the model can be expressed in the following form:

P(xij = 1|θi,βj) =
exp(θi − βj)

1+ exp(θi − βj)
, (2)

where βj and θi maintain the same interpretations as in the 1PNO

model. In this form, to describe the probability of a student’s

response, it is no longer necessary to compute the cumbersome

integrals, thereby simplifying the calculation.

Both of the models mentioned above possess a symmetrical

item characteristic curve (ICC). However, Shim et al. (2022)

proposed a one-parameter complementary log-log model (CLLM)

which exhibits an asymmetric ICC. The probability of a correct

response in the CLLMmodel can be expressed as follows:

P(xij = 1|θi,βj) = 1− exp{− exp(θi − βj)}, (3)

where βj and θi retain the same interpretations as in the twomodels

discussed earlier. As demonstrated by Shim et al. (2022), the CLLM

possesses the capability to effectively address the guessing behavior

exhibited by examinees in the three-parameter logistic (3PL) model

and, in certain cases, can yield even better results. This implies that

CLLM accounts for the effect of guessing. Essentially, the CLLM is

a generalized linear model with a complementary log-log link.

2.2. Overview of the family of models based
on generalized logit links

Let y be a dichotomous random variable. We assume that y

equals 1 with probability µ(η) and 0 with probability 1 − µ(η),

where η is a linear predictor. Stukel (1988) introduced a class

of generalized logistic models (Glogits), indexed by two shape

parameters λ = (λ1, λ2). Therefore, the Glogits model is controlled

by a strictly increasing non-linear function hλ (η). The specific

expression is as follows:

µ(η) =
exp

{
hλ (η)

}

1+ exp
{
hλ (η)

} , (4)

where the function hλ (η) is defined as follows:

for η > 0
(
µ(η) > 1

2

)
,

hλ (η) =





− log(1− λ1η)

λ1
, λ1 < 0,

η, λ1 = 0,

exp (λ1η) − 1

λ1
, λ1 > 0.

(5)

for η ≤ 0
(
µ(η) ≤ 1

2

)
,

hλ (η) =





log(1− λ2 |η|)
λ2

, λ2 < 0,

η, λ2 = 0,

− exp (λ2 |η|) − 1

λ2
, λ2 > 0.

(6)

As evident from the above equations, the logit link serves as a

special case of Glogits when λ1 = λ2 = 0. Furthermore, Stukel

(1988) revealed that Glogits can be simplified to several other link

functions under certain conditions. For instance, it reduces to a

probit link when λ1 = λ2 ≈ 0.165, a log-log link when λ1 ≈
−0.037 and λ2 ≈ 0.62, a complementary log-log link when λ1 ≈
0.62 and λ2 ≈ −0.037, and a Laplace link when λ1 = λ2 ≈ −0.077.
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2.3. One-parameter generalized logistic IRT
model

According to Glogit models, µ(η) forms a cumulative

distribution function for η, which can be interpreted as the

probability of a correct answer in IRT. Building on the traditional

difficulty and ability parameters in a one-parameter IRT model,

we reintroduce two shape parameters related to the item factors,

denoted as λj = (λ1j, λ2j). Consequently, we can deduce that

the one-parameter generalized logistic model (1PGlogit) can be

articulated as follows:

P(xij = 1|θi,βj,λj) =
exp

{
hλj

(
θi − βj

)}

1+ exp
{
hλj

(
θi − βj

)} . (7)

Furthermore, when θi − βj > 0 (which implies that P(xij =
1|θi,βj,λj) > 1

2 ),

hλj

(
θi − βj

)
=





−
log(1− λ1j(θi − βj))

λ1j
, λ1j < 0,

θi − βj, λ1j = 0,

exp
(
λ1j(θi − βj)

)
− 1

λ1j
, λ1j > 0.

(8)

When θi − βj ≤ 0, which implies that (P(xij = 1|θi,βj,λj) ≤ 1
2 ),

hλj

(
θi − βj

)
=





log(1− λ2j
∣∣θi − βj

∣∣)
λ2j

, λ2j < 0,

θi − βj, λ2j = 0,

−
exp

(
λ2j
∣∣θi − βj

∣∣)− 1

λ2j
, λ2j > 0.

(9)

Specifically, when λ1j = λ2j = 0, the 1PGlogit model reduces

to the Rasch model as shown in Equation (2); when λ1j = λ2j ≈
0.165, the 1PGlogit model becomes the traditional 1PNO model in

Equation (1). This applies when θi − βj ≤ 0, we have

P(xij = 1|θi,βj) =
exp

{
−
exp{0.165

∣∣θi − βj

∣∣} − 1

0.165

}

1+ exp

{
−
exp{0.165

∣∣θi − βj

∣∣} − 1

0.165

} , (10)

when θi − βj > 0, we have

P(xij = 1|θi,βj) =
exp

{
exp{0.165(θi − βj)} − 1

0.165

}

1+ exp

{
exp{0.165(θi − βj)} − 1

0.165

} , (11)

In fact, the CLLM model in Equation (3) is also a special case of

the 1PGlogit model when the two shape parameters are restricted

to λ1j ≈ 0.62 and λ2j ≈ −0.037. Specifically,

when θi − βj ≤ 0,

P(xij = 1|θi,βj) =
exp

{
−
log{1+ 0.037

∣∣θi − βj

∣∣}
0.037

}

1+ exp

{
−
log{1+ 0.037

∣∣θi − βj

∣∣}
0.037

} , (12)

when θi − βj > 0,

P(xij = 1|θi,βj) =
exp

{
exp{0.62(θi − βj)} − 1

0.62

}

1+ exp

{
exp{0.62(θi − βj)} − 1

0.62

} , (13)

To intuitively explore 1PGlogit IRT models, we visualize the

ICCs of 1PGlogit IRT models with different λ1j and λ2j in Figure 1,

where the difficulty parameter b is set as 0. It can be observed

from Figure 1 that parameters λ1j and λ2j control the convergence

speed of the tail of 1PGlogit. The speed at which the tail of the ICC

approaches 0 can be referred to as the “rate of convergence to the

lower limit”. Similarly, the speed at which the ICC approaches 1

can be referred to as the “rate of convergence to the upper limit”.

Specifically, Figure 1A shows that the parameter λ1j controls the

convergence speed to the upper asymptote, while Figure 1B shows

that the parameter λ2j controls the convergence speed to the lower

asymptote. Common to both parameters is that the larger the value

of λ1j (λ2j), the faster the ICCs converge to the upper (lower)

asymptote line. For instance, as shown in Figure 1A, when λ1j =
1, the ICC of 1PGlogit(1, 0)has already converged to the upper

asymptote P(θ) = 1 before θ = 2, while when λ1j = 0, the ICC of

1PGlogit(0, 0) (i.e., Rasch model) just reaches the upper asymptote

at θ = 4. However, when λ1j = −1, the ICC of 1PGlogit(−1, 0)

only converges to around P(θ) = 0.8 at θ = 4. The effect of the

parameter λ2j on the convergence of the ICC to the lower asymptote

is similar to that of λ1j, which can be seen in Figure 1B.

Based on the above analysis, it can be seen that the role of the

parameter λj in 1PGlogit is somewhat analogous to the parameter

c in the three-parameter logistic (3PL) model and the parameter d

in the four-parameter logistic (4PL) model. As a result, we further

compared the ICC of 1PGlogit with that of the 3PL model in

Figure 2A and with the 4PL model in Figure 2B. Specifically, the

expressions for the 3PL and 4PL models are as follows:

P(xij = 1|θi,αj,βj, cj) = cj + (1− cj)
exp{αi(θi − βj)}

1+ exp{αi(θi − βj)}
, (14)

and

P(xij = 1|θi,αj,βj, cj, dj) = cj+(dj−cj)
exp{αi(θi − βj)}

1+ exp{αi(θi − βj)}
. (15)

In these models, αj is the discrimination parameter, cj is the

lower asymptote parameter (which can be viewed as a guessing

probability), and dj is the upper asymptote parameter, where 1− dj
can be considered as a slipping probability. For this analysis, we

set αj = 1, βj = 0, cj = 0.2, and dj = 0.8. As demonstrated in

Figure 2A, the 3PL model has an upper asymptote at P(θ) = 1 and

a lower asymptote at P(θ) = 0.2, while the 1PGlogit(0,−1), with
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FIGURE 1

Item characteristic curves based on di�erent the 1PGlogit models. (A) βj = 0, λ1j = 0, 1,−1 and λ2j = 0. (B) βj = 0, λ1j = 0 and λ2j = 0, 1,−1.

λ1j = 0 and λ2j = −1, displays an ICC similar to that of the 3PL

model. In Figure 2B, the 4PL model exhibits an upper asymptote at

P(θ) = 0.8 and a lower asymptote at P(θ) = 0.2. When λ1j = −1

and λ2j = −1, the 1PGlogit(−1,−1) shows an ICC comparable to

the 4PLmodel. Hence, the parameter λj in 1PGlogit can be adjusted

to represent the assumed guessing and slipping behaviors in the 3PL

and 4PL models.

3. Bayesian estimation and model
evaluations

In this study, we adopt the Bayesian statistical inferencemethod

to estimate the parameters in 1PGlogit IRT models. Let Pij =
p(xij = 1|βj, λ1j, λ2j, θi), which is defined as shown in Equations

(7)–(9). Thus, the likelihood function for the response of the ith

examinee to the jth item can be written as:

p(xij|βj, λ1j, λ2j, θi) = P
xij
ij (1− Pij)

1−xij . (16)

Let x = (xi, · · · , xN), β = (β1, · · · ,βJ), λ1 = (λ11, · · · , λ1J),
λ2 = (λ21, · · · , λ2J), θ = (θ1, · · · , θN). Then the joint posterior

distribution of parameters β ,λ1,λ2, and θ can be derived as:

p(β ,λ1,λ2, θ |x) = p(x|β ,λ1,λ2, θ)p(β)p(λ1)p(λ2)p(θ),

=





N∏

i=1

J∏

j=1

p(xij|βj, λ1j, λ2j, θi)





︸ ︷︷ ︸
Likelihood function





J∏

j=1

p(βj)p(λ1j)p(λ2j)





{
N∏

i=1

p(θi)

}

︸ ︷︷ ︸
Prior distributions

. (17)

3.1. Prior distributions

According to Chen et al. (2002) and Chen et al. (1999), it is

necessary to constrain the parameters λ1j and λ2j to be greater than

−1 to ensure a proper posterior distribution. Therefore, the priors

for λ1j and λ2j should be truncated at−1. The parameters βj and θi

are assumed to follow different normal prior distributions, while λ1j

and λ2j are assumed to follow a truncated normal prior distribution.

Overall, the priors for the parameters are set as follows:

βj ∼ N(0, σ 2
β ),

λ1j ∼ N(0, σ 2
λ )I (−1,∞) ,

λ2j ∼ N(0, σ 2
λ )I (−1,∞) ,

θi ∼ N(0, 1),

σβ ∼ Cauchy(0, 5)I (0,∞) ,

σλ ∼ Cauchy(0, 5)I (0,∞) ,

(18)

where I
(
a, b
)
implies that the parameter is constrained within the

interval (a, b).

3.2. Stan software

In this paper, we employ the MCMC method for parameter

estimation. Currently, there are various software options available

for implementing the MCMC algorithm, such as WinBUGS (Lunn

et al., 2000), OpenBUGS (Spiegelhalter et al., 2010), and JAGS

(Plummer, 2003). However, In the subsequent research, we utilize

the Stan software (Stan Development Team, 2019), which is based

on the Hamiltonian Monte Carlo (HMC) algorithm (Neal, 2011)

and the no-U-turn sampler (NUTS) (Hoffman and Gelman, 2014).

HMC efficiently explores posteriors in models and is often faster

than the Gibbs method (Geman and Geman, 1984) and the

Metropolis algorithm (Metropolis et al., 1953), while NUTS further

improves efficiency. Additionally, Stan provides interfaces with

data analysis languages such as R, Python, Matlab, etc., making
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FIGURE 2

Item characteristic curves based on 3PL, 4PL, and 1PGlogit models. (A) 3PL model with αj = 1, βj = 0, cj = 0.2. (B) 4PL model with αj = 1, βj = 0,

cj = 0.2, dj = 0.8.

FIGURE 3

Boxplot of parameter R̂ in four models under N = 1, 000 and J = 20 conditions in simulation 1. (A) 1PGlogit model. (B) Rasch model. (C) 1PNO

model. (D) CLLM.

it convenient for our use. To implement the Stan program, we

specifically utilize the R package rstan, which interfaces with

Stan in R (R Core Team, 2019). The Stan code employed for

parameter estimation in this study, along with the actual data, can

be found at the following URL: https://github.com/X-Wang777/-

A-Generalized-One-Parameter-IRT. Furthermore, Luo and Jiao

(2018) offer a detailed tutorial on utilizing Stan for estimating

various IRT models.
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FIGURE 4

(A–F) Sampling trace plots of parameters β1, λ11, λ21, θ1, σβ , and σλ in four Markov chains for 1PGlogit model under N = 1, 000 and J = 20 conditions

in simulation 1.

3.3. Criteria for assessing parameter
estimation accuracy

In this research, we will use four criteria for assessing the

accuracy of parameter estimation. They are Bias, RMSE (Root

Mean Squared Error), SE (Standard Error), and SD (Standard

Deviation). Assuming the parameter of interest is βj, the evaluation

criteria based on the βj parameter are defined as follows:

Bias(βj) =
1

R

R∑

r=1

(β̂
(r)
j − βj),

RMSE(βj) =

√√√√ 1

R

R∑

r=1

(β̂
(r)
j − βj)2,

SE(βj) =

√√√√√ 1

R

R∑

r=1

(
β̂

(r)
j − 1

R

R∑

l=1

β̂
(l)
j

)2

,

SD(βj) =
1

R

R∑

r=1

SD(r)(βj).

where R denotes the number of replications and β̂
(r)
j is the estimate

of βj in the rth replication, and SD(r)(βj) is the posterior standard

deviation of βj in the rth replication. Thus, we are able to calculate

the average values for the four accuracy assessment indicators based

on all items. That is,

Average Bias(β) = 1

J × R

J∑

j=1

R∑

r=1

(̂
(r)
j − βj),

Average RMSE(β) = 1

J

J∑

j=1

√√√√ 1

R

R∑

r=1

(β̂
(r)
j − βj)2,

Average SE(β) = 1

J

J∑

j=1

√√√√√ 1

R

R∑

r=1

(
β̂

(r)
j − 1

R

R∑

l=1

β̂
(l)
j

)2

,

Average SD(β) = 1

J × R

J∑

j=1

R∑

r=1

SD(r)(βj).
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TABLE 1 Evaluating the accuracy of parameter estimation for various models and simulation conditions in simulation study 1.

N = 1, 000 N = 2, 000

Bias MSE SE SD Bias MSE SE SD

J = 20

1PGlogit

β –0.0310 0.0102 0.0869 0.1009 –0.0361 0.0063 0.0642 0.0729

λ1 –0.0452 0.0972 0.1381 0.2246 0.0123 0.0566 0.1359 0.1945

λ2 –0.0406 0.0785 0.1513 0.2530 –0.0284 0.0508 0.1395 0.2141

θ –0.0281 0.1869 0.3825 0.4416 0.0389 0.1907 0.3803 0.4311

Rasch
β 0.0329 0.0067 0.0728 0.0792 –0.0033 0.0027 0.0498 0.0563

θ 0.0337 0.2058 0.3988 0.4583 –0.0024 0.2168 0.3993 0.4597

1PNO
β 0.0287 0.0051 0.0642 0.0740 0.0166 0.0025 0.0463 0.0526

θ 0.0344 0.1879 0.3807 0.4293 0.0148 0.1857 0.3809 0.4293

CLLM
β –0.0146 0 .0046 0.0639 0.0710 -0.0095 0.0020 0.0428 0.0505

θ –0.0103 0.1701 0.3616 0.4073 –0.0058 0.1697 0.3608 0.4082

J = 40

1PGlogit
β –0.0434 0.0138 0.0936 0.1082 0.0064 0.0067 0.0728 0.0798

λ1 –0.0383 0.0912 0.1503 0.2449 –0.0201 0.0631 0.1344 0.2079

λ2 0.0318 0.0938 0.1755 0.2574 –0.0167 0.0684 0.1575 0.2111

θ –0.0280 0.1166 0.3102 0.3378 –0.0091 0.1135 0.3104 0.3373

Rasch
β 0.0296 0.0061 0.0713 0.0792 0.0046 0.0027 0.0507 0.0563

θ 0.0331 0.1197 0.3201 0.3462 0.0048 0.1223 0.3190 0.3466

1PNO
β –0.0049 0.0045 0.0658 0.0739 0.0110 0.0024 0.0471 0.0524

θ –0.0049 0.1036 0.2976 0.3209 0.0117 0.1029 0.2981 0.3198

CLLM
β –0.0118 0 .0047 0.0657 0.0726 –0.0078 0.0023 0.0456 0.0516

θ –0.0104 0.0943 0.2828 0.3054 –0.0059 0.0954 0.2843 0.3057

The terms Bias, MSE, SD, and SE denote the average bias, mean square error (MSE), standard deviation (SD), and standard error (SE) of the parameters, respectively.

3.4. Bayesian model assessment

The following four model selection criteria will be used in this

paper to evaluate the goodness of model fit: (1) DIC, (2) Logarithm

of the pseudomarginal Likelihood (LPML; Geisser and Eddy, 1979;

Ibrahim et al., 2001), (3) Widely applicable information criterion

(WAIC; Watanabe and Opper, 2010), and (4) Leave-one-out cross-

validation (LOO; Vehtari et al., 2017). In addition, the last two

information criteria are calculated based on the R package loo

(Vehtari et al., 2017).

4. Simulation studies

4.1. Simulation 1

In this simulation study, our aim is to assess the accuracy of

parameter estimation for various one-parameter symmetric and

asymmetric IRT models implemented using the Stan software. The

following four models will be considered: (1) 1PGlogit(λ1j, λ2j),

j = 1, 2, ..., J; (2) Rasch (1PGlogit(0, 0)); (3) 1PNO

(1PGlogit(0.165, 0.165)); and (4) CLLM (1PGlogit(0.62,−0.037)).

4.1.1. Simulation designs
The true values of the parameters are generated following

this formulation: θ ∼ N(0, 1), b ∼ N(0, 1). For the

1PGlogit(λ1j, λ2j) model, the true values of (λ1j, λ2j) are generated

from the distribution λ1j ∼ N(0, 0.52)I(−1,+∞), λ2j ∼
N(0, 0.52)I(−1,+∞). Meanwhile, λ1j is fixed at 0, 0.165, and 0.62

for the Rasch, 1PNO, and CLLM models, respectively, while λ2j

is fixed at 0, 0.165, and –0.037, respectively. The manipulated

factors include sample size (i.e., the number of students) N =
1, 000, 2,000, and item length J = 20, 40. Thus, there are

four simulation conditions for each model, and each simulation

condition was replicated 50 times. We set four chains in each

simulation, each executing 3,000 iterations, and the burn-in period

is 2,000 iterations.

4.1.2. Convergence diagnosis
Firstly, we examined the convergence of the MCMC procedure

implemented in rstan. As an example, we considered the case

with N = 1, 000 and J = 20. The potential scale reduction

factor (PSRF; also known as R̂, Brooks and Gelman, 1998) values

of the parameters in each model are shown in Figure 3, which

presents a boxplot of the R̂ values for all difficulty parameters
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TABLE 2 Comparing the DIC, LPML, WAIC, and LOO values for 1PGlogit,

Rasch, 1PNO, and CLLMmodels in simulation 2.

Fitted model DIC LPML WAIC LOO

True model: 1PGlogit

1PGlogit 23306.55 –11686.98 23335.52 23367.22

Rasch 23559.69 –11781.79 23560.16 23566.15

1PNO 23546.30 –11790.91 23574.84 23584.28

CLLM 23476.40 –11767.11 23520.99 23535.90

True model: Rasch

1PGlogit 20965.74 –10489.26 20974.06 20980.80

Rasch 20970.16 –10488.71 20974.30 20979.91

1PNO 20964.79 –10500.66 20994.16 21003.703

CLLM 21043.82 –10575.56 21123.53 21150.62

True model: 1PNO

1PGlogit 22122.17 –10618.52 21226.77 21238.39

Rasch 21250.88 –10622.21 21241.22 21246.88

1PNO 21201.76 –10611.60 21215.99 21225.56

CLLM 21278.45 –10684.17 21342.14 21367.91

True model: CLLM

1PGlogit 22131.63 –11091.62 22148.53 22178.66

Rasch 22330.45 –11155.46 22307.58 22313.39

1PNO 22252.20 –11129.47 22251.93 22261.30

CLLM 22111.62 –11073.75 22127.46 22147.63

The bold values represent the minimum values of the corresponding model selection criteria

across all candidate models.

across 50 repeated simulations. It can be observed that the R̂ for all

parameters in each model is close to 1 and less than 1.05, indicating

that all parameters have converged. In addition, we selected the

parameters for the first item, namely β1, λ11, λ21, as well as the

latent trait of the first student θ1 and the standard deviations σβ , σλ.

We plotted the MCMC traces of these parameters across the four

chains in Figure 4. The red vertical line represents the burn-in value

and the colored circles represent the initial values. From the trace

plots, it is apparent that all parameters reached stationarity before

the burn-in period, which further validates that the convergence is

assured when using the Stan software for parameter estimation.

4.1.3. Analysis of parameter estimation accuracy
In this study, we examine the accuracy of the estimation for

the item parameters and latent trait parameters of each model. We

computed the average bias, MSE, SE, and SD for each parameter,

which are presented in Table 1. By examining the results in the

table, we draw the following conclusions: First, the estimation

appears unbiased, as reflected by the minimal and close-to-zero

bias of all parameters. Second, our estimation exhibits large

sample properties, meaning the precision of parameter estimation

improves as the number of students increases for item parameters,

and as the number of items increases for ability parameters. For

instance, in the 1PGlogit model, as the sample size increases from

N=1,000 to N=2,000, the MSE, SE, and SD of item parameters β ,

λ1, λ2 decrease. Similarly, when increasing from J=20 to J=40, the

MSE, SE, and SD of θ decrease as well. Similar conclusions hold true

in the Rasch, 1PNO, and CLLM models. Moreover, we observed

that the estimation precision of latent trait parameters θ is not as

robust as that of difficulty parameters β across all models. This can

be attributed to the limited number of items (only 20 or 40 items).

Specifically, in the 1PGlogit model, the estimation precision of λ is

also poorer than that of β , and we speculate that this may be due to

the interaction between λ and θ affecting the estimation precision.

4.2. Simulation 2

In this simulation study, our aim is to assess the model fit of

traditional symmetric IRT models, asymmetric IRT model, and the

Glogit IRT models under the framework of the one-parameter IRT.

We consider a sample size of N = 1, 000 individuals, with

the test length fixed at 20. Item responses are generated within the

framework of a one-parameter IRT model. We consider four item

response models: (1) 1PGlogit(λ1j, λ2j), j = 1, 2, ..., J; (2) Rasch

(1PGlogit(0, 0)); (3) 1PNO (1PGlogit(0.165, 0.165)); and (4) CLLM

(1PGlogit(0.62,−0.037)). Therefore, we evaluate the model fitting

in the following four cases.

• Case 1: True model: 1PGlogit(λ1j, λ2j) v.s. Fitted model:

1PGlogit(λ1j, λ2j), Rasch, 1PNO, and CLLM;

• Case 2: Truemodel: Rasch v.s. Fittedmodel: 1PGlogit(λ1j, λ2j),

Rasch, 1PNO, and CLLM;

• Case 3: True model: 1PNO v.s. Fitted model:

1PGlogit(λ1j, λ2j), Rasch, 1PNO, and CLLM;

• Case 4: True model: CLMM v.s. Fitted model:

1PGlogit(λ1j, λ2j), Rasch, 1PNO, and CLLM.

The true values and prior distributions for the parameters are

specified in the same way as in simulation 1. To implement the

MCMC sampling algorithm, chains of length 3,000 are chosen,

with an initial burn-in period of 2,000. The results of the Bayesian

model assessment, based on 50 replications, are shown in Table 2.

It is worth noting that the reported results of DIC, LPML, WAIC,

and LOO are based on the average of these 50 replications. The

corresponding boxplots of the four Bayesian model assessment

indexes is shown in Figure 5. Additionally, we have compiled the

number of times each model was selected as the best or second-best

model in Table 3.

According to Tables 2, 3, when the true model is a 1PGlogit

model, the 1PGlogit model is consistently chosen as the optimal

model for data fitting based on the average values of the four

model evaluation criteria, compared to the other three competing

models. The second-best model is mostly the asymmetric CLLM,

except for two instances where the Rasch model is selected for

LPML and LOO criteria. When the true model is the CLLM

model, the evaluation results are very similar to the case where

the true model is the 1PGlogit model. With only a few exceptions,

the CLLM model is chosen as the optimal model for almost

all evaluation indicators, and the 1PGlogit model is chosen as

the second-best model. Additionally, from Table 2 and Figure 5,
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FIGURE 5

Boxplots of DIC, –LPML, WAIC, and LOO for 1PGlogit, Rasch, 1PNO, and CLLM models in simulation 2. (A) True model: 1PGlogit model. (B) True

model: Rasch model. (C) True model: 1PNO model. (D) True model: CLLM.

we can observe that the fitting results of the 1PGlogit model

are not significantly different from that of the CLLM model. In

fact, 1PGlogit model has been selected four times as the best

model using DIC and WAIC. However, the fitting results of the

other two symmetric models, Rasch and 1PNO, are noticeably

worse compared with that of the CLLM and 1PGlogit models.
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TABLE 3 Number of times selected as the best model and the second-best model based on DIC, LPML, WAIC, and LOO in simulation 2.

Times of selected as the best model Times of selected as the second-best model

1PGlogit Rasch 1PNO CLLM 1PGlogit Rasch 1PNO CLLM

True model: 1PGlogit

DIC 50 0 0 0 0 0 0 50

LPML 50 0 0 0 0 2 0 48

WAIC 50 0 0 0 0 0 0 50

LOO 50 0 0 0 0 2 0 48

True model: Rasch

DIC 20 2 28 0 25 21 4 0

LPML 13 36 1 0 36 14 0 0

WAIC 24 25 1 0 25 24 1 0

LOO 15 34 1 0 34 16 0 0

True model: 1PNO

DIC 2 0 48 0 47 2 1 0

LPML 2 0 48 0 37 12 1 0

WAIC 3 0 47 0 42 5 3 0

LOO 3 0 47 0 37 1 1 2

True model: CLLM

DIC 4 0 0 46 46 0 0 4

LPML 0 0 0 50 0 0 0 50

WAIC 4 0 0 46 46 0 0 4

LOO 0 0 0 50 0 0 0 50

Interestingly, when the true model is the Rasch model, we observe

that the fitting results of the 1PGlogit and 1PNO models are

highly similar to those of the Rasch model. In terms of average

DIC value, the 1PGlogit and 1PNO models even perform better

and are often chosen as the best models. The Rasch model has

only a very slight advantage over the 1PGlogit model in LPML

and LOO, and in many cases, the 1PGlogit model is selected

as the true model. The difference between 1PGlogit model and

Rasch model, based on the four model evaluation criteria, is very

small and less than 1. The fitting results of the 1PNO model

are slightly worse than that of 1PGlogit and Rasch models based

on LPML, WAIC, and LOO criteria, and the performance of the

CLLM is the worst in all four evaluation criteria. In the case

where the 1PNO model is the true model, we also observe that

the performance of the CLLM is consistently the worst. While the

1PNO model slightly outperforms the 1PGlogit model across all

model evaluation criteria, the 1PGlogit model still provides a good

fit and has been selected as the best fittingmodel several times based

on these model evaluation criteria.

Additionally, we chose the first item from four simulation

conditions, respectively, and plotted their true ICCs against

the four fitted ICCs for comparison in Figure 6. The true

ICC is represented by the black line, while the red line

illustrates the ICC fitted using 1PGlogit model. It can be

noted that regardless of the true model type, our 1PGlogit

model can provide an excellent fit, especially when the Rasch

model and 1PNO model serve as the true model, the ICC

fitted by 1PGlogit model almost coincides with the true ICC

curve. In summary, 1PGlogit model proves to be a versatile

generalized model that fits several widely used one-parameter IRT

models effectively.

4.3. Simulation 3

In our previous discussion, we noted that the two shape

parameters in the proposed 1PGlogit model can control whether

the ICC has a heavy or light tail, playing a role similar to the

lower asymptote parameter in the three-parameter IRT models,

and the upper asymptote parameter in the more generalized four-

parameter IRT models. In this simulation study, we focus on

comparing the fit superiority of the 1PGlogit model with the

traditional 3PL and 4PL models.

We consider a sample size of N = 1, 000 individuals, with the

test length fixed at 20. Item responses are generated from the 3PL

model and 4PL model. Therefore, we evaluate the model fitting in

the following two cases.

• Case 1: True model: 3PL v.s. Fitted model: 1PGlogit(λ1j, λ2j),

Rasch, 1PNO, CLLM, and 3PL;

Frontiers in Psychology 11 frontiersin.org14

https://doi.org/10.3389/fpsyg.2023.1248454
https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org


Wang et al. 10.3389/fpsyg.2023.1248454

FIGURE 6

Analyzing the degree of fit for ICCs across di�erent true models and fitting models in simulation 2. (A) True model: 1PGlogit with β1 = −0.5734,

λ11 = 1, λ21 = 1. (B) True model: Rasch (1PGlogit with β1 = 1.5891, λ11 = 0, λ21 = 0). (C) True model: 1PNO (1PGlogit with β1 = −1.7712,

λ11 = 0.165, λ21 = 0.165). (D) True model: CLLM (1PGlogit with β1 = 0.5036, λ11 = 0.62, λ21 = −0.037).

TABLE 4 Comparing the DIC, LPML, WAIC, and LOO values for 1PGlogit,

Rasch, 1PNO, CLLM, 3PL, and 4PL models in simulation 3.

Fitted model DIC LPML WAIC LOO

True model: 3PL model

1PGlogit 22205.12 –11136.05 22234.30 22265.62

Rasch 22504.53 –11268.28 22532.98 22533.96

1PNO 22486.74 –11268.22 22528.35 22538.81

CLLM 22469.30 –11290.41 22550.59 22579.95

3PL 22186.26 –11095.16 22169.37 22189.71

True model: 4PL model

1PGlogit 25991.13 –13031.57 26054.59 26062.20

Rasch 26234.96 –13144.81 26286.36 26292.44

1PNO 26257.85 –13164.60 26323.77 26332.01

CLLM 26266.45 –13183.73 26357.70 26369.97

4PL 25985.41 –12933.86 25857.94 25866.80

The bold values represent the minimum values of the corresponding model selection criteria

across all candidate models.

• Case 2: True model: 4PL v.s. Fitted model: 1PGlogit(λ1j, λ2j),

Rasch, 1PNO, and CLLM, and 4PL.

The true values of parameters in the 3PL and 4PL models are

generated as follows: αj ∼ U(0.5, 2), βj ∼ N(0, 1), cj ∼ Beta(5, 17)

and dj ∼ Beta(17, 5) (dj = 1 for 3PL model). The prior distribution

of parameters in the 1PGlogit model, Rasch model, 1PNO model,

and CLLM are generated the same as in simulation 1. Moreover,

we wish to clarify the prior distributions setting for the parameters

in the 3PL/4PL models: logαj ∼ N(0, 1), βj ∼ N(0, σ 2
β ), cj ∼

U(0, 0.5), dj ∼ U(0, 0.5) (in 4PLmodel), and σβ ∼ Cauchy(0, 5). To

implement the MCMC sampling algorithm, chains of length 5,000

are chosen, with an initial burn-in period of 4,000.

In Table 4, we present the DIC, LPML, WAIC, and LOO

values for each model. Figure 7 depicts the boxplots of these four

model selection criteria across 50 replications. Additionally, Table 5

summarizes the instances where each model was selected as the

best or second best fitting model across the 50 replications. The

results indicate that when the true model is the 3PL model, the

average values of –LPML, WAIC, and LOO for the 3PL model

are the lowest among all models under consideration. In all 50

replications, these evaluation criteria identify the true 3PL model

as the best model. For the second-best model selection, apart

from LOO (which chose the Rasch model once), all other criteria

consistently select the 1PGlogit model. Although the average

DIC value for the 3PL model is the lowest, it differs from the

other three criteria. In 12 out of 50 replications, the 1PGlogit
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FIGURE 7

Boxplots of DIC, –LPML, WAIC, and LOO for 1PGlogit, Rasch, 1PNO, CLLM, 3PL, and 4PL models in simulation 3. (A) True model: 3PL model. (B) True

model: 4PL model.

TABLE 5 Number of selected times as the best-model and the second-best model based on DIC, LPML, WAIC, and LOO in Simulation 3.

Times of selected as the best model Times of selected as the second best model

1PGlogit Rasch 1PNO CLLM 3PL 1PGlogit Rasch 1PNO CLLM 3PL

True model: 3PL model

DIC 12 0 0 0 38 38 0 0 0 12

LPML 0 0 0 0 50 50 0 0 0 0

WAIC 0 0 0 0 50 50 0 0 0 0

LOO 0 0 0 0 50 49 1 0 0 0

1PGlogit Rasch 1PNO CLLM 3PL 1PGlogit Rasch 1PNO CLLM 4PL

True model: 4PL model

DIC 25 0 0 0 25 25 0 0 25

LPML 0 0 0 0 50 50 0 0 0 0

WAIC 0 0 0 0 50 50 0 0 0 0

LOO 0 0 0 0 50 50 0 0 0 0

model is selected as the best model, and in 38 replications, it’s

chosen as the second-best model. These findings suggest that

our flexible 1PGlogit model can effectively fit the 3PL model.

Considering the values of various model selection criteria and the

boxplot results, the fitting performance of the 1PGlogit model is

significantly superior to other one-parameter models. To further

illustrate this, we plotted the ICC of the first item for the true

3PL model, as well as ICC curves fitted by the five different

models in Figure 8. The plots reveal that, aside from the fitted

3PL model, our 1PGlogit model shows the best fit with the

true ICC, regardless of item difficulty. In the 3PL model, the

assumed guessing behavior causes the lower asymptote of its

ICC to be above zero. Our 1PGlogit model can account for this

phenomenon through the parameter λ, suggesting that our model

can also interpret the assumed guessing behavior inherent in the

3PL model.
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FIGURE 8

Analyzing the degree of fit for ICCs across di�erent true models and fitting models in simulation 3. (A) True model: 3PL model with α1 = 0.7766,

β1 = 2.3315, c1 = 0.3470. (B) True model: 4PL model with α1 = 0.5167, β1 = −1.0322, c1 = 0.1894, d1 = 0.7518.

FIGURE 9

Item characteristic curve (ICC) of all items based on 1PGlogit model for the real data.

Secondly, when the true model is the 4PL model, the results

are nearly identical to those under the 3PL model. The 4PL

model performs the best based on LPML, WAIC, and LOO,

and is selected as the optimal model in all 50 repetitions.

The second-best model is consistently the 1PGlogit model. In

terms of DIC value, the average for the 4PL model is the

lowest, but in 25 out of 50 repetitions, the 1PGlogit model is

chosen as the best. As illustrated by the boxplot in Figure 7, the

model selection criteria of the 1PGlogit model are significantly

lower than those of the other one-parameter models. Figure 8

displays the ICCs of the first item. Aside from the 4PL model,

the ICC of the 1PGlogit model demonstrates the best fitting

performance, suggesting that this flexible 1PGlogit model provides

a well-fitted representation of the guessing behavior and slipping
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TABLE 6 Values of DIC, LPML, WAIC, and LOO for 1PGlogit, Rasch, 1PNO,

CLLM, 3PL, and 4PL models for the real data.

Model DIC LPML WAIC LOO

1PGlogit 6464.903 –3257.137 6454.856 6499.141

Rasch 6689.912 –3341.841 6679.935 6684.846

1PNO 6647.231 –3330.087 6651.59 6661.054

CLLM 6708.316 –3387.79 6742.526 6771.13

3PL 6528.033 –3276.638 6528.809 6552.125

4PL 6552.333 –3275.981 6528.991 6550.834

The bold values represent the minimum values of the corresponding model selection criteria

across all candidate models.

behavior assumed in the 4PL model, which affects the lower and

upper asymptotes.

In summary, the 1PGlogit model demonstrates superior fitting

performance for asymmetric models compared to other one-

parameter models. This model enhances flexibility by adjusting the

parameter λ to fit the upper and lower asymptotes. However, we

observed that DIC sometimes failed to identify the true model in

this simulation, as was also the case when Rasch was the true model

in Simulation 2. According to Luo and Al-Harbi (2016), within the

dichotomous IRT framework, the performances ofWAIC and LOO

surpass that of DIC. Therefore, in light of the findings of this paper,

we recommend giving greater consideration to LPML, WAIC, and

LOO criteria when selecting models.

5. Real data

For this example, we use the 2015 computer-based PISA science

data. Out of all the countries that took part in the computer-based

science assessment, we selected data from the United States of

America (USA). The initial sample consisted of 685 students, but

76 students were excluded due to Not Reached (original code 6)

or No Response (original code 9) outcomes. These Not Reached

and No Response results were treated as missing data. Therefore,

the final sample size stands at 609 students, for whom the response

data is available. The 11 items were scored on a dichotomous scale.

We utilize six different models to fit the PISA dataset. This includes

two symmetric models, namely the Rasch and the 1PNO models,

in conjunction with three asymmetric models: the CLLM, the 3PL

model, the 4PL model, and our generalized logistic model, known

as the 1PGlogit model. During the process of estimation, we employ

the same prior probabilities for the unknown parameters as used

in simulations 2 and 3. Throughout all Bayesian computations,

we generate 5,000 MCMC samples after a burn-in period of 4,000

iterations for each model to compute all the posterior estimates.

The convergence of the chains is assured by evaluating the PSRF

values (R̂). For each model, the PSRF values of all parameters, both

item and person, are observed to be under 1.1.

First, we depicted the frequency distribution histogram of

the estimated ability parameter θ values across different models

in Figure 9, and fitted their respective distribution curves. From

this, it is apparent that the distributions of the estimated ability

parameters remain largely consistent across the varied models.

TABLE 7 Parameter estimates for all items based on the 1PGlogit model

in real data.

Estimate SD HPDI R̂

β

Item 1 –0.3259 0.1178 [–0.5528, –0.1009] 1.0027

Item 2 0.7981 0.1544 [0.5035, 1.1023] 1.0001

Item 3 0.6522 0.1241 [0.4250, 0.9101] 1.0024

Item 4 –0.1680 0.1069 [-0.3772, 0.0352] 1.0006

Item 5 –0.7112 0.1055 [–0.9126, –0.4937] 1.0015

Item 6 2.4805 0.2461 [2.0107, 2.9589] 0.9996

Item 7 0.0470 0.1325 [–0.2003, 0.3080] 1.0000

Item 8 –0.5728 0.1416 [–0.8627, –0.3006] 0.9999

Item 9 0.9687 0.1407 [0.7115, 1.2589] 1.0010

Item 10 1.5533 0.1419 [1.2907, 1.8341] 1.0010

Item 11 –2.5073 0.3414 [–3.2047, –1.8844] 1.0001

λ1

Item 1 0.4927 0.2843 [–0.0540, 1.0522] 1.0018

Item 2 –0.2222 0.4696 [–0.9962, 0.6246] 1.0018

Item 3 –0.1674 0.4650 [–0.9995, 0.6549] 1.0023

Item 4 0.4861 0.3014 [–0.0436, 1.1152] 1.0006

Item 5 1.2090 0.3863 [0.5059, 1.9562] 1.0010

Item 6 0.1382 0.6449 [–0.9873, 1.3015] 1.0008

Item 7 –0.0362 0.3830 [–0.8312, 0.7113] 1.0020

Item 8 –0.0904 0.2658 [–0.6508, 0.4159] 1.0014

Item 9 –0.0398 0.5547 [–0.9744, 0.9865] 1.0017

Item 10 0.2537 0.6769 [–0.9908, 1.4677] 1.0000

Item 11 –0.4990 0.1685 [–0.8577, –0.1966] 1.0016

λ2

Item 1 0.4891 0.5216 [–0.5493, 1.5489] 1.0029

Item 2 –0.3930 0.2545 [–0.9086, 0.0654] 1.0020

Item 3 0.9644 0.5037 [0.0353, 1.9567] 1.0046

Item 4 0.7601 0.3364 [0.1513, 1.4065] 1.0017

Item 5 0.6816 0.6276 [–0.4691, 1.9689] 1.0003

Item 6 0.7804 0.3510 [0.2051, 1.4938] 0.9994

Item 7 –0.2759 0.3416 [–0.9636, 0.3079] 0.9997

Item 8 0.2539 0.5746 [–0.9122, 1.2491] 1.0002

Item 9 0.3990 0.2278 [–0.0012, 0.8625] 1.0019

Item 10 1.1567 0.0094 [0.4972, 1.9112] 1.0010

Item 11 0.1632 0.6592 [–0.9988, 1.3891] 1.0000

Upon examining the fitted distributions of the estimated θ , it

can be observed that the ability distribution under the 1PGlogit

model is closest to a normal distribution. The θ distributions

under the Rasch and 1PNO models are notably similar, while the

θ distributions under the 3PL model are more analogous to those

of the 4PL model. Next, we provide detailed results of the Bayesian
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FIGURE 10

Item characteristic curve (ICC) of all items based on 1PGlogit model for the real data. (A) ICC of Item 1–5. (B) ICC of Item 6–11.

model assessment for the PISA dataset in Table 6. All these criteria

indicate that the 1PGlogit model fits the data best among the six

models. The second-best fitting model tends to be either the 3PL

model or the 4PL model, both of which demonstrate similar fitting

effects, while the three one-parameter IRT models show a notably

inferior fit compared to the others. Hence, we surmise that the data

shows a preference for flexible asymmetrical models. Based on the

results of themodel assessment, we will proceed with the best fitting

1PGlogit model for the analysis of the PISA data. In Table 7, we

provide the estimated values of parameters in the 1PGlogit model,

including the SD, 95% highest posterior density interval (HPDI),

and R̂ for each parameter. It is evident from the R̂ values that the

Markov chain has achieved convergence. Examining the estimated

parameter values, we note firstly that item 6 is the most difficult,

with β6 = 2.4805, while item 11 is the easiest, with β11 = −2.5073.

Moreover, for the parameter λ1, the values are mostly small, except

for item 5 which exceeds 1, suggesting that the tail of this item’s

ICC approaches the upper asymptote more quickly. Conversely,

the estimated values for λ2 are generally larger and positive, such

as for item 10, which exceeds 1, indicating a rapid approach to

the lower asymptote for the tail of its ICC. Lastly, we have plotted

the ICCs for all the items in Figure 10. From Figure 10, it can be

seen that for item 2, there appears to be some guessing behavior

among low ability students, as they have a certain probability of

answering the item correctly even with very low ability. Conversely,

high ability students may exhibit slipping behavior, as even with

relatively high ability, their probability of answering correctly is

only around 90%. In contrast, for item 5, students with ability values

below 2 have virtually no chance of answering correctly, while

those with ability values exceeding 1.5 have almost no chance of

answering incorrectly. In essence, the 1PGlogit model can deliver

robust data fitting and outstanding interpretability.

6. Discussion

This paper discusses a generalized one-parameter IRT model,

the 1PGlogit model, which can encompass commonly-used IRT

models such as the Rasch, 1PNO, and the recently proposed CLLM

as its submodels. Owing to its adjustable parameter λ, it exhibits

high flexibility, which enables control over the rate at which it

approaches the upper and lower asymptotes of the ICC. In this

paper, we first examine the accuracy of the model in parameter

recovery using the Stan program. Subsequently, we investigate its

performance in fitting data generated by other one-parameter IRT

models. Finally, we delve deeper into its effectiveness in fitting

asymmetric 3PL and 4PL models.

From the simulation results, we can draw the following

conclusions. Firstly, the estimates generated by Stan are consistent

with the large sample properties and exhibit excellent parameter

recovery accuracy. The difficulty parameter demonstrates the

highest estimation precision, followed by λ and θ . Secondly, the

1PGlogit model showcases commendable fitting performance for

data generated by its various submodels. It ranks as the best model

in terms of fitting performance, with the exception of the true

model. Finally, the 1PGlogit model presents an outstanding fit for

data generated by the asymmetric 3PL and 4PL models, markedly

superior to other one-parameter IRT models. The 1PGlogit model

can more accurately recover the shape of the ICC of the 3PL/4PL

model.

In summary, the 1PGlogit model is a highly flexible and

generalized model that encompasses Rasch, 1PNO, and CLLM as

its submodels. Its parameter λ adjusts the speed at which the ICC

curve approaches the upper and lower asymptotes. A larger λ1

results in a quicker approach to the upper asymptote, and a larger

λ2 results in a swifter approach to the lower asymptote. As such,

the 1PGlogit model can effectively accommodate the assumptions

of guessing and slipping behavior in the 3PL and 4PLmodels, which

would otherwise cause the upper and lower asymptotes to diverge

from 1 and 0, respectively. However, the 1PGlogit model also has

its limitations. Firstly, the constraint that its parameter λ must be

greater than -1 may inhibit the model’s ability to depict behaviors

on the ICC where the asymptotes significantly diverge from 1 and

0. Secondly, although the 1PGlogit model is a generalized model

that includes other one-parameter IRT models, the introduction

of the new parameter λ adds complexity to the model, and the
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estimation accuracy of 1PGlogit is slightly lower than that of other

one-parameter models. Moreover, the introduction of λ may also

introduce some identifiability issues to the model, where λ and θ

might mutually influence each other.

In conclusion, we would like to propose some directions for

future work. The 1PGlogit model is a flexible and generalized

model, and this paper merely provides an initial exploration of

its advantages in fitting various types of data. We believe there is

significant potential for its further development and application,

such as extending the 1PGlogit model to higher-order IRT models,

graded response models, multilevel IRT models, and longitudinal

IRT models, among others. Therefore, in our future research, we

will dedicate ourselves to the advancement and application of the

1PGlogit model in these proposed areas. Moreover, a wealth of

scholarly work has been dedicated to formulating link functions for

binary and ordinal response data. Notable contributions in this field

have been made by Aranda-Ordaz (1981), Guerrero and Johnson

(1982), Stukel (1988), Kim et al. (2008), Wang and Dey (2010), and

Jiang et al. (2014), among others. It is worth exploring whether

these existing link functions can be directly applied to the field of

IRT. We intend to investigate this possibility in our future work.
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Are false positives in suicide 
classification models a risk group? 
Evidence for “true alarms” in a 
population-representative 
longitudinal study of Norwegian 
adolescents
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1 Faculty of Social Sciences, Department of Psychology, University of Oslo, Oslo, Norway, 2 Faculty of 
Humanities, RITMO Centre for Interdisciplinary Studies in Rhythm, Time and Motion, University of Oslo, 
Oslo, Norway, 3 Division of Mental and Physical Health, Department of Mental Disorders, Norwegian 
Institute of Public Health, Oslo, Norway

Introduction: False positives in retrospective binary suicide attempt classification 
models are commonly attributed to sheer classification error. However, when 
machine learning suicide attempt classification models are trained with a multitude 
of psycho-socio-environmental factors and achieve high accuracy in suicide risk 
assessment, false positives may turn out to be at high risk of developing suicidal 
behavior or attempting suicide in the future. Thus, they may be better viewed as 
“true alarms,” relevant for a suicide prevention program. In this study, using large 
population-based longitudinal dataset, we  examine three hypotheses: (1) false 
positives, compared to the true negatives, are at higher risk of suicide attempt in 
future, (2) the suicide attempts risk for the false positives increase as a function of 
increase in specificity threshold; and (3) as specificity increases, the severity of risk 
factors between false positives and true positives becomes more similar.

Methods: Utilizing the Gradient Boosting algorithm, we used a sample of 11,369 
Norwegian adolescents, assessed at two timepoints (1992 and 1994), to classify 
suicide attempters at the first time point. We  then assessed the relative risk of 
suicide attempt at the second time point for false positives in comparison to true 
negatives, and in relation to the level of specificity.

Results: We found that false positives were at significantly higher risk of attempting 
suicide compared to true negatives. When selecting a higher classification risk 
threshold by gradually increasing the specificity cutoff from 60% to 97.5%, the 
relative suicide attempt risk of the false positive group increased, ranging from 
minimum of 2.96 to 7.22 times. As the risk threshold increased, the severity of 
various mental health indicators became significantly more comparable between 
false positives and true positives.

Conclusion: We argue that the performance evaluation of machine learning 
suicide classification models should take the clinical relevance into account, 
rather than focusing solely on classification error metrics. As shown here, the 
so-called false positives represent a truly at-risk group that should be  included 
in suicide prevention programs. Hence, these findings should be  taken into 
consideration when interpreting machine learning suicide classification models 
as well as planning future suicide prevention interventions for adolescents.

KEYWORDS

suicide attempt, classification error, suicide risk, adolescents, false positive

OPEN ACCESS

EDITED BY

Ioannis Tsaousis,  
National and Kapodistrian University of Athens, 
Greece

REVIEWED BY

Ulrich S. Tran,  
University of Vienna, Austria  
James Stamey,  
Baylor University, United States

*CORRESPONDENCE

E. F. Haghish  
 Haghish@uio.no

RECEIVED 03 May 2023
ACCEPTED 24 August 2023
PUBLISHED 15 September 2023

CITATION

Haghish EF, Laeng B and Czajkowski N (2023) 
Are false positives in suicide classification 
models a risk group? Evidence for “true alarms” 
in a population-representative longitudinal 
study of Norwegian adolescents.
Front. Psychol. 14:1216483.
doi: 10.3389/fpsyg.2023.1216483

COPYRIGHT

© 2023 Haghish, Laeng and Czajkowski. This is 
an open-access article distributed under the 
terms of the Creative Commons Attribution 
License (CC BY). The use, distribution or 
reproduction in other forums is permitted, 
provided the original author(s) and the 
copyright owner(s) are credited and that the 
original publication in this journal is cited, in 
accordance with accepted academic practice. 
No use, distribution or reproduction is 
permitted which does not comply with these 
terms.

TYPE Original Research
PUBLISHED 15 September 2023
DOI 10.3389/fpsyg.2023.1216483

22

https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org
http://crossmark.crossref.org/dialog/?doi=10.3389/fpsyg.2023.1216483&domain=pdf&date_stamp=2023-09-15
https://www.frontiersin.org/articles/10.3389/fpsyg.2023.1216483/full
https://www.frontiersin.org/articles/10.3389/fpsyg.2023.1216483/full
https://www.frontiersin.org/articles/10.3389/fpsyg.2023.1216483/full
https://www.frontiersin.org/articles/10.3389/fpsyg.2023.1216483/full
https://www.frontiersin.org/articles/10.3389/fpsyg.2023.1216483/full
https://www.frontiersin.org/articles/10.3389/fpsyg.2023.1216483/full
mailto:Haghish@uio.no
https://doi.org/10.3389/fpsyg.2023.1216483
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/journals/psychology#editorial-board
https://www.frontiersin.org/journals/psychology#editorial-board
https://doi.org/10.3389/fpsyg.2023.1216483


Haghish et al. 10.3389/fpsyg.2023.1216483

Frontiers in Psychology 02 frontiersin.org

Introduction

In recent years, the application of supervised machine learning 
methods has led to a considerable improvement in the accuracy of 
suicide attempt classification (Franklin et al., 2017; Walsh et al., 2017; 
Burke et al., 2020; Healy, 2021; Ley et al., 2022; Haghish et al., 2023). 
Although suicide attempts tend to have a low prevalence in 
population-representative samples, even a small detection error rate 
could result in a large number of misclassifications. In particular, a 
substantial portion of the classification error would constitute False 
Positives (FP, falsely labeled as suicidal) since most of the population 
is comprised of non-suicidal people. In recent research on machine 
learning suicide classification, FP are deemed irrelevant for 
intervention and are not considered to be at risk of attempting suicide. 
For example, Linthicum et al. (2019, p. 220) underscored that: “In the 
case of false positives, individuals who are not at risk will be classified as 
being at risk,” a point that is also emphasized in van Vuuren et al. 
(2021, p. 1418) paper: “whether it is acceptable to label … [FP] as at 
risk, when they are actually not.”

Recently, Haghish and Czajkowski (2023) proposed a theoretical 
explanation as to why, when numerous psycho-socio-environmental 
risk factors are incorporated into machine learning retrospective 
suicide attempt classification models, false positives may be at a higher 
risk of future suicidal behavior compared to true negatives. As 
summarized below in Figure 1, they considered three preconditions: 
(1) causal relationships between predictors and the binary outcome 
(i.e., suicide attempt) are expected to persistently influence the 
outcome over time; (2) high accuracy for the model ensuring that the 
estimated suicide attempt risk is accurate; and (3) a high level of 
specificity for the classification based on estimated probabilities. Based 
on these assumptions, Haghish and Czajkowski (2023) postulated 
that, for accurate models of suicide attempts classification that are 
trained with a multitude of risk factors and when the specificity 
threshold of the model is set to be high (i.e., a high cutoff value for 
classification is considered), it is likely that FP would be at high risk of 
attempting suicide in the future.

In the present study, we test this hypothesis using a comprehensive 
population-based longitudinal data from Norwegian adolescents. 
We develop a model for suicide attempt classification based on the first 
time point (T1) data and identify FP and TN. Next, we examine the 
prevalence with which FP and TN report suicide attempts for the first 
time within a 2-year frame at the second time point (T2) data and 
compare their respective suicide attempt risks. Specifically, we address 

three hypotheses: (1) the prevalence of suicide attempts at T2 will 
be  notably higher among FP compared to TN; (2) within the FP 
group, adolescents with a higher risk score at T1 will more likely 
report a first-time suicide attempt at T2; (3) The reason we expect such 
a trend is that, as classification is made based on higher thresholds of 
estimated suicide attempts risk scores, the severity of known suicide 
attempt risk factors (e.g., depression, anxiety, non-suicidal self-harm, 
and suicide ideation) also increases among FP. Thus, an increase in 
similarity between FP and TP would account for the machine learning 
model classifying the FP as suicidal (Haghish and Czajkowski, 2023). 
Simply put, with higher cutoff values, the similarity of FP and TP 
groups on different risk factors will increase. This understanding of 
false positives renders the FP a group of interest, both from a 
methodological and clinical point of view. To our knowledge, this is 
the first research article to examine whether FP, in the context of 
machine-learning retrospective suicide classification constitutes a risk 
group and how this risk is influenced by the choice of specificity.

Methods

Sample

We analyze data from the Young in Norway study (https://ung-i-
norge.no). In 1992, 11,369 adolescents (5,630 girls and 5,739 boys) 
from 67 schools in different municipalities participated in the study. 
A minority of participants did not respond to the suicide attempt item 
and were dropped from the analyses; i.e. 537 (4.72%, 307 boys and 230 
girls). The remaining 10,832 participants ranged in age from 12 to 
20 years (mean = 15.75, SD = 1.90). We refer to this sample as T1, by 
being collected in the first time point. The second wave of data 
collection was carried out 2 years later in 1994 and 8,018 participants 
responded to the questionnaire, of which, 593 participants (7.40%) did 
not answer the suicide attempt item and were excluded from the 
analyses. We refer to this sample as T2 throughout the article.

Measures

The questionnaire contained items assessing the adolescents’ socio-
demographic background such as family affluence and cultural capital 
(Bourdieu, 2018), personal development (e.g., puberty, sexual activities, 
physical disabilities, etc.), family learning environment (Marjoribanks, 

FIGURE 1

Necessary conditions to conceptualize FP as a risk group.
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1987), school environment, academic performance, and educational 
self-efficacy. In addition, adolescents’ attitude toward their future 
occupation was measured with occupational aspiration (Storvoll and 
Wichstrøm, 2002), career incentives (see Bores-Rangel et al., 1990), 
and career decision profile (Jones, 1989; Jones and Lohmann, 1998). 
Personality development was measured with several instruments 
including the Bem Sex Role Inventory (Bem, 1974; Lenney, 1991), a 
revised version of extended objective measure of ego identity status 
(Grotevant and Adams, 1984), Rosenberg’s stability of self (Alsaker and 
Olweus, 1986), the self-perception profile for adolescents (Wichstrøm, 
1995), state–trait Anger expression inventory (Spielberger et al., 1999), 
Barratt impulsiveness scale (Patton et al., 1995), and Marlowe-Crown 
social desirability scale (Crowne and Marlowe, 1960). Finally, the 
questionnaire also included a variety of instruments assessing conduct, 
anxiety, and mood disorders. These mental-health related instruments 
were Olweus’ scale of antisocial behavior (Olweus, 1989), substance use 
(Pape and Rossow, 2004), the Bulimic investigatory test (Henderson and 
Freeman, 1987), the eating attitude test (Garner and Garfinkel, 1979), 
the Cantril ladder scale (Cantril, 1965), the UCLA loneliness scale 
(Russell et al., 1978, 1980), Hopkins symptom checklist (Derogatis et al., 
1974), and depressive mood inventory (Kandel and Davies, 1982).

Participants also were asked to respond to the item “Have you ever 
tried to take your own life,” assessing attempted suicide, which could 
be answered in with a binary “yes” or “no.” This item was used as the 
outcome variable for the classification task. The same item was examined 
at T2, allowing us to identify participants who had not reported a suicide 
attempt at T1 and are reporting a suicide attempt at T2.

Analysis

Model training and model selection

Utilizing the Gradient Boosting Algorithm (GBM; Friedman, 
2001), we  trained a binary classification model to identify suicide 
attempts at T1. The dataset was randomly divided into training (70%) 
and testing (30%) subsets. We fine-tuned the GBM algorithm with 
random search on the training dataset and employed a 10-fold Cross-
Validation (CV) method to assess the performance of the models. The 
search algorithm was optimized to select models with highest Area 
Under Precision-Recall Curve (AUPRC). This metric is considered 
less biased than Area Under the Curve (AUC) or misclassification rate, 
especially when outcomes are rare and severely imbalanced (Davis 
and Goadrich, 2006; Chicco, 2017). We chose the model showcasing 
the highest AUPRC and evaluated its performance on the testing 
subset. In addition to AUPRC, we  also analyzed the Receiver 
Operating Characteristic (ROC) curve and reported the AUC of the 
chosen model to make our results comparable with the literature. Note 
that the procedure of model training and model selection is exclusively 
conducted on T1. As detailed below, T2 is only used as a follow-up to 
examine the risk of FP and TN classification groups.

Classification based on different specificity 
thresholds

The machine learning classification model assigns a risk score for 
each subject in the test dataset, which can range from 0 to 1. The 

higher the estimated suicide risk score, the higher the chance of a past 
suicide attempt. Classification can be performed based on any chosen 
threshold value in this range, resulting in different rates of FP, TN, and 
True Positives (TP). The higher the cutoff value for classification, the 
less likely it is that individuals are falsely classified as positive. This, 
however, comes at the cost of misclassifying a higher proportion of 
true positive individuals who were assigned a lower risk score, thus 
increasing the False Negative (FN) group. We used the adjROC R 
package (Haghish, 2022a) to perform the classification for cutoff 
values corresponding to specificity levels ranging from 0.60 to 0.975 
and accordingly, for each level we identified TP, TN, and FP. Crucially, 
all classifications were made based on the T1 data of the testing dataset 
only. In other words, using the selected model and T1 test dataset, 
we classified the test sample for a range of cutoff values, gradually 
increasing the specificity of the classification model and subsequently, 
identified the individuals which would be classified as TP, FP, and FN 
at each specificity threshold. Specifically, the T2 dataset was only used 
to examine the prevalence of suicide attempts among these 
classification groups. The procedure of model training, model 
selection, classification for a range of specificity values, and estimating 
relative risk for the first-time attempters at T2 is shown in Figure 2.

Next, we assessed the ratios with which FP and TN reported a 
suicide attempt for the first time at T2. We calculated the Relative Risk 
(RRFP TN/ ) as shown below. Fisher’s exact test of count data was used 
to evaluate whether the relative risk values were significantly greater 
than 1.0. Finally, we calculated the RRFP TN/  as a function of the level 
of specificity to examine whether the relative risk increases for higher 
values of estimated risk, corresponding to higher specificity cutoff for 
the model as well.

 
RR suicide prevalence at T among FP

suicide prevalence at TFP TN/ =
 

 

2

22 among TN

Missing data imputation

Missing observations in the predictors at the first time point were 
imputed using the mlim R package (Haghish, 2022b). The mlim 
package applies machine learning algorithms for missing data 
imputation and can handle mixed data types with complex 
interactions. This imputation algorithm is shown to result in lower 
imputation error compared to standard statistical procedures 
(Haghish, 2023). The outcome variable (i.e., suicide attempt) was 
separated from the dataset prior to the imputation and thus, missing 
data on the outcome variables were removed. After the imputation, 
the outcome variable was reattached to the dataset.

Results

In the first time point, 7.52% of the items were missing and 
therefore were imputed prior to the analysis. A previous suicide 
attempt at T1 was reported by 8.43% (n = 913) of the adolescents, of 
which 37.79% (n = 345) were boys and 62.21% (n = 568) were girls. Of 
the reported suicide attempts, 57.61% were by adolescents in senior 
high school (above 15 years old) and the rest (42.39%) in junior high 
school. Fine-tuning the algorithms, the best GBM model reached 
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AUPRC of 50.51% and AUC of 88.58%. Analysis of the model 
suggested a cutoff of 0.0587, resulting in sensitivity of 0.854 and 
specificity of 0.758. This cutoff value is shown in Figure 3 with a dotted 
line, alongside the histogram of the estimated suicide risk scores for 
the test dataset. Further analysis using the adjROC R package 
estimated that cutoff values ranging from 0.0346 to 0.286 would 
correspond to specificity values ranging from 0.60 to 0.975, 
respectively.

False positives’ relative risk

At T2, 156 individuals reported their first suicide attempt. 
We  determined which of these individuals were in the TN or FP 
groups based on different specificity thresholds. As depicted in 
Figure 4, we computed the RRFP TN/  corresponding to rising specificity 
levels. This figure also displays the regression line and its 95% 
confidence interval for various specificity values. As shown in 
Figure 4, the relative risk spans from 2.96 for a specificity of 0.60 to 
7.22 at a specificity of 0.975. Fisher’s test indicated that both risks are 
significantly higher than 1.0 (RRspecificity = 0.6 = 2.96, 95% CI = 1.74 – Inf, 
p = 0.0002 and RRspecificity = 0.975 = 7.22, 95% CI = 3.06 – Inf, p = 0.0002). 
Moreover, as shown in Figure 4, the specificity threshold related to the 
FP’s relative risk significantly increased with increasing specificity 
[Adjusted R2 = 0.865, F (1, 14) = 96.750, p < 0.0001].

Similarity of false positives and true 
positives

In Figure  5, we  plotted the normalized average severity of 
symptoms of depression, suicidal ideation, general anxiety, perceived 

loneliness, perceived personal problems (evaluated with an item 
asking “do you have a personal problem that you need help with”), and 
frequency of smoking among FP and TP for specificity levels ranging 
from 0.60 to 0.975. Apart from smoking, the average scores for the 
other variables in the FP and TP groups were more similar for higher 
levels of specificity. This was especially pronounced when specificity 
was above 0.9. In Figure 5, for both TP and FP, smoking is frequent. 
However, for high-risk adolescents, where specificity was above 0.9, 
smoking behavior appeared to be even more frequent.

To examine the third hypothesis, we  modeled the difference 
between the two curves for each scale, which generally resulted in a 
linear trend, diminishing with increasing specificity. Apart from the 
smoking frequency that had a negligible reverse trend from specificity 
of 0.9–0.975 [adjusted R2 = −0.016, F (1, 36) = 0.42, p = 0.52], other 
symptoms conformed to the anticipated trend, such as depression 
[adjusted R2 = 0.969, F (1, 36) = 1163.0, p < 0.0001], suicide ideation 
[adjusted R2 = 0.963, F (1, 36) = 974.2, p < 0.0001], anxiety [adjusted 
R2 = 0.959, F (1, 36) = 870.6, p < 0.0001], loneliness [adjusted R2 = 0.797, 
F (1, 36) = 146.0, p < 0.0001], and personal problems [adjusted 
R2 = 0.954, F (1, 36) = 751.0, p < 0.0001].

Discussion

Within the context of machine-learning-based suicide attempt 
classification, we investigated three hypotheses concerning the suicide 
attempt risk of the FP group. Assuming the classification is executed 
by a highly precise model, our first hypothesis posited that, in 
comparison to the TN group, the FP group would exhibit a 
substantially elevated risk of suicide attempts over a two-year span. 
The fine-tuned model reached AUC of 88.58%, meeting the 
precondition that the classification model is highly accurate 

FIGURE 2

The study procedure.
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(Šimundić, 2009). The results supported this hypothesis. In the two 
years after the initial assessment, the FP group’s self-reported suicide 
attempts’ prevalence was approximately 3 to 7 times that of the TN 
group. This statistically significant rise in relative risk indicates that a 
notable portion of the FP group may contemplate suicide in the future, 
particularly if the classification is made at a high specificity threshold. 
The second hypothesis suggested that the relative risk for the FP group 
would increase when classifications are set at higher specificity 
thresholds. The linear regression analysis showed a significant linear 
trend in support of this hypothesis. Finally, the third hypothesis 

proposed that as classification is made at higher specificity thresholds, 
the severity of the FP group’s suicide attempt risk factors would more 
closely resemble those of the TP group. Apart from frequency of 
smoking, a clear trend was observed for other mental health indicators 
such as depression, anxiety, suicidal ideation, loneliness and personal 
problems, which supported this hypothesis. Overall, these findings are 
in line with Haghish and Czajkowski (2023) argument that the FP 
group can be conceptualized as a suicide risk group and a relevant 
target group for a suicide intervention program rather than as a mere 
classification error.

There are several reasons why the FP group exhibited an elevated 
risk of suicide attempt in our study. First, our machine learning 
model was based on a large number of psychological, sociological, 
and environmental risk factors that are likely to be persistent and 
might have a causal influence on the development of suicidal behavior 
(Lohner and Konrad, 2006; Greening et al., 2008; Darke et al., 2010; 
Toprak et al., 2011; Lewis et al., 2014; Carballo et al., 2020; Haghish, 
2023). Depression, anxiety, substance use, suicidal ideation, and other 
mental health risk factors are likely to endure over time (Caspi and 
Moffitt, 2018), keeping the FP at a higher risk of suicide attempt in 
the future. We showed that this effect would increase as a function of 
specificity. Moreover, as the model becomes more accurate in 
identifying TP and TN, the risk for those identified as FP also 
increases; presumably, because they were expected to have more 
similar patterns or levels on the risk indicators as the TP. However, 
we did not examine the above question, which should be addressed 
by future studies and, ideally, with even larger datasets. This type of 
effect can also be observed in logistic regression models, which utilize 
fewer predictors and assume monotonic relationships between the 
predictors and the outcome variable. In contrast, machine learning 
models do not assume such relationships and search for patterns in 

FIGURE 3

The estimated suicide attempt risk of the test dataset at T1. The gray rectangle indicates the range of estimated suicide attempt risk that corresponds to 
specificity levels ranging from 0.60 to 0.975, showing risk values ranging from 0.0346 to 0.286. As higher risk thresholds (values) for classification are 
selected, the specificity of the model also increases accordingly.

FIGURE 4

The relative risk of false positives at T2 for different specificity values. 
The red points represent the relative risk of the FP group at T2, 
indicating that FP are at much higher risk of attempting suicide 
compared to TN. The regression line indicates that the relative risk of 
the FP increases as a higher specificity is selected for the model.
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predictors, as well as interactions between them, in order to improve 
classification accuracy. Therefore, by increasing the specificity one 
can also assume that FP will have similar patterns to TP in 
their responses.

Methodological and clinical 
implications

We showed that false positives - in the context of a machine 
learning retrospective suicide attempts classification model - can 
have a different interpretation than that usually ascribed. This 
finding is noteworthy from a methodological as well as a clinical 
perspective. From a methodological perspective, our results suggest 
that we might need a fairer method to evaluate machine learning 
model performance whenever FP are expected to be at high risk of 
developing the outcome. In short, when such a model is used in 
mental health settings, rather than punishing the model for its FP 
error, it should be credited for identifying individuals at risk, as 
long as such individuals are clinically relevant. This would seem a 
fairer and more optimistic way to evaluate the model performance 
rather than pessimistically consider all FP as sheer errors. In 
addition to common model performance procedures that are 
centered on misclassified groups, if the identified FP are within the 
conditions listed in Figure  1, the model evaluation could also 
be  done based on clinical relevance. Such an approach clearly 
requires research to define “clinical relevance” for different health 
problems as well as estimating the relative risk of FP in different 
contexts rather than solely underscoring a correct classification. In 
the context of a hypothetical intervention and when the model’s 

accuracy is high and the classification is based on a high specificity, 
the individuals labeled as positive (whether TP or FP) are likely to 
benefit from the intervention. In this case, identifying individuals 
at high risk of becoming suicidal is clinically relevant for a 
prevention program.

In addition to severe symptoms of mental health problems, there 
are two other reasons why FP might be a relevant target group for a 
suicide prevention program. On the one hand, offering aid to 
individuals that already have attempted suicide does not guarantee a 
successful treatment, since there is little evidence in favor of 
effectiveness of suicide intervention programs for clinical samples 
(Large, 2018; Fox et al., 2020). Instead, preventing the development of 
suicidal behavior has been emphasized in recent studies as a better 
solution to reducing suicide prevalence in the population (Carter and 
Spittal, 2018; Haghish and Czajkowski, 2023). On the other hand, 
empirical evidence shows that even in Western countries such as 
Finland, Norway, and United  States, most of adolescents’ suicide 
attempts might go undetected. Thus, they might not receive the needed 
professional mental health support before or after attempting suicides 
(Suominen et al., 2004; Olfson et al., 2012; Haghish, 2023). In the 
United States, for instance, college counseling centers have reported 
that only 19% of the students who died of suicide have been in contact 
with the counseling centers that are instructed to provide suicide 
first-aid (Gallagher, 2009). Therefore, identifying adolescents who are 
at high risk of becoming suicidal in future might be an indispensable 
step toward suicide prevention. Toward this end, machine learning can 
provide reliable suicide risk estimations, which can help us identify risk 
groups that need attention. As shown in our results, such estimated risk 
scores are indicative of future suicide attempt risk, even when the 
machine learning model is trained with retrospective data.

FIGURE 5

The mean score of FP increases alongside specificity and becomes similar to TP.
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Limitations and strengths

This study has several limitations that warrant attention. Primarily, 
suicide attempts were measured using a sole self-report item, leaving 
questions about the intensity and sincerity of these attempts. 
Nevertheless, this limitation does not undermine our conclusions 
which highlight that adolescents, even if inaccurately labeled as 
positive by a precise model, are at heightened risk of attempting 
suicide in the near future. Should the model incorporate more 
nuanced features reflecting the severity of suicide attempts, the relative 
risk associated with false positives is expected to escalate due to 
refined accuracy in risk estimation. In other words, the higher the 
model’s accuracy, the more reliable its risk predictions, irrespective of 
its classification correctness. Moreover, a binary classification is useful 
for identifying who should receive help and not when the individual 
may attempt suicide. Nonetheless, as previously mentioned, this 
method can play a pivotal role in prevention. By recognizing 
adolescents who are on the verge of developing suicidal tendencies, 
timely interventions can be administered, potentially averting tragic 
outcomes. Our study has also several notable strengths. Firstly, it takes 
a critical perspective on the common practice of suicide attempt 
classification with machine learning, shedding light on its inherent 
limitations. Furthermore, our findings accentuate the clinical 
significance of the FP group under the aforementioned preconditions, 
which merits more attention from future research. Finally, this study 
leverages a large population-representative longitudinal data from 
Norwegian adolescents, which helped to train an accurate model.

Conclusion

We posited that the focus of suicide attempt classification should 
expand beyond those who have already attempted suicide to also 
encompass those poised to exhibit suicidal tendencies in the future. 
Notably, our findings suggest that it’s plausible to pinpoint both 
groups, if a machine-learning model for classifying suicide attempts 
integrates a multitude of psycho-socio-environmental risk factors, and 
achieves commendable accuracy and specificity. In other words, the 
more reliable the estimated suicide attempt risk, the more the risk 
should be  taken seriously, even for misclassified adolescents. 
Additionally, achieving this would necessitate estimations concerning 
the fraction of FP group likely to undertake a suicide attempt or 
exhibit suicidal tendencies, warranting further empirical research. 
Furthermore, we argued that supplementary performance metrics 
could be  incorporated to consider the potential risk or clinical 
relevance of FP. Our results should be taken into account by future 
suicide intervention programs that intend to use survey data and 
machine learning classification algorithms to identify at-risk 

individuals. As this is the first study to examine the claim that FP can 
be conceptualized as a risk group, there is a clear need for investigating 
further whether these results are replicable and can be extended to 
machine learning classification or prediction models of other mental 
health outcomes.
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Identifying person misfit using the 
person backward stepwise 
reliability curve (PBRC)
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The goal of the present study was to propose a visualization of aberrant response 
patterns based on the idea put forth by the Cronbach-Mesbach curve. First, an 
index of person reliability is developed using the K-R 20 formula followed by a 
backward stepwise procedure in which one person at a time is deleted from the 
model. Observations for which reliability is no longer monotonically increasing 
suggest that they are candidates for aberrant responding. Using data from 
the quantitative domain of a national aptitude test the proposed visualization 
technique was demonstrated. The external validity of the procedure was tested 
by contrasting the person fit reliability estimates with those derived from other 
indices of aberrant responding such as the Ht. Results indicated that individuals 
not covarying with other individuals concerning their response patterns and 
concordance to the measurement of a unified latent trait were identified by both 
the present procedure and Ht and U3 at a rate of 100%. By plotting those individuals 
using Person Response Curves (PRCs) results confirmed the lack of monotonicity 
in the relationship between item difficulty and person skill. Consequently, results 
confirm the usefulness of the present methodology as an index for identifying 
responders who manifest themselves with aberrant responses and who are not 
conducive to the measurement of the latent trait.

KEYWORDS

person reliability, K-R 20, aberrant responding, person fit, visual analysis

1. Introduction

When individuals take a test, several processes are operative that may affect the way of 
responding which may result in the provision of invalid results. This notion of behaving in 
aberrant and unexpected ways represents a serious threat to the validity of test results with 
significant implications for both the person and the instrument (Little and Moore, 2013; Ferro 
and Beaton, 2016) as test scores include construct-irrelevant variance (Messick, 1995). At the 
personal level, individuals may obtain results substantially higher (as in cheating-see Cizek, 
1999) or lower (as in being inattentive and careless, Meade and Craig, 2012) with significant 
implications for placement, selection, academic and job opportunities, etc.

Types of aberrant response patterns may involve random guessing (Lord, 1964), withdrawal 
(Ward et al., 2017), carelessness (Rios et al., 2017), speeding (Wise and Kong, 2005), rapid 
guessing (Deribo et al., 2021), inattentiveness (McKay et al., 2018), the presence of acquiescence 
(Plieninger and Heck, 2018), faking (Paulhus, 1991), social desirability (Leite and Cooper, 2010), 
recall biases (Barry, 1996), random responding (Cook et al., 2016), non-responding (Groves, 
2006), ineffective strategy use (e.g., skipping items), the engagement of response sets (Müller 
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et al., 2015), extreme responding (Meisenberg and Williams, 2008), 
response drifting (Drasgow and Parsons, 1983), insufficient effort 
(Hong et al., 2019), insufficient responding (Bowling et al., 2016), etc. 
Regardless of whether such behaviors are intentional or not, they have 
a major impact on the reliability and validity of the obtained scores. 
Thus, it is important to have tools to identify aberrant responses so 
that processes may be put in place to address the validity of test scores 
as they reflect the person or the instrument in total and likely represent 
a major threat to validity (van Laar and Braeken, 2022).

1.1. Reliability in measurement and 
aberrant responding

Ultimately, the quality of measurement is expressed by the ability 
of an instrument to provide measurements that are accurate, precise, 
and repeatable. This concept of reliability of measurement is most 
often discussed and estimated using information derived from a 
sample on a scale’s components, such as the items. One of the 
proponents of internal consistency reliability was Cronbach (1951) 
who also proposed the alpha coefficient as a reflection of the strength 
of the relationships between a set of items and the measured construct, 
assuming unidimensionality. Alpha is expressed using the 
following formula:

 

α
σ

σ
=

−
−
∑













k
k

i

yi
1

1
2

 

(1)

With K being the number of the items in the scale; and σ σi yand
i

2  
the item’s variances and total variance, respectively. As a means to 
improve the internal consistency of a measure that does not reach 
acceptable standards, an item analysis methodology termed “reliability 
if item deleted” has been proposed so that one item at a time is 
excluded and alpha is re-expressed with the remaining items. The 
value of alpha is then evaluated with and without the removed item 
and decisions regarding internal consistency and unidimensionality 
are based on those estimates.

Mesbah (2010) put forth a graphical method using the logic of 
“alpha if item deleted” for evaluating the unidimensionality of a set of 
items. This stepwise method engages the “Backward Reliability Curve 
– BRC” with alpha being graphed after each successive step. Initially, 
the value of alpha is calculated using all items of a latent variable. After 
that, one item would be removed at a time with the value of alpha 
being re-estimated with the remaining items. The selection of the item 
in a stepwise fashion is based on the one that maximizes alpha if the 
item is deleted. Thus, the stepwise method concludes when only two 
items remain. Based on Classical Test Theory (CTT) and the 
Spearman–Brown formula, adding more items to the scale increases 
its reliability, thus a monotonically increasing BRC is expected when 
all items contribute to the formation of a unidimensional 
latent variable.

The present study extends the idea of the BRC at the person 
level by graphing a scale’s reliability using a person-deleted stepwise 
procedure and plotting the reliability of a measure by examining 
how each person contributes to the measurement of a reliable 
unidimensional structure. In other words, the goal of the present 
graphical person-deleted alpha is to identify, and subsequently 

discard, individuals who behave in ways that the reliability of a 
measure is compromised. This procedure provides information 
about the sensitivity of the measure to individual responses by 
identifying individuals with aberrant response patterns that deviate 
markedly from the model’s expectations (see Meijer, 1994). Thus, 
the original graphical method can be applied at the person level 
with the difference being that instead of removing \ adding one item 
at a time, we remove \ add one person at a time. Any decrease in the 
value of the reliability of the measure and the monotonic 
relationship expected by the BRC would be indicative of a person 
that is not constructive for measurement purposes or otherwise, 
that his/her response pattern reflects aberrant responding such as 
inattention or carelessness (Kam and Chan, 2018). To validate the 
proposed methodology, we employed a person-fit analysis with a 
known index that evaluates aberrant responding patterns. A 
substantial overlap in the selection of individuals who behave in 
unexpected ways following the Guttman pattern using the person 
BRC, and person fit statistics would provide evidence for the 
validity of the proposed methodology. Furthermore, by employing 
Person Response Curves (PRCs) the presence of aberrant 
responding will be evident in individuals whose curve does not 
conform to the descending trend as item difficulty increases. Thus, 
the goal of the present study was to introduce the Person Backward 
Reliability Curve (PBRC) and examine its criterion-related validity 
of selected misbehaving individuals in relation to the Ht index 
(Meijer and Sijtsma, 2001) and using Person Response 
Curves (PRCs).

2. Method

2.1. Participants and measure

Participants were n = 82 students who were part of a pilot study to 
evaluate general aptitude using the General Ability Test (GAT) which 
is a national criterion for university admission in Saudi Arabia. The 
quantitative domain utilized here was comprised of 44 items using a 
dichotomous scaling system. The quantitative domain assesses 
arithmetic, number sequence, analysis, logic, inductive reasoning, 
spatial ability relations, and visualization and is reflective of a single 
general dimension. In the present study we  tested for the 
unidimensiionality of the measure by choosing among competing 
models using modern psychometrics.

2.2. Data analyzes

Three types of person-based analyzes for investigating aberrant 
response patterns were engaged, (a) the person backward reliability 
curve (PBRC), (b) the visual analysis of Person Response Curves 
(PRCs), and (c) the analysis of response vectors using person fit 
indices such as the Ht (Meijer and Sijtsma, 2001) and U3 (Van der 
Flier, 1982). The level of significance was set to 5% for a two-tailed test. 
In the presence of a family of tests (e.g., Table 1), we corrected for 
family-wise error using the Benjamini Hochberge corrective 
procedure. We opted against the popular Bonferroni procedure due to 
its conservatism and the fact that it does not adequately control for the 
false discovery rate (Holm, 1979; Nakagawa, 2004).
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2.2.1. Backward reliability curve (BRC) and the 
person variant (PBRC)

The analysis based on the backward reliability curve originates from 
the work of Mesbah (2010) who attempted to graphically describe 
unidimensionality. He furthermore stated that a combination of items 

reflects a unidimensional construct if each item is related to the underlying 
latent dimension exclusively (Hamon and Mesbah, 2002). Furthermore, 
using Cronbach’s alpha he  suggested that the internal consistency 
reliability of a measure tends to increase with an increase in the number 
of items. Graphically speaking he proposed the Backward Reliability 

TABLE 1 Item fit statistics for quantitative domain, discrimination, and item difficulties.

Item No. X2 d.f. Value of p p-BH a s.e. b s.e.

6 6.520 1 0.011 0.294 2.440 1.050 −1.810 0.400

10 25.540 13 0.020 0.294 0.790 0.290 0.700 0.400

19 13.560 6 0.035 0.294 1.120 0.550 −2.230 0.840

8 6.230 2 0.044 0.294 2.120 0.890 −1.710 0.400

39 21.730 13 0.060 0.294 1.400 0.420 −0.330 0.210

20 17.610 10 0.062 0.294 1.570 0.450 −0.320 0.200

14 11.870 6 0.065 0.294 3.010 0.940 −0.670 0.160

5 23.610 15 0.072 0.294 0.560 0.260 −0.100 0.420

4 15.540 9 0.077 0.294 1.400 0.390 0.500 0.260

32 16.160 10 0.095 0.294 0.960 0.320 0.600 0.340

37 17.270 11 0.100 0.294 1.160 0.360 0.020 0.250

23 15.880 10 0.103 0.294 1.580 0.440 0.220 0.220

13 14.450 9 0.107 0.294 2.070 0.610 −0.570 0.180

24 21.970 15 0.108 0.294 0.590 0.270 −0.190 0.410

21 14.700 10 0.143 0.362 1.190 0.350 0.450 0.280

25 10.420 7 0.165 0.374 1.360 0.420 1.450 0.410

17 17.530 13 0.176 0.374 0.580 0.300 −1.420 0.730

2 16.090 12 0.187 0.374 1.160 0.350 0.400 0.280

27 14.890 11 0.187 0.374 0.990 0.380 −1.220 0.410

36 16.230 13 0.236 0.449 0.300 0.270 −3.190 2.870

16 12.290 10 0.266 0.461 0.970 0.380 −1.310 0.460

38 8.790 7 0.270 0.461 1.770 0.590 −1.140 0.260

12 16.570 14 0.279 0.461 0.580 0.270 1.110 0.650

31 12.530 11 0.327 0.510 1.900 0.520 −0.060 0.190

30 5.720 5 0.336 0.510 3.230 1.040 −0.660 0.150

29 12.200 11 0.350 0.512 1.560 0.460 −0.450 0.200

15 12.240 12 0.428 0.599 0.810 0.340 −1.240 0.500

3 11.020 11 0.443 0.599 1.140 0.340 0.820 0.330

1 12.900 13 0.457 0.599 1.010 0.370 −1.070 0.380

33 15.470 16 0.492 0.611 0.620 0.260 0.590 0.470

34 11.160 12 0.516 0.611 0.900 0.310 0.620 0.360

28 13.920 15 0.533 0.611 0.660 0.290 −0.750 0.440

7 14.680 16 0.550 0.611 0.600 0.270 −0.540 0.440

26 14.510 16 0.562 0.611 0.400 0.270 −1.700 1.180

22 8.690 10 0.563 0.611 1.860 0.520 −0.220 0.190

11 – – – – 7.190 6.110 −1.440 0.200

35 7.730 10 0.656 0.692 1.320 0.420 −0.640 0.240

18 8.780 14 0.846 0.868 0.920 0.320 −0.400 0.290

9 3.800 9 0.924 0.924 2.250 0.620 0.120 0.190

p-BH are p-values corrected using the Benjamini-Hochberg correction; a, discrimination parameter; b, item difficulty; c.s.e.m, conditional standard error of measurement.
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Curve (BRC) that is being estimated in multiple steps with the first step 
including all items. Then at each subsequent step, one variable is removed 
from the model so that the variable selected is the one that results in the 
maximum value of Cronbach’s alpha. Given that a monotonic relationship 
must exist between the number of items and alpha if an item is associated 
with a decrease in the curve, then that item is suspected that it does not 
contribute to the latent construct under evaluation. Under those lenses, 
items that are not associated with increases in the BRC, are candidates 
for exclusion.

In the present study, we  propose two modifications to the 
BRC. First, by transposing items and columns, the BRC would 
be reflective of individuals who are constructive for measurement 
purposes, hence the term Personal Backward Reliability Curve 
(PBRC). Thus, individuals that lead to BRC decays are suspect and 
subject to removal. Second, we substituted Cronbach’s alpha with the 
Kuder–Richardson estimation, which is appropriate for binary data 
(see Supplementary material on modification of CMC package 
functions). Consequently, the PBRC can utilize individuals who are 
only reflecting an increasing curve, thus, representing a more 
reliable measurement.

2.2.2. Ht and U3 person fit indices
The Ht coefficient, as presented by Meijer and Sijtsma (2001), is a 

measure used to quantify the extent to which data adhere to the 
Guttman model (Guttman, 1944; Meyer et al., 2013) for a single 
respondent in comparison to the other respondents within a given 
sample. The Ht coefficient is calculated by summing the covariances 
between the respondent’s responses and the responses of the other 
respondents in the sample in the form of a covariance ratio as 
shown below:

 
HT

n n

n n
=

( )
( )

( )

( )
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cov

,
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x r

x r
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,  
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With xn being the response vector for person n, and r(n) being the 
response vector of total scores calculated from every participant in the 
sample except the xn person. Karabatsos (2003) suggested a cutoff 
value of <0.22 for Ht.

The maximum possible value of the Ht coefficient is 1, which 
indicates that the respondent’s responses perfectly conform to the 
Guttman scale. A lower value of the Ht coefficient indicates that the 
respondent’s responses are less consistent with the Guttman scale with 
values greater than 0.3 being suggestive of acceptable levels 
(Wongpakaran et al., 2019) or greater than 0.22 (Karabatsos, 2003). 
Simulation studies have shown that it has a high level of accuracy in 
detecting aberrant responses when applied to data with dichotomous 
response scales across different settings (Karabatsos, 2003; Dimitrov 
and Smith, 2006; Tendeiro and Meijer, 2014). Ht does not have a 
known theoretical distribution thus tests of inferential statistics cannot 
be  conducted compared to other indices (e.g., lz*, Snijders, 2001;  
Magis et al., 2012) but given its efficacy in past research, it will be used 
as one of our two golden standards to determine the criterion validity 
of the proposed PBRC methodology.

The second person-fit index utilized, the U3 statistic, was 
developed by Van der Flier (1982) and was found to be  the most 
accurate for the detection of random responding (Karabatsos, 2003) 
compared to all other tested indices (n = 36). Several studies confirmed 

the efficacy of U3 as an index of inattentive responding (e.g., Beck 
et  al., 2019). The index reflects the ratio of the actual number of 
Guttman errors in a response pattern relative to the maximum 
number of errors using the log scale (Emons et al., 2005). It is being 
estimated as follows:
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With xn
∗  being the Guttman vector with correct responses for the 

easiest items in sn, xn
′  the reversed Guttman vector with correct 

responses for the sn hardest items, and f nx( ) being the summation 
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1log / . In the Mousavi et al. (2019) study, the U3 

index outperformed the Ht index across most conditions. Karabatsos 
suggested a cutoff value of 0.25 for U3 but Mousavi et  al. (2019) 
challenged this cutoff value that was based on the standard normal 
and instead favored the value of p method and/or bootstrapping. All 
person fit indices were analyzed using the Perfit package (Tendeiro 
et al., 2016) in the R environment (R Core Team, 2017).

2.2.3. Analysis of person response curves (PRCs)
As an ancillary way of evaluating and validating a person’s misfit, 

we will plot a person’s proclivity to success using Person Response 
Curves (PRC). PRCs represent graphical means to evaluate the 
probability of a person’s success on items of increasing difficulty. Thus, 
for any given individual, the expectation is that the curve will show a 
descending relationship with item difficulty by the use of an S-shaped 
curve. The curve is expected to start high as a person is likely 
successful on the easy items and is expected to gradually descend as 
the likelihood of correct responding goes down. Irregular PRCs would 
suggest that individuals are less successful on items that are within 
their level of ability and more successful on items that are out of reach, 
representing unexpected patterns more likely linked to inattention 
and/or cheating.

3. Results

3.1. Item response model for quantitative 
scale

A 2PL Item Response model was fit to the data and model fit was 
evaluated using descriptive fit indices and the RMSEA as well as the 
omnibus chi-square test. Results indicated acceptable model fit as the 
chi-square test was non-significant [χ2 (702) = 751.598, p = 0.95]. 
Furthermore, the CFI and TLI were 0.936 and 0.932, respectively. Last, 
the RMSEA point estimate was 0.029 (RMSEA95%CI = 0.000–0.046). 
When contrasting the 2PL model to the fixed discrimination 
parameters model (Rasch), results indicated the superior fit of the 2PL 
model. Specifically, the Bayesian Information Criterion (BIC) values 
were 3732.72 for the 2PL model and 4073.19 for the Rasch model, 
suggesting the superiority of the former. Thus, collectively all 
information pointed to a good model fit using the 2PL model 
supporting the unidimensionality of the latent quantitative skills 
construct. Table 1 displays item-based parameters and item fit for the 
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instrument under study. Related to item misfit, all the corrected 
item-fit statistics based on the chi-square test suggested that items fit 
the premises of the Item Response Theory (IRT) model well and 
specifically the Guttman related pattern. Supplementary Figure S1 
shows the Test Information Function (TIF) of the measure which 
peaked close to zero or slightly less than that and decays as it moves 
away further from mean theta, as expected with estimates deviating 
markedly from the mean and becoming less precise.

3.2. Person-based analyzes

3.2.1. Person backward reliability curve (PBRC) 
and person response curves (PRCs)

Figure 1 displays the proposed person backward reliability curve 
using fewer observations for illustration purposes. As shown in the figure, 
as participants are added to the measure so does internal consistency 
reliability which peaks at around 0.953 using the K-R formula. However, 
following that peak, the curve decays suggesting that the inclusion of 
specific individuals results in decrements in the model’s estimated 
reliability. These observations were persons with ids 28, 5, 78, 23, 15, 20, 
17, 9, 77, and 67. Thus, by merely using graphical means, these participants 
contribute amounts of error that are linked to decay in the measurement 
of internal consistency reliability. In other words, these participants are 
not contributing valuable information to the measure’s reliability. Further 
analyzes of their response vectors highlight the possible causes for that 
misfit as highlighted by the PBRC.

Figure 2 displays the Person Response Curves (PRCs) for the 10 
responders who were associated with decrements in the PBRC in 
Figure 1. As shown in the figure no participant displayed a PRC that 
was S-shaped with decays associated with decreases in item difficulty 
levels. As an example, the PRC of the first individual, id 28, displays a 
wave-like pattern with actual increases in item difficulty being 
associated with increases in the probability of success, which, as a 
pattern of behavior is against any of the premises of item response 

models. Person 28 had a theta estimate of 0.81 (S.E. = 0.308), thus, 
representing an above-average ability individual, who, however, was 
more successful on items beyond her/his ability level likely reflecting 
cheating; furthermore, this participant was unsuccessful on items 
within her/his ability level, likely reflecting inattention.

3.2.2. Person analysis of response vectors using 
Ht and U3

As mentioned above, for the analysis of response vectors, the Ht 
coefficient was utilized given its efficacy in past research (Karabatsos, 
2003) to identify aberrant responders specifically linked to lucky 
guessing and cheating. Misfitted participants were flagged using cutoff 
values of 0.10 based on bootstrapping to simulate the sampling 
distribution of the Ht index with the current sample at the 
predetermined level of significance of 5% (Tendeiro et  al., 2016; 
Mousavi et al., 2019). Figure 3, upper panel, displays the bootstrap 
distribution of Ht and its cutoff level of 0.10 (upper panel). Interestingly, 
below the cutoff Ht estimate of 0.10, there were 10 participants, which 
were exactly those identified using the PBRC. The only difference was 
in the ordering of participants Ht flagging in order of aberrance 
participants 78, 28, 5, 67, 23, 15, 20, 17, 77, and last, participant 9.

Similar results were observed with the use of U3. Using a value of 
p of 5%, the U3 index flagged 8 participants utilizing a cutoff value of 
0.376 based on the bootstrap distribution (see Figure 3, lower panel). 
These participants and in the order of aberrance were ids: 5, 9, 15, 17, 
20, 23, 28, and 78. Thus, all 8 flagged participants using U3 were also 
identified by the Cronbach-Mesbach curve, again supporting the 
criterion validity of the proposed PBRC at a level of 80% as two 
participants were not flagged using the alpha level of 5%.

4. Discussion and concluding remarks

The goal of the present study was to propose a visualization 
of aberrant response patterns based on the idea put forth by the 

FIGURE 1

Modified Cronbach-Mesbach curve for the assessment of person reliabilities in relation to total person reliability using the K-R formula.
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FIGURE 2 (Continued)
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Cronbach-Mesbach curve. First, an index of person reliability is 
developed using the K-R 20 formula followed by a person 
backward stepwise procedure in which one person at a time is 
deleted from the model. The methodology was applied to the 
measurement of a quantitative skills latent trait using a sample of 
82 participants. Results pointed to the usefulness of the PBRC in 
identifying aberrant response patterns by flagging 10 participants, 
who behaved in ways that deviated markedly from the 
Guttman pattern.

The most important finding of the present study was that the 
10 participants flagged using the PBRC were the same 10 worst-
fitted participants using the Ht index and were also among the 8 
worse participants using the U3 index. Thus, the criterion-related 
validity of the PBRC was fully supported using Ht and also U3 at 
a level of 80%. Further, visual analyzes indicated that the PRCs of 

these participants reflected significant deviations between 
expected curves and those observed likely being reflective of the 
processes of lucky guessing (Foley, 2019) and carelessness or 
inattention (Meade and Craig, 2012; Maniaci and Rogge, 2014). 
Those participants were across the board of ability with theta 
values ranging between −1.71 and + 1.79, thus, the methodology 
was not sensitive to specific levels of person abilities, low or high. 
The present findings regarding the validity of the Ht and U3 
indices corroborated with previous findings showing the 
superiority of these statistics compared to other alternatives (e.g., 
Karabatsos, 2003; St-Onge et al., 2011; Rupp, 2013; Tendeiro and 
Meijer, 2014; Beck et al., 2019; Mousavi et al., 2019; Wongpakaran 
et al., 2019).

The present study presents visual means to identify aberrant 
responding and is one of the available tools in data screening so that 
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FIGURE 2

Person Response Functions (PRFs) for 10 of the most aberrant responders as identified using the sampling distribution of Ht using bootstrapping. 
Upper and lower confidence intervals (shaded area) are at 95%.
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problematic responders are flagged and potentially removed. Novel 
ideas beyond person fit indicators involve simulation where response 
vectors are generated so that they mimic aberrant response patterns. 
Then these patterns can be evaluated for their presence with real data 
so that the detection of aberrant responders is achieved (Dupuis 
et al., 2018).

4.1. Limitations and future directions

The present study is limited for several reasons. First, the sample 
size was relatively small, and thus, results may have been idiosyncratic. 
Second, the selection of cutoff values of the person fit indices using 
bootstrapping represents only one among the different available 
methodologies (Mousavi et al., 2019). Third, the use of person fit 
indices is informative only post hoc; thus, they cannot inform 
individuals who may behave in aberrant ways before the study. Not 
only that but the estimation of person fit indices is based on the 
estimated item parameters that may also be biased by the presence of 
misfitting participants. Mousavi et al. (2019) proposed employing an 
iterative procedure, which may be both complex and cumbersome. 
Furthermore, as the sample sizes get large, the procedure may become 
cumbersome in terms of selecting criteria to flag aberrant responders 
and use criteria based on the level of significance and the expected 
number of outlying cases using the standard normal.

The currently proposed PBRC will need to be compared to 
additional aberrant responding indices in the future, such as lz*, 
and/or other indices that are intended to address particular cases 
of aberrant response and its underlying processes. The 
discriminant and predictive validity of the PBRC will need to 
be  assessed in light of the effectiveness of other indicators of 
aberrant behavior. Future studies may also consider cutoff values 

and percentage of individuals classified as aberrant responders 
using both visual and statistical criteria. Additionally, a detailed 
evaluation of the PBRC’s capability and sensitivity to certain sorts 
of aberrant responses, such as inattention, carelessness, random 
responding, guessing, and cheating, is required. Researchers may 
examine the effectiveness of the PBRC in response to particular 
instances of aberrant behavior by methodically altering these 
parameters within experimental paradigms. This kind of study 
may provide crucial validity standards for assessing the PBRC’s 
performance and its capacity to precisely identify and evaluate 
aberrant responses in various circumstances, populations, and 
cultures (Van de Vijver and Tanzer, 2004). Researchers may create 
a framework that might result in the creation of new tools and 
practices to increase the accuracy and reliability of psychological 
assessments and educational evaluations by comprehending how 
PBRC matches with other indices of aberrant behavior (see 
Bereby-Meyer et al., 2002).
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Uncovering Differential Item 
Functioning effects using MIMIC 
and mediated MIMIC models
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The aim of this study was twofold: first, to examine the presence of bias across 
gender in a scholastic achievement test named the Academic Achievement Test 
(AAT) for the Science Track. Second, to understand the underlying mechanism 
that causes these bias effects by examining the effect of general cognitive 
ability as a mediator. The sample consisted of 1,300 Saudi high school students 
randomly selected from a larger pool of 173,133 participants to reduce the effects 
of excessive power. To examine both goals, the Multiple Indicators Multiple 
Causes (MIMIC) approach for detecting Differential Item Functioning (DIF) items 
was used. The results showed that 13 AAT items exhibited DIF effects for different 
gender groups. In most of these items, male participants were more likely to 
answer them correctly than their female counterparts. Next, the mediated MIMIC 
approach was applied to explore possible underlying mechanisms that explain 
these DIF effects. The results from this study showed that general cognitive ability 
(i.e., General Aptitude Test - GAT) seems to be a factor that could explain why an 
AAT item exhibits DIF across gender. It was found that GAT scores fully explain 
the DIF effect in two AAT items (full mediation). In most other cases, GAT helps 
account for only a proportion of the DIF effect (partial mediation). The results from 
this study will help experts improve the quality of their instruments by identifying 
DIF items and deciding how to revise them, considering the mediator’s effect on 
participants’ responses.

KEYWORDS

Differential Item Functioning (DIF), uniform DIF, MIMIC approach, mediation analysis, 
mediated MIMIC model

1. Introduction

In modern psychometrics, there is an increasing interest in identifying and understanding 
what causes a Differential Item Functioning (DIF) effect (Raykov and Marcoulides, 2011). DIF 
refers to a situation where an item performs differently across groups of individuals even though 
those individuals are supposed to have the same level of the trait being measured (Dorans and 
Holland, 1993). DIF can be caused by cultural, societal, or demographic variables, and it can 
undermine the fairness and validity of a test or assessment (Ackerman, 1994). DIF can 
be categorized into two main types: uniform and non-uniform. An item shows uniform DIF 
when the performance of one group is always superior to another group for each ability level. 
On the other hand, non-uniform DIF occurs when an item’s bias varies across different levels of 
the latent trait. Therefore, it is important first to identify DIF items and remove them from 
the scale.
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Several statistical methods for identifying items with DIF have 
been proposed within the Classical Test Theory (CTT) and the Item 
Response Theory (IRT). Within the IRT framework, the model-based 
likelihood ratio test is an approach that is typically used to evaluate the 
significance of observed differences in parameter estimates between 
groups (Thissen et al., 1993). Other methods include the likelihood 
ratio goodness-of-fit test (Thissen et al., 1986) and the simultaneous 
item bias test (SIBTEST) method (Shealy and Stout, 1993). Within the 
CTT framework, the Mantel–Haenszel (MH) approach (Holland and 
Thayer, 1988) and the logistic regression (LR) procedure (Swaminathan 
and Rogers, 1990) are some of the most popular approaches.

Structural Equation Modelling (SEM) also provides a 
comprehensive framework for examining and understanding the DIF 
issue (Camilli and Shepard, 1994). Within this context, several different 
methods have been suggested, including the Multi-Group CFA method 
(MG-CFA; Pae and Park, 2006), the modification indices method 
(Chan, 2000), and the Multiple-Indicator, Multiple-Causes approach 
(MIMIC; MacIntosh and Hashim, 2003). One of the major advantages 
of the MIMIC approach over the MG-CFA method is that it uses the 
entire sample of responses to estimate model parameters and test for 
DIF (Chun et al., 2016). In this case, the total sample size needed for 
detecting DIF is smaller than that needed in the MG-CFA approach, 
where model parameters are estimated separately for each contrasted 
group (Muthén, 1989). Additionally, several explanatory variables (e.g., 
demographic) can be included within a MIMIC model, allowing us to 
identify possible causes of DIF. An example of a MIMIC DIF model is 
shown in Figure 1 (upper panel), in which a grouping variable (Gender) 
has direct effects on the items of the scale (e.g., AATi) and the latent 
mean (e.g., scholastic achievement) simultaneously.

Recently, Cheng et al. (2016) proposed a method for detecting DIF 
items in which they combined the MIMIC methodology with mediation 
analysis to uncover possible causes of DIF effects. In mediation analysis, 
it is hypothesized that the independent variable (e.g., Gender) affects the 
dependent variable (e.g., the item AATi) via an intervening variable 
called the mediator (e.g., GAT Score) (Baron and Kenny, 1986). The 
effect of the mediator in the relationship between the independent and 
dependent variables can be either full (the direct relationship between 
Gender and AATi disappears after the effect of the mediator is 
controlled) or partial (the mediator can only explain a part of the 
relationship between the Gender and AATi). This relationship constitutes 
a uniform DIF and is graphically presented in Figure 1 (lower panel).

2. Research purpose and specific aims

Previous studies have shown that gender is assumed to 
considerably affect students’ academic performance since many 
studies have shown that boys and girls perform differently (e.g., Voyer 
and Voyer, 2014). Nevertheless, not all studies agree on the direction 
and magnitude of this difference (e.g., Else-Quest et al., 2010), and the 
gender gap in academic attainment is still an open question. This 
study uses gender as a grouping variable to examine possible DIF 
effects on academic achievement. It was hypothesized that the 
response to an AAT item (e.g., AATi), which measures scholastic 
achievement (i.e., the latent variable), involves some general cognitive 
ability level (i.e., the mediator). Thus, cognitive ability, as measured by 
the General Aptitude Test (GAT), will completely or partially mediate 
the relationship between gender and a response to an AAT item when 

controlling for scholastic achievement. In this study, only uniform DIF 
was examined.

3. Methods

3.1. Participants and procedure

Previous simulation studies on Differential Item Functioning 
(DIF) and mediation analysis suggested that with a sample size as large 
as 1,000 or up and a mediation effect of 0.10 or up, the analysis has 
enough power to provide robust results (Cheng et al., 2016). Therefore, 
to reduce the effects of excessive power, a sample of 1,300 participants 
was randomly selected from a larger pool of 173,133 high school 
students who completed an achievement test as part of a national 
examination process. Of them, 648 (49.8%) were males, and 652 
(50.2%) were females. The participants’ mean age was 17.99 
(SD = 0.53). In terms of place of residence, participants originated 
from all 13 regions of Saudi  Arabia. The study was conducted in 
accordance with the Declaration of Helsinki and approved by the 

FIGURE 1

MIMIC and mediated MIMIC models for testing DIF effects. (A) The 
standard MIMIC approach to detecting DIF. (B) The mediated MIMIC 
approach to detecting DIF.
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Institutional Review Board (or Ethics Committee) of the Education & 
Training Evaluation Commission (Approval Code: TR369-2023, 
Approval Date: 20/11/2022).

3.2. Measures

3.2.1. The academic achievement test for the 
science track (AAT; education and training 
evaluation commission - ETEC)

The AAT is a 44-item admission test that measures achievement 
level in accordance with university study readiness standards. It 
consists of four subscales that focus on the general outcomes of the 
following courses: First, second-, and third-year Biology (12 items), 
Chemistry (10 items), Physics (10 items), and Mathematics (12 items) 
of the secondary stage (grades 10, 11, and 12). The AAT test items are 
in a multiple-choice format and are scored as correct (1) or wrong (0). 
The test has a 50-min duration and is presented in Arabic.

3.2.2. General aptitude test (GAT) for science 
major (education and training evaluation 
commission - ETEC)

This is a general cognitive ability test developed in the Arabic 
language that measures analytical and deductive skills. It is composed of 
two cognitive domains: (a) language-related skills (68 items) and (b) 
numerical-related skills (52 items). Each domain comprises several 
subdomains, including word meaning, sentence completion, reading 
comprehension, arithmetic, analysis, geometry, etc. The global cognitive 
ability factor composed of the scores from the two domain scales was the 
only available score from this test in this study. All scores were 
transformed into standard scores (T-scores), with a range of 0–100.

3.3. Data analysis

Before examining DIF effects and possible causes within the 
Structural Equation Modeling (SEM) framework, the measurement 
model specification of each of the four AAT scales was examined. The 
following goodness of fit indices were used: the Comparative Fit Index 
(CFI), the Tucker-Lewis Index (TLI), the Root Mean Square Error of 
Approximation (RMSEA), and the Standardized Root Mean Square 
Residual (SRMR). CFI and TLI values higher than 0.90 indicate an 
acceptable fit (with values >0.95 being ideal), and RMSEA and SRMR 
values up to 0.08 indicate a reasonable fit (with values <0.05 indicating 
an excellent fit (Hu and Bentler, 1999).

Next, the MIMIC model approach was used to detect DIF items 
across the different AAT scales. The MIMIC model with scale 

purification (M-SP) method was used (Wang and Shih, 2010) for each 
scale separately. In this approach, the direct effect of the grouping 
variable (e.g., gender) on an item response (e.g., AATi) is estimated. In 
Figure 1 (upper panel), this relationship is represented by a direct path 
from Gender to item AATi. The direct effect represents the difference 
in item response between the two levels of the grouping variable (i.e., 
males vs. females) given the same scholastic achievement ability 
(latent variable). If the direct effect is significant, this indicates a DIF 
effect. The indirect effect is represented by a path from grouping 
variable to latent variable and indicates whether the mean of the latent 
variable across groups is different. The same procedure will be followed 
for all AAT items, one at a time. It should also be noted that Bonferroni 
correction will be adopted to control for the Type I error (Dunn, 1961).

After identifying DIF items, the mediated MIMIC approach was 
used to uncover possible causes of the emerging DIF effects. As 
discussed earlier, a mediator (e.g., GAT score) can mediate the 
relationship between group membership (e.g., gender) and an item 
response (AATi), conditioning on the latent trait (e.g., scholastic 
achievement). Therefore, when we  fit a DIF item (found in the 
previous analysis step) in the mediation model, we obtain direct and 
indirect effects for each model. If the direct effect (from the grouping 
variable to the item) becomes non-significant when the mediator (i.e., 
GAT score) is taken into account in this relationship (from the 
grouping variable to the mediator and then to the item), we have full 
mediation (the indirect effect is significant). This means that the 
mediator fully explains the DIF effect. On the other hand, if the direct 
effect is still significant when the mediator is entered into the equation, 
and the indirect effect is significant, we have partial mediation. In this 
case, the mediator explains to some extent the DIF effect, but maybe 
additional mediators are needed to explain the causes of the DIF effect 
fully. All analyses were conducted using Mplus 8.03 (Muthén and 
Muthén, 1998-2018).

4. Results

First, the measurement model of each AAT scale (i.e., Biology, 
Chemistry, Physics, and Mathematics) was examined via CFA. A 
unidimensional structure for each scale was hypothesized. In Table 1, 
the results from the CFA are reported. The results showed that all 
measurement models fit the data very well.

Next, a MIMIC approach was applied to detecting uniform DIF 
items across gender for all AAT scales. During the process of 
identifying DIF items, every item within each scale was regressed on 
the grouping variable, with all other items presumed as non-DIF items 
and serving as the anchor set. In the grouping variable (i.e., gender), 
males were coded as 0 (the reference group) and females as 1 (the focal 

TABLE 1 Model fit indices for AAT scales.

Scales χ2 df CFI TLI RMSEA (95% CIs) SRMR

Biology 79.610* 54 0.973 0.967 0.019 (0.009–0.028) 0.038

Chemistry 77.599** 35 0.984 0.980 0.031 (0.021–0.040) 0.043

Physics 111.354** 35 0.924 0.903 0.041 (0.033–0.050) 0.057

Mathematics 84.707** 54 0.985 0.981 0.021 (0.012–0.029) 0.037

χ2, chi-square goodness of fit statistic; df, degrees of freedom; CFI, Comparative Fit Index; TLI, Tucker Lewis Index; RMSEA, Root Mean Square Error of Approximation; 95% CIs = 95% 
Confidence Intervals; SRMR, Standardized Root Mean Square Residual. ** Models are significant at p < 0.001; * Models are significant at p < 0.01.
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group). A negative z value indicates that males at the same level of 
scholastic achievement as females are more likely to respond to the 
item correctly. To identify potential DIF items, the following equation 
was applied:

 Y z eij j i j i ij= ∗ + +λ θ β

Where,
Υij = the latent response for item j for participant i.
λj = the factor loading of item j.
θi = the latent ability of the participant i.
zi = the grouping indicator of the participant i.
βj = the regression coefficient of the corresponding grouping 

variable, and.
eij = the random error term.
If βj is non-significant, then item j is the same across groups of 

variable zi. However, if βj is significant, it designates a difference in the 
response probabilities across groups of variable zi, designating a DIF 
item. Practically, DIF is detected when the direct relationship between 
the group variable (gender) and the item in question is statistically 
significant. It should be noted that the Benjamini-Hochberg correction 
was applied to control for false discovery rate (Benjamini and 
Hochberg, 1995). Table 2 presents the results from the DIF analysis.

The analysis uncovered 13 DIF items. For example, in the Biology 
scale, items 7 and 8 were detected as DIF items. In item 7, the z value 
(−2.888) indicates that controlling for scholastic achievement, a male 
participant is more likely to respond correctly than a female participant. 
In item 8, on the other hand, the positive z value indicates that female 
participants are more likely to respond correctly than male participants, 
although they are at the same level of scholastic achievement.

After this step, the mediated MIMIC approach was applied in an 
attempt to understand what causes DIF in these items. It was 
hypothesized that general cognitive ability (i.e., GAT) could be  a 
mediator that mediates the relationship between the grouping variable 
and the response to a specific item. Table 3 presents the results of the 
mediation analysis within a MIMIC model.

The results showed that cognitive ability seems to be a factor that 
could explain why an AAT item exhibits DIF across gender. GAT fully 
explains the DIF effect in two AAT items (i.e., Chem18 and Chem20) 
since the direct effect is no longer significant after the mediator enters 
the equation (full mediation). In both cases, the effect of the GAT 
score on the probability of correct response is positive (a7 = 0.323, 
SE = 0.048, z = 6.723, p = 0.001, and a8 = 0.265, SE = 0.034, z = 6.074, 
p = 0.001, respectively). This means that the higher the GAT score, the 
higher the probability of answering the item correctly. However, the 
direct effect on both items is negative (β7 = −0.056, SE = 0.036, 
p = 0.121, and β8 = −0.048, SE = 0.034, p = 0.155). This finding suggests 
that females with the same GAT score are less likely to answer this 
item correctly compared to males.

In most other cases, GAT helps account for only a proportion of 
the DIF effect (partial mediation). Obviously, additional factors 
intervene in the relationship between gender and answering an item 
correctly and cause DIF effects. Only in one case (i.e., Phys26) could 
GAT not explain why male participants are more likely to respond 
correctly to this item than female participants, although both are at 
the same underlying level of cognitive ability. Interestingly, males were 
more likely to respond correctly to some items than females (i.e., Bio7, 
Chem15, Chem18, Chem20, Phys28, and Math34). But when the GAT 

TABLE 2 MIMIC examination for DIF across gender.

Items Estimate (β) S.E. z value p-value

Biology scale

Bio1 −0.044 0.036 −1.226 ns

Bio2 −0.008 0.032 −0.255 ns

Bio3 0.042 0.031 1.333 ns

Bio4 0.028 0.032 0.867 ns

Bio5 −0.055 0.032 −1.697 ns

Bio6 −0.013 0.033 −0.405 ns

Bio7 −0.099 0.034 −2.888 0.004

Bio8 0.095 0.031 3.027 0.002

Bio9 0.064 0.032 2.015 ns

Bio10 −0.088 0.037 −2.393 ns

Bio11 0.034 0.032 1.059 ns

Bio12 0.031 0.031 0.974 ns

Chemistry scale

Chem13 0.116 0.036 3.214 0.001

Chem14 −0.012 0.033 −0.372 ns

Chem15 −0.121 0.037 −3.316 0.001

Chem16 0.050 0.038 1.322 ns

Chem17 0.046 0.031 1.481 ns

Chem18 −0.100 0.034 −2.910 0.004

Chem19 0.065 0.031 2.0101 ns

Chem20 −0.080 0.032 −2.456 0.014

Chem21 −0.022 0.033 −0.668 ns

Chem22 0.023 0.034 0.067 ns

Physics scale

Phys23 0.056 0.034 1.638 ns

Phys24 0.018 0.032 0.570 ns

Phys25 −0.166 0.040 −4.114 0.001

Phys26 −0.177 0.041 −4.330 0.001

Phys27 −0.083 0.045 −1.845 ns

Phys28 −0.117 0.037 −3.199 0.001

Phys29 0.140 0.032 4.409 0.001

Phys30 −0.048 0.035 −1.371 ns

Phys31 0.186 0.031 5.921 0.001

Phys32 −0.063 0.037 −1.689 ns

Mathematics scale

Math33 0.023 0.033 0.0700 ns

Math34 −0.128 0.031 −4.143 0.001

Math35 −0.068 0.032 −2.146 ns

Math36 0.077 0.032 2.391 ns

Math37 −0.042 0.032 −1.319 ns

Math38 −0.008 0.032 −0.258 ns

Math39 −0.023 0.032 −0.718 ns

Math40 −0.029 0.032 −0.913 ns

Math41 0.052 0.031 1.706 ns

Math42 0.023 0.041 0.552 ns

Math43 0.085 0.030 2.784 0.005

Math44 0.012 0.033 0.375 ns

Bio, Biology; Chem, Chemistry; Phys, Physics; Math, Mathematics.

43

https://doi.org/10.3389/fpsyg.2023.1268074
https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org


Tsaousis et al. 10.3389/fpsyg.2023.1268074

Frontiers in Psychology 05 frontiersin.org

score was taken into account (i.e., as a mediator), the probability of 
correctly answering these items was higher for females than for males.

5. Discussion

The aim of this study was twofold: first, to examine whether there 
are gender differences in the probability of correctly answering an 
item of the AAT. In other words, whether there are DIF items in terms 
of gender. Second, to understand the underlying mechanism that 
causes these DIF effects. The first aim, detecting DIF items, was 
examined via a MIMIC approach. MIMIC models have been used 
extensively for identifying items with DIF (Muthèn, 1985) since it has 
been found that they work equally well with other methods (Woods, 
2009). This study used a MIMIC model to detect possible DIF items 
across gender for a scholastic achievement test (i.e., AAT). The analysis 
revealed that 13 AAT items exhibited DIF across gender (i.e., two from 
the Biology scale, four from the Chemistry scale, five from the Physics 
scale, and two from the Mathematics scale). Furthermore, in most (9 
out of 13), male participants were more likely to answer the items 
correctly than their female counterparts.

The second aim of this study, to uncover possible causes of DIF, 
was examined via the mediated MIMIC approach. Mediation analysis 
is a statistical method that provides a framework for understanding 
why certain phenomena in the relationship among variables occur. 
Using this analysis within a MIMIC model for detecting DIF, we can 
explore possible underlying mechanisms that explain these DIF 
effects. It was hypothesized that general cognitive ability, as measured 
by the General Aptitude Test (GAT), could mediate the relationship 
between the grouping variable (e.g., gender) and the response to a 
specific item. If a mediation effect exists, we can explain why a DIF 
effect occurs, depending on the Type of mediation (full or partial).

The results from this study showed that general cognitive ability 
fully explains the DIF effect in two AAT items (i.e., Chem18 and 
Chem20). In most other cases, GAT helps account for only a 
proportion of the DIF effect (partial mediation). It seems that 

additional factors intervene in the relationship between gender and 
answering an item correctly and cause DIF effects. Interestingly, from 
all detected DIF items, only for one item (Phys26), GAT could not 
explain why the DIF effect occurred.

This study offers valuable information regarding DIF effects and 
the possible causes of these effects. Using the MIMIC approach, DIF 
effects were examined within the mediation analysis framework. As a 
result, it was revealed that general cognitive ability mediates the 
relationship between gender and the probability of success in an item 
and provides a context for understanding the underlying mechanism 
of why DIF effects occurred. Therefore, this study will help experts 
improve the quality of their instruments by identifying DIF items and 
deciding how to revise them, considering the mediator’s effect on 
participants’ responses. Taking the Biology scale as an example, when 
Subject Matter Experts (SMEs) are asked to generate items, they should 
pay careful attention to producing items that are purely related to 
specific knowledge (i.e., physics) rather than general cognitive ability.

The present study also has certain limitations. First, only GAT 
scores were available as potential mediators. Future studies should 
explore the role of other variables, including cognitive (e.g., GPA) and 
emotional (e.g., self-efficacy) constructs, that could be used to explain 
the emergence of DIF effects. Second, only gender was examined as a 
potential grouping variable. In future studies, additional variables 
(e.g., Type of school: public vs. private) could be examined as potential 
causes of DIF. Finally, in this study, only uniform DIF was investigated. 
We would like to expand this approach to examine also non-uniform 
DIF effects. This type of DIF examines whether an item discriminates 
differently between the groups in question. Thus, important 
information about non-uniform DIF effects could be  revealed by 
conceptualizing DIF within the context of moderated mediation 
analysis (Montoya and Jeon, 2020).
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TABLE 3 Direct and indirect (mediation) effects for DIF items.

Item Direct 
effect

p-value Indirect 
effect

p-value

Bio7 −0.107 0.002 0.019 0.006

Bio8 0.090 0.005 0.022 0.001

Chem 13 0.113 0.003 0.039 0.001

Chem 15 −0.092 0.017 0.026 0.004

Chem 18 −0.056 0.121 0.040 0.001

Chem 20 −0.048 0.155 0.033 0.001

Phys25 −0.166 0.001 0.023 0.003

Phys26 −0.178 0.001 −0.003 0.595

Phys28 −0.114 0.002 0.036 0.001

Phys29 0.142 0.001 0.029 0.001

Phys31 0.190 0.001 0.020 0.001

Math34 −0.136 0.001 0.021 0.002

Math43 0.081 0.010 0.025 0.001

Bio, Biology; Chem, Chemistry; Phys, Physics; Math, Mathematics.
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Monte Carlo simulation with 
confusion matrix paradigm – A 
sample of internal consistency 
indices
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Kingdom, 2 Instituto de Psicología, Universidad Austral de Chile, Puerto Montt, Chile, 
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Monte Carlo simulation is a common method of providing empirical 
evidence to verify statistics used in psychological studies. A representative 
set of conditions should be included in simulation studies. However, several 
recently published Monte Carlo simulation studies have not included the 
conditions of the null distribution of the statistic in their evaluations or 
comparisons of statistics and, therefore, have drawn incorrect conclusions. 
This present study proposes a design based on a common statistic evaluation 
procedure in psychology and machine learning, using a confusion matrix 
with four cells: true positive, true negative, false negative modified, and 
false positive modified. To illustrate this design, we  employ an influential 
Monte Carlo simulation study by Trizano-Hermosilla and Alvarado (2016), 
which concluded that the Omega-indexed internal consistency should 
be  preferred over other alternatives. Our results show that Omega can 
report an acceptable level of internal consistency (i.e., > 0.7) in a population 
with no relationship between every two items in some conditions, providing 
novel empirical evidence for comparing internal consistency indices.

KEYWORDS

Monte Carlo simulation, confusion matrix, null distribution, internal consistency, 
statistic comparison

Introduction

Simulation studies use computer-generated data to investigate research questions 
(Beaujean, 2018). Monte Carlo simulation is a commonly used procedure that uses 
repeated random number selections to solve modeling problems (Gelfand and Smith, 
1990). It is especially useful when a statistical assumption (e.g., normality) is violated or 
in situations without theoretical distribution (Fan, 2012). The Monte Carlo simulation 
was introduced to psychometrics by Patz and Junker (1999a,b).

Psychological researchers are often interested in determining the sampling 
distributions of test statistics, comparing parameter estimators (e.g., Cohen’s d), and 
comparing multiple statistics that perform the same function. In a Monte Carlo simulation 
context, a key factor is the design of the specific conditions to evaluate.

Different simulation studies use different designs with a variety of conditions. This is 
because the study’s aims usually dictate the selection of the conditions. Suppose a Monte 
Carlo study has been designed to test the violation of a certain assumption (e.g., 
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normality). Both the condition that the assumption has been met (e.g., 
normal distributed population) and the condition that the assumption 
has been violated (e.g., skewed distributed population) should 
be  included in the study. Now, assume a different study has been 
designed to test the performance of a statistic (or several statistics) 
across different population distributions. In this case, multiple 
population distributions should be included in the study design. In 
general, “the major factors that may potentially affect the outcome of 
interest should be included” (Fan, 2012, p. 437).

However, some recent studies overlooked the inclusion of the 
null distribution of statistics in the simulations. A null distribution 
of statistics represents a scenario with no estimated relationship 
between variables within a given sample (Hunter and May, 2003; 
Spurrier, 2003).

In this study, we  advocate for including a null distribution of 
statistic conditions in the Monte Carlo simulation when evaluating 
and comparing statistical measures. Furthermore, we suggest that the 
performance of a statistic should be assessed in light of commonly 
used cut-offs. Psychologists often employ informal tests in their 
research to compare the statistics values to a pre-determined cut-off 
to reach a binary decision. For example, an area under the curve 
(AUC) greater than 0.7 in ROC analysis is considered the minimum 
acceptable threshold (Streiner and Cairney, 2007); A Root Mean 
Square Error of Approximation (RMSEA) of 0.08 is regarded as the 
upper limit for Structural Equation Model fitting (SEM, Fabrigar, 
1999). An internal consistency (e.g., Cronbach Alpha) greater than 0.7 
is considered an acceptable level of reliability, according to Taber 
(2018). Trizano-Hermosilla and Alvarado (2016) have conducted a 
Monte Carlo simulation study with a focus on internal consistency 
performance evaluation. In this paper, we will utilize the influential 
study by Trizano-Hermosilla and Alvarado (2016) as a practical 
example to demonstrate the inclusion of a null distribution and the 
assessment of the statistic using commonly used cut-offs.

This paper is organized into several sections. We  review 
current practices regarding including null distribution in 
psychological Monte Carlo simulation studies and their associated 
limitations. Subsequently, we  introduce a simulation design 
rooted in the confusion matrix as a proposed solution. The study 
conducted by Trizano-Hermosilla and Alvarado (2016) will 
be  used as a practical example of this design. In conclusion, 
we  engage in a comprehensive discussion about the design, 
supplemented by another illustrative sample.

The null distributions conditions 
included in the Monte Carlo 
simulation psychological studies

We observed that the null distribution of statistics is generally 
included in existing Monte Carlo simulation studies in two ways: First, 
the null distribution of statistics is included to represent the condition 
that there is no true mean difference between two groups of scores and 
are usually referred to as conditions of null effect (e.g., Derrick et al., 
2016; Carter et  al., 2019; Fernández-Castilla et  al., 2021). This is 
consistent with the suggestion of the American Psychological 
Association (APA) guidelines. That is, researchers should include the 
null distribution of statistics (i.e., no mean difference between two 

groups; Fan, 2012) in any simulation of effect to test and evaluate the 
potential threat of Type I error.

Second, the researchers include the condition of a null distribution 
in factors in the simulation (e.g., Heggestad et al., 2015). In Greene 
et al.’s (2019) study evaluating the bias of different kinds of fit indices, 
the authors manipulated (a) the strength of the cross-loadings between 
factors as 0, 0.1, 0.3, and 0.5, (b) the strength of the between-factor 
correlated residuals as 0, 0.1, 0.3, and 0.5, and (c) the strength of the 
within-factor correlated residuals as 0, 0.1, 0.3, and 0.5 in a model. In 
this sample, 0 represents the condition in which the relationship of 
cross-loadings or correlated residuals does not exist in the population 
of variables.

In summary, researchers commonly include the null distribution 
of the statistic condition when estimating a statistic’s performance 
closely related to the mean difference. For example, when examining 
Cohen’s d in a Monte Carlo simulation study, researchers typically 
include a condition of no mean difference between two populations. 
Researchers also include the conditions of null distribution in factors 
in simulation studies for statistical comparison. However, 
psychological researchers may sometimes neglect to include the null 
distribution of the statistic in some other circumstances, such as in 
cases where the examined statistic does not have a close relationship 
with the mean difference.

Returning to the fit indices study (Greene et  al., 2019) one 
paragraph above, the authors should include conditions that a null 
distribution in factors, such as no between-factor correlated residual, 
and the conditions with the null distribution of the statistic, such that 
some simulated samples should have no relationship with the 
proposed model (i.e., no model fitting). In our view, the failure to 
include conditions of null distribution weakens the conclusion of the 
simulation in the study. This may occur because some researchers 
have not considered the performance of the statistic in the condition 
that the dataset follows a null distribution of this statistic. (i.e., how 
will the fitting index perform on random data?), although other 
researchers recognize its importance. For instance, Stone (2000, p. 64) 
points out: “In order to test statistically the fit of an item, it is then 
necessary to compare the statistic that is calculated with a null 
distribution.” Stone conducted a Monte Carlo simulation based on 
null distribution to compare goodness-of-fit test statistics in item 
response theory (IRT) models, and the results showed the superiority 
of the statistic he proposed. Fan and Sivo (2007) and Fisk et al. (2023) 
examined the performance of fit indices in structural equation 
modeling (SEM) under conditions of model misspecification. This 
misspecification refers to discrepancies between the theoretical 
structure of the model and the simulated dataset.

In summary, the null distribution of the statistic is widely included 
in NHST-related statistics. Yet, when evaluating a statistic that does 
not have a close relationship in NHST (e.g., fit indices), psychological 
researchers sometimes neglect the null distribution condition. This 
study demonstrates the importance of this issue using the example of 
an influential simulation study about the several common statistics of 
internal consistencies and will propose a new design based on a 
confusion matrix that always includes a test with null distribution in 
statistics and evaluates the statistics from these conditions. As our 
example, we have selected a study conducted by Trizano-Hermosilla 
and Alvarado (2016), which we will henceforth refer to as the “original 
study” for convenience.
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How will the missing null distribution 
of statistic conditions influence the 
result of a simulation study?

In the following section, we will offer a general overview of the 
original study. We will specifically address the shortcomings of not 
including null distribution of the statistics conditions in their 
simulation design and propose enhancements through the 
methodology developed in this study.

In the original study, Trizano-Hermosilla and Alvarado (2016) 
compared the performances of four internal consistency statistics: 
Cronbach’s Alpha, Omega (McDonald, 1999), GLB (Greatest Lower 
Bound, Sijtsma, 2009), and GLBa (Greatest Lower Bound algebraic, 
Moltner and Revelle, 2015). They made a comparison of these statistics 
with various normal and nonnormal distributions and two kinds of 
inter-correlation between items: tau-equivalent and congeneric.

The original study used Root mean square error (RMSE) and 
%bias as their criteria.
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where p̂ refers to the observed statistics for each replication, p 
refers to the true value of statistics in the simulation population, and 
Nr refers to the number of replications. Larger absolute values in the 
RMSE and the %bias statistics indicate worse performance.

Based on the RMSE and the %bias, the authors reported that 
Omega showed the best performance across most conditions included 
in their study. In other words, when comparing the difference between 
observed sample statistics and the associated true population 
parameter values, Omega showed the smallest discrepancies across 
most of the conditions. This led the authors to conclude that Omega 
should be recommended as the preferred index of internal consistency 
in psychological research. Specifically, the original study suggests that 
Omega should be preferred over Cronbach’s Alpha, which is the most 
widely used measure of internal consistency. Various studies across 
multiple disciplines shared the opinion with the original study that 
Omega rather than Alpha should be used as an internal consistency 
measurement method (Watkins, 2017; McNeish, 2018; Cortina 
et al., 2020).

Importantly, for our purposes, Trizano-Hermosilla and Alvarado 
(2016) original study included only simulation conditions in which 
there was an effect measured by the statistic (i.e., populations with 
internal consistency). Specifically, it only included conditions with an 
acceptable level of internal consistency between items in the 
questionnaires (i.e., a true internal consistency of 0.731 and 0.845) for 
the condition of 6 and 12 questionnaire lengths, respectively. As 
mentioned above, Alpha and Omega values of 0.7 or above are 
indicated as acceptable internal consistency in psychological research 
(Taber, 2018). Therefore, it included the null effect of some factors 

(e.g., no distribution error). However, it did not include a null 
distribution statistic condition, as we suggest here. According to Tang 
et al. (2014), internal consistency refers to the degree of inter-item 
correlations among items with factor saturation. Thus, to simulate a 
null distribution for these internal consistency statistics, one can 
independently assign random numbers to each item.

As a result, we would argue that the conditions included in the 
original study are insufficient to support their conclusions. To 
elaborate, we propose a new hypothetical index, C, which is used to 
measure internal consistency, with 0.7 being set as an acceptable 
cut-off. C is a constant number that can be computed and observed 
across all the 1,000 simulated datasets. Suppose C is found to be 0.78 
from each replicated sample, i.e., (3)

 C = 0 78. . (3)

In other words, C is a dummy index without validity according to 
internal consistency estimation. However, based on the criteria 
employed in previous studies (i.e., RMSE and %bias), C has a similar 
level of error as the Omega index. Across conditions in the original 
study for length = 6 items, the population parameter of internal 
consistency is 0.731. This is based on Equations (1) and (2), in which p 
is always 0.731, and p̂ is always 0.78. As a result, the RMSE is 0.049 (4)
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Nr =∑ −( )
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and the %bias is −4.9% (5)
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in all conditions. Across conditions included in the original study 
length of 12 items, with similar calculations, RMSE is 0.065, and the 
%bias is 6.5%. These two results will remain consistent regardless of 
other factors, like the type of distribution. Therefore, it appears that in 
a number of conditions, this dummy index can provide similar or even 
superior performance to the genuine indices included in the original 
study. Importantly, this indicates that based only on the empirical 
evidence provided in the original study, we cannot distinguish Omega 
from this dummy index C. C is an extreme theoretical case, and a 
statistic with a consistent number cannot be applied. However, A 
dummy index similar to C with variations can be simulated easily. For 
example, C can be simulated from a continuous uniform distribution 
[0.711, 0.751] and C also cannot be distinguished from Omega with 
the simulation conditions and criteria used in the original study.

To sum up, simulation studies often evaluate the performance of 
a statistic based on RMSE and %bias in Monte Carlo simulations, with 
a view to quantifying the distance between the sample estimates of an 
observed statistic and the true parameter values (i.e., TP) in the 
population. We agree that this approach can offer insights regarding 
the degree to which observed sample estimates are different from true 
population values. However, without the introduction of the null 
distribution of statistic conditions in simulation, researchers may 
reach incorrect or incomplete conclusions, as in the above example 
with the dummy C index.
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To address this problem, we introduce in this study a Monte Carlo 
design based on criteria commonly used in psychology and machine 
learning to evaluate models with categorical or binary results: the 
“confusion matrix” (Marom et al., 2010). In psychology, researchers 
typically use a confusion matrix to evaluate the performance of a 
categorization model in real psychological practice (i.e., Ruuska et al., 
2018). A confusion matrix comprises four quadrants: True Positive 
(TP), False Positive (FP), True Negative (TN), and False Negative 
(FN). Their relationships are shown in Table 1.

We use the original study as an example to illustrate how to apply 
confusion matrix methodology to simulation studies in psychology, 
aiming at statistical comparison. The null distribution of the statistic 
in the original study is the condition where there is zero internal 
consistency between items in the population.

We also include the interpretation of results that come from the 
design. Internal consistency is both continuous and binary (i.e., 
cut-off), exemplifying the problem adequately. The present study will 
keep the original study’s design unless alternative designs better target 
the research problem, or the original design is not applicable.

Simulation Study 1: estimating the true 
negative

As noted above, the original study does not include the null 
distribution of the internal consistency statistics. The original study 
only provides empirical evidence of TP. The following simulation aims 
to distinguish Omega from a dummy index like C. As suggested by 
several studies (Moriasi et  al., 2007; Wang and Lu, 2018), for the 
continuous variable, RMSE and %bias can provide more information 
than a percentage. Therefore, we propose TN can also use these two 
criteria. In the case that Omega is an efficacy statistic or index and that 
TN conditions should have an RMSE close to 0 and a %bias close to 
0%, upon which a dummy statistic or index like C should have an 
RMSE close to 0.70 and a %bias close to 70% in the TN condition. 
Therefore, using TN to test whether a statistic or index is merely a 
“dummy” one is crucial, and its inclusion in the simulation represents 
an important step toward obtaining truly conclusive results.

Design

In the original study, the researchers simulated several factors, 
including sample size (250, 500, and 1,000) and item length (6 or 12). 

This study will also use the same design for these two factors. The 
original study also included the distribution of errors following 
Headrick’s (2002) that were introduced to 2, 4, or all 6 items of the 
6-item condition and to 2, 4, 6, 8, 10, or all 12 items of the 12-item 
condition. However, Headrick’s method (2002) was not introduced to 
our current study to ensure there is no internal consistency created 
from this method between items and results and also for simplicity.

The original study included the tau-equivalent and congeneric 
models as simulation conditions. This aspect of the study does not 
apply to the condition of null distribution to internal consistency 
statistics. This is because there is no correlation between any two items 
in the null distribution population, regardless of its type. Therefore, 
this design is not included in our study. In summary, 2*3 = 6 conditions 
are included in the first simulation.

The original study simulated all datasets in R (R Core Team, 2021) 
with R Studio (Racine, 2012). The present study will also use these 
platforms (for details, please see Appendix). For each condition, the 
design of the original study was replicated 10,000 times. The current 
study will use the same replication time with 10,000 across 
six conditions.

Four kinds of internal consistency measurement indices were 
included in the original study: Alpha, Omega, GLB, and GLBa. As 
provided by the sample code in the original study, these functions 
were used in the original study to obtain the following results: 
omega$alpha for Alpha, omega$omega.tot for Omega, glb.fa$glb for 
GLB, and glb.algebraic$glb for GLBa. In addition, two packages were 
used in calculations in the original studies: Psych (Revelle, 2015) and 
GPArotation (Bernaards and Jennrich, 2015), which are also used in 
this study. Further, the Omega.total was used as the chosen index from 
Omega in the original study because Trizano-Hermosilla and 
Alvarado also reported and evaluated the performance of ωt , and 
consequently, the present study will also make use of the same 
reliability index.

To create a null distribution of internal consistency, we simulated 
the dataset from a standard normal distribution N(0,1) for each item 
across participants during the replications. Accordingly, each item and 
each participant’s response are totally independent, which ensures that 
the true covariances and factor loadings in the population are always 
zero. To check the validity of this design, we  followed Fan (2012, 
p. 436), who suggests, “We may do a quick data generation verification 
by generating a large sample.” We  simulated a large dataset from 
N(0,1) and calculated four internal consistency indices, as they yielded 
results close to zero, which supported the simulated null distribution 
of statistics as accurate. This part of the code is provided separately. 
This study will also use RMSE and %bias as criteria, similar to the 
original study, to evaluate the performance of the statistics.

Results

Our results indicated that none of these indices performed as a 
dummy index. However, according to the criteria used in the original 
study, Omega (i.e., Omega.total) performed the worst in some TN 
conditions and never the best. In contrast, Alpha showed the best 
performance across all conditions. This is possibly because Omega, by 
definition, cannot be smaller than zero, implying that errors can only 
inflate its results. The full results of our simulation are displayed in 
Table 2.

TABLE 1 The elements of a confusion matrix.

Predicted true 
result

Predicted false 
result

Actual true result TP FN

Actual false result FP TN

True Positive (TP) is the proportion of results that correctly indicates the presence of a 
condition or characteristic in the population; True Negative (TN) is the proportion of results 
that correctly indicates the absence of a condition or characteristic in the population; False 
Positive (FP) is the proportion of results that erroneously indicates that a particular 
condition or attribute is present in the population, while False Negative (FN) is the 
proportion of results which erroneously indicates that a particular condition or attribute is 
absent in the population. In an ideal perfect model, TP and TN should be at 100%, and FN 
and FP should be at 0%.
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It should be noted that this design is subject to a limitation. The 
performances of statistics, which are RMSE and %bias used in the 
original study, have different meanings when the true effects are 
different. For example, a 10%bias in a condition where the true effect 
is 0.731 can lead to a considerable number of studies establishing 
wrong predictions that view the internal consistency of a study as not 
acceptable because it could create a 95% distribution like [0.5, 0.9] and 
consequently yield wrong decisions based on these outputs. For 
instance, a researcher could consider a 0.6 measurement error of 
Alpha level in a study not acceptable. A 20%bias in the condition that 
the true effect is zero will not usually influence the decision-making 
process since it could create a 95% distribution like [0, 0.3]. In the 
scenario of a null distribution of internal consistency in the 
population, it does not matter whether the internal consistency is 0.1 
or 0.2, as neither internal consistency score is acceptable in 
psychological studies.

We propose adding two new designs to the Monte Carlo 
simulation in psychological statistic testing to overcome this 
limitation: FNm and FPm.

Simulation Study 2: estimating the 
modified false positive and modified false 
negative

First, it is essential to review the definition of FP and FN in the 
confusion matrix. As shown in Table 1, an accurate definition of FP is 
the percentage of results that erroneously indicate that a particular 
condition or attribute (e.g., correlation between variables in the same 
test) is present, whereas FN is the percentage of results that erroneously 
indicate that a particular condition or attribute is absent.

These two percentages can be used as criteria in binary outcomes. 
However, their usage with continuous results is problematic. FP and 
FN are originally designed for binary results (e.g., yes or no, 
acceptable or unacceptable). In computer science, the results tend to 
be clear and objective (i.e., an object is a dog or not a dog). However, 
this is not always the case in psychological science. The 
pre-determined cut-off used in psychology for binary conclusions is 
arbitrary. For instance, it is hard to justify why 0.69 is an unacceptable 
level of internal consistency while 0.70 is acceptable. This kind of 
binary thinking is often inappropriate in psychological research. It 
further implies that designing and measuring P (Internal consistency 
in simulation <0.70| Population internal consistency = 0.71) or P 
(Internal consistency in simulation >0.70| Population internal 
consistency = 0.69) becomes questionable since there is no substantive 

difference between an internal consistency of 0.69 and 0.70, in which 
P (X|Y) is a conditional probability, means the possibility of X in the 
condition of Y.

In addition, as discussed above, it is also meaningless to measure 
the percentage of internal consistency and report a weak relationship 
among variables when the internal consistency in the population 
follows a null distribution (i.e., P (Internal consistency in simulation 
> = 0.05| Population internal consistency = 0) and (Internal consistency 
in simulation <= 0.05| Population internal consistency = 0)). Thus, 
internal consistency close to 0.1 is not acceptable in 
psychological research.

Therefore, these FP and FN percentages have little practical 
meaning. However, there is a clear difference between the null 
distribution condition (e.g., Internal consistency = 0.0) and an 
acceptable level of relationship (e.g., Internal consistency = 0.7). 
Therefore, we propose two new metrics based on FP and FN, named 
FPm and FNm, and suggest a study similar to the original that 
additionally measures these metrics, in which FPm is the percentage 
that a statistic returns an acceptable level of statistics result when the 
statistic follows a null distribution in the population (6), and FNm is 
the percentage that a statistic returns a null result statistic when, in 
fact, the parameter is at an acceptable level in the population (7).

 
FPm P

Acceptable level of a statistic in 

simulation | Null dist
=

rribution of statistic







.

 (6)

 

FNm P

Null distribution of statistic 

in simulation | Acceptab= lle level 

parameter in population














.

 (7)

The letter M in FPm and FNm stands for modification.
According to the percentage that should be measured, the FPm in 

this study is (8).

 
P

Internal consistency in simulation |

Population intern

>= 0 7.

aal consistency parameter =








0 0.
.

 (8)

The FNm in this study is (9).

 
P

Internal consistency in simulation |

Population intern

<= 0 0.

aal consistency =








0 70.  (9)

TABLE 2 Estimation of true negative in Study 1.

%bias RMSE

Length SS Alpha Omega GLB GLBa Alpha Omega GLB GLBa

6 250 12.41% 38.39% 15.89% 30.67% 14.17% 39.35% 17.58% 32.53%

6 500 9.00% 33.42% 11.52% 27.67% 10.35% 34.70% 12.87% 29.73%

6 1,000 6.42% 28.99% 8.23% 24.77% 7.42% 30.63% 9.22% 27.11%

12 250 17.67% 29.27% 26.59% 34.45% 18.62% 29.71% 27.47% 35.52%

12 500 12.76% 23.38% 19.13% 30.34% 13.58% 23.87% 19.87% 31.45%

12 1,000 9.28% 19.15% 13.78% 27.04% 9.90% 19.74% 14.35% 28.26%

Length is the length of items; SS is the sample size, and RMSE is Root Mean Square Error without the degree of freedom adjustment.

50

https://doi.org/10.3389/fpsyg.2023.1298534
https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org


Cheng et al. 10.3389/fpsyg.2023.1298534

Frontiers in Psychology 06 frontiersin.org

RMSE is not applicable for this design. Yet, criteria are needed for 
the purpose of this new design. Hence, we propose two criteria:

Ideally, FPm and FNm should be close to 0% across all conditions. 
Therefore, for comparison between statistics, the fewer the number of 
conditions having a number larger than zero, the better the statistic.

In addition, suppose that FPm or FNm is larger than 5% in a 
certain condition. We suggest that the statistic should be deemed 
questionable in this condition and not used. This suggestion is based 
on the standard tolerable level of binary decision error. For instance, 
if a statistic shows an FPm of 0.3 when the sample size is 200, we would 
propose that this statistic is unreliable in this sample size condition 
because an acceptable level of relationship can be reported by this 
statistic even if the statistic in the population follows a null 
distribution. However, this statistic could be reliable with a sample size 
of 1,000, depending on TP, TN, FPm, and FNm values following this 
rationale. As a result, we  suggest that extreme conditions in 
psychological research should be included in the simulation study to 
provide comprehensive results.

Design

At first, for both FPm and FNm, the following conditions were 
included in our study as the original study did: the four internal 
consistency indices and questionnaire lengths of 6 and 12 items. 
We included 250, 500, and 1,000 for sample size. In addition, small 
sample sizes of 20, 25, 30, 35, 40, 45, and 50 are included in this study 
to test whether there is any condition in psychological studies that 
these biases will influence TN results.

In the evaluation of FPm, the datasets were simulated with the 
same population [i.e., N (0.1)] as in Study 1 to create the null 
distribution of statistics. In the evaluation of FNm, the datasets were 
simulated with the same method implemented in the original study. 
This makes the overall conditions 7*2 = 14. Both tau-equivalent and 
congeneric models are included. The population covariance matrixes 
are displayed in the code. All four statistics in the original study are 
included with questionnaire lengths of 6 and 12. Consequently, this 
makes the overall conditions 14 in FPm and 28 in FNm.

Results

The simulation results of FPm are displayed in Table 3, while the 
results of FNm are displayed in Table 4. As can be seen in Table 3, 
based on the criteria we proposed, (1) Alpha performs best when there 
is a null distribution in the internal consistency, and (2) the acceptable 
level of results of Omega, GLB, and GLBa is questionable when the 
sample size is less than 30 to 40, depending on the questionnaire 
length. As can be seen in Table 4, based on the criteria we proposed, 
all internal consistency indices showed good FNm. This suggests that, 
under the conditions of our study using the four indices, a result close 
to zero is highly unlikely to originate from a population with an 
acceptable level of internal consistency.

Discussion

Our study, alongside the original study by Trizano-Hermosilla 
and Alvarado (2016), presents a new Monte Carlo simulation design 

within the confusion matrix paradigm. We  have proposed new 
conditions, guided by the perspective of the confusion matrix, that 
should be included in the evaluation of statistical simulation studies. 
Firstly, we will discuss the findings of internal consistency indices. 
Secondly, we  will provide a summary of how to apply this novel 
confusion matrix design to simulation studies in statistics comparison. 
Thirdly, we will engage in a general discussion.

Issues of internal consistency indices

This study is not primarily focused on which kind of internal 
consistency indices should be  used in psychological research. 
Therefore, the study has replicated the design of the original study (i.e., 
sample size and questionnaire length) when applicable to provide an 
example of how to apply this confusion matrix design. This does not 
imply that we see no space for improvement in the conditions included 
in the study. For instance, Likert scale variables should be included in 
the simulation as internal consistency indexes are usually applied to 
the Likert scale variables in psychological research (Croasmun and 
Ostrom, 2011). However, we have found additional empirical evidence 
that should be  used as a reference for the performance of these 
statistics. Through this additional evidence, we  have found that 
Omega and GLB indices do not perform well enough for small sample 
sizes under some conditions. Yet, our results do not imply that Alpha 
should necessarily be preferred over Omega. We admit that Alpha has 
shortcomings as an index for measuring internal consistency, which 
is boosted by the length of the questionnaire or prerequisites that are 
violated, as described in previous studies (McNeish, 2018; Hayes and 
Counts, 2020).

However, we have found that under some conditions (e.g., sample 
size = 20, 30, or 40), Omega.total and GLB are boosted and thus 
become unreliable. Specifically, it is difficult to distinguish a 
population with random numbers from a population that has high 
internal consistency. Therefore, in these conditions (i.e., sample size 

TABLE 3 Estimation of false positive modified in Study 2.

Length SS Alpha Omega GLB GLBa

6 20 0.19% 49.93% 11.07% 8.48%

6 30 0.00% 16.55% 1.73% 1.85%

6 40 0.00% 5.43% 0.22% 0.36%

6 50 0.00% 1.63% 0.07% 0.16%

6 250 0.00% 0.00% 0.00% 0.00%

6 500 0.00% 0.00% 0.00% 0.00%

6 1,000 0.00% 0.00% 0.00% 0.00%

12 20 0.89% 40.98% 85.25% 35.37%

12 30 0.00% 5.03% 42.15% 11.59%

12 40 0.00% 0.32% 14.03% 3.36%

12 50 0.00% 0.02% 3.70% 0.98%

12 250 0.00% 0.00% 0.00% 0.00%

12 500 0.00% 0.00% 0.00% 0.00%

12 1,000 0.00% 0.00% 0.00% 0.00%

Length is the length of items; SS is the sample size. The percentage values are acceptable (i.e., 
adequate reliability) when the dataset follows a null distribution (i.e., zero reliability) in the 
population. Percentages in bold are the Percentages above 5%, which suggests the result of a 
specific statistic is questionable in this condition.
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<40), we  recommend that Omega.total and GLB be  avoided in 
estimating the internal consistency, no matter what kind of 
performance Omega.total has when there is an acceptable level of the 
parameters in a given population. These suggestions are based on the 
results of this simulation study, which are limited by the study’s design.

We simulated a null distribution for internal consistency, 
specifically using a normal distribution generated randomly for each 
item. This implies that all effects in the dataset are essentially noise. To 
our understanding, the reason why the Omega statistic tends to 
be  inflated in small sample sizes is due to its value range being 
restricted to [0,1]. Consequently, any noise in the dataset 
disproportionately affects Omega positively. As suggested by Okada 
(2017), the zero-winsorized method can create positive biases. 
Especially in conditions of small sample sizes, such biases can lead to 
inflated results, sometimes even exceeding the established cut-off 
(i.e., 0.7).

Moreover, related Omega indices, such as Hierarchical Omega, 
should also be tested when researchers aim to measure the reliability 
of the general factor only. All these indices with these conditions 
should be tested through the TP and TN conditions, corresponding 
to FPm and FNm. Most importantly, all these conditions should 
be tested simultaneously in a simulation study to provide empirical 
evidence for applied researchers. Suppose the proposed design had 
been applied in the original study. A more conservative 
recommendation of Omega with a discussion of Omega’s limitations 
will be provided in the original study and studies influenced by the 
original study (Watkins, 2017; McNeish, 2018; Cortina et al., 2020).

Practical recommendations and steps 
when implementing a confusion matrix 
design through Monte Carlo simulation

Step 1: Both conditions in which there is a certain relationship 
between variables and the condition in which the expected association 
is deemed as absent should be included in the simulation design (i.e., 
the null distribution of statistics), together with other relevant criteria 
such as sample size, distribution, and alike. These two kinds of 
conditions ought to be included as TP and TN, respectively.

In simulating the null distribution of statistics, we advocate for 
consistently employing the method outlined in the APA guidelines 
(Fan, 2012). This approach ensures that the simulation design 
accurately represents a population with a null statistic distribution and 
assesses its impact on the observed sample statistics. Our findings 
confirm that it is possible to reconstruct an estimation by a normally 
distributed dataset in the absence of internal consistency across four 
reliability statistics, which have theoretical and practical implications 
that are related to the definition and calculation of what is considered 
to be  a large sample. For instance, as described in Study 1, 
we calculated all four statistics (i.e., Omega, Alpha, GLB, and GLBa) 
with a large sample of 100,000 and a standard normal distribution, 
ensuring the inclusion of a null distribution of statistics since all the 
statistics are close to zero in such an extensive sample.

Meanwhile, it’s important to acknowledge that there are various 
types of null distributions for a statistic. Although our simulation 
study only includes normal distributions, we encourage researchers to 
explore a broader range of nonnormal distributions. This expansion 
is crucial to estimating the robustness of statistics under a variety of 
True Negative (TN) conditions. When doing so, researchers should 
employ the checking method we mentioned earlier to ensure that the 
design excludes any relationship specific to the statistic being tested.

Step 2: Suppose there is a commonly used cut-off or an acceptable 
level of a statistic with a continuous result. FPm (5) and FNm (6) 
should be measured in various conditions, such as those conditions 
commonly occurring in practice.

We have already described the difficulty of practicing FN and FP 
directly in statistics used in psychology. Yet, we also admit that FNm 
is necessary but not sufficient to estimate FN. Analogically speaking, 
using FNm to replace FN and using FPm to replace FP would be like 
trying to measure whether an unknown number X is bigger than 1 to 
solve the question of whether X > 2. If X ≤ 1, then X is definitely less 
than 2. However, if X > 1, it does not necessarily mean X is 
greater than 2.

TABLE 4 Estimation of false negative modified in Study 2.

QL SS Condition Alpha Omega GLB GLBa

6 20 TE 0.28% 0.00% 0.00% 0.00%

6 20 CG 0.34% 0.00% 0.00% 0.00%

12 20 TE 0.01% 0.00% 0.00% 0.00%

12 20 CG 0.01% 0.00% 0.00% 0.00%

6 30 TE 0.09% 0.00% 0.00% 0.00%

6 30 CG 0.15% 0.00% 0.00% 0.00%

12 30 TE 0.03% 0.00% 0.00% 0.00%

12 30 CG 0.01% 0.00% 0.00% 0.00%

6 40 TE 0.03% 0.00% 0.00% 0.00%

6 40 CG 0.03% 0.00% 0.00% 0.00%

12 40 TE 0.01% 0.00% 0.00% 0.00%

12 40 CG 0.00% 0.00% 0.00% 0.00%

6 50 TE 0.00% 0.00% 0.00% 0.00%

6 50 CG 0.03% 0.00% 0.00% 0.00%

12 50 TE 0.02% 0.00% 0.00% 0.00%

12 50 CG 0.02% 0.00% 0.00% 0.00%

6 250 TE 0.00% 0.00% 0.00% 0.00%

6 250 CG 0.01% 0.00% 0.00% 0.00%

12 250 TE 0.00% 0.00% 0.00% 0.00%

12 250 CG 0.00% 0.00% 0.00% 0.00%

6 500 TE 0.00% 0.00% 0.00% 0.00%

6 500 CG 0.01% 0.00% 0.00% 0.00%

12 500 TE 0.00% 0.00% 0.00% 0.00%

12 500 CG 0.00% 0.00% 0.00% 0.00%

6 1,000 TE 0.00% 0.00% 0.00% 0.00%

6 1,000 CG 0.06% 0.00% 0.00% 0.00%

12 1,000 TE 0.00% 0.00% 0.00% 0.00%

12 1,000 CG 0.00% 0.00% 0.00% 0.00%

QL is the length of items; SS is the sample size. TE is tau-equivalent model. CG is Congeneric 
model. Percentage values are failures that suggest statistics report that there is no internal 
consistency when in fact, there is an acceptable internal consistency in the population.

52

https://doi.org/10.3389/fpsyg.2023.1298534
https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org


Cheng et al. 10.3389/fpsyg.2023.1298534

Frontiers in Psychology 08 frontiersin.org

The confusion matrix design also works in this way. Suppose 
a statistic can report a result above the cut-off or an acceptable 
level of a relationship between variables measured by this statistic 
when there is a null distribution of the statistics in this condition. 
In this case, it is also highly likely that the statistic will report a 
result above this cut-off when the population parameter is lower 
than the acceptable level. As a result, the statistics in this 
condition are not reliable. To estimate the possibility of this 
situation, we  conducted another simulation study that used 
internal consistency levels of 0.3 and 0.5 as the true parameters of 
the population. The result is in Table 5. According to our findings, 
the Omega is also boosted in the conditions tested as questionable 
by FPm. Therefore, FPm scores above 5% are reliable enough to 
ascertain when a statistic should be  considered questionable. 
Some researchers might argue that this part of the simulation may 
also be included in our proposed confusion matrix design. Yet, for 
some statistics, it is not easy to find a present but not acceptable 
level of the statistic.

Furthermore, our research identified two key relationships 
between True Negative (TN) and FPm. If a statistic shows poor 
performance in the TN condition, it is likely to also fare poorly in 
the FPm condition. This observation aligns with the rationale 
we discussed earlier. Additionally, we found that a positive bias in 
TN is correlated with an increased likelihood of simulation study 
results meeting the acceptable cut-off. Using the original study as 
an empirical example of True Positive (TP), we can reasonably 
infer that all four indices demonstrate robust performance in 

FNm. Thus, for statistics without a pre-established cut-off, 
we recommend using TN and TP as predictive references. A large 
absolute value in percentage bias and RMSE suggests that the 
statistical output is likely derived from population samples.

Several research scenarios

We have demonstrated a comprehensive example of applying 
this enhanced confusion matrix design in evaluating internal 
consistency indices. To further clarify, we propose that this design 
is versatile and can be applied to a broader range of tasks. Before 
delving into a general discussion, we will present three concise 
examples illustrating how the confusion matrix design can 
be implemented in other published simulation studies. In the first 
two studies, only TN conditions can be applied, as these studies 
do not have a common cut-off for their respective statistics (i.e., 
correlation coefficients and mediation correlation coefficients). 
However, for the third study, we  will apply the full confusion 
matrix design, as it involves a cut-off for Root Mean Square Error 
of Approximation (RMSEA) in Structural Equation 
Modeling (SEM).

Ventura-León et al. (2023) executed a Monte Carlo simulation 
study focusing on correlation coefficients commonly used in 
psychology research. They examined various population 
correlation conditions, such as 0.12, 0.20, 0.31, and 0.50, under 
nonnormal distributions and distributions with outliers. Their 

TABLE 5 Estimation of false positive method with unacceptable internal consistency level.

QL SS Condition IL Alpha Omega GLB GLBa

6 20 TE 0.3 0.75% 56.45% 35.83% 34.83%

6 25 TE 0.3 0.20% 39.08% 23.99% 25.93%

6 30 TE 0.3 0.12% 27.14% 16.02% 19.77%

6 35 TE 0.3 0.02% 18.08% 10.25% 14.81%

6 40 TE 0.3 0.01% 12.68% 6.28% 10.77%

6 45 TE 0.3 0.02% 8.89% 4.12% 8.35%

6 50 TE 0.3 0.00% 6.63% 2.60% 6.68%

6 250 TE 0.3 0.00% 0.00% 0.00% 0.00%

6 500 TE 0.3 0.00% 0.00% 0.00% 0.00%

6 1,000 TE 0.3 0.00% 0.00% 0.00% 0.00%

12 20 CG 0.5 6.82% 60.38% 99.63% 92.11%

12 25 CG 0.5 3.65% 40.39% 98.48% 88.77%

12 30 CG 0.5 2.07% 28.16% 96.93% 85.42%

12 35 CG 0.5 1.21% 21.08% 95.50% 82.38%

12 40 CG 0.5 1.07% 16.04% 93.19% 79.36%

12 45 CG 0.5 0.60% 12.09% 90.52% 76.02%

12 50 CG 0.5 0.47% 9.49% 87.67% 73.44%

12 250 CG 0.5 0.00% 0.00% 2.18% 18.57%

12 500 CG 0.5 0.00% 0.00% 0.00% 7.78%

12 1,000 CG 0.5 0.00% 0.00% 0.00% 3.43%

QL is the length of the questionnaire or the item number in a questionnaire; SS is the sample size. TE is tau-equivalent model. CG is Congeneric model. IL is the population internal 
consistency parameter of Alpha. Percentage values are failures that suggest that a statistic report that internal consistency is above the cut-off when in fact, there is an internal consistency 
parameter that is considerably away from this cut-off.
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findings indicated that the Winzorized Pearson correlation 
coefficient (Wilcox, 2011) performed the best within the 
simulated conditions they included. Based on the design of our 
study, we  suggest that Ventura-León et  al. (2023) should also 
consider including conditions with a null distribution of the 
statistics, specifically where the population correlation is zero that 
can be used as TN. The absence of TN in their study leaves a gap 
in empirical evidence regarding the performance of correlation 
coefficients under this condition. This omission poses a risk, as 
certain correlation coefficients may exhibit poor performance at 
the zero point, like the Eta square effect size (Okada, 2013) and 
the Omega statistics in our simulation.

Sim et al. (2022) conducted a Monte Carlo simulation study 
to estimate the necessary sample size for detecting mediation 
effects in various models. Their study included partial and full 
mediation conditions, providing the minimum sample size 
required to detect these effects. However, their design overlooked 
the inclusion of null distribution of mediation effects conditions, 
which are crucial for assessing the sample size needed to maintain 
a reasonable Type-I error level. This omission can bring 
significant problems. For instance, suppose a sample size 
requirement of 200 is found under some null distribution 
conditions to ensure the correct result is found in most 
replications. Then, the conclusions of Sim et  al. (2022) might 
be called into question. They concluded that a sample size of 90 
is sufficient to detect a mediation effect when the factor loading 
is 0.7 with a large effect size. Yet, this sample size level may not 
avoid the detection of a mediation effect in a population where 
no such effect exists. Including conditions with no mediation 
effect, as TN proposed in our study, is essential to test and validate 
the sample size requirements thoroughly.

In the case of the studies by Ventura-León et al. (2023) and 
Sim et al. (2022), the simulation conditions of FPm and FNm are 
not applicable, as these studies lack defined criteria for 
determining satisfactory levels of mediation effect or correlation 
coefficients. Next, we will examine another study by Gao et al. 
(2020), which focuses on the RMSEA in SEM. Our discussion will 
first detail the design of Gao, Shi, and Maydeu-Olivares’s study, 
followed by its shortcomings. We  will then explore how the 
methodology of our study can be  applied to theirs to address 
these limitations.

Gao et al. (2020) used a Monte Carlo simulation study to examine 
the robustness of several RMSEA measurements. Their studies have 
included several robust RMSEA measurement methods and 
conditions with normal and nonnormal distributions. They found that 
RMSEA with mean and variance corrections is the most robust as it 
performs best across all conditions.

From our perspective, the study conducted by Gao et  al. 
(2020) has shortcomings. One significant limitation is their 
failure to test the statistics under a null distribution condition, 
such as a simulated distribution in which items bear no 
relationship to the model. This omission means that they have not 
provided empirical evidence about the performance of these 
statistics in such a null condition. Therefore, it is essential to 
include TN conditions in their analysis. Additionally, they should 
test whether any RMSEA correction methods can yield results 
considered a good fit under null distribution conditions. This 

FPm design could be assessed using a cut-off of 0.08, as Fabrigar 
(1999) suggested, across various conditions. If certain conditions 
reveal a good fit using an RMSEA correction method, then the 
performance of these statistics under these specific conditions 
becomes questionable. A similar approach could be applied to 
assess FNm.

General discussion

This study introduces a novel simulation design based on a 
confusion matrix framework. As we  propose, this innovative 
design is particularly suited for use in simulation studies that 
focus on comparing the performance of statistical methods under 
various conditions. To demonstrate its applicability, we  have 
presented three potential scenarios and a detailed example 
illustrating the implementation of this design.

It is somewhat surprising that researchers might overlook the 
fact that studies like the original one can only yield empirical 
evidence when the attribute under investigation reaches an 
acceptable level. Consider a hypothetical scenario where all 
populations in psychological research exhibit an acceptable level 
of a particular statistical parameter. In such a case, regardless of 
whether the original study violated any assumptions, there would 
be no necessity to develop statistics to verify the existence of an 
effect. Furthermore, it’s important to reiterate that APA guidelines 
advise researchers to include a null effect in any simulation of 
effect, specifically the absence of a mean difference between two 
groups (Fan, 2012). However, the rationale provided by the APA 
primarily aims to prevent Type-I errors, potentially leading 
researchers to mistakenly believe that the null distribution of 
statistics is only relevant for inferential statistics closely related 
to NHST. Our research findings suggest otherwise; different 
statistics may perform variably under different conditions. 
Identifying the most suitable statistic for these conditions 
requires including these conditions with an evaluation of the 
commonly used criteria.
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Appendix

The R code that generated all the data and simulation results in 
this study is available in a separate file that is attached to the current 
submission to the journal Frontiers in Psychology. It is also available 
through the URL: https://liqas.org/code-under-review/. Researchers 
are encouraged to simulate and replicate the results for future research. 
This study was not preregistered.
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Department of Developmental Psychology, Institute of Psychology and Education, Ulm University, Ulm,

Germany

Introduction: The Centrality of Event Scale (CES) has frequently been used to

measure the degree towhich positive and negative life events are perceived central

to a person’s identity and life story; and previous research suggests that individuals

rate their most positive memory as more central compared to their most negative

one. When comparing the centrality of two (or more) memories within individuals,

one needs to ensure that the CES (or its short form) is equally valid for di�erent

types of events (i.e., positive and negative) as well as on di�erent levels of analyses

(i.e., on the between-person and the within-person level), pointing to the issue of

measurement invariance.

Methods: Three-hundred sixty-five adults (18–89 years of age) reported up to

ten positive and up to ten negative autobiographical memories. For each memory

reported, participants completed the seven-item short form of the CES, which

measures three di�erent components of centrality: Events can form a central

component of identity (two items), a turning point in the life story (three items),

and a reference point for everyday inferences (two items).

Results: Based on exploratory and confirmatory factor analyses, we found a

two-factor structure (Self-Perception and Life-Course) to fit the data best at both

levels of analyses and for both positive and negative events. Strict measurement

invariance could be applied for positive and negative events at between-person

level and at within-person level. The two factors, which measure the impact of an

event on either a person’s self-perception or their (future) life course, were rated

higher for positive compared to negative memories. This di�erence, however, was

stronger for the self-perception factor.

Discussion: The present study provides a first examination of the factorial

structure of the CES short form on two levels (within and between persons) as well

as for two types of life events (positive and negative). Whereas, a unidimensional

scale might be su�cient to measure the centrality of stressful or traumatic life

events, a more fine-graded measure seems better suited to understand the

di�erent roles of positive and negative life events for a person’s identity and

life story.

KEYWORDS

Centrality of Event Scale, multilevel factor analysis, positive autobiographical memories,

negative autobiographical memories, within persons, between persons
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1 Introduction

The Centrality of Event Scale (CES), originally developed

to measure whether and, if so, to which degree stressful and

traumatic life events have become central to an individual’s identity

and life story (Berntsen and Rubin, 2006), has extensively been

used in research on post-traumatic stress disorder (e.g., Schuettler

and Boals, 2011; Groleau et al., 2013), psychopathology (e.g.,

Pinto-Gouveia and Matos, 2011), and depression (e.g., Newby

and Moulds, 2011). Results of these studies have shown that the

centrality of a stressful and traumatic event is correlated with the

severity of symptoms in post-traumatic stress disorder (Brown

et al., 2010), prolonged grief disorder and depression (Boelen,

2012), current feelings of shame (Pinto-Gouveia and Matos, 2011),

and poor physical health outcomes (Boals, 2010).

In the present study, our goal was to shed some light on

the measurement properties of (the brief version of) the CES

(see below). More specifically, we aimed to clarify whether event

centrality can be measured comparably for positive and negative

events as well as at two levels of data—between persons and

within persons.

1.1 Factorial structure of the CES

Although the CES has frequently been used, its factorial

structure has been investigated only a few times. Originally, the

CES was developed to assess three different possible functions that

(traumatic) life events may have (Berntsen and Rubin, 2006). The

first function entails how a (traumatic) life event has become a

reference point, which, from a functional memory perspective,

serves as guidance for future behavior, or for learning from one’s

past experiences (Pillemer, 2009; Rasmussen and Berntsen, 2009).

An exemplar item from the CES capturing this function is “This

event has become a reference point for the way I understand new

experiences.” A second function captures how a (traumatic) life

event is seen as a turning point in one’s life. From a life narrative

perspective, the traumatic event thus functions as closing one

chapter and beginning another (e.g., Habermas, 2019). An item

from the CES that reflects this function is “If this event had not

happened to me, I would be a different person today.” Finally, the

third function addresses how an event has become a part of one’s

personal identity, such that the event is seen as a symbol or theme

in one’s life. The CES taps this phenomenon through items such as

“I automatically see connections and similarities between this event

and experiences in my present life.”

In line with these considerations, an exploratory factor analysis

of the CES in an undergraduate sample returned three factors

with eigenvalues larger than one (Berntsen and Rubin, 2006).

However, because there was a drop in the size of eigenvalues

from the first compared to the other two eigenvalues, the authors

proposed the 20 items of the CES to be unidimensional, that

is, to measure one underlying latent variable (or factor) of event

centrality. Unfortunately, indexes of model fit, factor loadings, or

measures of explained variance were not reported, such that the

adequacy of a one-factor model compared to a three-factor model

cannot be fully evaluated.

By contrast, in a sample of 195 Brazilian undergraduate

students, Gauer et al. (2013) found the 20-itemCES to be composed

of three orthogonal factors, which they found via exploratory

factor analysis followed by varimax rotation. Similar to Berntsen

and Rubin (2006), there was a drop in eigenvalues from the first

eigenvalue on, but the authors nevertheless opted for a three-factor

solution. The interpretation of the three factors was in line with

the functions proposed theoretically. Specifically, the first factor,

on which 10 items showed loadings >0.45, was interpreted as the

extent to which the memory of an event has become a reference

point for everyday life. The authors interpreted the second factor,

onwhich seven items had loadings>0.45, as the degree thememory

of an event has turned into a central component of a person’s

identity. Finally, the third factor (three loadings >0.45) measured

the amount of which an event reflected a turning point in a

person’s life story.1 Note that the factors were chosen to bemutually

uncorrelated (i.e., orthogonal), which, in turn, implies that items

can show loadings on all three factors. Because the authors decided

to only report factor loadings >0.45, the interpretation of the

factors is not completely transparent, since it remains unknown

whether items significantly loaded on more than one factor and,

if so, how strong these cross-loadings were. Moreover, indexes of

model fit were not given in the article.

In a sample of 872 Italian adolescents, Ionio et al. (2018) also

found a three-factor solution using confirmatory factor analysis,

which mapped the factors proposed theoretically by Berntsen

and Rubin (2006). The first factor, on which eight items were

designated to load (loadings ranging from 0.60 to 0.78), assessed

the extent to which an event had become a reference point for

expectations and the attribution of meaning to other personal life

events. The second factor, composed of seven items with loadings

ranging from 0.65 to 0.78, measured the perception of an event

as central to one’s personal identity. Finally, the third factor (five

items with loadings ranging from 0.73 to 0.83) reflected whether

an event was perceived as a turning point in one’s life story. In

addition, the authors tested for measurement invariance across

gender and found that factor loadings and intercepts were equal

for females and males, implying strong measurement invariance

(Meredith and Horn, 2001). Some relevant information is missing

in the article, however. For example, the correlations among

factors were not reported. In addition, after having established

strongmeasurement invariances across gender, differences in factor

parameters (variances, covariances, and means) have, apparently,

not been analyzed.

In a study of 1,079 Portuguese adolescents, Vagos et al. (2018)

found a three-factor solution as well, which was based on item

content and achieved the best model fit. The first factor (“reference

point”, on which 7 items loaded) was similar to that of Ionio et al.

(2018). Likewise, the second factor (“turning point”, five items) and

the third factor (“personal identity”, six items) showed substantial

overlap with the Ionio et al. (2018) solution. Notably, however,

the authors excluded Items 2 and 11, such that the analyses were

1 The amount of explained variance by the respective factors as given in

Table 1 in Gauer et al. (2013) was, obviously, calculated before the varimax

rotation. Notwithstanding, from these numbers the total sum of variance

explained by the three-factor solution can be calculated, which gives 62%.
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based on 18 items. Strong measurement invariance across female

andmale subsamples was established and a subsequent comparison

of factor means showed that females had lower means on factors 2

and 3. The three factors were strongly correlated, ranging from 0.74

between “reference point” and “personal identity” to 0.85 between

“reference point” and “turning point”.

In a sample of 263 adults who had experienced at least one

traumatic event,Wamser-Nanney (2019) reported that a CES three-

factor solution fit the data adequately. However, the three factors

were very strongly correlated (r = 0.92–0.96), wherefore the author

conducted further analyses with a one-factor model—albeit the

one-factor solution only showed a marginal fit for the data and

represented a significant decrease in fit compared to the three-

factor model.

In a recent article, Bruce and Handal (2023) examined the

CES factor structure in a sample of MTurk participants recruited

online for a survey-based study on self-reported experiences post-

trauma and a sample of students exposed to trauma. For the data

analysis, from both studies those participants who described their

trauma as either bereavement (N = 221) or sexual assault (N =

97) were selected, resulting in a sample size of 318 persons. In

both groups, a two-factor solution emerged from an exploratory

factor analysis using varimax rotation. Notwithstanding, in both

groups a one-factor solutions was also evaluated, which accounted

for 54 and 61% of variance, respectively. Indexes of model fit were

not reported.

To summarize previous research on the factorial structure of

the CES, it appears as if three factors may be more appropriate to

describe the associations among the 20 items—at least in samples of

younger adults and predominantly regarding traumatic, stressful or

(themost) negative life events.Moreover, the three-factor solutions,

with a grain of salt, map to the theoretical structure suggested by

Berntsen and Rubin (2006). At the same time, factors are typically

strongly correlated, which is why some authors opted for a one-

factor solution (e.g., Wamser-Nanney, 2019; Bruce and Handal,

2023). Note, however, that the strong correlations among factors

(which imply strong inter-item correlations) may result from the

fact that mostly traumatic and most negative events were evaluated

by participants—one would expect relatively strong endorsement of

all CES items in this case. What complicates a thorough evaluation

of previous studies on the factorial structure of the CES is that

different analysis approaches have been used (e.g., orthogonal vs.

oblique rotation), results stem from samples differing in the severity

of the events evaluated using the CES, different language versions

of the CES have been employed, and, finally, relevant information

is missing in publications.

1.2 The CES short form

Berntsen and Rubin (2006) also suggested a brief version of

the CES, composed of those seven items that were most strongly

correlated with the total score of the original scale. This brief

version has also frequently been used in research on the centrality

of life events (e.g., Boals, 2010; Rubin et al., 2014). Only a few

studies have examined the factorial structure of this short form and,

again, these studies focused exclusively on traumatic, respectively

negative life events of young adults. Most of them favor a single

factor structure as proposed by Berntsen and Rubin (2006).

For instance, in the aforementioned study, Vagos et al. (2018)

not only investigated the factorial structure of the full version,

but also of the short form of the CES. The authors specified

three measurement models, the unidimensional model suggested

by Berntsen and Rubin (2006), a unidimensional model based

on the seven strongest items correlations suggested by Gauer

et al. (2013), and, finally, a three-factor model representing the

theoretically postulated components of the CES (i.e., reference

point, turning point, and personal identity). The authors favored

the unidimensional solution suggested by Gauer et al. (2013),

although the three-factor model showed a better fit in terms of

RMSEA, CFI, and SRMR. One has to keep inmind, though, that the

short form is comprised of seven items only, implying that either

one or two factors can be extracted in a meaningful way (based on

the requirement of a minimum of three indicators per factor).

Galán et al. (2017) also tested the factorial structure of both the

full and short version of the CES in a sample of undergraduates

from Spain. Based on two confirmatory factor analyses, their

findings support a single factor structure for both CES versions.

It is unclear, however, whether other CFA models with more than

one factor were tested, because the authors reported results for the

single factor solutions only. The same holds for a study conducted

by Azadfar et al. (2022). These authors tested the unidimensional

structure of the CES short form (and only the single factor

structure) in a sample of Iranian university students with a history

of at least one romantic breakup, on which the CES measure was

based on. Measurement invariance analyses showed that the single

factor structure of the CES short form was invariant across gender.

Vermeulen et al. (2020) based their analyses on a sample of 311

Dutch-speaking psychology students (mostly female). Their data

favor a single factor solution based on a factor analysis for ordered-

categorical data. However, the authors found the best fit for a model

that is comprised of six items only (excluding item 7: “This event

was a turning point in my life”).

With respect to the CES short form, results of previous

studies appear much more unequivocal. In general, a one-factor

solution seems to capture the associations among the seven items

adequately. However, as for the full CES, relevant information that

would help evaluate findings more carefully is lacking in almost

all studies.

1.3 Centrality of positive and negative
events

More recently, the CES (most frequently in its brief version) has

also been applied to assess the event centrality of non-traumatic

autobiographical events, for example, positive vs. negative life

events. Based on the so-called “positivity bias” in autobiographical

memory (Walker et al., 2003), individuals are expected to focus

on positive information about their personal past more strongly

than on negative information. Similarly, the “fading affect bias”

(Walker et al., 1997) suggests that the affect intensity of negative

events decreases more quickly across time than the affect intensity

of positive events (see Hoehne, 2023). The assumption thus
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is that individuals tend to assign stronger centrality ratings to

emotionally positive events compared to emotionally negative

events (Pociūnaitė and Zimprich, 2023).

In line with this assumption, Berntsen et al. (2011) found that

in older persons the centrality ratings differed in dependence on

whether the life event was positive or negative, with the former

having a significantly higher event centrality. Similar findings were

reported by Zaragoza Scherman et al. (2015). Their study included

middle-aged and older adults from Mexico, Greenland, China,

and Denmark. Participants completed event centrality scales for

their most positive and most negative life events. Across cultures,

participants rated positive events as more central than negative

events. The same authors conducted a similar study to compare

centrality ratings for highly positive and highly negative memories

in a sample including young and middle-aged adults, again from

Mexico, Greenland, China, and Denmark (Zaragoza Scherman

et al., 2020). Both age groups rated their positive memories as

more central compared to their negative memories. However, the

relative difference between those ratings was smaller in the young

adults group (younger adults reported a lower centrality of positive

memories than middle-aged adults did). This aligns with studies

focusing on samples of younger adults that found no differences

in the event centrality ratings between positive and negative events

(see Rasmussen and Berntsen, 2009; Boals, 2010, but see Rasmussen

and Berntsen, 2013).

Note that one precondition to compare the centrality of

emotionally positive vs. emotionally negative autobiographical

events is that the CES (or its short form, which was mainly used

in previous studies) is equally valid for both types of events. If

this precondition does not hold, observed score differences (i.e.,

CES means of positive vs. negative events) will not accurately

reflect true differences in the quantity being measured (i.e.,

centrality). Psychometricians have developed theory and methods

for assessing whether scores are equivalent in meaning and metric

across individuals and/or within individuals (e.g., judging the

centrality of positive vs. negative events), a condition referred to

as measurement invariance (Meredith, 1993; Meredith and Horn,

2001). What we refer to here is not measurement invariance

between (groups of) persons—something that has already been

examined by Vagos et al. (2018), for example, with respect to males

and females. Our concern here is measurement invariance within

persons, that is, whether centrality is measured in a comparable

manner for positive and negative events when individuals rate

centrality for both event types.

1.4 The present study: a multilevel
perspective on event centrality

In the present study, we approach the measurement of event

centrality from two different, but related perspectives, a within-

person and a between-person perspective. Moreover, these two

perspectives will be adopted for both positive and negative

events (cf. Pociūnaitė et al., 2022).

The measurement of event centrality can help answering

two conceptually different questions. The first question touches

upon the measurement of differences between persons in the sense

of, for example, examining whether persons with post-traumatic

stress disorder symptoms judge the centrality of a stressful

event higher than persons with no post-traumatic stress disorder

symptomatology. This type of investigation, which can be described

as examining between-person or interindividual differences in

event centrality, is the predominant way the CES has been used in

previous studies (e.g., Ionio et al., 2018; Bruce and Handal, 2023).

There is a second perspective on event centrality. If participants

are asked, for example, to judge the centrality of events forming

their emotionally most positive vs. their emotionally most negative

autobiographical memories, the measurement of event centrality

can also refer to within-person or intraindividual differences, that

is, differences among events. For example, the event centrality of

an emotionally negative event might be higher within individuals

than that of an emotionally positive event (e.g., Zaragoza Scherman

et al., 2015). This within-person perspective comes into play as soon

as participants are asked to rate the event centrality of more than

one event from their past.

These two types of measuring event centrality—one within-

person, the other between-person—can be systematically compared

with respect to their measurement qualities by imposing different

degrees of measurement invariance (see below). Even more options

to examine measurement invariance come into play when the

within- and between-person perspectives are transferred to event

centrality measurements of positive vs. negative events.

More specifically, in the present study we address the following

research questions: (1) Is the measurement of event centrality (as

measured by the brief CES) comparable for positive and negative

events? (2) Is the measurement of event centrality comparable

within and between persons? (3) Combining questions (1) and (2),

is the measurement of event centrality comparable both for positive

and negative events and within and between persons?

2 Methods

2.1 Sample

The sample of the present study comprised 365 adults aged

between 18 and 89 years (M = 49.58, SD = 17.05).2 The majority of

the sample was female (67.1%). Participants were mostly married

(58.6%) or single (28.8%). Almost half of the sample had graduated

from university (45.2%). Sixty-two participants were university

students (17%). Most of them belonged to the group of young

adults (n= 60). Themajority of the sample reported to be employed,

but occupational status differed considerably with age. Overall,

subjective health was rated as good (M = 2.23, SD = 0.88) on a scale

ranging from excellent (1) to poor (5).

Participants were recruited through promotional flyers, e-mail,

and word of mouth. To participate in the study, individuals had

to be at least 18 old and have a good working knowledge of the

German language. After finishing the study, they could take part in

a lottery to win a gift voucher (worth 15 Euros). For students, there

was an option to get course credit (instead of lottery).

2 Part of the data have been used in a previous study with a di�erent focus

(see Pociūnaitė et al., 2022).
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2.2 Procedure and measures

Data were collected online using the www.soscisurvey.de

platform (Leiner, 2019). After having given their informed consent,

participants provided demographic information (e.g., age, gender,

marital status, education) and rated their subjective health. Next,

participants were asked to recall up to ten positive memories. They

were instructed to briefly describe the (first) memory that came to

their mind. Participants were told that memories did not have to be

extraordinary, but should refer to a specific and distinct event from

their personal past. For each memory, a separate page was provided

where participants were asked to enter a brief description of the

event and proceed to the next memory once they were finished. In

the next step, participants were asked to recall up to ten negative

memories. The instruction and the procedure were identical to the

one for positive memories. If participants did not find 10 positive

and/or 10 negative memories to report, they could proceed to the

next page. Order of the procedure was the same for all participants.

After having described positive and negative memories,

participants completed a personality questionnaire. Subsequently,

participants were presented with their description of positive and

negative memories and were asked to answer several questions

concerning the events described (see below). Memories were

presented in the order in which they had been recalled (again,

starting with positive and then negative memories).

Centrality of event. Participants rated the event centrality for

each reported memory. We used the seven-item short version of

the CES, which—as suggested by Berntsen and Rubin (2006)—

consists of Items 3, 6, 10, 12, 16, 17, and 18 of the original CES.

Responses were made on a 5-point Likert-scale ranging from totally

disagree (1) to totally agree (5). German item wordings were based

on the translation of two independent researchers and are very

similar to those of the recently published German version of the

full CES (Conen et al., 2022).

2.3 Modeling approach

The data in the present study represent a typical multilevel

situation, where measurements (centrality of event of different

positive and negative autobiographical memories) are nested

within persons (Hox, 1995). Consider a multivariate situation of

multilevel data, in which there are i = 1, . . . ,N individuals

(Level 2) and within each individual, there are p variables (i.e.,

the seven CES items) measured with respect to j = 1, . . . ,mi

autobiographical memories (Level 1).3 Let yij denote the p × 1

vector of CES items measured in individual i with respect to

autobiographical memory j. Suppose that this vector of measured

variables is composed as

yij = µ + vi + wij,

where µ is a p × 1 vector of overall (or sample) means of the

CES items, vi is a p × 1 vector of deviations of the individual-

specific means of the CES items from the overall means (i.e.,

3 The subscript i for the numberm of AMs designates that individuals were

allowed to di�er in the number of AMs they reported.

vi = ȳi − µ, where ȳi denotes the vector of individual-specific

means of the CES items) and wij is a p × 1 vector of memory-

specific deviations from the individual-specific mean deviations

(i.e., wij = yij − ȳi). The vectors vi and wij are independent

with expectations E(vi) = E(wij) = 0 and covariance matrices

C(vi) = 62, the covariance matrix of interindividual (or between-

person) differences, and C(wij) = 61, the covariance matrix of

intraindividual (or within-person) differences. Assume that the

between-person or interindividual differences at Level 2 can be

described by a factor analysis model (Longford and Muthén, 1992)

such that

vi = 3bξ i + ui,

where 3b is a p × q matrix of factor loadings at Level 2 (or

the between-person level), ξ i is a q × 1 vector of factor scores

of individual i at Level 2, and ui is a p × 1 vector of residuals

at Level 2. Factor scores are assumed to be normally distributed

with zero means and covariance matrix 8, that is, ξ i ∼ N (0,8).

Similarly, residuals are normally distributed with zero means and

covariance matrix2u, that is, ui ∼ N (0,2u). Assuming that factor

scores and residuals are independent, the between-person or Level

2 covariance matrix predicted by the factor analysis model is

62 = viv
′
i = 3b83′

b + 2u.

Moreover, suppose that the within-person or intraindividual

differences can also be described by a factor analysis model, that

is,

wij = 3wηij + eij,

where 3w is a p × r matrix of factor loadings at Level 1 (or the

within-person level), ηij is a r × 1 vector of factor scores at Level

1, and eij is a p × 1 vector of residuals at Level 1. Both factor

scores and residuals at Level are assumed to be independent and

normally distributed with zero means and covariance matrices 9

and 2e, respectively, that is, ηij ∼ N (0,9) and eij ∼ N (0,2e).

The predicted Level 1 covariance matrix then is

61 = wijw
′
ij = 3w93′

w + 2e.

The total covariance matrix of observed variables is thus equal to

(cf. McDonald, 1993)

6total = 62 + 61 = 3b83′
b + 2u︸ ︷︷ ︸

+ 3w93′
w + 2e︸ ︷︷ ︸ .

between-person within-person (1)

The Level 2 or between-person part of Equation (1) is to be

interpreted in line with conventional factor analysis, that is, the

between-factors and the between-residuals refer to interindividual

differences. The within part in Equation (1), however, differs from

standard factor analysis in that it reflects the associations among

intraindividual differences (cf. Mehta and Neale, 2005). Here,

factors capture shared within-person differences in judging the

event centrality of different autobiographical memories.
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TABLE 1 Four models of the CES estimated simultaneously.

Positive (p)
events

Negative (n) events

Level 1: within (w)

persons

61p =
3wp9p3

′
wp + 2ep

61n = 3wn9n3
′
wn + 2en

Level 2: between (b)

persons

62p =
3bp8p3

′
bp + 2up

62n = 3bn8n3
′
bn + 2un

Total covariance

structure

6p = 61p + 62p 6n = 61n + 62n

Level 2: mean

structure

µp = υp + 3bpκp µn = υn + 3bnκn

2.4 Multilevel measurement invariance

Measurement invariance (MI) in general—and in a multilevel

situation in particular—is a matter of degree (e.g., Zimprich

et al., 2005, 2006, 2012; Zimprich and Martin, 2009; Wolf and

Zimprich, 2015). More specifically, one may distinguish four forms

of measurement invariance (cf. Meredith, 1993; Meredith and

Horn, 2001). Configural invariance entails that the number of

factors and the according salient and non-salient loadings are

equal at both levels, i.e., within and between persons, which

ensures that the dimensionality of the measured construct is

equivalent. Weak invariance (or pattern invariance) requires that

factor loading matrices be fully invariant within and between

persons, i.e., 3w = 3b. On a conceptual level, weak invariance

ensures that the same manifest variables (the seven CES items)

relate to concepts (factors) in the same way. With weakMI holding,

factor variances and covariances can be compared across levels,

because the factors are scaled equally. Strong invariance (or metric

invariance) requires that, in addition to factor loading matrices,

latent intercepts of the manifest indicators be invariant. As such,

because latent intercepts are only estimated at Level 2, it has

no direct equivalent in a multilevel factor analysis. Finally, strict

invariance adds the constraint of residual variances be invariant at

both levels. Although, technically, it is possible to impose strict MI

(more specifically, equal residual variances) in a multilevel factor

analysis, one would typically not expect it to hold because on Level

2 residual covariances are typically much smaller because they

represent “average” residual variances across Level 1 units.

As noted above, in the present study centrality of event was

rated for up to 10 positive and up to 10 negative events. Comparing

the measurement of event centrality across positive and negative

events allows for more invariance analyses than by a typical

multilevel factor analysis alone. If one combines the two-level data

situation with the fact that centrality ratings were given for positive

and negative events, a scheme of four (sub-)models emerges that

can be examinedwith respect to theirmeasurement properties. This

scheme is shown in Table 1 with an obvious extension of notation

using p for positive events and n for negative events.

Given this scheme, configural invariance can be investigated

for (1) the measurement of event centrality positive and negative

events, (2) for the measurement within and between persons, and

(3) for positive and negative events and for both analysis levels. For

weak invariance, the same three types of models can be examined,

such that weak invariance can hold across levels, across positive and

negative events, and both.

Regarding strong invariance—which cannot be tested across

levels—we can investigate the equality of item intercepts across

positive and negative events on Level 2 (between persons). This

requires additional notation as shown in Table 1 under “mean

structure.” Here, µp and µn are the observed means for the CES

items as rated for positive and negative events, υp and υn are the

latent intercepts of the CES items for positive and negative events,

and κp and κn are the factor means for positive and negative events.

Strong invariance across positive and negative events then implies

υp = υn = υ.

Given that weak invariance also holds across positive and negative

events, i.e., 3bp = 3bn = 3b, we have that

µp − µn = (υp + 3bpκp)− (υn + 3bnκn)

= 3b(κp − κn),

which shows that, between persons, factor means can directly be

compared across positive and negative events. One has to keep

in mind that Level 2 is the only data level where factor mean

comparisons appear meaningful, because on Level 1 a comparison

of factor means of positive and negative events, if possible, would

entail a comparison of 10 positive with 10 negative events or 45

comparisons in total.

2.5 Assessing model fit

Typically, the fit of an entire multilevel model is evaluated

simultaneously—as it is done in ordinary confirmatory factor

analysis, for example (e.g., Zimprich et al., 2005). In multilevel

data, however, the sample size is usually much larger at Level 1

(within persons) compared to Level 2 (between persons). In our

case, there were 5,081 events reported by 365 individuals. For

this reason, the fit of the entire model is likely to be dominated

by the (lack of) fit on Level 1 and may not be sensitive enough

to model misspecifications at Level 2 (Yuan and Bentler, 2007;

Ryu and West, 2009). To overcome this problem of standard fit

indexes, two approaches have been developed to evaluate model

fit in multilevel structural equation models. One approach utilizes

partially saturated models to obtain the fit of the Level 1 and Level

2 models separately (Ryu and West, 2009). The other approach, in

a first step, estimates the (asymptotic) covariance matrices of the

manifest variables at Level 1 and Level 2, which are then used as

input data in single-level structural equation models (Yuan and

Bentler, 2007). Unfortunately, neither one of the two approaches

can be used when parameters are constrained across levels—as is

the case in the present study.

As an alternative, the Standardized Root Mean Square Residual

(SRMR) can be calculated for both levels, which is equal to the

square root of the squared standardized residual variances and

covariances. The SRMR is computed as

SRMR =

√√√√√ 1

t + p


∑

k≤l

(ε̂∗
kl
)2 +

∑

k

(ε̂∗
l
)2


,
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with

ε̂∗kl =
skl√
s2
k
s2
l

− σ̂kl√
σ̂ 2
k
σ̂ 2
l

and ε̂∗k = mk√
s2
k

− µ̂k√
σ̂ 2
k

,

where t = p(p+1)
2 is the number of (non-redundant) variances and

covariances, skl denotes the sample covariance between variables

k and l, s2
k
the sample variance of variable k, and s2

l
the sample

variance of variable l. The model implied counterparts are σ̂kl,

σ̂ 2
k
, and σ̂ 2

l
. Moreover, mk and µk denote the sample and model

implied mean of variable k. The SRMR is suitable for assessing how

well the model in question reproduces the observed associations

among the variables in an interpretable manner. With a grain of

salt, it can be interpreted as the average of the absolute value of

residual correlations. The SRMR can be calculated at both Level

1 and Level 2, thus offering a means to evaluate model fit within

persons and between persons.4 For the SRMR, a cut-off criterium

of 0.08 has been recommended as based on simulation studies (Hu

and Bentler, 1999).

All analyses reported below were conducted using Mplus,

Version 7.11 Muthén and Muthén (2013). The absolute goodness-

of-fit of models was evaluated using the Satorra-Bentler corrected

χ2-test and the Root Mean Square Error of Approximation

(RMSEA). In addition, we report the Standardized Root Mean

Square Residual (SRMR) for both the within- and the between-

person covariance matrix. For both the RMSEA and the SRMR

values <0.08 indicate acceptable model fit, whereas values <0.06

indicate good model fit (Hu and Bentler, 1999). In comparing the

relative fit of nested models, we also detail the Satorra-Bentler

corrected χ2- difference test (Satorra and Bentler, 2010)—which,

however, is expected to show excessive statistical power due to the

large sample size. Thus, we based our decisions on which model to

accept mainly on the SRMR within and between persons.

One additional remark appears in order here. While on Level

2 (between persons), the seven CES Items for the positive and

negative events can covary, this is impossible at Level 1 (within

persons), because an event is either positive or negative. As a

consequence, while on Level 2 there are 14×13
2 = 91 covariances,

on Level 1 there are only 2× 7×6
2 = 42 covariances. To make such a

model amenable for parameter estimation using MPLUS, the Level

1 covariance between the seven CES Items for the positive events

and the seven CES Items for the negative events were constrained

to be zero. At the same time, the total number of degrees of freedom

was reduced by 49 in each model in order to achieve correct

Satorra-Bentler corrected χ2-tests and RMSEAs.

3 Results

Table 2 contains sample statistics for the seven CES items

separately for positive and negative events. Shown are the sample

means, within-person (Level 1) standard deviations, between-

person (Level 2) standard deviations, and intraclass correlations.

Two observations are key in Table 2 : (1) The intraclass correlations

show that, in general, the amount of variance is smaller on Level 2

(between persons) than on Level 1 (within persons). In other words,

4 Note that at Level 1, the part involving means is omitted.

participants differ more with respect to their CES ratings of the 10

positive and 10 negative events they evaluated than they differ from

each other. (2) The intraclass correlations are, on average, lower for

positive compared to negative events (0.266 vs. 0.358).5

3.1 Multilevel factor analyses

In a first model (Model 1 in Table 3), a one-factor model

of centrality was estimated for both positive and negative events

and at both levels of analysis (within and between persons)

simultaneously.6 As can be seen from the fit indexes listed in

Table 3,Model 1 did not fit. An exploratory factor analysis indicated

that a two-factor model (with Items 1, 2, 3, 4 loading on one

factor and Items 5, 6, 7 loading on a second, correlated factor)

described the data adequately.7 Thus, inModel 1a, these two factors

were specified within persons (Level 1), while between persons

we continued with one factor. Although Model 1a represented a

large improvement of fit compared to Model 1 (see Table 3), the

RMSEA was not fully acceptable. Moreover, the SRMRb indicated

that data were not described adequately on Level 2. For Model 1b,

we “reversed” Model 1a by specifying one factor on Level 1 and two

factors on Level 2. Although doing so also improved fit considerably

compared to Model 1, the RMSEA was even less acceptable.

For Model 2, two factors were estimated at both levels of

analysis and for both positive and negative events. This model

(see Table 3) showed an acceptable fit. Moreover, it represented a

huge improvement of fit compared to Model 1. Based on the factor

loadings, we interpreted the first factor as capturing the impact

of an event on a person’s self-perception—in what follows, we

abbreviate this Self-Perception factor as SP. More specifically, the

factor captures the amount of which an event became integrated in

one’s life story and identity. The second factor, by contrast, can be

interpreted as the impact of an event on one’s (future) life-course—

in what follows, we abbreviate this Life-Course factor as LC. Here,

the consequences and implications of an event are in focus.8 Along

another dimension, one could also see the SP factor as capturing the

inward-bound impact of an event on the self, requiring integration

and reflection, whereas the LC gathers the outward-bound impact

5 The average within-person correlation among negative events was r =

0.549 (Median r = 0.535). The average within-person correlation among

positive events was r = 0.572 (Median r = 0.554). Between persons, the

average correlation was r = 0.615 (Median r = 0.606).

6 On both levels, factors were scaled by fixing the sum of their variances to

1. This scaling appears more adequate than the indicator-variable method,

where the loading of one manifest indicator variable is fixed to 1, because in

a measurement invariance analysis the latter would already implicitly assume

equal factor loadings for this marker variable—something that goes untested

until the weak measurement invariance model.

7 Table A1 in the Appendix contains some details on the tow-level

exploratory factor models.

8 Note that on the SP factor items from all three theoretically postulated

factors of centrality (Berntsen and Rubin, 2006) loaded: Item 1 (Identity), Item

2 (Identity), Item 3 (Turning Point), Item 4 (Reference Point). On the LC factor,

items from two theoretically postulated factors loaded: Item5 (Turning Point),

Item 6 (Reference Point), Item 7 (Turning Point).
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TABLE 2 Descriptive statistics of the CES items.

Positive events (n = 2,712) Negative events (n = 2,369)

CES-Item Mean SDw SDb ICC Mean SDw SDb ICC

1. I feel that this event has become part

of my identity.

3.637 1.142 0.682 0.263 3.195 1.118 0.862 0.373

2. This event has become a reference

point for the way understand myself and

the world.

3.161 1.136 0.759 0.309 3.057 1.093 0.857 0.382

3. I feel that this event has become a

central part of my life story.

3.495 1.240 0.697 0.240 3.158 1.185 0.859 0.345

4. This event has colored the way I think

and feel about other experiences.

2.964 1.133 0.746 0.303 3.199 1.077 0.834 0.375

5. This event permanently changed my

life.

3.219 1.367 0.673 0.195 3.029 1.217 0.841 0.323

6. I often think about the effects this

event will have on my future.

2.453 1.169 0.805 0.321 2.444 1.173 0.903 0.372

7. This event was a turning point in my

life.

2.938 1.378 0.762 0.234 2.749 1.246 0.881 0.334

SDw , within-person (level 1) standard deviation; SDb , between-person (level 2) standard deviation; ICC, intraclass correlation.

TABLE 3 Model fit.

Model χ2SB df SC 1χ2SB 1df RMSEA SRMSw SRMRb

1: 1 factor at both levels 3,949∗ 104 0.793 0.085 0.044 0.101

1a: 2 factors within, 1

factor between

2,367∗ 102 0.785 1,060∗a 2 0.066 0.028 0.082

1b: 1 factor within, 2

factors between

3,241∗ 99 0.818 1,612∗a 5 0.079 0.043 0.062

2: 2 factors at both levels 1,962∗ 97 0.799 2,203∗a 7 0.061 0.028 0.062

2a: 2 factors with

residual covariances

454∗ 86 0.756 1,078∗ 11 0.029 0.014 0.039

3: 3 factors at both levels 3,208∗ 84 0.723 747∗a 20 0.072 0.038 0.076

4: weak invariance I 447∗ 91 0.775 3b 5 0.028 0.014 0.039

5: weak invariance II 468∗ 96 0.778 21∗ 5 0.028 0.014 0.040

6: weak invariance III 623∗ 101 0.805 103∗ 5 0.031 0.013 0.057

7: strong invariance I 929∗ 106 0.811 270∗ 5 0.039 0.013 0.068

7a: strong invariance II 737∗ 107 0.809 263∗ 1 0.034 0.013 0.058

8: strict invariance I 735∗ 112 0.841 14* 7 0.033 0.014 0.059

9: strict invariance II 739∗ 119 0.859 15* 7 0.032 0.014 0.059

10: strict invariance III 1,958∗ 126 0.913 785∗ 7 0.054 0.015 0.260

p < 0.01, acompared to Model 1, bcompared to Model 2a. χ2
SB , Satorra-Bentler corrected chi-square; df, degrees of freedom; 1χ2

SB , difference in Satorra-Bentler corrected chi-square values;

1df, difference in degrees of freedom; RMSEA, Root Mean Square Error of Approximation; SRMSw , Standardized Root Mean Square Residual within persons (Level 1); SRMSb , Standardized

Root Mean Square Residual between persons (Level 2).

Model 4 = on the within-person level, factor loadings are constrained to be equal for positive and negative events, i.e., 3wp = 3wn = 3w .

Model 5 = on the between-person level, factor loadings are constrained to be equal for positive and negative events, i.e., 3bp = 3bn = 3b .

Model 6 = on both levels, factor loadings are constrained to be equal for positive and negative events, i.e., 3b = 3w = 3.

Model 7 = intercepts of CES items for positive and negative events are constrained to be equal, i.e., υp = υn = υ.

Model 7a = equality constraint of equal intercepts for positive and negative events relaxed for Item 4.

Model 8 = on the within-person level, residual variances are constrained to be equal for positive and negative events, i.e., 2ep = 2en = 2e .

Model 9 = Model 8 plus, on the between-person level, residual variances are constrained to be equal for positive and negative events, i.e., 2up = 2un = 2u .

Model 10 = Model 9 plus, on both levels, residual variances are constrained to be equal for positive and negative events, i.e., 2u = 2e = 2.
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of an event on a person’s life, being aware of its implications and

consequences. Factors were strongly correlated at both levels of

analysis and for both positive and negative events (rs ranging from

0.52 to 0.88). The model is depicted in Figure 1.

Because according to the RMSEA, fit was at the boundary of

the typical cut-off (0.06) of good model fit, in the next model

(Model 2a in Table 3), we introduced covariances between the same

respective items for positive and negative items on Level 2, the

between-person level (i.e., between Item 1 for positive events and

Item 1 for negative events, etc.).9 Moreover, on Level 1 (within

persons), we introduced residual covariances between Items 1 and

2 for positive and negative events and for Items 2 and 4 for positive

and negative events.10 This model (Model 2a) showed an improved

fit, which, in addition, represented an improvement compared to

the previous model.

For reasons of completeness, we also estimated a three-factor

model with the seven items designated to load on their respective

theoretically proposed factors. As can be seen from Table 3, this

model (Model 3) did not describe the data well. Furthermore,

factors virtually collapsed, that is, their correlations approached

unity. Therefore, we decided to continue with Model 2a, which

served as the configural invariance model for the measurement

invariance analyses.

3.2 Measurement invariance analyses

In examining measurement invariance, in a first model (Model

4 in Table 3), we imposed weak invariance with respect to positive

and negative events at the within-person level (i.e., 3wp = 3wn =
3w). This model showed an acceptable fit, which, moreover, was

indistinguishable from that of Model 2a. Based on this result, we

concluded that weak MI holds for measuring event centrality for

different events (positive vs. negative) within persons.

In the next model (Model 5), the constraint of equal factor

loadings for positive and negative events between persons was

added (i.e., 3bp = 3bn = 3b). Although the Satorra-

Bentler corrected χ2-difference indicated a significant loss of

fit, the RMSEA and both SRMRs remained virtually unchanged,

from which we inferred that weak MI holds for measuring

event centrality across different events (positive vs. negative)

between persons.

Model 6 imposed equal factor loadings across event type

and across levels, thus implying “complete” weak measurement

invariance (i.e., 3w = 3p = 3). As Table 3 shows, doing so led

to a relatively large decrement in model fit. At the same time, the

RMSEA and both SRMRs were still well below their critical cut-

off criterium. For this reason, we regarded Model 6 as adequately

describing the data.

9 These residual covariances appear justified based on the assumption that

there is an individual, idiosyncratic tendency to rate the respective positive

and negative CES items similarly, e.g., generally endorsing Item 1 strongly for

both positive and negative events.

10 The residual covariance between Items 1 and 2 is most likely due to both

items belonging to the “identity” factor of the full CES. For Items 2 and 4, there

is no obvious reason for a residual covariance.

In Model 7, latent intercepts of the CES items were constrained

to be equal across positive and negative events (i.e., υp = υn = υ).

From the fit indexes in Table 3, it becomes apparent that this led

to a relatively large decrease in fit on Level 2 (in line with the fact

that latent intercepts constraints only affect the between-person

data level). Upon inspection, Item 4 (“This event has colored the

way I think and feel about other experiences.”) showed a large

discrepancy for positive and negative events. Therefore, in Model

7a, the constraint of equal intercepts for positive and negative

events was relaxed for Item 4. This model showed an almost

unchanged fit compared toModel 6. Results showed that Item 4was

endorsed more strongly for negative events than what would have

been expected based on the Self-Perception factor differences, while

it was endorsed less strongly for positive events. Taken together,

only partial strong measurement invariance held across positive vs.

negative events.

In Model 8, residual variances were constrained to be equal for

corresponding CES items for positive and negative events at the

within-person level (2ep = 2en = 2e). As can be seen from

Table 3, doing so left model fit almost unchanged. Next, for Model

9, the constraint of equal residual variances for corresponding

CES items for positive and negative events at the between-person

level was added to Model 8 (2up = 2un = 2u). Again, model

fit remained virtually the same. Finally, in Model 10, residual

variances were, in addition to Model 9, required to be equal within

and between persons (2u = 2e = 2). As expected, this model did

not achieve an adequate fit.

Summarizing these analyses, we accepted Model 9 as reflecting

the associations among CES items for positive and negative events

and within and between persons adequately. Model 9 entails

the following elements of measurement invariance: (1) Factor

loadings are completely equal, that is, 3wp = 3wn = 3bp =
3bn = 3. This implies that factor variances and covariances can

be compared across event types and across data levels. Figure 2

depicts the factor variance estimates based on Model 9. If the

84% inferential confidence intervals (see Tryon, 2001) of (any)

two factor variances do not overlap, the variances are significantly

different from each other (p < 0.05). In line with the descriptive

statistics (see Table 2), factor variances were larger on Level 1

(within persons) than on Level 2 (between persons). Moreover, on

both levels, the factor variances of Self-Perception were larger than

for Life-Course, implying that both event differences and individual

differences were more pronounced for Self-Perception than for

Life-Course. In addition, Figure 3 shows the factor covariance

between Self-Perception and Life-Course for positive and negative

AMs and on both data levels. As for the factor variances, factor

covariances are much larger on Level 1, implying that the centrality

assessments – Self-Perception and Life-Course – are more similar

within persons than between persons.11 (2) Item intercepts are

equal for positive and negative events (except Item 4), implying

11 Note that factor correlations (or standardized covariances) are much

more similar across levels (see Figure 1), which results from the fact that

factor variances were also much larger on Level 1. For a comparison of the

strength of relationships among factors across levels, however, covariances

represent the more adequate metric because correlations are based on the

assumption of equal variances—which obviously does not hold (see Figure 2).
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FIGURE 1

Multilevel factor analysis model of the short version of the Centrality of Event Scale (based on Model 9). SP, impact of an event on a person’s

Self-Perception; LC, impact of an event on a persons’s (future) Life-Course. Apart from inter-factor correlations, parameters are unstandardized.

partial strong invariance. Based on Model 9, factor means can be

compared on Level 2 (keeping in mind that factor means were

modeled without Item 4).12 Figure 4 shows the according factor

means scaled in the effect size metric of Cohen’s d—note that the

factor means of the negative events were constrained to be zero for

identification purposes, such that the factor means of the positive

events represent the difference. The (factor) mean difference of

Self-Perception between negative and positive events amounted to

an effect size of 0.58, which conventionally would be regarded a

medium effect. Thus, the impact of positive events on one’s Self-

Perception was judged as larger than that of negative events. By

contrast, for the difference in Life-Course between negative and

positive events, the effect size was 0.32, a small effect. Hence, the

impact of positive events on one’s Life-Course was larger than that

of negative events—although the effect was only about half of the

size of the Self-Perception effect. (3) Residual variances of the seven

CES items were equal for positive and negative at the within-person

and the between-person level, but not across levels. This implies

that conditional variance of item responses (given the SP and LC

12 Only for the Self-Perception factor strong invariance was partial

(because Item 4 is an indicator of it), while for Life-Course full strong

invariance held across event type.

factors), is invariant for intraindividual differences between positive

and negative events and interindividual differences.

4 Discussion

A person’s life story is composed of personally experienced

events that are considered highly self-relevant at the time when

they took place or which maintain self-importance over time

(Bluck and Habermas, 2000; Conway and Holmes, 2004). The life

story provides a person with an overall sense of meaningfulness,

purpose, and coherence (McAdams, 2001), and thus fosters a

sense of self-identity (Conway and Tagini, 2004). However, not

all personally experienced events become part of a person’s life

story; and even those that do, may vary in terms of their

self-relevance. For instance, people typically consider their most

positive autobiographical memory as more central to their identity

than their most negative one (e.g., Zaragoza Scherman et al., 2020;

Pociūnaitė and Zimprich, 2023). The centrality of an event may

not only vary as a function of valence (i.e., positive vs. negative

memories), but also within valence categories in the sense that

some positive (or negative) memories contribute strongly to a

person’s identity and life story, whereas other positive (or negative)

events are perceived as less self-relevant. Against this background,

it is important to ensure that self-report questionnaires tapping
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FIGURE 2

Factor variances of self-perception and life-course for positive and negative events and within and between persons. Also shown are the 84%

inferential confidence intervals (see Tryon, 2001).

FIGURE 3

Factor covariances of self-perception and life-course for positive and negative events and within and between persons. Also shown are the 84%

inferential confidence intervals (see Tryon, 2001).

the degree to which autobiographical memories are embedded in

a person’s life story are reliable measures on both the between-

person level as well as the within-person level. The present study

provides a first examination of the seven items included in the

Centrality of Event Scale (CES) short form. Based on exploratory

and confirmatory factor analyses, we found a two-factor structure

(Self-Perception and Life Course) at both levels of analyses and for

positive and negative events.

4.1 One or two factors of event centrality?

A few studies have tested the factorial structure of the CES

short form and they univocally advocate for a one-factor solution.

Given that the short form consists of seven items only, a one-

factor solution seems both plausible and practical. Depending

on the research question, however, a more fine-graded measure

seems warranted; for instance, to understand why some events
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FIGURE 4

Between-person factor means of self-perception and life-course for positive and negative events (level 2). Also shown are the 84% inferential

confidence intervals (see Tryon, 2001).

are perceived as more central than other events. Much like the

full version of the CES (e.g., Ionio et al., 2018), the short from

is comprised of three, theoretically distinct components: Events

can form a central component of personal identity (two items), a

turning point in the life story (three items), and a reference point

for everyday inferences (two items). These three components are

not that clearly mirrored on our two-factor solution. In fact, the

first factor included items from all three theoretically postulated

factors. What these items share is a focus on the impact of an

event on a person’s self-perception in the sense that the event

shapes how the person thinks and feels about themselves. The first

factor, thus, captures the inward-bound impact of an event on

the cognitive and emotional level, which requires reflecting on the

event and integrating it into one’s identity and life story. The second

factor consists of items capturing the degree to which an event

represents a turning, or reference point; thus only capturing two

of the theoretically proposed factors. What these three items share

is a focus on the event’s impact on a person’s life-course—be it in the

past or anticipated in the future. Put differently, the second factor

describes the outward-bound impact of an event, respectively, the

implications and consequences of an event for a person’s life.

Notably, these two factors show different patterns in terms

of factor variances and covariances on the two data levels:

Variances and covariances were much more pronounced within

persons than between persons. This implies that individuals differ

in assessing the amount of Self-Perception and Life-Course of

their individual autobiographical memories (Level 1 variances)

but are much more similar when all autobiographical memories

are considered together (Level 2 variances). This also shows in

the factor covariances, where Self-Perception and Life-Course

centrality assessments are more strongly related on Level 1 than

on Level 2. In sum, this indicates that there are individuals who

tend to go to more extremes in assessing individual positive

or negative autobiographical memories, but across all reported

autobiographical memories these extremes become more equalized

such that individuals are more similar.With respect to factor means

(between-person level only), participants generally perceived their

positive memories as more central than their negative memories—

as indicated by higher factor means for positive compared to

negative memories—but this difference was more pronounced for

the factor capturing the impact of an event on a person’s self-

perception (medium effect) compared to the factor describing an

event’s impact on the life-course (small effect). This implies that

both positive and negative events have the potential to change a

person’s life, be it in a positive or negative way. However, they show

distinct contributions to a person’s self-perception in the sense

that positive events, in particular, shape how a person is thinking

and feeling about themselves, their identity, and the world. This

aligns with research showing that positive and negative memories

serve different functions in daily life (Rasmussen and Berntsen,

2009). For instance, positive memories are more often used to feel

better (about oneself), whereas negative memories serve to direct

behavior with the goal of avoiding similar experiences, and their

negative impact upon one’s life in the future (Wolf and Demiray,

2019; Wolf et al., 2021).

Our factorial structure of the short, seven-item version of the

CES differs from that found in previous research. Whereas, in

previous studies, the short version typically evinced one underlying

factor, we found two, albeit substantially correlated factors on

the between-person level both for positive and negative events.

There are several possible reasons for this discrepancy. First, in

our study not traumatic, but simply positive and negative events

from their past were assessed using the brief CES. Therefore, one

would expect that (a) centrality in our study is, in general, lower
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than for high-impact, traumatic events and (b) that centrality is

more variable across events. This may have led to lower inter-item

correlations on both levels of analysis compared to previous studies.

Second, between-person differences in our study were not based

on having every participant evaluate one event, but result as the

individual-specific means across CES items across up to 10 positive

and 10 negative events. Associations on Level 2 are expected to be

different among items (as analyzed in previous studies) vs. among

(latent) person-specific means of items (as analyzed in our study).

Importantly, reliability of individual differences can be assumed to

be higher in the approach we used (e.g., Muthén, 1991).

To understand the different roles of positive and negative

events for a person’s identity and life story, a more nuanced

centrality measure seems to offer a more fine-graded picture.

This does not necessarily imply that a two-factor solution

needs to always be applied when using the CES short form.

A unidimensional scale might be sufficient when focusing on a

person’s most stressful or traumatic life event (e.g., Galán et al.,

2017; Vagos et al., 2018; Vermeulen et al., 2020; Azadfar et al., 2022),

because for highly stressful or traumatic events, one would expect a

relatively similar, strong endorsement of all CES items.

4.2 Measurement invariance of the brief
CES

In the present study—to the best of our knowledge for the first

time—the measurement properties of the brief CES were examined

both between and within persons and, simultaneously, for positive

and negative events (see Figure 1). The model we accepted (Model

9) shows that factor loadings were completely invariant across the

quadrants of the scheme in Table 1. That is, weak measurement

invariance was established, which allows for a direct comparison of

factor variances across event types (positive vs. negative) and across

levels of analysis. From Figure 2, it becomes evident that factor

variances of Self-Perception and Life-Course were, in general, larger

within persons than between persons, implying larger differences

among events than among individuals. Moreover, variances of Self-

Perception were larger than variances of Life-Course, indicating

that the amount of which events become integrated in one’s life

story and identity (the inward-bound effect of events) was more

variable than the amount of which an event has implications and

consequences for one’s life (the outward-bound effect of events).

This appears to suggest that a person can have varying internal

interpretations of an event, whereas the external implications is

more objective or more universal.

Intercepts of the CES items were not fully invariant across event

types because Item 4 showed a pattern different from the remaining

items. Whereas, for the other items, both Self-Perception and Life-

Course were more pronounced for positive events, amounting to a

medium and a small effect (see Figure 4), for Item 4 this pattern was

reversed. Thus, negative events appear to color the way individuals

think (and feel) about other experiences more than positive events

do. This finding has a potentially important consequence: A

comparison of the centrality of positive and negative events might

better exclude Item 4, because it (with its reverse effect) leads to

a downward bias of the event centrality difference. As such, one

might suspect that the centrality differences between positive and

negative events reported in the literature (e.g., Zaragoza Scherman

et al., 2015) may underestimate the true difference.

One implication of weak invariance holding across levels

concerns the definition of the intraclass correlation coefficient.

Muthén (1991) proposed a “true” intraclass correlation coefficient

(ρicc), which makes use of the factor-analytic decomposition of the

observed variance into a systematic and a residual part and gives the

error-free proportion of between-person variance (see Equation 1).

For variables that load on one factor only (congeneric model)—as

in the present analysis of the brief CES—we have

ρicc =
λ2
b
φ

λ2
b
φ + λ2wψ

, (2)

where λb is the factor loading of the item in question on Level 2, φ

is the variance of the factor on Level 2, λw is the factor loading on

Level 1, andψ is the variance of the factor on Level 1. By contrast to

the ordinary intraclass correlation coefficient, this “true” intraclass

correlation coefficient is not contaminated by measurement error.

At the same time, however, it is a model-based quantity based on

factor variances, which may take on different values depending on

the model used to estimate it. Based on our Model 9 with equal

factor loadings on the within-person and the between-person level,

Equation (2) can be further simplified, such that (cf. Zimprich and

Martin, 2009)

ρicc =
λ2
b
φ

λ2
b
φ + λ2wψ

= λ2φ

λ2(φ + ψ) = φ

φ + ψ ,

implying equal “true” intraclass correlation coefficients for those

items loading on the same factor (SP vs. LC). From a substantive

perspective equal “true” intraclass correlations appear reasonable:

Those variables measuring the same underlying factor have the

same ratio of “true” between-person variance in comparison to

the total “true” variance—with this ratio being independent of the

actual scaling of variables.

5 Conclusion

The Centrality of Event Scale (CES) was originally developed to

measure the extent of which a traumatic or stressful event becomes

integrated into a person’s identity and life story. Our findings

demonstrate that the CES constitutes a reliable measure to compare

the centrality of emotionally positive and emotionally negative

memories within and between persons. How the CES is analyzed,

however, may depend on the type of events researchers are focusing

on. When focusing on traumatic or highly stressful life events, the

items of the CES short form may form a single factor. In aiming

to understand the different roles of positive and negative events for

a person’s identity and life story, however, it seems warranted to

distinguish between an event’s impact on a person’s Self-Perception

and its consequences for a person’s Life-Course. Moreover, the

seven items of the CES short form may not be equally suited to

meaningfully compare the centrality of positive and negative events

(i.e., Item 4). Finally, based on the two-level interpretation, an

event can have stronger influences on individual differences in self-

perception, whereas the life-course-changing properties of events

appear to be less variable across persons.
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Appendix

TABLE A1 Factor loadings in multilevel exploratory factor analyses of the brief CES.

One-factor model Two-factor model

Within Between Within Between

Item Factor 1 Factor 1 Factor 1 Factor 2 Factor 1 Factor 2

Positive events

1 0.76 0.88 0.52 0.35 0.95 0.00

2 0.69 0.92 0.89 0.00 0.76 0.26

3 0.86 0.85 0.55 0.38 0.68 0.32

4 0.66 0.93 0.64 0.14 0.54 0.26

5 0.89 0.76 0.00 0.93 0.08 0.89

6 0.69 0.40 0.09 0.62 −0.08 0.77

7 0.84 0.67 0.00 0.87 0.00 0.93

Negative events

1 0.75 0.89 0.46 0.33 0.89 0.00

2 0.70 0.93 0.88 0.00 0.94 −0.02

3 0.84 0.95 0.53 0.34 0.57 0.32

4 0.67 0.88 0.60 0.18 0.91 0.00

5 0.84 0.91 0.00 0.91 0.00 0.91

6 0.60 0.69 0.12 0.52 0.15 0.62

7 0.79 0.86 0.00 0.83 0.00 0.94

Geomin rotation was used in the two-factor model. Factor loadings were estimated using Maximum Likelihood.
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The detrimental effects of 
student-disordered behavior at 
school: evidence from using the 
cusp catastrophe
Ghadah Alkhadim *

Faculty of Educational Psychology, Taif University, Taif, Saudi Arabia

Introduction: The purpose of the present study is to examine the potentially 
complex relationship between disordered behavior at school and students’ 
engagement with reading activities given that they enjoy reading. Of particular 
interest is the role of disordered behavior which we believe moderated the 
relationship between liking reading and reading engagement.

Methods: Participants were 2,420 fourth graders who participated in the 2021 
PIRLS study from Saudi Arabia and were selected using stratified random 
sampling from 117 schools in the Kingdom. Data were analyzed using linear 
and nonlinear means such as the linear model, the logistic model, and the cusp 
catastrophe.

Results: Results pointed to the superiority of the cusp catastrophe towards 
predicting student engagement in reading by highlighting the splitting role of 
students’ disruptive classroom behavior.

Discussion: It was evident that exceeding a critical upward level in disruptive 
classroom behavior was associated with unpredictable and sudden changes in 
reading engagement. It is concluded that the application of non-linear means 
may be conducive to understanding complex educational phenomena.

KEYWORDS

reading engagement, liking of reading, disordered behavior, cusp catastrophe, 
nonlinear modeling, nonlinear dynamics systems theory

1 Introduction

Students’ attitudes about reading are significantly impacted by the concept of 
engagement in reading, which includes behavioral, emotional, and cognitive components 
(Fredricks et al., 2004). According to Guthrie and Klauda (2008), this concept is a crucial 
factor in shaping students’ attitudes toward reading. When it comes to reading, behavioral 
engagement refers to the active participation in reading activities, whereas emotional 
engagement comprises the subjective emotional reactions that are experienced when 
reading such as joy and intrinsic interest (Baker et al., 2000; Unrau and Schlackman, 
2006). On the other side, cognitive engagement refers to the mental effort and investment 
that is made to master the content that is being read (Fredricks et al., 2004) and involves 
the use of deep processing and strategic reading behaviors such as previewing, visualizing, 
monitoring, making connections, synthesizing, and summarizing (Pressley and 
Afflerbach, 1995; Wigfield and Guthrie, 1997; Duke and Pearson, 2002; Afflerbach 
et al., 2008).
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The scientific literature emphasizes the importance of reading 
enjoyment in influencing students’ engagement with reading (Martínez 
et al., 2008; Smith et al., 2012; Afflerbach et al., 2013; Mol and Jolles, 
2014; Lim et al., 2015; Ho and Lau, 2018; Merga and Roni, 2018; Preece 
and Levy, 2018; Amiruddin, 2022; Bergen et  al., 2022). Reading 
enjoyment has been consistently found to have a significant positive 
association with students’ reading performance and achievement in 
diverse populations and age groups (Clark, 2011; Shanahan and Lonigan, 
2015; Ho and Lau, 2018). Concerning the association between 
engagement and enjoyment, in a meta-analysis of 52 studies, Guthrie and 
Wigfield (2000) reported a correlation of r = 0.74 which is large by any 
standards (e.g., Cohen, 1992). Additionally, fostering students’ enjoyment 
of reading is imperative to support continued reading engagement 
(Merga and Roni, 2018). It has been highlighted that poor attitudes 
towards reading can lead to disengagement from reading activities 
(Martínez et al., 2008; Amiruddin, 2022). Furthermore, students’ self-
perception of reading ability and enjoyment of reading have been 
identified as strong correlates of reading achievement (Smith et al., 2012). 
The correlation between reading enjoyment and reading skills represents 
a reciprocal association, indicating that literacy skills fuel literacy 
enjoyment, and vice versa (Bergen et al., 2022). It is believed that this 
association is through increased engagement with reading activities 
(Hidi et al., 2006). For example, Allgood et al. (2012) conducted an 
experimental study to increase student engagement with reading and the 
outcome was significant gains in reading achievement. Shared reading 
in school has been associated with increasing student learning, 
engagement, motivation, and enjoyment (Merga, 2017). Moreover, when 
students are absorbed in the world of the book, they tend to 
be particularly engaged in their reading activity (Mol and Jolles, 2014). 
For example, Guthrie and Wigfield (2000) discovered that students who 
display elevated levels of engagement, specifically in terms of having the 
ability to choose and exercise autonomy in their reading activities, exhibit 
a stronger sense of enjoyment towards reading. This pleasurable 
experience, in turn, facilitates a positive feedback loop, strengthening the 
level of involvement (Mol and Bus, 2011).

1.1 Reading engagement and disruptive 
classroom behavior

Student’s disruptive behavior can make the classroom atmosphere 
unsuitable for learning (Stage and Quiroz, 1997). It may result in less 
time spent on teaching and divert the attention of other pupils, which 
might have an indirect negative impact on the class’s reading engagement 
and success (Sullivan et al., 2014). Research has demonstrated that the 
use of effective classroom management strategies is associated with a 
reduction in disruptive conduct and a corresponding improvement in 
academic performance (Bradshaw et  al., 2010). Examples of good 
practices are peer-assisted learning Sinclair et  al. (2019), the good 
behavior game (Smith et  al., 2012), and the systematic analysis of 
behavior (Shumate and Wills, 2010). Furthermore, previous research has 
demonstrated that disruptive behaviors play a crucial role in moderating 
the relationship between class assignment and reading proficiency in 
kindergarten, pointing to the potentially detrimental effect on reading 
acquisition (Coventry et al., 2009). Even more important is the fact that 
disruptive behaviors have a substantial role in moderating the 
relationship between students’ reading proficiency, their conduct within 
the educational setting, and the instructional competencies of teachers 

(Brokamp et al., 2018). Research has demonstrated that the presence of 
disruptive behavior can lead to adverse psychological effects such as 
stress, anxiety, annoyance, and even rage on the part of teachers. Poor 
teacher-student relationships can result in lower expectations and lower-
quality instruction, which can affect students’ reading success (Hughes 
et al., 2008). These negative emotions can hinder effective communication 
and collaboration among individuals, ultimately leading to a possible 
decline in the quality of education and services provided (Rosenstein and 
O’Daniel, 2008) and similarly significant decrements in students’ reading 
achievement (Pisecco et  al., 2001). Interestingly, the potentially 
moderating role of a disruptive classroom environment on student 
engagement with reading activities has only been investigated using 
linear analytical means assuming an analogous effect across all levels of 
disruptive behavior. The present study hypothesizes that the relationship 
between disruptive student behaviors and engagement in reading 
activities is most likely non-linear and best described by the cusp 
catastrophe (Cobb and Zacks, 1985). Below there is an analytical account 
of this thesis.

1.2 Nonlinear dynamics and the cusp 
catastrophe model

The cusp catastrophe model, a fundamental idea within the field of 
nonlinear dynamical systems theory, was formulated by René Thom in 
the 1970s and subsequently popularized by Eric Zeeman. This model 
plays a crucial role in explaining abrupt and profound shifts in behavior 
or occurrences, which linear models encounter difficulty in accurately 
forecasting. The extensive utilization of the cusp catastrophe model 
across many fields highlights its adaptability and a broad range of 
applications. The economic model elucidates non-linear associations 
between predictors and outcomes, encompassing the dynamics of 
financial markets during times of crisis and the anticipation of pivotal 
junctures within economic systems (Chen et al., 2014, 2020). Within 
the field of engineering, the utilization of stability analysis is prevalent 
in the examination of nonlinear material structures and the anticipation 
of catastrophic failures resulting from stress-induced conditions (Wang 
et  al., 2011). Furthermore, the utilization of the model has been 
observed in the domains of public health, and behavioral research, as 
well as in the comprehension of intricate phenomena such as the 
dynamics of rangeland ecosystems and fetal heart rate decelerations 
(Lockwood and Lockwood, 1993; Kikuchi et al., 2006). More recently, 
several studies in education, educational psychology, and mainstream 
psychology have employed the cusp catastrophe model. These studies 
attempted to explain the roles and functioning of motivation 
(Stamovlasis and Gonida, 2018), problem solving (Stamovlasis and 
Tsaparlis, 2012), health (Clair, 1998) or public health concerns (Ding-
Geng and Chen, 2017) to mention a few.

The functioning of the cusp model is based on the integration of 
two control parameters, which serve as external factors affecting the 
system, along with a behavior variable that signifies the current state 
of the system. As the aforementioned parameters exhibit variability, 
the system experiences a significant metamorphosis, distinguished by 
an abrupt transition from one state to another. The sudden transition, 
referred to as a cusp., takes place along a distinct curve inside the 
parameter space, highlighting the significant influence of these 
external inputs in initiating the system’s metamorphosis. The model is 
represented as a three-dimensional surface, frequently exhibiting a 
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cusp-like form, wherein smooth variations in the control parameters 
can result in sudden and discontinuous alterations in the behavior 
variable, a phenomenon referred to as ‘bifurcation’. In equation form 
(Lockwood and Lockwood, 1993), the cusp catastrophe model is 
described by a potential function V (y, a, b) as follows:

 
( ) 2 41 1

2 4
αβ α β= + −V y y y y

 
(1)

With the potential function ‘V’, state variable ‘y’, and the 
asymmetry and bifurcation parameters ‘a’ and ‘b’. The values of the 
parameters ‘a’ and ‘b’, which are considered to move slowly in 
comparison to y, define the state of the system. As the two control 
parameters change the behavior evolves either gradually or suddenly 
depending on when the bifurcation term value enters the so-called 
critical point for which abrupt and sudden changes in the outcome 
variable in any direction are expected.

The purpose of the present study was to explore the potentially 
complex relationship between disordered behavior at school and 
students’ engagement with reading activities given that they enjoy 
reading. Of particular interest is the role of disordered behavior which 
we believe moderated the relationship between liking reading and 
reading engagement. It is hypothesized that its role is moderating but 
also in a non-linear fashion. That is, moderators are evaluated at 
different levels within their linear scaling. For disordered and 
disruptive behavior in the class, this relationship is likely non-linear 
as reading engagement likely drops to extremely low levels when 
disruption levels exceed any manageable by the teacher level. 
Consequently, the relationship between student-disordered behavior 
in the class and engagement with reading activities is likely better 
modeled within the cusp catastrophe model for which engagement 
may likely present itself with abrupt and discontinuous alterations.

2 Method

2.1 Participants

Participants were 2,420 fourth graders who participated in the 
2021 PIRLS study from Saudi Arabia. Students were selected using 
stratified random sampling from 117 schools in the Kingdom. Only 
Saudi students and those who had complete data participated, thus, 
listwise deletion was employed. Exclusionary criteria involved 
international students or students whose native language was not 
Arabic and those whose achievement was too low to be estimated to 
avoid floor effects in achievement. There were 1,434 girls (59.3%) and 
986 boys (40.7%). Data, methodology, scales, and reports from PIRLS 
2021 may be accessed directly at: https://pirls2021.org/.

2.2 Measures

All scales were completed by students. Estimation of internal 
consistency reliability involved Cronbach’s alpha.

2.2.1 Disorderly behavior during lessons
This scale is comprised of five items evaluating the frequency 

with which disorderly conduct is present in the classroom and is 

based on student reports. Example behaviors were “students do not 
listen to what the teacher says” or “there is too much noise for 
students to work well.” (see Supplementary Appendix A). Items 
were scored using a 4-point rating scale system anchored between 
the options “never” and “every or almost every lesson.” The scale 
was utilized using its original scoring system which was based on 
the fit of the Rasch model. The direction of scoring was so that 
lower scores are indicative of aberrant behavioral patterns. Alpha 
internal consistency reliability was 0.83.

2.2.2 Students like reading
This scale also completed by students was comprised of 8 items 

utilizing a r-point scaling system denoting agreement to disagreement. 
Item content related to the joy of reading, the challenge and learning 
from reading, etc. (see Supplementary Appendix A). The scale scores 
using the Rasch model were utilized as per the developer’s suggestions. 
Higher scores were indicative of higher interest and joy from being 
engaged in reading activities. Alpha internal consistency reliability 
was 0.81.

2.2.3 Students engaged in reading lessons
This scale included nine items using a 4-point agreement-

disagreement scaling system. Sample items were “My teacher gives me 
interesting things to read,” and “My teacher encourages me to say what 
I think about what I have read” (see Supplementary Appendix A). 
Higher scores were indicative of higher engagement with reading 
tasks. The alpha internal consistency reliability of the scale was 0.83.

2.3 Data analyzes

2.3.1 Cusp catastrophe model and prerequisite 
assumptions

The main assumption of the cusp model is the presence of 
bimodality or multimodality in the dependent variable suggesting 
different states of behavior as a function of the asymmetry and 
bifurcation variables. For this reason, I  employed the multimode 
package (Ameijeiras-Alonso et al., 2021) in R which acts as a toolbox 
for assessing multimodality by engaging the diptest package 
(Maechler, 2016) for applying the Hartigan and Hartigan (1985) 
procedure, and the modeest package (Poncet, 2019) to assess the true 
number of modes.

The cusp catastrophe model was evaluated using the cusp 
package in R (Grasman et al., 2009) and variables were standardized 
as theta scores from the Rasch model were used. Figure 1 displays 
the main theses of the cusp catastrophe in the context of students’ 
engagement in reading. When levels in the asymmetry variable 
(namely liking of reading) and the bifurcation variable (disordered 
behavior in the classroom) are low, the relationship between 
student reading engagement and disruptive behavior is likely linear 
and positive as shown in Pattern A. However, when levels of 
disruption exceed a critical high level, termed the cusp point (point 
B in the figure), from which the classroom environment is no 
longer conducive to learning, the cusp model expects that reading 
engagement becomes unpredictable and is no longer explained 
using linear terms (see Pattern B). This qualitative description of 
the reading engagement process provided by its three-dimensional 
model renders it a potent tool for understanding complex and 
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multivariate educational phenomena (Chen and Chen, 2015). 
Omnibus model fit was evaluated by contrasting the cusp model 
with the linear model (as in multiple regression analysis with all 
predictors entered in one step), and the logistic model (evaluating 
the behavior of the outcome variable using an S-shaped curve). In 
particular, the logistic model provides for a competing alternative 
to the cusp model as it also models nonlinear trajectories. The level 
of significance was set to 0.01 to account for the relatively large 
sample size and the correspondingly large amounts of 
statistical power.

3 Results

3.1 Prerequisite statistical analyzes

Figure 2 displays the findings from the tests of bimodality and 
multimodality. As shown in Figure 2, upper panel, four modes were 
identified. First, the conclusion of multimodality was confirmed using 
Hartigan’s dip test for unimodality (D = 0.084, p < 0.001). As a second 
step, Silverman’s (1981) critical bandwidth test evaluated alternative 
hypotheses for the presence of more than one mode. All tests up to 3 
modes pointed to accepting the alternative hypothesis that a different 
number of modes was evident. Only when 4 modes was the reference 
value, the null hypothesis was supported in that the actual number of 
modalities was not different from four (Critical bandwidth = 0.363, 
p = 0.058). Figure  2, lower panel, displays the sizer plot with the 

transition between the colors blue and purple indicating a change in 
the trajectory of behavior from a negative trend to a zero trend, and 
colors transitioning from purple to red, changes in behavior from a 
zero trend to a positive trend (Chaudhuri and Marron, 1999). All this 
information adds evidence to the conclusion of multimodality in the 
dependent variable.

3.2 Prediction of reading engagement from 
reading enjoyment and a disordered 
classroom environment

Table 1 displays global fit statistics from contrasting linear, logistic, 
and cusp models. As shown in the table, all information criteria values 
were saliently smaller in the cusp model compared to the linear and 
logistic comparison models. Further evidence was provided by 
contrasting the linear and cusp model using a chi-square difference 
test, which was significant in favor of the latter [χ2 (3) = 4,698, 
p < 0.001]. Thus, model fit significantly favored the cusp model over 
competing models.

Table 2 displays the parameters of the cusp model, with all being 
significantly different from zero. Focusing on the slope terms of the 
asymmetry and bifurcation variables, the liking of reading was a 
significant positive predictor of student engagement with reading as 
expected (b = 0.331, p < 0.001). Similarly, student disordering in the 
classroom had a positive slope which is associated with the presence 
of sudden and unpredictable changes in reading engagement as per 

FIGURE 1

Description of the cusp model within the context of student’s engagement with reading activities (outcome variable) predicted by the linear effects of 
students’ liking of reading (asymmetry variable) and the splitting effects from having a disordered classroom environment (bifurcation variable).
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the cusp model premises (b = 0.112, p < 0.001). Thus, as the asymmetry 
factor increases, that is, the liking of reading and disordered behavior 
is at low levels student engagement with reading grows linearly. 
However, when classroom-disordered behavior grows beyond some 
critical adaptive point, student engagement with reading takes on 
various values and becomes unpredictable.

Figure  3, right panel, displays distributions of students’ 
responses at various areas of the lower response surface. As posited 
by the main theses of the model (e.g., Cobb and Zacks, 1985), 
bimodality and multimodality are evident at various areas within 
the response surface with a small number of observations (i.e., 
n = 6) being present within the bifurcation area. The upper left 
panel of Figure 3 displays the observations as they oscillate from 

the upper to the lower surface. Observations with “darker” colors 
are closer to the upper surface and the opposite is true of 
observations with lighter colors. The larger dots are indicative 
of coordinates with data from more than one participant. The lower 
right part of the figure displays the observations as they move from 
the upper to the lower surface. Last, Figure  4 displays residual 
versus fitted values for which a slight negative trend is to 
be expected as was the case with simulated data (Grasman et al., 
2009). Collectively all the information corroborates with the idea 
that the present data were a good fit for the cusp catastrophe model.

4 Discussion

The purpose of the present study was to explore the potentially 
complex relationship between disordered behavior at school and 
students’ engagement with reading activities given that they like and 
enjoy reading. Of particular interest is the role of disordered behavior 
which, as expected, moderated the relationship between students’ 
liking of reading and reading engagement.

With reading enjoyment serving as the asymmetry variable and 
disordered student behavior as the bifurcation variable, the cusp 
catastrophe model offered a sophisticated knowledge of how 
engagement can fluctuate suddenly and unexpectedly due to the 
classroom environment. The prevailing scenario from the present 
findings is that engagement remains stable when disruptive behavior 
in the classroom increases up to some moderate levels that define a 
critical point, the cusp point. Beyond that point, any minor increase 
in students’ disruptive behavior is likely associated with a significant 
and sudden drop in students’ engagement with reading activities. 
This finding adds to the scientific literature that has demonstrated 
the negative propensities of disruptive behavior in the classroom 
and suggests tha these effects are more pronounced than what was 
earlier predicted using the linear model (Stage and Quiroz, 1997; 
Bradshaw et al., 2010). Empirical studies conductedin educational 
settings have yielded evidence that supports the presence of 
nonlinear effects in student engagement (Oliver et al., 2011). For 
example, scientific studies have demonstrated that levels of 
engagement can vary significantly and are influenced by factors 
such as students’ positive emotions and adaptive coping strategies 
(Reschly et al., 2008; Guardino and Fullerton, 2010; Cook et al., 
2013). The present results highlight the significance of maintaining 
a well-structured classroom environment and cultivating a favorable 
mindset towards reading. Even minor adjustments in these aspects 
can result in notable improvements in student involvement. This 
method emphasizes how important it is for the classroom 
environment and each student’s attitudes toward reading to play a 
part in determining engagement patterns. This approach provides 
educators with a framework for recognizing and resolving the 

Upper Panel

Lower Panel

FIGURE 2

Multimodality in student engagement with reading activities at school 
using density plot (upper panel) and the sizer map (lower panel).

TABLE 1 Model comparison across linear and cusp models using descriptive information criteria.

Models tested Loglikelihood Parameters AIC AICc BIC

1. Linear −5836.003 4 11680.010 11680.020 11703.725

2. Logistic −5776.694 5 11563.390 11563.410 11593.038

3. Cusp −3486.770 7 6987.540 6987.581 7029.049

Npar, Number of estimated parameters; AIC, Akaike criterion; AICc, Corrected AIC with an adjustment for sample size; BIC, Bayesian information criterion.
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TABLE 2 Parameter estimates of the cusp model for the prediction of student engagement with reading activities as a function of student liking of 
reading (asymmetry var.) and disordered student behavior in class (bifurcation var.).

Terms in Cusp 
Model

Slope LCI95% UCI95% S.E. Z-test p-value

a0(Intercept) −3.015 −3.681 −2.348 0.340 −8.859 <0.001***

a1(Liking of Reading) 0.331 0.276 0.387 0.028 11.74 <0.001***

b0(Intercept) −1.453 −1.550 −1.356 0.050 −29.272 <0.001***

b1(Student Disordered 

Behavior) 0.112 0.103 0.121 0.005 24.127

<0.001***

w0(Intercept) −3.522 −3.639 −3.405 0.060 −59.004 <0.001***

w1(Student Engagement) 0.364 0.356 0.373 0.004 82.067 <0.001***

The terms a, b, and w refer to asymmetry, bifurcation, and outcome variables’ intercept and slope terms, respectively; Intercepts are denoted with the ‘0’ subscript and slopes with “1”.
LCI95% = Lower 95% Confidence Interval; UCI95% = Lower 95% Confidence Interval.
***p < 0.001, **p < 0.01, *p < 0.05 for two-tailed tests. The observed p-values were further corrected for experimenter-wise error and were still all significant at p < 0.001.

FIGURE 3

The upper left figure displays the lower surface with observations oscillating from the upper to the lower surface. The lower left figure shows 
observations transitioning across surfaces. The figures to the right show densities at various locations on the response surface. The terms “High” and 
“Low” refer to levels of the outcome, asymmetry, and bifurcation variables.
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critical elements that might have an abrupt effect on students’ 
participation in academic activities.

4.1 Study limitations and future directions

Several items related to the cusp catastrophe model contribute to 
its limitations. First, causality cannot be inferred as a correlational 
design was utilized and the data represent a snapshot of what was in 
place during 2021 in schools in the Saudi Arabia Kingdom. Second, 
the cusp model has been criticized for lacking generalizability as 
individual and contextual factors vary by classroom and school, thus, 
the generality of the present findings should be viewed with caution 
(see Cobb and Zacks, 1985). Third, overfitting the model is a potential 
risk as simpler analytical models may also fit the specific model and 
be preferred using the principle of parsimony (Stewart, 1981). Fourth, 
the self-reported nature of the data are associated with some degree 
of correlation due to the common method. Thus, the observed 
relationships may be likely inflated due to medium. Last, the analytical 
methodology reflected a selection of Cobb’s model among other 
alternatives such as Guastello’s polynomial regression. In the future, it 
will be important to replicate the present findings and extend them by 
including person-relevant attributes that may act as a buffer against 
the negative effects of a disruptive classroom environment. Gender 
differences and social-contextual factors such as student SES and 
private or public schooling may be important moderators towards 
understanding such complex educational phenomena.
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Principal goals at school: 
evaluating construct validity and 
response scaling format
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The purpose of the present study was to test the efficacy and appropriateness 
of the 4-point response option of the Principal’s Goals Scale of the SASS (1999–
2000) survey. Competing dichotomous models with various conceptualizations 
were constructed and tested against the original polytomous conceptualization. 
Participants were 8,524 principals from whom 64% were males and 36% females. 
Principals’ goals were assessed using a 6-item scale anchored across points 
reflecting proximity to achieving a goal. The original polytomous conceptualization 
was contrasted to a dichotomous two-pole conceptualization using a model 
with freely estimated discriminations (two-parameter logistic model, 2PL) as 
well as the Rasch model assuming equal discrimination parameters. Results 
indicated that the 2PL dichotomous model provided the most optimal model fit. 
Furthermore, item-related, and person-related estimates pointed to enhanced 
accuracy and validity for the dichotomous model conceptualization compared 
to the polytomous model. It is suggested that a dichotomous scaling system is 
considered in subsequent measurements of the scale as a means of enhancing 
the accuracy and validity of the measured trait.

KEYWORDS

principal goals, SASS survey, response scaling, item response theory, collapsing rating 
scale categories

1 Introduction

Principals of schools should make it a priority to develop ambitious objectives for their 
institutions since doing so may have a beneficial effect on many facets of the learning 
environment and the results for students. Creating a culture in which high expectations are 
the norm among instructors, students, and parents may be accomplished by setting lofty 
objectives. According to research conducted by Jussim and Harber (2005), having high 
expectations from instructors has a beneficial effect on the academic performance of their 
students. When administrators set lofty objectives for their schools, they inspire every member 
of the school community to strive for greatness, which in turn leads to an increase in both 
effort and engagement. In addition, research has indicated that schools with strong leadership 
and clear objectives tend to have greater levels of student accomplishment (Hallinger and 
Heck, 1996; Leithwood et al., 2004). There is a correlation between principals who have high 
standards for academic success and those who provide an atmosphere of support for both 
teachers and students (Bozkurt, 2023; Perkasa et al., 2023). This correlation contributes to 
enhanced learning outcomes.

To boost teacher retention rates and promote professional development programs, setting 
ambitious targets may be quite helpful. The development of a feeling of professional progress 
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and happiness in one’s work is facilitated when administrators 
articulate an aspiration for academic superiority and provide teachers 
with the resources necessary to realize that aspiration. According to 
Hanushek et al. (2004), this, in turn, serves to contribute to the overall 
quality of education and helps the school retain excellent educators 
inside the institution. Furthermore, ambitious objectives inspire 
principals and their teams to seek out creative techniques and apply 
evidence-based solutions. According to Leithwood et  al. (2008), 
principals can create positive changes in teaching techniques, 
curriculum design, and school-wide. Policy by cultivating a culture of 
continuous improvement in their schools. This ultimately results in 
improved educational experiences for students. According to several 
studies, one of the ways in which administrators may realize their lofty 
objectives is by incorporating the stakeholders in the process, as well 
as the school community, the parents, and the organizations in the 
surrounding area. According to Epstein (2001), stakeholders, in 
particular, have the potential to provide resources, opportunities, and 
enriched experiences, as well as further help in the development of a 
productive and collaborative atmosphere that contributes to students’ 
overall well-being and academic performance.

At present, several national and international studies have 
investigated the role and functioning of principals as well as the 
consequences of their actions. One such study is the “School and 
Staffing Survey” which mainly collects information from principals 
regarding school functioning, their roles, and responsibilities as well 
as their perceived obstacles and barriers to achieving their goals. In 
the present study, we focus on the principal’s goals as we target at 
re-examining the psychometric qualities of the specific instrument. 
Besides reliability and construct validity, we are additionally interested 
in the response scaling system employed as it deviates markedly from 
Likert-type or frequentist systems. Thus, what is least known, is the 
efficacy of the response scaling format as the current 4-point scaling 
system could be suboptimal compared to other available systems, e.g., 
a dichotomous conceptualization. Currently, scoring includes 
summed responses of the original 4-point scaling system and validity 
studies have utilized the total score as a means of estimating total 
scores. If, however, the current scaling response option proves to 
be suboptimal, then the associated total scores will have to be revised 
accordingly in subsequent international measurements.

The literature on survey methods (e.g., Tourangeau et al., 2000) 
suggests that there are at least three salient contributing factors to 
consider revising a scale system namely, alignment with other 
measures, infrequent use of some rating scale options, and conceptual 
redundancy (Rutkowski et al., 2019). The first refers to harmonizing 
the scale’s definition with those of other instruments that are valid or 
are considered gold standards. Harmonizing answer categories 
becomes important when researchers want to compare their findings 
to those of prior studies or make links between other dimensions 
(Dusen and Nissen, 2020). Researchers may compare and more easily 
integrate their results by ensuring uniformity and compatibility across 
studies by compressing answer possibilities. The second reason for 
collapsing categories refers to when certain choices are infrequently 
used (Groves et al., 2011). In many situations, collapsing facilitates data 
analysis by minimizing the number of categories and enhancing 
interpretability and statistical power. Response choices that are rarely 
chosen may not provide useful data or may impede analyses by leaving 
blank cells or sparse categories (Krosnick and Fabrigar, 1997; Agresti, 
2013) as is the case with the omnibus chi-square test that evaluates 

global model fit. The third refers to the phenomenon when adjacent 
categories are conceptually similar to the extent that their differentiation 
is neither clearly defined nor easily attained, thus threatening the 
reliability of measurement (Embretson and Reise, 2000). On the other 
hand, the disadvantages of collapsing categories in a rating scale have 
been a reduction of power (Strömberg, 1996), problems with model 
convergence (Savalei and Rhemtulla, 2013), distorted model fit (Jeong 
and Lee, 2016), and loss of reliability and information (Embretson and 
Reise, 2000; Revilla et al., 2017). Applications of revising scale systems 
have utilized the constructs of bullying (Rutkowski et  al., 2019), 
personality (Wetzel and Carstensen, 2014), disability status (Dadaş 
et al., 2020), academic misconduct (Royal et al., 2015), and health 
status (Williams et al., 2009). The purpose of the present study was to 
test the efficacy and appropriateness of the 4-point response option of 
the Principal’s Goals Scale of the SASS survey. Competing dichotomous 
models with various conceptualizations were constructed and tested 
against the original polytomous conceptualization.

2 Methods

2.1 Participants and procedures

Participants were 8,524 principals who participated in the School 
and Staffing Survey during 1999–2000. There were 5,481 males 
(64.3%) and 3,043 females (35.7%). Most principals were above 
50 years old (53.7%). There were 348 Hispanic principals representing 
4.1% of the total sample. Regarding race, 87.1% were white followed 
by black (9.9%), American Indian (1.8%), and Asian (1.2%). All but 
1.6% had at least a Master’s degree. The sampling frame in SASS used 
the Common Core of Data (CCD) file that includes all elementary and 
secondary schools in the USA. Sampling in the SASS involved school 
selection using a probability proportionate to the square root of the 
number of teachers. Data collection was performed by the U.S. Census 
Bureau using advance and follow-up letters to the schools and the 
mode of data collection was computer-assisted telephone interviewing.

2.2 Measure

The principal’s goals scale (see Appendix 1) is a six-item scale 
anchored between a 4-point scaling format ranging from a goal that 
is far or close to being reached. The potential nominal type scaling 
with ordered but likely non-equidistant options was a primary 
motivating factor for evaluating the instrument’s response scaling 
system. Furthermore, scale selection was based on utility as there were 
190 published papers or presentations using the specific instrument, 
with reports confirming adequate levels of reliability and validity (e.g., 
Blank, 1994).

2.3 Data analyses

2.3.1 Construct validity and person consistency
Data were analyzed using Item Response Theory (IRT) and by 

employing the Graded Response Model (Samejima, 1969; Muraki, 1992) 
which is appropriate for polytomous data and a series of models for 
dichotomous items, namely the Rasch model and the 2-parameter IRT 
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model (2PL). Besides the polytomous model, a dichotomy of the 4-scaling 
system format was created by aggregating the two positive against the two 
negative responses. Model fit was evaluated using the omnibus chi-square 
test and the Root Mean Square Error of Approximation (RMSEA). 
Further local tests included item misfits using chi-square tests and tests of 
local dependency using the LD index. Given the polytomous nature of the 
original scaling system, another means of examining scaling 
appropriateness was the equidistant index (Spratto, 2018), which evaluates 
the difference between adjacent thresholds, assuming equal distances 
between rating scale options. Given that thresholds are evaluated in logits, 
the expected value of the null hypothesis of no differences is equal to zero 
logits. Although the scaling system deviates markedly from other Likert-
type conceptualizations, it was important to examine whether the 
conceptual distance between “just beginning” and “long way to go,” 
assuming this is the low goal attainment pole, was equivalent to the 
distance between the “almost there” and “reached our goal” options. 
Threshold non-equivalence would have implications for psychometrics 
as the scaling would no longer be considered on the interval scale but 
should be viewed either as ordered data or even at the nominal level.

Further tests for determining the appropriateness of the scaling 
system involved the examination of 108 person location fluctuations 
around the latent trait, termed Person Discriminal Dispersion (PDD) 
(Ferrando, 2007, 2009; Ferrando and Navarro-González, 2021) which 
refers to the consistency of the response patterns of individuals about 
variable item locations (Ferrando, 2016). Well-fitted participants have 
low values in their discriminal dispersion showing enhanced 
consistency (Ferrando, 2019). Ferrando and Navarro-González (2020) 
developed the R package InDisc to provide sample-based estimates of 
both global fit and person dispersion estimates (R Core Team, 2018). 
In the present study, we  contrasted average estimates of person 
dispersion between polytomous and dichotomous conceptualizations 
as a means of evaluating the consistency of the person trait estimates.

2.3.2 Internal consistency reliability
It was assessed using Marginal reliability in light of the 

recommendations disfavoring Cronbach’s alpha as being a low-bound 
estimate (Sijtsma and Molenaar, 1987; Sijtsma, 2009). Estimates were 
0.76 for the polytomous model 0.56 for the 2PL dichotomous 
conceptualization and 0.45 for the dichotomous conceptualization 
with fixed slopes (Rasch model).

3 Results

3.1 Model fit as a function of different 
response scaling formats

A Graded Item Response model was fit to the data as per the 
original conceptualization. As shown in Table  1, the omnibus 

chi-square test was significant but unstandardized residuals (i.e., 
RMSEA) were within the normal range (i.e., 3%). A visual analysis of 
the items’ category curves, however, showed substantial 
underrepresentation of the “just beginning” category suggesting it was 
not by itself constructive for measurement purposes (see Figure 1). 
This finding had significant implications for rating scale equivalence. 
As shown in Table  2, the conceptual non-equivalence between 
adjacent thresholds was confirmed as the two poles occupied 
significantly different spaces across theta. On items 1, 2, 4, and 5, the 
positive sign of the equidistance index suggests that the distance in 
thresholds 2 and 3 is significantly larger compared to that of thresholds 
1 and 2. Thus, the threshold non-equivalence testing provided some 
evidence of the lack of optimal functionality of the scaling system.

In light of the above findings on omnibus model fit and threshold 
non-equivalence, the two adjacent content categories “just beginning” 
and “long way to go” were aggregated to define the first level of a 
dichotomy (i.e., zero) with the categories “almost there” and “reached 
our goal” representing the next category (i.e., one). As shown in 
Table 1, the smallest chi-square value was reserved by the 2PL model, 
although the chi-square estimate was significant signaling the expected 
excessive levels of power. Unstandardized residuals were 2% suggesting 
“exact model fit” as per MacCallum et al. (1996) recommendations. The 
second-best model was the dichotomous Rasch model with, however, 
a significant misfit over the 2PL model by freeing the estimation of 6 
discrimination parameters. Given that models were nested, a 
chi-square difference test pointed to the superiority of the dichotomous 
2PL model compared to the Rasch model [∆Chi −  square(6) = 988.180, 
p < 0.001]. In other words, fixing the discrimination parameters to 
unity was associated with 988 units of model misfit. The polytomous-
graded model was by far the worst estimated model. Noteworthy, 
RMSEA was still acceptable. Thus, global statistical criteria favored a 
dichotomous response option with two poles as being the most 
parsimonious and errorless conceptualization for the measurement of 
principals’ attitudes toward their school’s goals.

3.2 Item fit statistics: response patterns and 
residual correlations

Tests of local dependency showed non-significant residual 
correlations for only the dichotomous 2PL model (see Table 3). Both 
the dichotomous Rasch model and the polytomous model were 
associated with significant residual correlations; for the polytomous 
model, the residual correlations were extended to all pairs of items. For 
the dichotomous Rasch model, residual correlations were significant 
across all pairs except items 1 and 3; items 3 and 4; and items 3 and 5. 
Residual correlations represent a significant obstacle to the validity of 
person scores as they violate an important prerequisite assumption of 
the IRT modeling. Furthermore, the fact that two items correlate with 

TABLE 1 Model fit for principal’s goals scale using polytomous and dichotomous models.

Model tested Chi-square D.F. value of p RMSEA AIC BIC Omega

M1. Polytomous Graded 26674.39*** 4,071 <0.001 0.03 95641.16 95810.37 0.738

M2. Dichotomous-2PL 197.84*** 51 <0.001 0.02 47486.52 47571.13 0.652

M3. Dichotomous Rasch 1186.02*** 57 <0.001 0.05 48447.57 48489.88 0.453

D.F., Degrees of freedom; RMSEA, Root Mean Squared Error of Approximation; AIC, Akaike Information Criterion; BIC, Bayesian Information Criterion; Omega, index of internal 
consistency reliability. Bold values indicate optimal model with the smallest values in the information criteria (AIC, BIC), the RMSEA and the chi-square statistic. ***p < 0.001.
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TABLE 2 Equidistance between thresholds in the principal’s goals scale.

Item Discrimination Threshold/S.E. Difference/S.E. of Diff Z-test Equidistance index

Item 1 2.368 −5.270 0.120 – – – –

−2.639 0.069 1.111 0.034 - -

3.726 0.088 2.688 0.042 34.382*** 1.577

Item 2 1.821 −4.417 0.086 – – – –

−2.274 0.051 1.177 0.038 – –

2.167 0.049 2.439 0.044 26.379*** 1.262

Item 3 0.929 −3.594 0.065 – – – –

−0.786 0.028 3.023 0.109 – –

1.063 0.030 1.990 0.063 12.545*** −1.032

Item 4 1.467 −4.665 0.098 – – – –

−2.236 0.048 1.656 0.066 – –

0.815 0.034 2.080 0.050 6.446*** 0.424

Item 5 1.385 −3.780 0.067 – – – –

−1.504 0.036 1.643 0.051 – –

1.652 0.037 2.279 0.049 12.362*** 0.635

Item 6 1.327 −3.969 0.071 – – – –

−0.817 0.031 2.375 0.066 – –

2.099 0.041 2.197 0.050 3.06** −0.178

The equidistance index evaluates the difference between pairs of adjacent thresholds (i.e., 1 and 2 vs. 2 and 3). ***p < 0.001; **p < 0.01.

each other at the level of variance not explained by the latent construct 
is both problematic and creates interpretation issues. Thus, collectively, 
all the evidence pointed to the superiority of the dichotomous 2PL 
model over the original polytomous model as a more parsimonious 
and valid assessment of the principal’s goals at school.

Further tests of local model fit (i.e., at the item level) utilized the 
chi-square test to evaluate discrepancies between observed and 
expected response patterns. As shown in Table 3, the only model for 
which items fitted the data properly was the dichotomous, 2PL model; 
both the polytomous and the dichotomous Rasch conceptualization 

FIGURE 1

Frequency of response categories of the principal’s goal scale.
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were associated with significantly elevated misfit as evidenced by the 
very large chi-square values.

3.3 Contrasting rating scale systems using 
person-based consistency in theta

As described above, estimates of person consistency on latent scores 
were evaluated in the different scaling systems using the R package 
InDisc (Ferrando and Navarro-González, 2020). The package provides 
estimates of global fit such as chi-square statistics and descriptive fit 
indices such as the Tucker Lewis Index (TLI) and RMSEA. Furthermore, 
average PDD values are also estimated. When contrasting polytomous 
versus dichotomous conceptualizations, results indicated a good model 
fit for only the dichotomous conceptualization [Chi-square(9) = 212.16, 
TLI = 0.935, RMSEA = 0.056] but not the polytomous one 
[Chi-square(9) = 442.46, TLI = 0.896, RMSEA = 0.109]. More so, average 
indices of personal dispersion were 0.51 for the dichotomous 
conceptualization and 0.66 for the polytomous one. Knowing that lower 
values are indicative of higher consistency, the dichotomous 2PL model 
is most likely preferred over the polytomous model.

4 Discussion

The purpose of the present study was to test the efficacy and 
appropriateness of the 4-point response option of the Principal’s Goals 
Scale of the SASS survey, with the additional goal of proposing the 

testing rather than implied psychometric properties of instruments and 
specifically the functioning of their rating scale. Competing 
dichotomous models with various conceptualizations were constructed 
and tested against the original polytomous conceptualization.

The present study found that the originally formed scaling system 
of the principal’s goal scale was not associated with an optimal model 
fit and measurement precision using both scale-level and person-
level criteria. Two alternative dichotomous scaling systems were 
tested, one with free and one with fixed (Rasch) discrimination 
parameters with the freely estimated 2PL model being associated 
with the most optimal model fit. The evidence overwhelmingly 
favored the dichotomous 2PL model as evidenced using fewer 
numbers of Guttman-related errors using the person dispersion 
estimates, enhanced amounts of information, and significantly 
improved model fit. The number of response categories for self-
reports of pain interference was investigated in a study by Cook et al. 
(2010) which found that fewer response categories, as few as five or 
six, may function as well as the 11 response categories that are 
conventionally used. However, the results are preliminary since the 
number of response categories presented was not manipulated in the 
study design. Therefore, future research should compare the 
reliability and validity of scores based on the original number of 
response categories versus a presentation with fewer response 
options. When scoring assessments, Dusen and Nissen (2020) 
advised sparingly using data manipulations and keeping all answer 
categories unless there was a compelling reason to collapse them. 
They spoke about how to experimentally test for the two probable 
causes of falling answer categories: loss of utilization and redundancy.

TABLE 3 Between item residual correlations for principal’s goals scale across tested models.

Principal Scale Items Item 1 Item 2 Item 3 Item 4 Item 5 χ2/D.F.

Polytomous data-graded model

Item 1: implementing educational goals – – – – – 123.27***/32

Item 2: implementing organizational goals 68.50*** – – – – 99.93***/35

Item 3: establishing a secure financial base 27.40** 35.80*** – – – 200.97***/41

Item 4: attracting and retaining students 47.70** 38.20** 68.50*** – 170.85***/39

Item 5: developing a student assessment 34.80*** 44.70** 25.40** 24.00** - 86.38***/37

Item 6: involving parents in the school 36.50** 42.40** 22.00** 38.20*** 40.10*** 103.32***/38

Dichotomous data-rasch model

Item 1: implementing educational goals – – – – – 356.39***/5

Item 2: implementing organizational goals 483.20*** – – – 200.79***/5

Item 3: establishing a secure financial base 0.30 7.40* – – – 45.78***/5

Item 4: attracting and retaining students 138.40*** 70.30*** 39.80*** – – 127.04***/5

Item 5: developing a student assessment 178.40*** 92.40*** 6.20 28.80*** – 48.90***/5

Item 6: involving parents in the school 131.10*** 44.60*** 1.80 65.00*** 40.60*** 46.40***/5

Dichotomous data-2PL

Item 1: implementing educational goals – – – – – 19.39**/4

Item 2: implementing organizational goals 1.80 – – – 17.77**/4

Item 3: establishing a secure financial base 7.00 0.00 – – – 29.11**/4

Item 4: attracting and retaining students 3.20 2.80 37.30*** – – 26.71**/4

Item 5: developing a student assessment −0.70 −0.30 2.70 0.80 – 21.83**/4

Item 6: involving parents in the school −0.10 5.60 −0.60 7.00 1.10 21.21**/4

***p < 0.001; **p < 0.01; *p < 0.01. Non-significant values are indicative of good model fit.
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The difficult process of updating a scale system illustrates the 
scientific community’s ongoing efforts to accurately reflect and 
quantify psychological factors. This project requires balancing 
dependability and validity. Empirical research relies on reliability 
and validity, the foundations of robust measurement. Redefining 
clinical levels by adjusting cutoff values and threshold estimates 
shows how theory and measurement interact. Modifying scaling 
systems, however difficult as a task, likely improves construct 
validity. This improves the accuracy of score-based inferences 
and conclusions. For example, a depression or anxiety scale may 
revise its scaling system to redefine the clinical levels of these 
constructs. The process of revising scaling systems in this 
particular context functions as a means to recalibrate the 
operational concepts that form the foundation of these 
constructions. Its significance cannot be overstated since these 
latent constructs need to account for the fluctuations of the 
diagnostic criteria as they are oftentimes altered as they are 
informed by new empirical findings.

4.1 Study limitations

The present study is limited for several reasons. First, the use 
of PDDS is rather new and reflects a rather underexplored aspect 
of person fit. As Ferrando and Navarro-González (2020) stated, 
the sensitivity of PDD estimates is a function of test length with 
larger tests having enhanced confidence in the stability of the 
estimated parameters. Second, models were likely overpowered 
with n = 8,500 participants, thus, global fit statistics are likely 
inflated for these reasons leading to rejections of model fit, even 
when discrepancies between hypothesized and observed models 
are not large. The data used pertain to a national database and an 
instrument that was mostly used between 1999 and 2010, thus, 
later inferences about the instrument cannot be made. Last, the 
comparisons between models should take into account the fact 
that models with fewer categories are artificially inflated for the 
better as items become more similar, thus, models cannot 
be  contrasted in terms of, e.g., precision as such a finding is 
attributed to collapsing categories.

4.2 Conclusions and future directions

Before a choice can be taken, the finding that nearby categories 
need to be merged into a single category has to be verified using other 
data sets. Researchers must evaluate the final scaling system to ensure 
that it is relevant, accurately represents the data, and does not 
compromise the content validity of the study. A collapsing based only 
on statistical criteria alone is not suggested since low frequency should 
not be the basis for collapsing; certain significant and useful metrics 
have a low frequency in the population, but this should not be the 
main reason for collapsing.
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SASS scale on principal’s goals for their school.
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In the field of structural equation modeling (SEM), all commonly used case 
influence measures are model-based measures whose performance are 
affected by target-model-misspecification-error. This problem casts light on the 
need to come up with a model-free measure which avoids the misspecification 
problem. the main purpose of this study is to introduce a model-free case 
influence measure, the Deleted- One-Covariance-Residual (DOCR), and then 
evaluating its performance compared to that of Mahalanobis distance (MD) and 
generalized Cook’s distance (gCD). The data of this study were simulated under 
three systematically manipulated conditions: the sample size, the proportion of 
target cases to non-target cases, and the type of model used to generate the 
data. The findings suggest that the DOCR measure generally performed better 
than MD and gCD in identifying the target cases across all simulated conditions. 
However, the performance of the DOCR measure under a small sample size was 
not satisfactory, and it raised a red flag about the sensitivity of this measure to 
small sample size. Therefore, researchers and practitioners should only use the 
DOCR measure with a sufficiently large sample size, but not larger than 600.

KEYWORDS

influence analysis, deletion statistics, Mahalanobis distance, generalized Cook’s 
distance, Deleted-One-Covariance-Residual (DOCR)

1 Introduction

In structural equation modeling (SEM), normal-distribution-based maximum likelihood 
(NML) is commonly used as a default estimation method for estimating the parameter values. 
The NML procedure yields reasonable parameter estimates if the assumption of normality 
holds in the data distribution. Alternatively, the existence of influential cases in the data might 
make NML yield biased parameter estimates and affect overall model assessment since these 
cases could alter the standard error value and the test statistic (Yuan and Bentler, 1998).

One tool that is used for investigating the influence of these cases on the model results is 
the case influence measures. These measures are built based on the case deletion technique. 
The case deletion technique is based on the quantification of the impact of the ith case by 
finding the difference between the value of the measure before and after the deletion of the ith 
case to evaluate the impact of this case on the overall model fit. The result obtained from this 
measure gives information on which case is more influential. In other modeling frameworks, 
such as OLS regression, there is extensive development and widespread use of case diagnostics 
for identifying cases, which is not the case with confirmatory factor models, path analysis 
models, and other models in the SEM framework.

Several regression-based case influence measures have been applied to the SEM field and used 
with the confirmatory factor models. However, all applied case influence measures are model-
based measures that require a theoretical model to be fitted into the data to identify the influential 
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cases. Because case influence measures are model-based, the accuracy of 
their performance could be impacted by specification errors (Bollen and 
Arminger, 1991). Since influence measures rely on the structure of the 
model, they highlight any case that does not fit the model. The 
determination of one case fits to the model changes depending on the 
model that has been fitted to the data. Thus, if the model is misspecified, 
the case influence measure is expected to yield many cases that cause a 
poor overall model fit. On the contrary, if the case influence measure 
reflects a few influential cases, it could be expected that the model was 
correctly specified, and the actual problem of the influential cases existed 
among the data (Pek and MacCallum, 2011).

The case influence measures that are commonly used in the field 
of SEM are all model-based measures. Up to this point, no model-free 
case influence measure has been proposed in the SEM field. Therefore, 
the main purpose of this study is to avoid the misspecification problem 
associated with the performance of model-based measures by 
developing a model-free case influence measure. The proposed 
Deleted-One-Covariance-Residual (DOCR) measure is based on the 
covariance matrix of the observed data, which allows the DOCR to 
avoid requiring any specific model to fit the data. The DOCR uses the 
deletion technique by comparing the sample covariance matrix that 
resulted from deleting the ith case from the original sample with the 
sample covariance matrix that resulted from considering all cases in 
the original sample s si −( ).2  For standardizing the residuals, the 
residual difference between the two sample covariance matrices, 
s si −( )2 , is divided by observed variances (v v p pm j +( )1 ) . After 

algebraic arranging, the final formula, as seen in Eq. (1), as follows:

 

DOCR =
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Where S and Si are the sample covariance matrices obtained from 
original and deleted ith case samples, respectively. vm and vj are the 
observed variances of each pair of variables in the covariance matrix, and 
p is the number of observed variables. Since the DOCR measure would 
otherwise yield small values that range between 10−4 and 10−5 for the 
influence of the cases, the formula of this measure includes multiplying 
by 1000 to make these values more readable. Our goal is to determine 
whether the purposed model-free measure DOCR precisely identifies the 
influential cases compared to generalized Cook’s distance (gCD) and 
Mahalanobis distance (MD), which are extensively used in multivariate 
applications to detect outliers. We present the results of two Monte Carlo 
simulation studies that compared the performance of the proposed 
measure to the performance of MD and gCD in identifying the target 
cases. We hypothesized that the DOCR measure would perform better 
than MD and gCD in identifying the target cases across variations in 
sample size, proportion of target cases, and model specifications.

1.1 Background

In SEM, the case influence measures aim to evaluate the degree of 
the model fit at the person level; stated differently, they aim to identify 
unusual cases under the model (Reise and Widaman, 1999). 
Corresponding to regression, the following factor analysis model as seen 
in Eq. (2) is considered a latent predictor’s multivariate regression model:

 i i iX f e= µ + Λ +  (2)

Where μ is a population mean vector, Ʌ is a p × q factor loadings 
matrix, fi is a vector of q-variate latent factors, and ei is a vector of 
measurement errors. Based on this factor model, Yuan and Zhong 
(2008) stated that the cases with large absolute values of 
measurement error (ei) are termed outliers, disregarding the values 
of the factor scores (fi). The cases with extreme absolute values on 
the exogenous latent variables’ factor scores are termed leverage 
cases. Leverage cases with a small magnitude of measurement errors 
(ei) are considered Good Leverage Cases, while leverage cases with 
a large magnitude of measurement errors (ei) are considered Bad 
Leverage Cases. In SEM, unusual cases with large ei are considered 
influential on both the model fit and the parameters since they 
cause a large change in the off-diagonal elements of S (sample 
covariance matrix). Case influence measures use the deletion 
technique to quantify the influence of these cases by comparing the 
value of the statistic before and after the deletion of the ith case 
from the data. Most of these measures have been proposed and 
developed in the regression field (Belsley et al., 1980; Cook and 
Weisberg, 1982). However, some of these statistics have been 
applied to the SEM field to identify the influential cases and 
quantify their influence on the model findings.

One of the deletion measures that have been applied to SEM is 
gCD. gCD is a model-based measure that is used to quantify the 
influence of the unusual case on the parameter estimates. This 
measure is a generalized version of Cook’s distance (Cook, 1977, 
1986). Atkinson (1981) modified Cook’s distance for influential case 
detection by adding the values of the parameter estimates after 
deleting the ith case and controlling for the sample size effect. Then, 
Lee and Wang (1996) used the generalized least square function to 
generalize Cook’s distance measure to the SEM application.

gCD has been introduced and used in some studies (Zhao and 
Lee, 1998; Pek and MacCallum, 2011) to examine the case influence 
on a set of l parameters on a set of l parameters, as seen in Eq. (3).

 
gCD VARi i i i= −( )′ ( )



 −( )θθ θθ θθ θθ θθ
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(3)

Where θθ  and θθ i are vectors of parameter estimates that are 
calculated from all cases in the original sample and the sample with 
the ith case deleted, respectively. The VAR



( θθ i) is the estimated 
asymptotic covariance matrix of the parameter estimates calculated 
from the sample with the ith case deleted. Assuming that k is the full 
set of the model parameters and l  is the number of the desirable subset 
of the model parameters, one can calculate gCD for any subset of 
parameters l instead of the full set of model parameters k.

Given the gCD quadratic form, the lower bound of gCD is equal 
to zero, which means that this statistic always takes positive values, 
and that makes gCD give us information on the level of change rather 
than the direction of the change on the model parameters. Thus, a 
small amount of gCD means that a small change in the l subset of 
parameter estimates is associated with the exclusion of the ith case 
from the sample. On the other hand, a large amount of gCD means 
that a large change in the l subset of parameter estimates is associated 
with the exclusion of the ith case from the sample.
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To obtain information about the direction of change in an individual 

parameter, the scaled difference ∆








θ ji  is used for this specific purpose 

(Zhao and Lee, 1998; Pek and MacCallum, 2011) as seen in Eq. (4).
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Where θ j and θ j(i) are the parameter estimates obtained from the 
original and deleted ith samples, respectively. Positive values of 
difference indicate that small change is associated with the exclusion 
of the ith case and vice versa.

Other case diagnostic measures have been developed for latent 
variable models (Pek and MacCallum, 2011; Sterba and Pek, 2012). 
However, these three measures (i.e., LD, ∆χ 2 , and gCD) are currently 
the most readily available due to their inclusion in the R package 
influence. SEM (Pastore and Altoé, 2022).

Due to the slow development of case influence measures in SEM, 
MD is routinely used in multivariate applications to detect unusual 
cases. MD , as seen in Eq. (5), is the distance between the ith case and 
the remaining cases while accounting for the correlation in the data 
(Mahalanobis, 1936). Some studies used the main and derived 
versions of this test mainly for detecting the potential multivariate 
outliers and leveraged cases (Pek and MacCallum, 2011; Yuan and 
Zhang, 2012).

 
MD2 i

1
iY Y C Y Y== −− −−−− ′′( ) ( )

 (5)

 
C Y Yc c==

−−
′′1

n 1
( ) ( )

 
(6)

Where Y is an N × p data matrix containing N cases on p variables, 
Yi  is a 1 × p vector of p variables for the ith case, Y = Y Yc −−  is the 
column-centered data matrix, Y  is an N × p matrix of the column 
means, f and and C, as seen in Eq. (6), is the variance–covariance 
matrix  (De Maesschalck et al., 2000, p.2). MD2 distributes as a central 
chi-square distribution with degrees of freedom (df) equal to the 
number of variables. A significantly low value of p of high MDi

2 in the 
corresponding χ 2(df) means that the ith case is a potential outlier 
(Kline, 2016, p. 73).

However, MD is a model-free measure of outlying status rather than 
case influence, and it is generally used in multivariate applications to 
detect outliers (Mahalanobis, 1936). In practice, some researchers use 
MD to identify the outliers and delete them prior to fitting the model to 
the data. The problem with this practice is that influential cases could 
be outlying cases (i.e., outliers), but not all outlying cases are influential. 
That is, some outlying cases are not regression outliers because they do 
not deviate from the linear pattern of the data, so they are considered 
good cases since their inclusion in the estimation process could lead to 
a better overall model fit and precise parameter estimates (Rousseeuw 
and van Zomeren, 1990). Based on this fact, Pek and MacCallum (2011) 
recommended against using such practice since the removal of good 
cases, because MD identifies them as outlying cases, might lead to 

worsening the overall model fit. Thus, this practice sheds light on the 
limitations of using MD in the case influence analysis to identify 
influential cases. On the contrary, model-based measures demand to fit 
a theoretical model to the data for quantifying the impact that each case 
exerts on the findings of modeling. The latter measures consider the 
structure of the model, and their values change as the model structure 
and set of independent variables change (Belsley et al., 1980).

The purpose of this study is to introduce a model-free case 
influence measurement that overcomes the problem of specification 
error and the limitations of using an outlying status measure (i.e., MD) 
in identifying the influential cases. This proposed measure is 
compared to MD and gCD to evaluate its ability to identify target cases 
under a variety of systematically manipulated conditions while 
accounting for sampling variability using Monte Carlo simulation.

2 Methods

2.1 Data generation

2.1.1 Simulation study 1
The data for this simulation study were generated under a 

population confirmatory factor analysis (CFA) model with two factors 
and three indicators per factor. For scaling the factors, the unit 
variance identification method was used. Target cases were generated 
from a N 0 2 25, . I6( )  distribution (c.f., Lee and Wang, 1996), where 
I6 is a 6 × 6 identity matrix. Non-target cases were generated using the 
common factor model N 0,ΣΣ( ) , where ΣΣ ΛΛΦΦΛΛ ΨΨ= +′  is the 6 × 6 
population covariance matrix, ΛΛ  is the loading matrix with 

′ =








ΛΛ

0 8 0 8 0 8

0 0 0

0 0 0

0 5 0 5 0 5

. . .

. . .
, ΦΦ =











1 0 0 6

0 6 1 0

. .

. .
 is the factor 

correlation matrix, and ΨΨ = { }diag 0 36 0 36 0 36 0 75 0 75 0 75. . . . . ., , , , ,  is 
the 6 × 6 diagonal matrix of unique variances.

2.1.2 Simulation study 2
The data for this simulation study were generated under a 

population path model with five observed variables. Data sets were 
simulated with target cases from a N 0 5, .6 49I( ) distribution , where 
I5 is the 5 × 5 identity matrix, and 6.49 was the result of multiplying the 
largest variance in the diagonal of the covariance matrix of the data by 
4 following the same process of generating the target cases used within 
the first simulation study (c.f., Lee and Wang, 1996). Non-target cases 
were generated using the population path model 
from a N 0,ΣΣ( ) , where

Y = ΓΓX + BY+ ζζ , ΓΓ = 
0 7 0 6

0 0 6

0 0

. .

.
















, B =

0 0 0

0 0 0

0 5 0 6 0. .
















,

ΣΣ  is the v × v population covariance matrix, ΓΓ is a parameter 
matrix of the direct effect of exogenous variables on the endogenous 
variables, B is the parameter matrix of the direct effect of endogenous 
variables on each other, and ζζ  is the matrix of the disturbances.

2.2 Case diagnostics

The DOCR, MD, and gCD were compared. The confirmatory 
factor analysis models fit in Study 1 are shown in Figures 1, 2. The path 
analysis models fit in Study 2 are shown in Figures 3, 4. Since model 
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misspecification can affect the identification of target cases, both 
correctly specified models, shown in Figures 1, 3, and misspecified 
models, shown in Figures 2, 4, were fit to the simulated data using the 

R package lavaan (Rosseel, 2012). The DOCR was calculated using 
basic matrix functions from the matlib package in R (Friendly et al., 
2022). The MD was calculated using the mahalanobis function from 
the stats package that is part of base R. The gCD was calculated using 
the genCookDist and explore.influence functions from the R package 
influence.SEM (Pastore and Altoé, 2022) for both the correctly 
specified model and the misspecified models in both studies.

2.3 Implementation

Data were simulated in R v3.4.1 (R Core Team, 2017) with three 
different sample sizes: 200, 400, and 600. Four proportions of target 
cases to the number of non-target cases were applied: 0.10, 0.05, 0.02, 
and 0.01. The sample size and proportion of target cases were fully 
crossed for a factorial design with 12 conditions. The correctly 
specified models and misspecified models in both studies were fitted 
to the data using the R package lavaan (Rosseel, 2012). The default 
boxplot criterion was used to determine cases with high influence 
(Pastore and Altoé, 2022). The cut-off that determined multivariate 
outlier cases using MD was 12. A preliminary cut-off for DOCR was 
set at 0.01. The miss rate (MR) is the ratio of missed target cases to 
generated target cases, and the false alarm rate (FAR) is the ratio of 
flagged non-target cases to generated non-target cases. Their 95% 
confidence intervals were computed for each statistic for each 
replication using R package psych (Revelle, 2023). Results were 
averaged over 100 replications in R with confidence intervals 
computed using the standard error of the mean and the inverse t 
distribution. Averages were compared across different statistics and 
systematic manipulations of the conditions. Example R syntax for 
computing DOCR, as well as gCD and MD, has been provided in 
Appendix A. The example in Appendix A has been expanded from the 
package “influence.SEM” (Pastore and Altoé, 2022).

3 Results

The Study 1 results with the confirmatory factor analysis models 
are shown in Tables 1, 2, and the Study 2 results with the path 
analysis models are shown in Tables 3, 4. Tables 1, 3 summarize the 
miss rates of the three measures, MD, DOCR, and gCD, by sample 
size. The DOCR measure had the smallest miss rates compared to 

FIGURE 1

The correctly specified common factor model.

FIGURE 2

The orthogonal common factor model.

FIGURE 3

The correctly specified path model.

FIGURE 4

The misspecified path model.
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MD, gCD-CS, and gCD-MS for all sample sizes and under the four 
proportions of the target cases to non-target cases. In addition, the 
miss rate of the DOCR increased significantly as the sample size 
increased from 200 to 600 under all proportions of target cases to 
non-target cases. On the other hand, the miss rates of the MD and 
gCD remained the same when the sample size increased from 200 
to 600 since their miss rates did not differ significantly with the 

increase in sample size for all proportions of target cases to 
non-target cases.

Tables 1, 3 show that the miss rate of the DOCR decreased as the 
proportion of target cases to non-target cases decreased. The DOCR 
measure also showed the same pattern of performance under all 
proportions of target cases to non-target cases through all sample sizes. 
Similarly, the MD and gCD measures showed the same pattern of 

TABLE 1 Miss rates for three case detection statistics by proportions of the target to non-target cases for the CFA model.

Prop 0.1 0.05 0.02 0.01

N  =  200 (180  +  20) N  =  200 (190  +  10) N  =  200 (196  +  4) N  =  200 (198  +  2)

Statistic M 95%CI M 95%CI M 95%CI M 95%CI

MD 0.429 (0.410, 0.448) 0.340 (0.312, 0.368) 0.353 (0.308, 0.397) 0.280 (0.213, 0.347)

DOCR 0.024 (0.017, 0.029) 0.017 (0.010, 0.024) 0.015 (0.003, 0.027) 0.005 (−0.005, 0.015)

gCD, CS 0.388 (0.368, 0.408) 0.327 (0.298, 0.356) 0.315 (0.270, 0.359) 0.270 (0.208, 0.332)

gCD, MS 0.351 (0.329, 0.371) 0.301 (0.273, 0.329) 0.295 (0.252, 0.338) 0.230 (0.169, 0.291)

N = 400 (360 + 40) N = 400 (380 + 20) N = 400 (392 + 8) N = 400 (396 + 4)

MD 0.417 (0.405, 0.429) 0.349 (0.329, 0.367) 0.303 (0.272, 0.333) 0.290 (0.245, 0.335)

DOCR 0.163 (0.151, 0.174) 0.116 (0.103, 0.129) 0.090 (0.071, 0.109) 0.108 (0.077, 0.138)

gCD, CS 0.377 (0.364, 0.391) 0.329 (0.309, 0.348) 0.288 (0.256, 0.322) 0.283 (0.238, 0.327)

gCD, MS 0.348 (0.334, 0.362) 0.297 (0.275, 0.319) 0.275 (0.244, 0.306) 0.275 (0.230, 0.319)

N = 600 (540 + 60) N = 600 (570 + 30) N = 600 (588 + 12) N = 600 (594 + 6)

MD 0.422 (0.410, 0.433) 0.342 (0.326, 0.359) 0.331 (0.307, 0.354) 0.288 (0.253, 0.323)

DOCR 0.331 (0.321, 0.340) 0.259 (0.244, 0.274) 0.244 (0.220, 0.268) 0.207 (0.175, 0.238)

gCD, CS 0.385 (0.374, 0.395) 0.322 (0.304, 0.338) 0.318 (0.294, 0.343) 0.293 (0.257, 0.329)

gCD, MS 0.349 (0.339, 0.359) 0.294 (0.277, 0.311) 0.308 (0.285, 0.331) 0.275 (0.237, 0.313)

Prop, proportions of target cases to non-target cases; CI, confidence interval; MD, Malahanobis distance; CS, correctly specified model; gCD, generalized Cook’s distance; MS, misspecified 
model.

TABLE 2 False alarm rates for three case detection statistics by proportions of the target to non-target cases for the CFA model.

Prop 0.1 0.05 0.02 0.01

N  =  200 (180  +  20) N  =  200 (190  +  10) N  =  200 (196  +  4) N  =  200 (198  +  2)

Statistic M 95%CI M 95%CI M 95%CI M 95%CI

MD 0.024 (0.022, 0.026) 0.035 (0.033, 0.037) 0.049 (0.046, 0.052) 0.053 (0.051, 0.056)

DOCR 0.701 (0.692, 0.709) 0.759 (0.753, 0.765) 0.804 (0.798, 0.811) 0.820 (0.810, 0.821)

gCD, CS 0.059 (0.056, 0.062) 0.070 (0.066, 0.074) 0.082 (0.079, 0.086) 0.084 (0.079, 0.088)

gCD, MS 0.059 (0.055, 0.062) 0.070 (0.067, 0.074) 0.083 (0.079, 0.087) 0.085 (0.080, 0.089)

N = 400 (360 + 40) N = 400 (380 + 20) N = 400 (392 + 8) N = 400 (396 + 4)

MD 0.023 (0.022, 0.025) 0.036 (0.034, 0.037) 0.048 (0.047, 0.049) 0.053 (0.052, 0.055)

DOCR 0.209 (0.205, 0.215) 0.286 (0.282, 0.292) 0.345 (0.341, 0.350) 0.367 (0.362, 0.370)

gCD, CS 0.058 (0.056, 0.061) 0.071 (0.068, 0.073) 0.079 (0.077, 0.082) 0.083 (0.080, 0.085)

gCD, MS 0.057 (0.055, 0.059) 0.072 (0.069, 0.075) 0.081 (0.079, 0.083) 0.084 (0.082, 0.087)

N = 600 (540 + 60) N = 600 (570 + 30) N = 600 (588 + 12) N = 600 (594 + 6)

MD 0.023 (0.022, 0.025) 0.036 (0.035, 0.037) 0.050 (0.049, 0.051) 0.053 (0.052, 0.054)

DOCR 0.054 (0.052, 0.056) 0.093 (0.089, 0.095) 0.130 (0.128, 0.133) 0.142 (0.139, 0.144)

gCD, CS 0.057 (0.055, 0.058) 0.071 (0.069, 0.073) 0.079 (0.076, 0.080) 0.082 (0.080, 0.084)

gCD, MS 0.056 (0.054, 0.058) 0.072 (0.070, 0.074) 0.082 (0.079, 0.84) 0.082 (0.080, 0.084)

Prop, proportions of target cases to non-target cases; CI, confidence interval; MD, Malahanobis distance; CS, correctly specified model; gCD, generalized Cook’s distance; MS, misspecified 
model.
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performance under all proportions of target cases to non-target cases. 
However, the pattern of performance for the three measures (MD, 
DOCR, and gCD) was not always statistically significant, mainly when 
the sample size was small.

Tables 2, 4 show the false alarm rates of the three measures, MD, 
DOCR, and gCD, by sample size. As these tables show, the DOCR 
measure had the highest false alarm rates compared to MD, gCD–CS, 
and gCD–MS for all sample sizes and under the four proportions of the 

target cases to non-target cases. Unlike the miss rate, the false alarm rate 
of the DOCR decreased as the sample size increased from 200 to 600 
under all four proportions of target cases to non-target cases. In 
addition, the false alarm rate of the DOCR measure differed significantly 
with the increase in sample size. In other words, there was a significant 
decrease in the false alarm rate of the DOCR measure with the increase 
in sample size. Conversely, the false alarm rates of the MD and gCD 
measures did not change significantly with the increase in sample size.

TABLE 3 Miss rates for three case detection statistics by proportions of target cases to non-target cases for the path model.

Prop 0.1 0.05 0.02 0.01

N  =  200 (180  +  20) N  =  200 (190  +  10) N  =  200 (196  +  4) N  =  200 (198  +  2)

Statistic M 95%CI M 95%CI M 95%CI M 95%CI

MD 0.225 (0.207, 0.242) 0.135 (0.114, 0.156) 0.100 (0.071, 0.129) 0.100 (0.060, 0.140)

DOCR 0.013 (0.008, 0.017) 0.005 (0.001, 0.009) 0.005 (0.002, 0.012) 0.000 (0.000, 0.000)

gCD, CS 0.103 (0.090, 0.116) 0.075 (0.058, 0.092) 0.075 (0.050, 0.099) 0.075 (0.039, 0.111)

gCD, MS 0.088 (0.076, 0.100) 0.060 (0.044, 0.076) 0.065 (0.041, 0.089) 0.050 (0.020, 0.080)

N = 400 (360 + 40) N = 400 (380 + 20) N = 400 (392 + 8) N = 400 (396 + 4)

MD 0.229 (0.218, 0.242) 0.136 (0.121, 0.150) 0.095 (0.076, 0.114) 0.090 (0.063, 0.117)

DOCR 0.070 (0.063, 0.077) 0.034 (0.026, 0.041) 0.033 (0.019, 0.046) 0.025 (0.010, 0.040)

gCD, CS 0.101 (0.091, 0.111) 0.069 (0.058, 0.079) 0.066 (0.049, 0.083) 0.073 (0.045, 0.100)

gCD, MS 0.087 (0.078, 0.096) 0.054 (0.044, 0.063) 0.060 (0.044, 0.076) 0.060 (0.035, 0.086)

N = 600 (540 + 60) N = 600 (570 + 30) N = 600 (588 + 12) N = 600 (594 + 6)

MD 0.232 (0.222, 0.242) 0.143 (0.131, 0.155) 0.098 (0.082, 0.113) 0.087 (0.063, 0.109)

DOCR 0.157 (0.147, 0.166) 0.089 (0.079, 0.100) 0.058 (0.044, 0.070) 0.033 (0.019, 0.047)

gCD, CS 0.105 (0.095, 0.113) 0.078 (0.069, 0.088) 0.057 (0.045, 0.068) 0.055 (0.037, 0.073)

gCD, MS 0.089 (0.082, 0.098) 0.068 (0.059, 0.077) 0.046 (0.035, 0.056) 0.037 (0.023, 0.050)

Prop, proportions of target cases to non-target cases; CI, confidence interval; MD, Malahanobis distance; CS, correctly specified model; gCD, generalized Cook’s distance; MS, misspecified 
model.

TABLE 4 False alarm rates of three case detection statistics by proportions of target cases to non-target cases for the path model.

Prop 0.1 0.05 0.02 0.01

N  =  200 (180  +  20) N  =  200 (190  +  10) N  =  200 (196  +  4) N  =  200 (198  +  2)

Statistic M 95%CI M 95%CI M 95%CI M 95%CI

MD 0.003 (0.002, 0.003) 0.007 (0.006, 0.008) 0.017 (0.015, 0.018) 0.024 (0.022, 0.026)

DOCR 0.421 (0.408, 0.433) 0.571 (0.560, 0.581) 0.687 (0.678, 0.697) 0.736 (0.727, 0.744)

gCD, CS 0.066 (0.062, 0.069) 0.086 (0.083, 0.089) 0.095 (0.092, 0.099) 0.095 (0.092, 0.99)

gCD, MS 0.092 (0.089, 0.095) 0.122 (0.118, 0.125) 0.137 (0.134, 0.141) 0.140 (0.136, 0.143)

N = 400 (360 + 40) N = 400 (380 + 20) N = 400 (392 + 8) N = 400 (396 + 4)

MD 0.002 (0.0017, 0.003) 0.0065 (0.006, 0.007) 0.016 (0.014, 0.017) 0.021 (0.019, 0.023)

DOCR 0.064 (0.061, 0.068) 0.139 (0.133, 0.145) 0.237 (0.231, 0.243) 0.292 (0.285, 0.299)

gCD, CS 0.066 (0.064, 0.069) 0.085 (0.082, 0.088) 0.093 (0.090, 0.096) 0.094 (0.091, 0.096)

gCD, MS 0.092 (0.089, 0.095) 0.121 (0.119, 0.124) 0.137 (0.135, 0.139) 0.141 (0.139, 0.143)

N = 600 (540 + 60) N = 600 (570 + 30) N = 600 (588 + 12) N = 600 (594 + 6)

MD 0.0018 (0.001, 0.002) 0.005 (0.0045, 0.006) 0.016 (0.014, 0.017) 0.022 (0.021, 0.023)

DOCR 0.011 (0.009, 0.011) 0.033 (0.031, 0.036) 0.079 (0.076, 0.082) 0.112 (0.109, 0.115)

gCD, CS 0.068 (0.066, 0.069) 0.083 (0.082, 0.086) 0.089 (0.087, 0.091) 0.094 (0.093, 0.097)

gCD, MS 0.095 (0.093, 0.097) 0.119 (0.117, 0.120) 0.134 (0.133, 0.137) 0.141 (0.139, 0.143)

Prop, proportions of target cases to non-target cases; CI, confidence interval; MD, Malahanobis distance; CS, correctly specified model; gCD, generalized Cook’s distance; MS, misspecified 
model.
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Tables 2, 4 show that the false alarm rate of the DOCR increased as 
the proportion of target cases to non-target cases decreased. The DOCR 
and MD measures reflected the same performance pattern under all four 
proportions of target cases to non-target cases through all sample sizes. 
That is, within the same sample size, the false alarm rates of the DOCR 
and MD increased significantly as the proportion of the target cases to 
non-target cases decreased. Similarly, the gCD measure reflected the same 
performance pattern under all proportions of target cases to non-target 
cases. However, this performance pattern was not always statistically 
significant, mainly when the small sample size was relatively small.

4 Discussion

This study introduced the DOCR, a new model-free case influence 
measure appropriate for SEM analysis. Two simulation studies 
compared the performance of the DOCR with the performance of two 
other statistics that may be employed to screen cases in this context. 
The first was gCD, which is a model-based measure of case influence. 
Like other similar model-based case influence measures, such as 
likelihood distance and chi-square difference, gCD is sensitive to 
model misspecification. The greater the extent of the model 
misspecification, the less accurately gCD will identify influential cases.

The new DOCR statistic was also compared with the performance 
of MD. MD is a model-free measure. Thus, it is not sensitive to model 
misspecification. However, MD is a measure of outlying status rather 
than case influence. Thus, this statistic is less appropriate for detecting 
cases that will ultimately influence the model results.

The DOCR overcomes problems with both of these alternative 
measures employed to screen cases in SEM analysis. The DOCR is model-
free. Thus, it is not sensitive to model misspecification. The DOCR is also 
a true case influence measure for SEM analysis, in which the model is fit 
to the sample covariance matrix. By detecting cases that exert a strong 
influence on the covariance matrix, the DOCR detects cases that will 
impact the results for the model fit to that covariance matrix.

The results of the two simulation studies suggest that more work 
is needed to find the optimal cut point for the DOCR. The DOCR 
performed better than the other measures in flagging target cases 
because it recorded the lowest miss rate across all conditions. 
However, the false alarm rate of the DOCR was not reasonable since 
it incorrectly flagged 42–80% of cases as target cases under a sample 
size of 200 cases. Although this percentage dropped to 10–30% when 
the sample size increased, it was still not satisfactory compared to 
other measures.

With all such measures, there is a compromise between the miss 
rate and the false alarm rate. Thus, the values of the false alarm rate for 
the DOCR can be made more reasonable by adjusting the cut point to 
yield a better balance between the miss rate and the false alarm rate. 
Since establishing a criterion cut point for the DOCR measure was 
outside the scope of this study, it is recommended that future studies 
establish an optimal cut point criterion for this measure.

The results of the two simulation studies also suggest that the 
DOCR is sensitive to sample size. The DOCR’s miss rate increased, and 
the false alarm rate decreased significantly with an increase in sample 
size, while the miss rate and false alarm rate of MD and gCD remained 
the same. This finding was consistent with previous studies. Previous 
studies have noted how sample size may affect the performance of case 
influence measures because the influence of the individual case is 

weighted by the inverse of the sample size (Pek and MacCallum, 
2011). Therefore, a large influence is expected from individual cases 
in small samples. The findings of this study were consistent with 
studies that showed the performance of some measures, such as 
chi-square, that were extremely sensitive to sample size (Boomsma, 
1982; Fan et al., 1999). Future studies should investigate methods for 
reducing the sensitivity of the DOCR to sample size.

Given these two limitations, practitioners are recommended not 
to use the DOCR measure with overly small sample sizes (i.e., N ≤ 200) 
or overly large sample sizes (i.e., N > 600). Instead, practitioners 
should use the range of sample sizes recommended for SEM studies 
(Kline, 2016) to obtain the best performance of the DOCR measure. 
Care should be exercised in investigating the cases that are flagged, 
considering that some of the influential cases identified may be due to 
sampling variability alone. However, used within these guidelines, the 
DOCR shows promise as a model-free case influence measure 
appropriate for SEM analysis due to its ability to overcome the 
limitations of existing measures. Example R syntax for computing 
DOCR has been provided in the Appendix.
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The purpose of the present study was to understand students’ school readiness 
as a function of student and teacher behaviors but also school size and class 
size using both linear and non-linear analytical approaches. Data came from 
21,903 schools distributed across 80 countries as per the 2018 cohort of the 
PISA database. Results pointed to a preference for the Cusp model in that the 
relationship between school and class sizes with achievement proved to be best 
described by the non-linearity of the Cusp catastrophe model. The critical 
benchmarks were a school size of 801 students and a class size of 27 students 
for which increases beyond those thresholds were linked to nonlinearity and 
unpredictability in school readiness. For this reason, we  suggest using the 
cusp catastrophe model from Nonlinear Dynamical Systems Theory (NDST) to 
understand more fully such complex phenomena.

KEYWORDS

cusp catastrophe model, NLDPS, school readiness, PISA 2018, school size, class size

1 The effect of school size and class size on school 
preparedness

It’s important to note that a school’s size and course offerings greatly affect academic 
performance. A smaller class size allows the instructor to deliver a more tailored education, 
which increases the likelihood of meeting each student’s requirements and concerns. This may 
create a learning environment where students feel recognized and understood, which will 
boost their engagement and drive (Ajami and Akinyele, 2014). Teachers in smaller courses 
are also better at using a variety of instructional strategies, accommodating different learning 
modalities, and creating dynamic and interesting learning environments (Bradley and Taylor, 
1998). Since there are fewer students to watch in a classroom, keeping discipline is easier, 
which may reduce disturbances and improve learning. This is shown by greater results on 
standardized examinations as well as more positive long-term educational outcomes 
(Mosteller, 1995; Tseng, 2010; Krassel and Heinesen, 2014; Gereshenson and Langbein, 2015; 
Lowenthal et al., 2019). According to Blatchford et al. (2011), Nandrup (2016), and Yamamori 
et al. (2021), the number of pupils in a class has a considerable impact on both the educational 
experience students have and the academic results they attain.

Class size and the ratio of staff to students are often used as measures to evaluate the 
quality of higher education (Thom, 1975; Molenaar and Oppenheimer, 1985; Brown, 1995; 
Bandiera et al., 2010; Martin 2015; Konstantopoulos and Shen, 2023). These studies were 
conducted by Stewart and Peregoy, 1983; Guastello, 1984, 1987,1992; Bandiera et al. (2010); 
Konstantopoulos and Shen (2023), and Martin (2015). Some studies suggest that larger class 
sizes hurt student learning; however, a significant number of studies present findings that are 
inconclusive or demonstrate a combination of positive and negative effects (Bellante, 1972; 
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Edgell, 1981; Hancock, 1996; Kennedy and Siegfried, 1997; Hill, 1998; 
Jarvis, 2007; Gleason, 2012; De Paola et al., 2013; Matta et al., 2015; 
Olson et al., 2011). However, previous research has shown that 
students tend to have a more positive perception of their learning 
experience when the number of classes they are required to attend is 
decreased (Kwan, 1999; Van der Maas and Molennar, 1992; Bedard 
and Kuhn, 2008; Westerlund, 2008; Mandel and Sussmuth, 2011; 
Monks and Schmidt, 2011; Benton and Cashin, 2012; Sapelli and 
Illanes, 2016; Hufford et al., 2003; Stamovlasis, 2006). The use of active 
learning strategies by teachers in smaller class sizes, in addition to the 
provision of more individualized attention to students (Lammers and 
Murphy, 2002; Arias and Walker, 2004; Kokkelenberg et al., 2006; 
Monks and Schmidt, 2011; Van der Maas et al., 2003), could be the 
reason for this phenomenon (Lammers and Murphy, 2002; Arias and 
Walker, 2004; Kokkelenberg et al., 2006; Monks and Schmidt, 2011). 
However, the amount of material that is currently available about the 
challenges that are related to the application of active learning 
approaches in smaller class sizes is quite limited (Wright et al., 2017).

A large, influential study namely, the Student Teacher 
Achievement Ratio (STAR) study reported significant benefits from 
class size reductions on students’ achievement, if these reductions 
take place early with the effects being more pronounced for students 
from disadvantaged family backgrounds (Word et al., 1990; Mosteller, 
1995; Finn and Achilles, 1999; Krueger, 1999; Nye et al., 2000). These 
findings are backed up by several academic publications, such as 
those written by Guastello (2001), Word et  al. (1990), Mosteller 
(1995), Finn and Achilles (1999), Krueger (1999), and, Nye et al. 
(2000), amongst others. Throughout the early years of their schooling, 
policymakers need to reflect on the most effective way to direct 
Corporate Social Responsibility (CSR) programs toward children 
who are starting in life with socioeconomic disadvantages. 
Policymakers also have the option of choosing to offer funding for 
CSR programs while at the same time providing local school leaders 
the liberty to decide how such programs will be implemented. It is 
essential to take into consideration a cost–benefit analysis of 
educational policy whenever one is charged with making judgments 
about the maximum number of students allowed in a given classroom.

1.1 Evaluating the type of relationship 
between school size, class size, and school 
outcomes

Past studies have primarily engaged linear modeling to evaluate 
the role of class size on school outcomes. The idea that the relationship 
between class size and student, teacher, and school outcomes is linear 
falls short for the following reasons. Linear models operate under the 
assumption that the relationship between variables is best depicted by 
a mathematical straight line. However, human behavior and outcomes, 
such as learning and teaching, are inherently complex and multi-
faceted. A simple linear relationship might not capture all the nuances 
and intricacies involved.

Empirical evidence has reported both linear and non-linear effects 
using, for example, quadratic models. The problem with those findings is 
that they reported both positive and negative nonlinear trajectories that 
contradict each other (e.g., Foreman-Peck and Foreman-Peck, 2006; 
Crispin, 2016). It is possible, however, that the impact of class size on 
outcomes changes when a certain threshold is crossed. For example, 

reducing a class from 40 to 30 students might have a more significant 
impact than reducing it from 30 to 20. Such an effect was reported in the 
Lee and Smith (1997) study as they reported that school sizes ranging in 
number of students from 600 and 900 were optimal in facilitating reading 
and math outcomes. Linear models would most likely be ineffective in 
capturing such non-linear effects. For the above, more elaborate, and 
complex analytical models that take into account non-linear changes in 
behavior and operate using multiple predictors who may exert linear and 
nonlinear effects are needed. Empirical evidence of this effect has been 
provided by Cobb et al., 1983; Cobb and Zacks, 1985; Bowne et al. (2017) 
who reported that “both class size and child-teacher ratio showed 
nonlinear relationships with cognitive and achievement effect sizes” 
(p.  407) with implications that this relationship may be  further 
complicated by SES associations. In a large-scale study by Cobb, 1981; Lee 
and Loeb (2000), concerns were raised about the hypothesized 
relationship between school size and student learning. In the present 
study, we propose that the relationship between class size and school 
outcomes becomes non-linear following a crucial threshold in class size, 
beyond which, student and school outcomes become unpredictable and 
chaotic (Oliva et al., 1987). This is why the cusp model may provide the 
most appropriate means to evaluate the proposed relationships.

1.2 Nonlinear dynamical systems theory 
and the cusp catastrophe

The cusp catastrophe model is essential in nonlinear dynamic systems 
theory for explaining sudden and discontinuous system state changes 
generated by continuous variables. The model works across fields with 
more recent applications in psychology, education, medicine, and public 
health. It efficiently handles complex linear and nonlinear interactions 
between independent variables (Chen and Chen, 2017) toward the 
understanding of behavioral phenomena. As control variables change, the 
cusp model can decipher abrupt and sudden behavioral changes offering 
insights into the stability and transitioning of human behavior (Chen 
et al., 2014). Applications in the field of education include the investigation 
of cognitive functioning (Stamovlasis, 2011; Tsitsipis et al., 2012), the 
teaching of physics (Papageorgiou et al., 2010), and chemistry (Stamovlasis 
et al., 2005). In the examination of stress and trauma the cusp model has 
contributed significantly to our understanding of changes in human 
emotions as individuals transition from one psychological state to another 
(Kira et al., 2019, 2020). Thus, the cusp catastrophe model has recently 
been popularized in the social sciences to examine scenarios where shuttle 
changes in a parameter are associated with drastic and dramatic changes 
in outcome variables The model employs a potential function, f (y; a, b) 
for a single dependent variable y given linear and nonlinear parameters 
a and b:

f (y; a, b) = ay + 1/2by2-1/4y4 (Eq. 1).

The phenomenon under study is termed the “catastrophe set” which 
evaluates outcomes inside the parameter space of coordinates (a, b). As 
shown in Figure 1, when the “b” terms (bifurcation variables), in our 
instance school size and class size are at low levels changes in school 
readiness are expected to be linear and smooth, likely fitting the premises 
of the linear model (see expected Pattern A to linearity). When, however, 
increases in school size and/or class size exceed a worrisome, critical level, 
school readiness oscillates between two behavioral modes, low and high 
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readiness, reaching a state of unpredictability (see Pattern B to 
non-linearity). Point B in the figure is termed “the cusp point” and reflects 
unpredictable changes in the outcome variable following midpoint levels 
in the bifurcation variable. In other words when schools and class sizes 
are small and move toward medium levels, school readiness is expected 
to covary in a linear manner; this linear prediction is disturbed following 
some critical levels of both school size and class size suggesting that 
increases in these variables are no longer adaptive.

The purpose of the present study was to understand students’ 
school readiness as a function of student and teacher behaviors but 
also school size and class size using both linear and non-linear data 
analysis procedures to understand more fully such complex relations.

2 Method

2.1 Participants and procedures

Data came from 21,903 schools distributed across 80 countries as per 
the 2018 cohort of the PISA database (OECD, 2019). The unit of analysis 
was the school. Thus, student and teacher estimates were aggregated per 
school. Student participants in PISA 2018 had to be  in the range of 
15 years 3 months and 16 years and 2 months and had to be in grade 7 or 
above. Procedures regarding ethics and sample selection are described 
here (https://www.oecd.org/pisa/publications/pisa-2018-results.htm). 
Data may be accessed at https://www.oecd.org/pisa/data/.

2.2 Measures

All measures were derived from the PISA 2018 most recent cohort.

2.2.1 School readiness
This scale is comprised of 8 items completed by school principals 

on factors that hinder a school’s capacity to provide instruction. The 

items use the stem: “Is your school’s capacity to provide instruction 
hindered by any of the following issues” with the content relating to 
the shortage of teaching staff, insufficient instructional materials, 
inadequate physical infrastructure, poor lab equipment, and shortage 
of ICT resources (Werblow and Duesbery, 2009; Wobmann and West, 
2006). Scaling ranged between “not at all” and “a lot” (see 
Supplementary Appendix A1). Given the high internal consistency 
reliability of the items with omega being at 0.839, factor scores were 
estimated using maximum likelihood.

2.2.2 Student behavior hindering learning
It was assessed using 3 student-reported items that evaluate how 

often students disrupt lessons (a) with noise and talking, (b) with 
misbehavior, and (c) by being late or absent (Alexander et al., 1992). 
The items are scored using a 4-point scaling system anchored between 
“never” and “almost every day.” Scores were estimated using Weighted 
Likelihood Estimation (WLE).

2.2.3 Teacher behavior hindering learning
A 4-item scale was created using student responses to assess how 

often the teacher (a) explains things in a way that is difficult to 
understand, (b) does not give enough help when you need it, (c) does 
not seem to care about whether or not you learn, and (d) does not 
keep order in the classroom. Items engage a 4-point scaling system 
from “never” to “almost every day.” Estimated factor scores utilized the 
WLE estimator.

2.2.4 Class size and school size
Class size reflected the number of students in the class using a 

categorically ordered variable with intervals of 5 students. The 
categories ranged between “fewer than 15 students” to “more than 50 
students.” School size was measured as a summative variable 
expressing the number of students in the school. It is a measure of 
total enrollment rather than expressing estimates for particular grades, 
cohorts, genders, or else.

2.3 Statistical data analyses

2.3.1 Cusp catastrophe
At present, there exist multiple analytical models that can 

be  utilized for the detection of a cusp catastrophe. Among these 
models, Cobb’s (1998) methodology and its implementation in R using 
Grasman’s cusp package (Grasman et al., 2009) are widely recognized 
and accepted. Additionally, the polynomial regression model proposed 
by Guastello (2002) and the modifications made by Chen et al. (2020) 
to Cobb’s method are also noteworthy alternatives although limited by 
the unavailability of routines in statistical packages. While both Cobb’s 
and Guastello’s models have been widely used, we consider Cobb’s 
(1981) method as more closely associated with catastrophe theory 
whereas Guastello’s methodology is more general and includes various 
forms of non-linear regression models, such as the quadratic. Thus, 
we choose the methodology proposed by Cobb (1998), which gained 
popularity through its implementation in R. To achieve optimality, 
several conditions must be  satisfied by the model. Firstly, the 
asymmetry and bifurcation parameters should exhibit a significant 
effect. Secondly, the cusp model should demonstrate superiority over 
linear and non-linear competing models such as the logistic, the 

FIGURE 1

Description of the cusp model with the outcome variable school 
readiness; it was predicted linearly using the asymmetry terms of 
student and teacher behaviors and non-linearly using the bifurcation 
terms of school size and class size (Tasker, 2003).
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quadratic, and the cusp. Third, a relatively small proportion of 
observations, approximately 10%, should fall within the bifurcation 
area. Lastly, there should be  evidence indicating the presence of 
bimodality within the bifurcation area and multimodality elsewhere 
for the outcome variable. We deferred using the pseudo-R-squared 
statistic provided by the package given that it can take negative values. 
Of note here is the sign of the bifurcation term(s) which requires 
additional elaboration. Assuming that the bifurcation term is scaled so 
that higher scores are indicative of unpredictability, then a positive 
coefficient should be observed. A positive coefficient indicates that the 
relationship between bifurcation and the outcome variable is linear at 
low levels of the bifurcation term and becomes non-linear later on. 
Based on that, in the present study, a positive slope in the bifurcation 
term was desirable. On the contrary, a negative bifurcation term 
suggests that at low levels of the splitting factor/bifurcation term, the 
system is chaotic, and as the scores on the splitting factor increase, 
linearity, and equilibrium are gradually present. This is not the case in 
the present study for which unpredictability is expected when increases 
in school and class size move beyond some adaptive level.

3 Results

3.1 Prerequisite assumptions of cusp 
catastrophe

One of the important assumptions of the cusp catastrophe is that 
the dependent variable must have more than one mode. In the present 
study, the latent school readiness variable presented itself with 
multimodality as shown in Figure 2 satisfying the prerequisites of the 
cusp model. Further evidence of the multimodality of school readiness 
is shown in Figure 3 using the mode tree (Minnotte and Scott, 1993). 
The figure displays the mode locations of the readiness variable for 
each bandwidth. The figure displays 25 modes suggesting 
multimodality as does Figure 2.

3.2 Predicting school readiness from 
student and teacher behaviors linearly and 
from school and class size nonlinearly

Intercept and slope terms of the cusp model are shown in 
Table  1 with all terms being significant. School readiness was 
positively predicted by the linear contribution of student and 
teacher behaviors (bStudent = 0.196, p < 0.001; bTeacher = 0.264, p < 0.001). 
Interestingly, both bifurcation terms were also significant signaling 
non-linearity. Specifically, as school size and class size increase 
beyond a specific critical threshold, their relationship to school 
readiness becomes chaotic and unpredictable (bSchool size = 0.001, 
p < 0.001; bClass size = 0.004, p = 0.027). The critical benchmarks were a 
school size of 801 students and a class size of 27 students for which 
increases beyond those thresholds were linked to non-linearity and 
unpredictability in school readiness. When testing optimal model 
fit between linear and non-linear models (see Table  2) results 
pointed to the superiority of the cusp model using the information 
criteria values of AIC, AICc, and BIC over the competing models 
(a) linear, (b) quadratic, and (c) logistic, which were consistently 
lower in the cusp model compared to all other models. Furthermore, 
a chi-square test contrasted linear and cusp models pointed to a 
significant misfit of the linear model [χ2(2) = 1732, p < 0.001]. 
Further evidence for the cusp model’s preference is shown in 
Figure 4, with multimodal distributions at various areas across the 
response surface and bimodality within the bifurcation area (bottom 
right figure). Visually speaking, Figure 5 displays the observations 
as they oscillate between upper and lower surfaces and within the 
bifurcation area again fitting the expectations of the cusp 
catastrophe model. An ancillary to Figure  5, is Figure  6, which 
displays the relative position of the observations to the upper and 
lower surfaces using a control plane scatterplot. Observations with 
darker colors (e.g., purple) are positioned closer to the upper 
surface and those with lighter colors (e.g., light green) are closer to 
the lower surface (see Grasman et al., 2009).

FIGURE 2

Plotting the multimodal distribution of the dependent variable school readiness.
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4 Discussion

The purpose of the present study was to understand students’ school 
readiness as a function of student and teacher behaviors but also school 
size and class size using both linear and non-linear analytical approaches. 
Results pointed to a preference for the cusp catastrophe model in that 
the relationship between school and class size with achievement is 
determined by specific thresholds of these variables.

Past research indicates that the size of a class has a significant 
influence on the academic achievement of students. The work by 
Kenayathulla et al. (2019) favored the role and functioning of smaller 
classrooms and their positive impact on academic achievement. 
Studies on the Portugal Programme Mais Sucesso Escolar (PMSE) 
indicate that factors such as class size, composition, and tailored 
instruction might lead to a decrease in grade repetition and an 
enhancement in academic achievement (Barata et  al., 2015). 

FIGURE 3

Mode locations for each bandwidth of the school readiness factor scores construct. The number of modes reflects those shown in Figure 2.

TABLE 1 Parameter estimates of the cusp model for the prediction of school readiness using a combination of asymmetry (student and teacher 
behaviors) and bifurcation (school and class size) predictors.

Cusp model intercept and slope 
terms

Unstandardized B S.E. Z-test Value of p

a (Intercept) −0.870 0.027 −31.986 <0.001***

a1 (Student behavior) 0.196 0.012 15.911 <0.001***

a2 (Teacher behavior) 0.264 0.019 13.803 <0.001***

b (Intercept) −0.421 0.077 −5.468 <0.001***

b1 (School size) 0.001 0.001 18.933 <0.001***

b2 (Class size) 0.004 0.001 2.212 0.027*

w (Intercept) −0.496 0.009 −51.496 <0.001***

w (School readiness) 0.770 0.004 173.993 <0.001***

Note: The terms a, b, and w refer to asymmetry, bifurcation, and outcome variables’ intercept terms with those including a subscript the specific slopes for the asymmetry and bifurcation 
variables. ***p <. 001; **p < 0.01; *p < 0.05.
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Nevertheless, these findings have contentious ramifications for 
educational policy. Other studies on the other hand (e.g., Filges et al., 
2018), pointed out that decreasing class sizes has minimal impact and 
that there are more cost-effective methods for enhancing student 
achievement. These unequivocal findings demonstrate that class size 
and outcomes vary based on the circumstances and composition of 
the student population (Milesi and Gamoran, 2006).

The most important finding of the present study was that preference 
for the cusp model allowed us to identify important thresholds for 
which student readiness is no longer predictable. These thresholds were 
801 students for school size and 27 students for class size. Interestingly, 
the estimates for school size agree with earlier suggestions using 
quadratic models suggesting that between 600 and 900 students is the 
optimal school size (Lee and Smith, 1997) and also the work of Andrews 
et al. (2002) who reported dysfunctional schools when exceeding 1,000 
students. For class size, earlier work suggested diminishing returns in 

that reducing class size from 30 to 25 students is more beneficial 
compared to reducing it from 20 to 15 (Mosteller, 1995; Krueger, 1999). 
Thus, the currently identified threshold falls within earlier predictions 
(Word et al., 1990; Finn and Achilles, 1999; Nye et al., 2000).

4.1 Study implications for educational 
policy

The growing body of research suggesting that larger school and 
class sizes harm student achievement requires a thorough reassessment 
of educational systems. When class and school sizes become too large, 
the amount of attention given to each student decreases, which can 
hinder customized instruction and result in a decrease in academic 
performance (Blatchford, 2003; Hattie, 2006). This issue highlights the 
necessity for policymakers to adopt initiatives focused on maintaining 
or decreasing class and school sizes to cultivate more efficient learning 
environments. Possible approaches could involve implementing strict 
class size restrictions, especially in early schooling where personalized 
attention is vital, and reorganizing bigger educational institutions into 
smaller learning communities to improve individualization and 
assistance (Lee and Smith, 1997). Furthermore, it is important to 
implement laws that provide fair and equal access to small-sized 
classrooms and schools among all socioeconomic and demographic 
groups. This will help to resolve any potential inequalities in 
educational achievements. Furthermore, a transition to smaller 
educational environments requires corresponding improvements in 
teacher recruiting, training, and retention methods, guaranteeing that 

TABLE 2 Comparing linear and cusp models using information criteria.

Models 
tested

Loglikelihood Par AIC AICc BIC

1. Linear −20651.560 6 41315.11 41315.12 41360.87

2. Logistic −20579.590 7 41173.18 41173.18 41226.56

3. Quadratic −20629.389 8 41274.78 41310.37 41335.79

4. Cusp −19784.772 9 39587.55 39587.56 39656.19

Par, number of freely estimated parameters; AIC, akaike criterion; AICc, corrected AIC; BIC, 
Bayesian information criterion. Preference is given to the BIC. Its sample-adjusted variant is 
not included because of the large sample size of the PISA 2018 cohort.

FIGURE 4

Frequency of observations at various places on the response surface as indicated by the shaded areas. The presence of skew and multimodality are 
apparent in several areas of the lower response surface.
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the standard of education remains uncompromised. In conclusion, 
although there are difficulties in managing and funding efforts to 
optimize class and school sizes, the possibility of achieving substantial 
enhancements in student performance makes it an essential area of 
concentration for educational reform and policy formulation.

4.2 Study limitations and future directions

The variables “school size,” and “classroom size” have long been 
recognized as significant in research although past studies have presented 

several methodological and design deficiencies. The existing research on 
the functioning of school and classroom size has several limitations. 
Firstly, it lacks generalizability due to the impracticality of randomly 
assigning students to schools and classes advising caution before 
generalizing the present findings beyond the specific sample. Secondly, 
there is a lack of consistent measures, particularly in quantifying the 
distinction between “large” and “small” schools with proxy measurements 
including the number of teachers, the number of students, or other ratio 
variables, which are also challenged by the violation of distributional 
assumptions. There is also a need to engage multivariate analyses that can 
consider the variations in sampling across students and schools using 
both linear and non-linear means. In the present study, the use of 
international population data using rigorous procedures for sampling 
and representativeness in each country overcomes one of the major 
limitations of past studies. Furthermore, the analytical framework 
utilized here is not without limitations. The cusp catastrophe model has 
been criticized as overfitting the data, thus, limiting model generality 
(Poston and Stewart, 1978). Concerns about the reliability of the findings 
from small samples have also been raised (Zhang, 2016) as well as the 
model’s generality to real-world phenomena (Schelling, 1973). Others 
were concerned that the complexity and uncertainty of real-world 
phenomena cannot be  captured by a set of mathematical equations 
(Borsboom and Cramer, 2013) and specifically one type of asymmetry 
measured within the cusp catastrophe model (Cramer, 2008).

In the future, we advise the use of the present analytical framework 
using a per-country analysis as well as the invariance of the findings 
across important moderating variables such as gender, SES, urbanicity, 
private or public schooling, and other variables which were found to 
be important predictors of a school’s climate.

5 Conclusion

In this comprehensive examination of the factors influencing 
students’ school readiness, a significant discovery emerged: the 
relationship between school and class sizes with achievement is best 
described by the non-linear complexities of the Cusp catastrophe model. 
This study, utilizing data from over 21,000 schools across 80 countries, 
revealed critical thresholds at a school size of 801 students and a class 
size of 27 students. Beyond these points, size increases are associated 
with unpredictability and decreased school readiness. This suggests a 
pronounced shift in the traditional understanding of educational 
environments, emphasizing the importance of maintaining optimal class 
and school sizes to ensure effective learning and teaching. The findings 
underscore the need for policymakers to reconsider current educational 
structures, advocating for more personalized and manageable learning 
environments to enhance student achievement. While this study 
provides a groundbreaking insight into the dynamics of educational 
settings, its reliance on the cusp catastrophe model and the specific 
thresholds identified necessitates further investigation and validation to 
ensure widespread applicability and understanding of its implications in 
the complex landscape of educational policy and practice.

Data availability statement

Publicly available datasets were analyzed in this study. This data 
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FIGURE 5

Cusp catastrophe upper and lower surfaces with observations 
transitioning between the two and within the bifurcation area.

FIGURE 6

Control plane scatterplot with darker dots showing placement of 
observations close to the upper surface and light color dots towards 
the lower surface.
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