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The study of language has changed substantially in the last decades. In particular, the
development of new technologies has allowed the emergence of new experimental
techniques which complement more traditional approaches to data in linguistics
(like informal reports of native speakers’ judgments, surveys, corpus studies, or
fieldwork). This move is an enriching feature of contemporary linguistics, allowing
for a better understanding of a phenomenon as complex as natural language, where
all sorts of factors (internal and external to the individual) interact (Chomsky 2005).

This has generated some sort of divergence not only in research approaches, but also
in the phenomena studied, with an increasing specialization between subfields and
accounts. At the same time, it has also led to subfield isolation and methodological
a priori, with some researchers even claiming that theoretical linguistics has little
to offer to cognitive science (see for instance Edelman & Christiansen 2003). We
believe that this view of linguistics (and cognitive science as a whole) is misguided,
and that the complementarity of different approaches to such a multidimensional
phenomenon as language should be highlighted for convergence and further
development of its scientific study (see also Jackendoff 1988, 2007; Phillips & Lasnik
2003; den Dikken, Bernstein, Tortora & Zanuttini 2007; Sprouse, Schutze & Almeida
2013; Phillips 2013).
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Editorial on the Research Topic
Approaches to Language: Data, Theory, and Explanation

This Research Topic serves as a showroom for the latest developments in linguistic methods and
approaches. In so doing, the articles go beyond developing a specific research problem and they
also serve as a sample of the kind of methods employed in different approaches to language, in
the hope that this discussion prompts a reflection on the relation between theory, data, evidence,
and explanation.

Madariaga’s article is a clear vindication of the role of different factors shaping languages. It takes
an I-language perspective in order to explain certain phenomena that are otherwise unapproachable
such as the variation in object case marking of several Russian verbs.

Ezeizabarrena and Garcia Fernandez analyze the feasibility and utility of words or morphemes
as measures for (morpho-)syntactic development in agglutinative languages such as Basque,
confirming their reliability for identifying developmental patterns.

Theodorou et al. provide a pioneering analysis of sentence repetition tasks as useful tools for
assessing children’s language ability in bilectal settings. The study validates the diagnostic accuracy
of the task, showing that it has the potential to be used as a referral criterion to identify children
with Specific Language Impairment (SLI).

Leivada et al. advance in the demarcation of the linguistic phenotype of three developmental
disorders: SLI, Down syndrome, and autism spectrum disorder. They perform a systematic
and cross-linguistic review of their linguistic profiles and formulate the Locus Preservation
Hypothesis, suggesting that aspects of the language faculty are immune to impairment across
developmental disorders.

Various experimental studies address the processing of long-distance dependencies. Santesteban
et al. study whether antecedent-clitic dependencies in Spanish are computed like agreement or
like pronominal dependencies. They report two experiments arguing for cue-retrieval accounts
of dependency resolution and suggesting that the sensitivity to attraction effects shown by clitics
resembles more the computation of pronominal dependencies than that of agreement. Likewise,
Sauermann and Gagarina report a visual world eye-tracking study investigating the impact of the
word order and grammatical role parallelism on the online comprehension of pronouns in German.
It provides compelling evidence that pronouns may not in general be associated with the subject or
topic of a sentence but that their resolution is modulated by additional factors.

In a different setting, Pablos et al. present some experiments on the processing of long-distance
backward dependencies in Dutch and the processing of in-situ wh-questions in Mandarin vs.
French. This is also a study that provides a general reflection on the challenges that experimental
work faces in finding a compromise between addressing theoretically relevant questions and being
able to implement them in a controlled experimental paradigm.
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On the more theoretical prism, Medeiros centers on
design properties of language, proposing a Universal Linear
Transduction Reactive Automaton (ULTRA) directly mapping
surface word orders to underlying base structure with a stack-
sorting algorithm.

Taking a historical and epistemological stance, Ott asks for a
paced consideration of the implications of “strong generativity”
in the field, and its relation to data, judgments, and their
relationship with theoretical evidence.

D’Alessandro and van Oostendorp provide an even bigger
picture by addressing directly broad ontological questions about
our object of study and epistemological questions about how
to best study it. The position that they defend is a plural
one, vindicating the necessity of different disciplines, views and
methodologies when studying language.

Quer and Steinbach analyze the impact of modality on
linguistic data elicitation and collection, corpus studies,
and experimental studies highlighting a set of specific
challenges for sign language research. This paper also
vindicates the complementarity of theoretical approaches
and experimental studies.

Duguine proposes a new model for null subjects, and focuses
on its implications for language development. The paper explores
the consequences of an inverse approach to pro-drop in the
domain of language acquisition, arguing that it allows to account
for a number of properties of child languages.

Do and Kaiser analyze syntactic satiation effects. Their
experimental analysis of Subject island and Complex-NP
Constraint violations uncovers different factors that may bring
about satiation, and the overall conclusion is that satiation
may not be a one-size-fit-all phenomenon for different types
of structures.

Bader centers on the processing of center embedding
constructions in German. As a result of the discussion of
the three novel experiments he reports, he argues for a
multifactorial account of the limitations on center embedding in
natural languages.

Giannakidou and Etxeberria review a series of experimental
studies that address complex judgments involving integration
from multiple levels of grammatical representation. They
show the welcome results of the combination of theoretical
research and experimental techniques when addressing such
complex phenomena as NPI licensing or the emergence of
scalar readings.

Zhan also provides a nice example of the usefulness of
experimental methods (eye-tracking) when addressing questions
such as how and when scalar and ignorance inferences are
computed in disjunction phrases.

Oltra-Massuet et al. present the results of a structural priming
experiment where they test two different theoretical approaches
to the argument structure of (in)transitive structures. The study
suggests a stronger predictive contribution of a model that
supports an interpretive semantics view of syntax.

Vogelzang et al. analyze how language processing interacts
with general cognitive resources by reviewing different language
processing models.

Ohta et al. explore the hypothesis that topicalization and
scrambling constructions are quite different in nature. They set
up an experiment to assess the modular nature of these structures
in Kaqchikel Mayan by identifying their main processing loci.

Finally, Gong et al. report an artificial language learning
experiment studying whether hierarchies in perceptual saliency
influence the learning of orders regulating adjectives of involved
visual features. Their results show learning biases for orders that
are congruent with the perceptual saliency hierarchy, which could
contribute to the structural configuration of languages.

In a nutshell, this Research Topic offers a wide panoramic
view of different stances and approaches to language and shows
how the interaction of a robust theoretical apparatus, plus
the application of cutting-edge data acquisition and analysis
techniques can help us move forward in the understanding of a
phenomenon as complex and poliedric as natural language.
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Influence of Perceptual Saliency
Hierarchy on Learning of Language
Structures: An Artificial Language
Learning Experiment

Tao Gong'2*, Yau W. Lam?® and Lan Shuai’

" Haskins Laboratories, New Haven, CT, USA, ? Center for Linguistics and Applied Linguistics, Guangdong University of
Foreign Studlies, Guangzhou, China, ° Department of Linguistics, University of Hong Kong, Hong Kong, China

Psychological experiments have revealed that in normal visual perception of humans,
color cues are more salient than shape cues, which are more salient than textural
patterns. We carried out an artificial language learning experiment to study whether such
perceptual saliency hierarchy (color > shape > texture) influences the learning of orders
regulating adjectives of involved visual features in a manner either congruent (expressing
a salient feature in a salient part of the form) or incongruent (expressing a salient feature
in a less salient part of the form) with that hierarchy. Results showed that within a few
rounds of learning participants could learn the compositional segments encoding the
visual features and the order between them, generalize the learned knowledge to unseen
instances with the same or different orders, and show learning biases for orders that are
congruent with the perceptual saliency hierarchy. Although the learning performances
for both the biased and unbiased orders became similar given more learning trials, our
study confirms that this type of individual perceptual constraint could contribute to the
structural configuration of language, and points out that such constraint, as well as other
factors, could collectively affect the structural diversity in languages.

Keywords: perceptual saliency hierarchy, artificial language learning, syntax, learning bias, diversity

INTRODUCTION

Physical objects can be discriminated by visual features such as color, shape, and texture.
Human eyes are essentially light receptors, and thus, color or brightness information requires
little cognitive load for processing, thus becoming the strongest cue for visual perception. In
terms of evolution, the alimentary “niche” also enhanced color perception in humans and other
primates (Dominy and Lucas, 2001; Melin et al., 2012). Difference in color or brightness enables
humans to perceive additional features such as shape and textural pattern. Per these fundamental
features (color, shape, and texture), psychological experiments have explicitly shown that: random
variations in color interfere with viewer’s ability to identify shapes, but variations in shape have
no explicit effects (in terms of judgement accuracies and reaction times) on color discrimination
(Callaghan, 1990; Healey, 2000); and random variations in color or shape interfere with viewer’s
identification of visual patterns of texture, but not vice-versa (Treisman, 1985; Healey and Enns,
1999). This evidence reveals a perceptual saliency hierarchy (PSH, the relative conspicuousness of
various visual features at first exposure, Healey and Enns, 2012), which states that in normal visual
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Gong et al.

Perceptual Constraints on Language Learning

perception of humans, color information appears to be more
salient than shape information, and shape more salient than
visual textural pattern (simply, color > shape > texture).

Language serves as the primary means for humans to
describe visual features. Given the PSH, an interesting question
arises: Whether the PSH can cast any influence on learning or
processing the language structures used to regulate the relevant
adjectives of those visual features. Answer to this question
helps reveal the relationship between structural configuration
in language and perceptual or cognitive constraints in humans,
which is a challenging issue in modern psychology and linguistics
(Christiansen and Kirby, 2003; Gentner and Goldin-Meadow,
2003; Hurford, 2007, 2012).

Many approaches have been adopted to study this issue.
Corpus analyses have identified universal characteristics in
language structures and potential links between language
structures and cognitive constraints in humans (Ferrer-i-Cancho,
2004; Liu, 2010; Futrell et al., 2015). Computational modeling
(Gong et al., 2013, 2014) has demonstrated how psychological
or physiological constraints help shape word order (Gong et al,,
2009), compositionality (Kirby, 1999; Brighton, 2002; Smith et al.,
2003; Kirby et al., 2006), and syntactic patterns such as recursion,
case, or long-distance dependency (Elman, 1990; Conway and
Christiansen, 2001; Christiansen and Ellefson, 2002; Lupyan and
Christiansen, 2002; Reali and Christiansen, 2009; Christiansen
and Chater, 2015). In particular, some simulations show that the
word order bias (in favor of certain orders like SOV or SVO but
against others like VOS or OVS) in the world’s languages could
result from individual perceptual constraint, which takes effect
during communications (Gong et al., 2009). Other simulations
illustrate that the universal color naming patterns in the world’s
languages could result from the perceptual constraint of human
eyes towards colors, which also takes effect during cultural
transmission of color terms (Baronchelli et al., 2012). These
studies have illustrated the effect of perceptual or cognitive
constraints on structural configuration of language (Heine and
Kuteva, 2008; Chater et al., 2009; Mesoudi, 2011; Richerson and
Christiansen, 2013).

In experimental psychology, the paradigm of artificial
language learning (ALL, in which participants are asked to learn
a language or language-like system, and then tested on what they
have learned; depending on underlying structures, ALL is also
called artificial grammar learning) has been used to investigate
issues concerning language and cognition (Esper, 1925; Reber,
1967; Folia et al, 2010; Onnis, 2012). An ALL experiment
typically consists of a sequence of learning (a.k.a. training)
and testing phases, which alternate throughout the experiment.
In a learning phase, participants are presented with visual or
auditory symbols concatenated following a predefined grammar-
like structure. In the subsequent testing phase, they are presented
with already-seen or unseen instances. Individual learning is said
to occur when participants can distinguish instances that respect
the underlying structure from those that violate it.

Artificial language learning experiments can design pseudo-
words and structures distinct from participants’ native language
to diminish the influence of participants’ prior linguistic
knowledge and highlight corresponding learning mechanisms

and factors hard to control in naturalistic scenarios (Onnis,
2012). They can also generate sufficient instances to trace
individual learning and evaluate whether individuals can
generalize their learned knowledge to unseen instances. In
addition, by recruiting human participants and carefully designed
artificial languages, ALL experiments can complement other
approaches, such as verifying simulated behaviors and modeling
results to bridge the gap between language processing in humans
and relevant mechanisms in artificial agents (Kirby et al., 2008;
Cornish, 2010). Furthermore, it has been repetitively shown that
ALL experiments can uncover the same (or similar) mechanisms
manifest in natural and artificial language processing (Reber,
1993; Gomez and Gerken, 2000; Pothos, 2007) and in first
(Misyak et al., 2010; Misyak and Christiansen, 2012) and second
language acquisition (Friederici et al,, 2002; Robinson, 2010;
Brooks et al., 2011; Petersson et al., 2012; Morgan-Short et al,,
2014; Ettlinger et al., 2015). These advantages have made ALL
experiments revitalize language learning research in the past
century (Braine, 1963; Moeser and Bregman, 1972; Saffran et al,,
1996; Morgan and Newport, 1981; Tily et al., 2011; Tabullo et al,,
2012).

To our knowledge, there are no modeling or experimental
studies that address directly the PSH and its influence on
language learning. In this paper, we conducted an ALL
experiment to study this issue. A number of artificial languages
were designed, each describing two out of the three types of
visual features in the PSH. In an artificial language, a visual
feature was mapped to a phonetic segment, and segments,
respectively, encoding the two features followed a consistent
order. We referred to the theme-first principle in linguistics to
clarify such orders. The principle states that more “thematic”
information tends to precede less “thematic” one in normal
linguistic expressions (Tomlin, 1986) (here, thematic information
refers to the pragmatic or psycholinguistic reflex of the general
attention in human cognition). This principle helps account
for many cross-language phenomena, especially for word order
(Halliday, 1967; Mathesius, 1975; Lambrecht, 1994; Cinque, 1999,
2010; Cinque and Rizzi, 2008; Longobardi and Guardiano, 2009).
In terms of visual perception, it suggests that information of
perceptually more salient feature should precede that of less
salient feature. Following this principle, in our ALL experiment,
we regarded an order as congruent with the PSH, if it puts a
segment encoding a perceptually more salient feature in front of
a segment encoding a less salient feature; otherwise, the order
is deemed incongruent. We recruited human participants to
learn, by repetitive exposure of instances, the artificial languages
having congruent or incongruent orders, and assessed individual
learning using seen and unseen instances.

In the following sections, we described the experiment,
reported its results, and discussed the relation between language
and human cognition based on this study.

MATERIALS AND METHODS

The experimental protocol was approved by the College Research
Ethics Committee of University of Hong Kong. The methods
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were carried out in accordance with the approved guidelines from
the College Research Ethics Committee. Informed consents were
obtained from all participants.

Participants

One hundred and thirty-two students from the University of
Hong Kong participated into the experiment (66 females, mean
age = 23.27, age range = 17-33, SD = 4.97). Forty Hong
Kong dollars were paid to participants who had finished the
experiment and filled in the post-experiment surveys. The
recruited participants had normal or adjusted-to-normal vision,
and reported no history of developmental delay or acquired
neurological disorder. They were native Mandarin or Cantonese
speakers, and had an intermediate level of English.

Materials

We defined six artificial languages, respectively, used in six
experimental conditions (see Figure 1). Each artificial language
described two of the three visual features in the PSH (color (C)
and shape (S), color and textural pattern (T), and shape and
textural pattern). There are two reasons for considering orders

between only two visual features. First, as shown in previous
psychological experiments of visual feature saliency (Treisman,
1985; Callaghan, 1990; Healey and Enns, 1999; Healey, 2000),
using languages encoding only two visual features can directly
reflect whether the congruent or incongruent orders between
the two affect the learning of those orders. Second, training
participants on orders among three visual features would require
more learning trials to give participants enough opportunities to
detect and learn similarities between visual features and segments
and similarities in regulating orders among segments. This
would increase learning difficulty and memory burden, extend
experiment time, and might have adverse effects on participants’
motivation.

Our training stimuli consisted of 48 images created by
PhotoImpact X3. Each image depicted an object with a unique
combination of a shape (star, square, triangle, or circle), a color
(red, yellow, green, or blue), and a textural pattern (stripes, dots,
zigzag, or checkerboard). These images were divided evenly into
three sets. Each set of 16 images differed in two features (e.g.,
color and shape) and were the same in the third (e.g., texture)
(see Figure 1).

Artificial Language 1 (CS) in Experimental Condition 1

Artificial Language 2 (SC) in Experimental Condition 2

§ I:I da-ska i-ska chi-ska
& A da-pu ve-pu
Cj da-hoo  ve-hoo  i-hoo

color color
color shape
+shape +color
* ve-e i-e chi-e e-i e-chi

ska-da ska-i ska-chi

shape
>

pu-da
hoo-da

pu-ve

hoo-ve  hoo-i

Artificial Language 3 (CT) in Experimental Condition 3

Artificial Language 4 (TC) in Experimental Condition 4

color color

EE EE
+texture +color

| 4 . .

// da-e ve-e i-e chi-e e-i e-chi
2 :EEE da-ska i-ska chi-ska 9;1 oo ska-i ska-chi
He " n 5W ;
e da-pu ve-pu chi-pu & pu-da pu-ve pu-i pu-chi

ﬁ da-hoo  ve-hoo  i-hoo ﬁ hoo-da  hoo-ve @

Artificial Language 5 (ST) in Experimental Condition 5

Artificial Language 6 (TS) in Experimental Condition 6

shape

i‘zIZIAO

texture
+shape
v

shape

shape
+texture * D A O
|4

// da-e ve-e i-e chi-e
£ da-ska i-ska chi-ska
8 VY da-pu ve-pu

ﬁ da-hoo  ve-hoo  i-hoo

e-ve e-i e-chi

ska-1

ska-chi

texture

pu-da
hoo-da

pu-ve

hoo-ve  hoo-i

FIGURE 1 | Meaning-form mappings of the artificial languages in the six experimental conditions. In each table, the rows and columns list the eight
instances of the two types of visual feature (four in each type), and each cell shows the form encoding the stimuli having the features specified by the row and
column. Each table shows the 16 meaning-form mappings of an artificial language. Hyphens in forms are added to highlight segments. In the actual experiment,
participants are exposed to forms without hyphens or other indicators of structure.

Frontiers in Psychology | www.frontiersin.org

December 2016 | Volume 7 | Article 1952


http://www.frontiersin.org/Psychology/
http://www.frontiersin.org/
http://www.frontiersin.org/Psychology/archive

Gong et al. Perceptual Constraints on Language Learning

All forms of the artificial languages were presented visually in In a learning phase, 12 out of the 16 meaning (image)-form
the experiment. A form consisted of two compositional segments. mappings (those in the white cells in Figure 1) of an artificial
A segment encoded one instance of a visual feature and had a  language were displayed visually to participants. A mapping
consonant-vowel or vowel structure. All segments had roughly was shown on the center of the monitor, with the form
the same level of learning difficulty, and did not resemble any presented simultaneously underneath the image (see Figure 2A).
orthography of real words in English or any pronunciation of A mapping remained visible for five seconds. Presentation of all
real characters in Mandarin or Cantonese. We also designed the 12 mappings was repeated three times. Each time the meaning-
segments to avoid iconicity (perceptuomotor analogies between  form pairs were displayed in a pseudo-random order ensuring
aspects of a form and meaning of a word, e.g., onomatopoeia  that the images of any two consecutively presented mappings
words and ideophones, Dingemanse, 2012; Dingemanse et al,  shared no instances of the two types of visual features that
2015), which could assist language learning or comprehension  the artificial language described. This setting prevented the
(Simner et al, 2010; Pemiss and Vigliocco, 2014). In each  participants from immediately noticing the associations between
form of an artificial language, the two segments followed a the visual features and the segments, thus increasing the difficulty
consistent order. Depending on encoded visual features, the fthe learning task.
order between segments was either congruent or incongruent In a testing phase, individual learning was assessed by 20
with the PSH. forced-choice questions presented in a pseudo-random order.

As shown in Figure 1, languages 1 and 2 describe color (C)  participants gave their answers by key pressing. After the
and shape (S), languages 3 and 4 described color (C) and texture  participants answered a question, the next one popped up
(T), and languages 5 and 6 described S and T. Each pair of the  without feedback. Ten of the questions were meaning selection
languages were formed by the same set of segments but differed  questions (see Figure 2B for an example). In each of them,
in regulating order. Three of these languages (languages 1,3, and  the participants saw a form followed by three meanings
5) had congruent orders (CS, CT, and ST), and the other three  (images) displayed in a pseudo-random order. Participants were
(languages 2, 4, and 6) had incongruent orders (SC, TC, and TS).  asked to select the image that they believed was expressed

by the form. Incorrect meanings shared at most one instance
Procedure of the visual feature with the correct one. The other ten
The procedure was implemented using E-Prime 2.0. During the — questions were form selection questions (see Figure 2C for
experiment, participants sat comfortably in front of a laptop an example). In each of them, one image and three forms
in a bright, quiet room. They were asked to learn an “alien were displayed simultaneously. The participants were asked
language” by viewing its meaning-form mappings displayed on to select the form that they believed encoded the meaning.
a 21-inch computer monitor at a resolution of 1280 x 1024 Incorrect forms shared at most one segment with the correct
and a refresh rate of 75 Hz. The font size was 64 pixels. form. The segment orders in the incorrect forms were
The distance between the screen and participants’ eyes was distinct from the order used in the instances in the learning
approximately 64 cm. We used a between-subject design; each  phase.
participant was assigned to one experimental condition to learn The 12 meaning-form mappings shown in the learning
the corresponding artificial language. Gender and number of phases appeared at least once and at most twice as the correct
participants were balanced in each condition (11 females and 11  answers in the 20 testing questions. Each mapping had the same
males). Prior to the experiment, the participants went through a  occurrence frequency in the learning and testing phases. To
two-minute familiarization block. answer the testing questions correctly, the participants needed

The experiment consisted of three 5-min blocks, with optional ~ to learn not only the mappings between the visual features
two-minute breaks in between; the whole experiment lasted about  and the segments but also the order between the segments.
20 min. A block consisted of a learning and a testing phase; in ~ Compared with the much larger search space in the free recall
total, there were three learning and three testing phases to trace  tasks as in previous studies (e.g., Cornish, 2010; Tamariz and

learning progress. Kirby, 2015), answers in the forced choice questions were more
A B C
skada .
2 E @ 1 : hooi skada dachi
skada ) @ ©) 0 @ ®

FIGURE 2 | Examples. A training instance (A), a meaning selection question (B), and a form selection question (C), which are taken from the experimental
condition 6 (see Figure 1). The correct answer of the meaning selection question is image (3). The incorrect meanings share no or one (star shape) instance with the
correct meaning. The correct answer of the utterance selection question is form (2). The incorrect forms share no or one segment (/da/) with the correct form, and
form (3) uses an order (ST) distinct from the order (TS) of the artificial language.
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limited and allowed explicitly tracing the participants’ learning
performances.

In the last testing phase, apart from the 20 normal testing
questions containing the items already seen in the learning
phases, there were additional four meaning selection and four
form selection questions that contained the novel meaning-
form mappings not presented in the learning phases (those
in the gray cells in Figure 1). Performance on these items
helped evaluate whether the participants could generalize their
learned knowledge to unseen instances. All the 28 questions were
presented in a pseudo-random order.

Measures

In each testing phase, we recorded each participants accuracy
(percentage of correct answers to the questions of the same type)
and average reaction time to each of the meaning and form
selection questions. In the last testing phase, apart from the
measures to the normal testing questions, we also recorded the
accuracies and average reaction times to the additional questions
about the novel items. We grouped the accuracy and average
reaction time data in the experimental conditions 1, 3, and 5
(the artificial languages therein had congruent orders) as the
congruent set, and those in the conditions 2, 4, and 6 as the
incongruent set. In each set, the accuracies and average reaction
times were grouped according to the three testing phases. The
measures to the additional questions formed the fourth phase. To
meet the assumption of normality, we used the log-transformed
(base e) reaction times in the analyses.

After the experiment, the participants were asked to fill a
post hoc survey to indicate: which type of questions — meaning or
form selection — was harder to answer; in which block they could
confidently learn the “alien language”; and how difficult they felt
to learn the “alien language” on a scale of 1 to 5, ‘1’ being the
easiest, ‘3’ being neutral, and ‘5’ being the hardest.

Preprocessing and Analyses

Following the general procedure in assessing experimental data
(Osborne and Overbay, 2004), we removed the outliers from the
accuracy and reaction time data before the analyses. Outliers
were values exceeding 2.5 standard deviations from the group
mean. For accuracies, outliers were accuracies that were too low;
for reaction times, they were times either too long or too short.
Among the 1056 (132 x 4 x 2) accuracy data in eight groups, 34
outliers were removed; for the reaction times, 23 were removed.
Another way to handle outliers is to replace them with the group

means, the results following this procedure were similar (see
Supplementary Table S1).

We conducted two ANOVAs, respectively, on accuracy and
average reaction time to test our working hypothesis that the
PSH affects the learning of regulating orders between segments
encoding the involved visual features. In the ANOVAs, we treated
the congruency of artificial languages as a between-subjects factor
(two levels: the congruent languages, those used in conditions 1,
3, and 5, and incongruent languages, those used in conditions
2, 4, and 6), and the experimental phase as a within-subjects
factor (four levels: the testing phases 1, 2, 3, and 4, the latter
of which consists of the measures to the additional testing
questions involving the unseen items). The ANOVA tests also
took into account the question type (two levels: meaning selection
or utterance selection) and interaction between congruency
and experimental phase. In addition to the ANOVA tests, we
conducted group t-tests to compare the accuracies and average
reaction times between the conditions differing in regulating
orders (conditions 1 vs. 2, 3 vs. 4, and 5 vs. 6), which aimed to
reveal possible learning biases for the congruent or incongruent
orders. Following the Bonferroni correction, we set the critical
p value to identify significant effects as 0.002 (0.05/(2+24), 26
tests in total). All the analyses were carried out in R 3.2.4 (R Core
Team, 2016).

RESULTS

Table 1 shows the results of the ANOVAs. In both tests, question
type showed no significant effect, which matched the post hoc
surveys; 125 participants felt invariant to both types of questions.
This indicated that the way of recording the individual learning
performance in our study had no obvious effect on the recorded
results.

Both congruency and experimental phase showed significant
main effects, but there was no significant interaction between
the two. Compared with experimental phase, congruency had
a smaller effect size 2. The significant effect of congruency
confirmed our working hypothesis that the perceptual saliency
hierarchy could affect individual learning of congruent or
incongruent orders. The significant effect of experimental phase
indicated that learning occurred at different experimental phases
of instance exposure. The non-significant interaction between
congruency and experimental phase suggested that the learning
patterns across phases for the congruent and incongruent orders
were largely the same.

TABLE 1 | Results of the ANOVAs of accuracy (ACC) and average reaction time (RT).

ANOVA of ACC ANOVA of RT
Factor F P n2 F p n2
Congruency 30.413 <0.00005 0.029 17.442 <0.00005 0.017
Phase 40.006 <0.00001 0.106 24.090 <0.00001 0.066
Question Type 0.819 0.366 0.558 0.455
Congruency x Phase 4.439 0.004 2.867 0.036

Significant effects (whose p-values are below the critical p-value 0.002) are highlighted in bold.
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Figures 3 and 4 compare the accuracies and average reaction
times across the four phases between the conditions differing in
regulating orders. Across the three phases, there were a general
increase in accuracy and a general decrease in average reaction
time, which echoed the significant effect of experimental phase
in the ANOVAs. In our experiment, individual learning started
at the first phase, and the improvement after the third phase
was smaller than that after the second phase. After three phases,
the participants had largely grasped the compositional languages
in different conditions. These results also matched the post
hoc surveys; 128 participants claimed that they had confidently
learned most of the meaning-form mappings after the second
phase, and the other four said that they had learned the language
right after the first phase.

Although the participants claimed to have learned the artificial
languages, their performances on the unseen items at the last
phase revealed some biases for the congruent orders. As for the
CS and SC orders, the participants showed similar accuracies, but
their reaction times to the CS orders were shorter than those to

the SC orders. As for the CT and TC orders, they showed higher
accuracies and shorter reaction times to the CT order than the
TC order. As for the ST and TS orders, they showed a similar
bias for the ST order over the TS order. Significant difference
in accuracy was also shown at the first and third testing phases
concerning the seen instances. These biases also manifested in the
post hoc surveys; when asked to evaluate the learning difficulty of
the “alien language”, the average scores given by the participants
in the CS and SC conditions were similar (2.38 vs. 2.64), but those
in the CT and ST conditions were different (2.86 vs. 3.65), so were
their scores in the ST and TS conditions (3.10 vs. 3.95).

DISCUSSION

In this paper, we evaluated whether the perceptual constraint
regarding the saliency hierarchy of the basic visual features affects
the learnability of ordering structures between the segments
encoding such features in an artificial language. After repeated

CS(congruent) vs. SC(incongruent)
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0.6 0.6~

2 3
Experimental Phase

“*” marks significant difference based on group t-tests.

CT(congruent) vs. TC(incongruent)

2 3
Experimental Phase

FIGURE 3 | Accuracies (ACC) at the four experimental phases. (A) CS vs. SC; (B) CT vs. TC; (C) ST vs. TS.Error bars denote standard errors. Solid lines
denote congruent orders (CS, CT, and ST), and dashed lines incongruent orders (SC, TC, and TS). “C”, “S”, and “T” stand for color, shape, and texture, respectively.
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FIGURE 4 | Average reaction times (RT) at the four experimental phases. (A) CS vs. SC; (B) CT vs. TC; (C) ST vs. TS. Error bars denote standard errors.
Solid lines denote congruent orders (CS, CT, and ST), and dashed lines incongruent orders (SC, TC, and TS). “C”, “S”, and “T” stand for color, shape, and texture,
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exposure to the tokens of the artificial languages with different
orderings, the participants gradually learned the segments
encoding color, shape, or textural patterns and the orders between
these segments. Their judgements on the unseen instances
indicated that they could generalize their learned knowledge and
apply it to novel items. Moreover, they exhibited biases for the
orders that were congruent with the perceptual saliency hierarchy
regarding color, shape, and textural patterns. To be specific, they
showed strong biases for the CT (color before textural pattern)
and ST (shape before textural pattern) orders over the TC and TS
orders, in terms of judging accuracy and average reaction time.
Such biases started to exhibit during the learning process. They
also showed a weak bias for the CS over the SC order, which only
manifested in average reaction time when judging the unseen
items.

In this ALL experiment, the observed biases were not
induced by participants’ prior linguistic knowledge (of Mandarin,
Cantonese, or English). In simple phrases of Mandarin or
Cantonese, information of textural pattern often appears before
that of shape, and color before shape (e.g., “hongse (red) mutou
(wood) yuan (round) zhuozi (table)”) (Yip and Rimmington,
2004; Zhu, 2005), whereas the participants in our experiment
exhibited a strong bias for the orders putting textural pattern
after color or shape. In simple phrases of English, adjectives of
shapes often appear in front of those of colors (e.g., “a round red
wood table”) (Carter et al., 2011), but the participants showed
no bias for color and shape at least in accuracy. In addition,
the participants had no previous experience of the segments
used in our experiment, and had no chance to apply their prior
linguistic knowledge to change the artificial languages or develop
one from scratch. These ensure that the observed patterns can be
safely ascribed to the perceptual saliency hierarchy. Nonetheless,
we acknowledge that participants’ alphabetic knowledge may
potentially affect their performance in ALL. This is an inevitable
limitation of ALL experiments recruiting alphabetic language
speakers to learn alphabetic languages. Recruiting participants
with no alphabetic experiences (e.g., pre-language children) or
using uncommon symbols or non-linguistic forms to design
artificial languages may help diminish such influence, as in
experimental semiotics studies (Galantucci and Garrod, 2010,
2011) (e.g., Galantucci, 2005; Scott-Phillips et al., 2009; Taylor
et al, 2011; De Boer and Verhoef, 2012; Claidiére et al., 2014;
Tamariz and Kirby, 2015). However, many of such studies
focus on the emergence of a language-like communication
system out of random signals, and participants therein are
allowed to introduce signals that they prefer during the recall
tasks.

Our fact that the perceptual saliency hierarchy affects the
learning and processing of relevant language structures reveals
a close relation between perceptual constraints in humans and
structural configuration in language. In a linguistic form, if
the ordering of segments encoding the visual features follows
naturally the perceptual saliency of those features, production
and comprehension of the form would be more straightforward.
Then, compared with the forms having an incongruent order
between those features, the accuracies of answering questions
about the forms having congruent orders tend to be higher, and

the reaction times shorter. This is evident by the strong biases for
the CT and ST orders over TC and TS orders.

In addition, compared with color and shape, textural pattern
is much less salient, and it is shown as contrast of color or shape.
Detection of such pattern occurs after detection of color or shape,
and relies on detection of color or shape (Treisman, 1985; Healey
and Enns, 1999). This also explains the strong bias for the CT and
ST orders. By contrast, color appears to be slightly more salient
than shape, which resulted in the weak bias for the CS over SC
order.

All these results are in line with the perspective that perceptual
constraints affect the learning (and use) of related language
structures (Heine, 2001; Pullum and Scholz, 2002; Mesoudi and
Whiten, 2008; Christiansen and Chater, 2015). They also suggest
that difference in saliency levels of the visual features could affect
the degree of bias for the congruent orders regulating those
features.

Given the bias for the congruent orders, a follow-up question
arises: If the perceptual saliency hierarchy affects the regulating
orders of the segments encoding the involved visual features, is
this structure in all languages the same, favoring the congruent
orders? The answer to this question is NO. Although there
lack large-scale typological studies of adjective orders in world’s
languages, as shown in simple Chinese expressions, the adjectives
of textural patterns usually appear in front of the color or
shape adjectives. Although in many English phases, the shape
adjectives should appear in front of the color adjectives, most
people have a relatively free order between the two. Considering
these, apart from the perceptual saliency hierarchy, the structural
configuration of language is also subject to other constraints.
One candidate of such constraints comes from the socio-cultural
environment of language. As shown in typological studies of
structural diversity in world’s languages (Haspelmath, 2007;
Evans and Levinson, 2009; Dunn et al., 2011), cultural histories of
speakers and contact histories between different languages could
induce different types of structure.

In addition, our experiment showed that despite the fact that
the participants exhibited biases towards the congruent orders,
after a small number of learning rounds, they could largely grasp
both the biased and unbiased orders, reaching high (over 0.8)
accuracy and short reaction time. Following the dynamics in
the three experimental phases, we can reasonably expect that
given more rounds of learning the participants would learn
each artificial language equally well, no matter whether its order
was congruent or incongruent. This suggests that the structures
distinct from the biased ones can be equally acquired by speakers.
This makes sure that other types of structures, once induced due
to other constraints, can also be transmitted across generations of
leaners.

The above discussion reveals a complicated relation between
language and perception.

On the one hand, during cultural transmission of language
across multiple generations of learners, individuals’ perceptual
constraints could favor some structures congruent with the
perceptual constraints, thus causing a bias towards those
structures. This has been demonstrated in many experimental
and simulation studies. For example, some experiments have
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shown that the dominant word orders in world’s languages are
also easier to learn (Culbertson et al., 2012; Fedzechkina et al.,
2012; Culbertson and Adger, 2014). Some simulations have also
revealed that cultural transmission could amplify small biases for
certain structure and make it prevalent in communal languages
of later generations (Griffiths and Kalish, 2007; Kirby et al., 2008;
Smith, 2011).

On the other hand, other factors, such as different socio-
cultural histories could induce distinct language structures.
Some modeling studies have demonstrated that socio-cultural
interactions could trigger a variety of structural forms, which can
be equally acquired and transmitted by generations of language
learners (Steels and Belpaeme, 2005; Steels, 2011, 2012). More
importantly, as shown in our study, if different structures are
more or less functionally equivalent, they can be acquired equally
well by speakers, given sufficient rounds of learning. This may
diminish the bias for certain structures to a certain extent, and
lead to diversity in structural configuration of language.

These two aspects suggest that the actual structures in different
languages have arisen as a compromise between both the
individual perceptual constraints and the socio-cultural factors
(Christiansen and Chater, 2008; Liu, 2014). Such compromise
leads to a biased distribution of languages predominantly in
certain structures. The mutual influence of individual and socio-
cultural factors has been illustrated in some simulation studies of
word order bias (Gong et al., 2009) and color naming patterns
(Baronchelli et al., 2012).

Our experiment, as an individual learning experiment, could
not fully demonstrate the mutual influence of individual and
socio-cultural aspects. Nonetheless, it confirmed the influence
of individual perceptual constraint (i.e., the perceptual saliency
hierarchy) on learning congruent and incongruent orders. It
also revealed that given more trials the learning of incongruent
orders could reach a similar level to the learning of congruent
orders. This suggested that the structures induced by other
factors, even though conflicting to the structures favored by
perceptual constraints, could still be acquired and transmitted.
Both of these findings can shed light on the relation between
individual learning and cultural transmission, and contribute to
the discussion of the causal factors for the structural diversity in
languages (Longobardi and Guardiano, 2009).

Finally, some aspects of this study can be extended in future
work. For example, we may recruit pre-language or language-
learning children to further diminish the influence of individuals’
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Maia Duguine *

Linguistics and Basque Studiies, University of the Basque Country UPV/EHU, Vitoria-Gasteiz, Spain

This paper proposes a new model for null subjects, and focuses on its implications for
language development. The literature on pro-drop generally considers that not allowing
null subjects s, informally speaking, the “default” option in natural languages, and appeals
to particular morphosyntactic mechanisms in order to account for those languages
in which the subject can be omitted. Shifting the perspective, the inverse approach
postulates that pro-drop is (almost) a default grammatical setting, and that non-pro-drop
results from the intervention of independent factors that block pro-drop in the derivation.
The paper explores the consequences of the inverse approach in the domain of language
acquisition, arguing that this model allows to account for a number of properties of child
languages. It opens an avenue of research worth exploring, one that could give new
solutions to old problems.

Keywords: pro-drop, null subjects, language acquisition, case, language variation

1. INTRODUCTION

Under specific circumstances, sentences can have subjects which, even if unpronounced, are
syntactically projected (see recently Cai et al., 2014). Pro-drop, or the possibility to omit the subject
of a finite construction is a phenomenon which, in theoretical linguistics, is generally studied
from a comparative perspective. The central question is why certain languages allow null subjects
while others do not!. There is thus an opposition between pro-drop languages vs. non-pro-drop
languages. But these studies have very often led to an (implicitly) asymmetrical characterization
of the two options. That is, in a sense, it is considered that non-pro-drop is the default option in
natural languages, and that the pro-drop option has to be motivated (that is, it has to be explained by
appealing to a particular grammatical mechanism)?. Indeed, languages are taken to need a special
grammatical feature in order to allow pro-drop, such as for instance, a pronominal Agr (cf. Rizzi,
1982; Alexiadou and Anagnostopoulou, 1998), a [D] feature in T (¢f. Holmberg, 2010; Roberts,
2010a), special Case-assigners (Rizzi, 1986), or uniform agreement (Jaeggli and Safir, 1989).

A further asymmetrical characterization emerges from the work on individual or groups of
pro-drop languages. It is often assumed that natural languages offer multiple ways of licensing
null subjects, and thus, different types of pro-drop languages are also postulated. For instance,

!For reasons of space, and in order to be able to focus on the central aims of the paper, I will leave null objects aside (see
footnote 16). Therefore, in this paper I use the terms pro-drop, subject-drop and null subject interchangeably.

2Note that this statement is not equivalent to assuming that there is a default negative setting for the pro-drop parameter: it
just aims at making explicit how researchers approach the issue of null arguments. See also footnote 18.
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Italian-type languages and Chinese-type languages are typically
distinguished, as allowing pro-drop vs. topic-drop (c¢f. Huang,
1984), or as licensing pro vs. argument ellipsis (cf. Saito, 2007;
Roberts, 2010a). Again, this implies that conceptually, we are
considering non-pro-drop as being the default option, and the
fact that some languages allow null subjects is taken to derive
from additional features these languages have.

But we could also flip this idea, and consider that in a sense, it
is null subjects being possible that constitutes the default option,
and that what has to be explained is non-pro-drop, in terms
of a set of cases in which subject-drop is made impossible in
the derivation of the sentence. Under this view, pro-drop is
the same phenomenon in Italian and Chinese; what requires an
explanation is the impossibility to drop subjects in English or
French, for instance.

Furthermore, viewing pro-drop as an operation that can be
blocked allows us to appeal to different conditioning factors in
different cases. The same way movement can be blocked by an
island, or an intervener, or the landing site being already filled,
there are potentially multiple ways in which pro-drop will be
blocked. This has the potential to explain the variety of cases
where null subjects are not allowed, across different languages
(in non-pro-drop languages, but also in pro-drop languages; see
below). I will call this view the inverse approach to pro-drop (IA).

Now, null subjects constitute one of the best-studied topics
in language acquisition, which has enlightened many aspects of
the discussion on the logical problem of language acquisition,
the nature of variation, parametric theory, etc. (see Hyams, 2011;
Hyams et al., 2015, for recent overviews of the literature). Does
the IA and the shifted view it proposes have something to bring
to this field? And to what extent do the developmental data,
observations and generalizations that have been collected and
discovered over the years conform to the model that is suggested
by the IA?

Taking the IA as a reference, the goal of this paper is to open
a new perspective on the topic of null subjects in the area of
acquisition, and as a first step, to explore the extent to which what
we know about the acquisition of the pro-drop property makes
sense under the IA.

Section 2 introduces the basic components of an account of
null subjects that formalizes the fundamental ideas of the IA, and
briefly presents typological and empirical evidence supporting
this view. Section 3 explores some of the consequences of the
shift to IA for the domain of language acquisition, on whether
the standard observations on the stages of acquisition of pro-
drop can be accounted for straightforwardly. Section 5 gives the
conclusions.

2. REVERSING THE PERSPECTIVE

This section introduces the basic features of the inverse approach
to pro-drop (IA). It does not propose a full-fledged analysis
of pro-drop (see Duguine, 2013, 2014 for a more elaborated
proposal). Rather, it sketches a possible account that would
formalize the basic ideas of the IA that were introduced above.
It also discusses evidence that supports these ideas.

2.1. Pro-Drop and Non-Pro-Drop under the

Inverse Approach
By characterizing pro-drop as the “default” option for a language
L, we do not necessarily have to assume that pro-drop is totally
free and not subject to any syntactic condition. Instead, the
claim is that all natural languages satisfy the very basic syntactic
condition for allowing it, and that if a language happens not to
allow null subjects, this is a fact that has to be explained.
Observe the following examples from Spanish, a pro-drop
language. Whereas the DP todos los dias “all days” can alternate
with a null expression in (1B), it cannot in (2B) (the null subject
is represented with “[e]”):

(1) A. Todos los dias son una fiesta.
all  thedaysare a party

Every day is a party.

Spanish

No, [e] no son una fiesta.
NEG NEGare a  party

No, they are not a party.

2) . Yo salgo de fiesta todos los dias.

I go.out.lsg of party every the days
I go out to party every day.

Yono salgo de fiesta (*[e]).
I NEG go.out.1sg of party

B.

I don’t go out to party.

(2B) cannot be interpreted as “I don’t go out to party every day.”
This shows that pro-drop is subject to a syntactic constraint.
But what is this constraint? It is fair to say that the basic
mechanism that makes pro-drop possible is the one behind
the argument-adjunct distinction: arguments can drop, adjuncts
cannot. Let us assume that structural Case—in particular,
nominative-assignment in the case of subjects (and, potentially,
ergative)—is this mechanism (see a.0. Chomsky, 1982; Raposo,
1986; Rizzi, 1986; Jaeggli and Safir, 1989; Platzack and Holmberg,
1989, where Case is defined as the basis of the “licensing”
condition for pro)®. Assuming that Case operations hold in all
natural languages, this makes all languages potential pro-drop
languages. In other words, by default, any language will allow null
arguments. In particular, given the (arguably universal) Case-
assigning properties of finite T, this analysis accounts for the
availability of null subjects across languages. What has to be
accounted for are thus those languages that do not allow null
arguments (or more specifically, null subjects), i.e., non-pro-drop
languages.

The idea, under the IA, is that in these languages, even if the
Case condition is satisfied—and thus pro-drop is in principle
available—, independent factors come into play which block pro-
drop. This idea can be illustrated with cases in which null subjects
are impossible in pro-drop languages. It is for instance well-
known that there are no focused null subjects (cf. Cardinaletti and
Starke, 1999). In fact, focused subjects are always overt (cf. Larson
and Lujdn, 1989), as illustrated in the Spanish question-answer
pair in (3) (capital letters indicate focusing):

3For a discussion of evidence in favor of Structural Case as the condition on
pro-drop, see Duguine (2013).
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(3) A. Juanha leido Guerray  paz.

Juan have.3sg read war  and peace

Spanish

Juan has read War and peace.

B. No:lo he leido YO/*[e].
no CL have.lsgread I
No: I read it.

That is, focus has a blocking effect on pro-drop, even in contexts
in which the subject satisfies the conditions for being null (i.e., it
is assigned nominative Case).

In line with on this observation, the hypothesis I will put forth
under the perspective of the IA is that non-pro-drop languages
are languages in which there is always, in the derivation,
something that blocks pro-drop. What could it be? There is
a long-standing hypothesis in the literature on pro-drop, that
connects the “richness” of subject-verb agreement morphology
with the availability of null subjects. Indeed, pro-drop languages
that have agreement morphology—such as Spanish or Italian—
tend to have “rich” inflectional systems (with different forms
for different person-number affixes), whereas non-pro-drop
languages such as English or German tend to have many syncretic
forms, i.e., “poor” agreement. This is the so-called “Taraldsen’s
generalization” (Taraldsen, 1980; Jaeggli and Safir, 1989)%. Many
analyses have built on this generalization, defending that “rich”
agreement is what makes null subjects possible (cf. Barbosa, 1995;
Alexiadou and Anagnostopoulou, 1998; Speas, 2006). Following
the logic of the IA, I would like to suggest here that we reverse the
perspective, and postulate that in fact, “rich” agreement is not a
condition on pro-drop; instead, it is “poor” agreement that blocks
pro-drop.

This hypothesis can be formalized using Frampton’s
(2002) and Miller’s (2006, 2008) characterization of poor
inflection as impoverished inflection. Under the Distributed
Morphology approach, impoverishment is an operation that
deletes morphosyntactic features on abstract morphemes in
certain specific contexts (cf. a.0. Bonet, 1991; Halle, 1997; Harley
and Noyer, 1999). A morpheme which undergoes this operation
ends up with a set of features less specified than it was before
the operation took place. Frampton (2002) and Miiller (2006,
2008) propose that in languages such as German, there are
certain impoverishment operations which systematically delete
(valued) ¢-features on T, leading to the feature-specification of
different morphemes being identical and thus to have the same
phonological realization.

Crucially, developing the intuition that poor agreement is
actually impoverished agreement, Miiller (2006) makes the
following suggestion: impoverishment actually bleeds pro-drop.
He explains non-pro-drop in the following terms®:

4“Richness” has proven to be a difficult notion to define (cf. attempts in a.o. Jaeggli
and Safir, 1989; Rohrbacher, 1999; Miiller, 2006). Nonetheless, the generalization
holds, which suggests that at least at an abstract level, “richness” is relevant for
pro-drop (cf. also Roberts, 1993; Platzack, 1994; Vainikka and Levy, 1999).
SMiiller (2006, 2008)’s analysis relies on the assumption that Morphological
Structure comes before syntax proper, so that ¢-Agree—a syntactic operation—
can be affected by the output of impoverishment—a morphological operation. See
Duguine (2013) for an alternative analysis that maintains a standard architecture
of the grammar, with a post-syntactic morphological component.

(4) Pro generalization (Miiller, 2006)
An argumental pro DP cannot undergo Agree with a
functional head o if o has been subjected (perhaps
vacuously) to ¢-feature neutralizing impoverishment in
the numeration.

That is, like any subject DP, pro enters a ¢-Agree relation with
T. But in contrast to DPs, it cannot enter such a relation if T
has been impoverished. This would account for why subjects are
necessarily overt in languages in which ¢-features on T undergo
impoverishment (see also Roberts, 2010b; Duguine, 2013).

Summarizing, the IA postulates that pro-drop “comes for free”
in natural languages, and that non-pro-drop is what must be
accounted for. As a way of formalizing this idea, on the one
hand, I have proposed that structural Case-assignment is what
makes null arguments available. Under the assumption that Case
relations are a pervasive feature of languages, this implies that
all languages are, in principle, potential pro-drop languages. It
also accounts for pro-drop in all types of languages in which
arguments can be null. In particular, it invites to a unified
analysis of Italian-like and Japanese-like pro-drop languages (see
Duguine, 2014 for arguments in favor of this unification). On the
other hand, in order to account for languages that do not allow
null subjects, I have appealed to the analysis proposed by Miiller
(2006, 2008), whereby non-pro-drop results from independent
factors: impoverished T cannot combine with a null subject.

Note finally that the explanation of the non-pro-drop option
in terms of impoverishment is just one example of how pro-drop
can be blocked. The case of focus, discussed above, shows that
there can in principle be many different ways in which different
factors affect pro-drop. For instance, it has been proposed that
the fact that English is not a null subject language results from T
requiring an overt specifier (cf. Holmberg, 2010). If this analysis
is on the right track, then it could be that in this case it is
not impoverished inflection that blocks pro-drop, but rather
this overtness condition on Spec,TP. The IA thus leads to a
potentially multimodular and multifactorial characterization of
the (non-) pro-drop phenomenon.

2.2. Typological and Empirical Evidence

The picture offered by the IA is rather unusual: it implies that
pro-drop is a universal phenomenon, available in principle across
all languages, with exceptions that will have to be accounted for
on independent grounds. Nonetheless, as expected under this
view, the availability of null arguments seems to be the unmarked
option cross-linguistically.

Null arguments are licensed in the majority of the languages
of the world. The broadest survey of pro-drop is probably
the one by Dryer (2013), in the World Atlas of Linguistics
Structures, which focuses on the way in which subjects are—
or can be—expressed. Spanish-type languages and Japanese-type
languages (i.e., pro-drop languages with and without agreement)
represent 70% of the sample of languages analyzed by Dryer
(2013) (498 out of 711). On the other hand, languages in which
“pronominal subjects are expressed by pronouns in subject
position that are normally if not obligatorily present” (English,
German, French, Icelandic, etc.) represent 11.5% of the total
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number of languages®. 70% constitutes a very large majority,
and the quantitative difference between pro-drop languages and
non-pro-drop languages is significant”.

Also, the TA characterizes non-pro-drop as a property of
derivations, and not as a defining property of languages.
Precisely, there is a sense in which non-pro-drop languages
are not fully non-pro-drop, given that there are cases, contexts
or varieties in which they allow null subjects. For instance,
(i) subjects of imperatives tend to be null (¢f. Bennis, 2006
on Dutch), (ii) null subjects of finite matrix and embedded
clauses are observed in certain varieties of English, such as
diary British English (Haegeman and Thsane, 2001) or Colloquial
Singapore English (Sato, 2011; Sato and Kim, 2012), (iii) null
subjects are also licensed in certain varieties of French—one of
the few non-pro-drop Romance languages (cf. Roberge, 1990;
Zribi-Hertz, 1994, as well as Roberts, 2010b for a critical review
of the data), and (iv) Rosenkvist (2009) emphasizes that, even
if null subjects are licensed in none of the modern Germanic
standard languages, they are in many modern vernaculars
(Zurich German, Schwabian, Bavarian, Lower Bavarian, Frisian,
Ovdalian and Yiddish).

In sum, the dichotomy between “pro-drop languages” vs.
“non-pro-drop languages” has been largely overestimated in the
literature. Indeed, the cross-linguistic data suggest that allowing
null subjects is the default option for languages, and that we are
not dealing with a phenomenon deeply rooted in the nature of
languages, but rather the result of the conspiracy of unrelated
factors affecting the derivation, as implied by the IA.

3. ANEW PERSPECTIVE ON PRO-DROP IN
ACQUISITION

Given the approach outlined in the previous section, the obvious
question from a developmental perspective is to ask whether
it can help us reach an explanation of the acquisition process.
Indeed, the IA’s shift regarding the question of null arguments
does not have consequences for the theory of syntax only; it also
affects how acquisition of the pro-drop property is expected to
take place. This section explores the question of whether the A
makes sense from the point of view of language development.
To that end, it briefly reviews a set of basic facts that have been
established in the literature on the acquisition of (non-)pro-drop,
and attempts to evaluate whether they correspond to what we
could expect under the IA.

3.1. Early Subject Omission in Pro-Drop
Languages

Speakers of pro-drop languages show target-like behavior
from very early on (see Valian, 1990; Guasti, 1993/1994 on
Italian, Valian and Eisenberg, 1996 on European Portuguese,

©The three other groups of languages—which constitute 18.4% of the sample—are
not easy to classify directly as either pro-drop or non-pro-drop, but some of them,
such as Warlpiri (Legate, 2006), Finnish, Hebrew (Vainikka and Levy, 1999) or
Irish (cf. McCloskey and Hale, 1984) are known to allow null subjects. The actual
proportion of null subject languages is thus larger than 70%.

7In the sample of 104 languages studied in Gilligan (1987), 93% are classified as
null subject languages.

Wang et al., 1992 on Chinese, Kim, 1997 on Korean among
others).

Under the IA, pro-drop is a default or given property of
languages®. Therefore, the observation that children acquiring a
pro-drop language show a target-like behavior is consistent with
what we could expect given the IA. It is nonetheless important
to note that this is not a prediction. The syntax of pro-drop is,
logically, dependent on the syntax of subjects, and in particular,
as proposed in Section 2, on the syntax of (structural) Case.
Therefore, a child will not be expected to drop subjects until she
has acquired the syntax of subjects and their Case properties (on
the role of Case in the syntax and acquisition of pro-drop, see
also Pierce, 1992). Consequently, what the IA predicts is that the
possibility to drop the subject will follow the acquisition of the
syntax of subjects. In other words, given the early acquisition
of null subjects, we expect an early acquisition of the syntax
of subject’s Case in pro-drop languages. Precisely, acquisition
of pro-drop languages seems to be characterized by an early
knowledge of the syntax of subjects. For instance, in pro-drop
languages, children start producing inflected verbal forms (with
virtually no errors in person-agreement) and target-like subject
placements very early on (cf. among others Guasti, 1993/1994 on
Italian, Bel, 2003 on Spanish, and Barrefia, 1995; Ezeizabarrena,
2002 on Basque).

3.2. Null Subjects in Early Non-Pro-Drop
Languages

It is well known that early non-pro-drop languages such as
English, Dutch or French allow null subjects (cf. Hyams, 1986).
As we just saw, under the IA, given the “default” nature of pro-
drop, setting the syntax of subjects is sufficient for allowing null
subjects. As above, the prediction is therefore that the syntax of
subjects, and in particular Case-assignment is in place from very
early on in non-pro-drop languages, too.

Here, too, the prediction seems to be on the right track.
Schiitze and Wexler (1996) show that in early English virtually
all (pronominal) subjects of finite verbs are nominative, unlike
the subjects of non-finite verbs, which are often accusative
(see below on root infinitives). Since in English accusative—but
not nominative—is the default case (that is, DPs surface with
accusative marking when they are not assigned Case; cf. Schiitze,
2001), we can conclude with Schiitze and Wexler (1996) that the
fact that subjects in finite contexts are virtually always nominative
shows that the syntax of nominative Case is already in place for
those speakers.

3.3. Later Setting of the Non-Pro-Drop
Option

The third point is closely related to the preceding two. The
observation is that whereas speakers of null subject languages
seem to have a very early acquisition of the pro-drop property
of their target language (i.e., what Hoekstra and Hyams, 1998 call

8This consequence of the IA converges with the early parameter missetting
approach in Hyams (1986), Jaeggli and Hyams (1988), and Hyams (1991), which
posits that pro-drop is the default option in language development; see Section 4.
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“early morphosyntactic convergence”), the speakers of non-pro-
drop languages seem to set it later (Valian, 1990). That is, they
stop omitting subjects at a later stage.

Again, the TA as formalized in Section 2 provides a natural
framework for these facts. Non-pro-drop requires the child to
acquire the particular grammatical property or rule that blocks
pro-drop’. What type of evidence leads to positing blocking
rules? If the morphosyntactic analysis in Section 2 is on the
right track, then impoverishment rules can have this blocking
effect. In this case, children would posit them on the basis of
evidence from inflectional morphology: there are regularities
in the syncretisms across inflectional paradigms which signal
rules of impoverishment. We could further conjecture that the
assumption that the regularities in verbal paradigms are rule-
based and not accidental is reinforced by the observation that as a
derivational side-effect, these rules block subject-drop. If children
are aware that adult language produces overt subjects where
their own grammar (and their discourse-pragmatic knowledge)
would allow them to drop subjects (see Section 3.4), positing
rules of impoverishment allows them to reach a more target-
like production. In other words: impoverishment rules explain
two apparently independent properties of adult language. Then,
if we were to explain the syntax of English overt subjects on the
basis of the overtness condition on Spec, TP that we alluded to
in Section 2 (c¢f. Holmberg, 2010), we would have to appeal for
instance to the possibility of indirect negative evidence playing
a role in acquisition (c¢f. Chomsky, 1981) and propose that the
fact that subjects—and in particular non-referential expressions
such as expletives—are systematically overt in adult production
supports the assumption that there is a requirement on Spec,TP
being overt.

Now, in our analysis, these rules are contingent on the syntax
of subjects, and therefore it is to be expected that they will be
acquired later than the property making pro-drop possible!”.
Let us take for instance Miiller (2006) explanation of the non-
pro-drop property in terms of morphological impoverishment.
This instance of impoverishment affects the ¢-features on T.
These features, in turn, result from ¢-Agree between T and
the subject (¢f. Chomsky, 2000, 2001). This means that ¢-
Agree has to be in place by the time the child learns what
the rules of impoverishment of her target language are. Given
the implicational relation between Case and Agree (Chomsky,
2000, 2001), we can say that the syntax of subjects, as a whole,
precedes the acquisition of the rules of impoverishment. The
same dependence with respect to Case and Agree occurs with
Holmberg’s (2010) analysis in terms of the overtness requirement
on Spec,TP. In order to determine that Spec, TP must be overt, it

9 Above, following Haegeman and Thsane (2001), Sato (2011), and Sato and
Kim (2012) I suggested that certain varieties of English allow pro-drop. But as
discussed by Mack et al. (2012) and Frazier (2015), standard English does not,
and the occasional dropping of subjects results from performance factors, where
predictable material is reduced. Frazier (2015) highlights that this suggests that
the speakers are implicitly aware of the reduction predictable material, and that
children may recognize these deviations as being due to the performance system,
thus not taking them as evidence that their target is a pro-drop grammar.

19The proposal in Jaeggli and Hyams (1988) and Hyams (1991) similarly predicts
a later setting of the non-pro-drop option as an result of children realizing late that
their target language has poor agreement; see also Section 4.

is necessary to know that it is the subject that is realized there,
and that it moves to that position because it Agrees with T.
Consequently, with both possible explanations of the non-pro-
drop property that we considered in Section 2, it is expected
that children will go through a stage in which null subjects are
allowed before showing a target-like behavior, where subjects
will necessarily be overt. All in all, then, the IA provides a
straightforward explanation of what was a rather mysterious
consequence of earlier parametric analyses, whereby for instance
Italian-speaking children seem to set the parameter relatively
earlier than English speakers (see Section 4).

Finally, the impoverishment-based analysis makes a further
prediction. Speakers of non-pro-drop languages are expected to
take longer than speakers of rich agreement languages before
they master verbal inflection. Indeed, acquisition studies show
that the production of verbal inflection in early pro-drop
languages is virtually errorless and displays higher rates than
in early non-pro-drop languages (cf. Hyams, 1991; Phillips,
1996). However, this does not necessarily imply that in the
later the inflectional system is not in place: the absence of
verbal inflection corresponds in general to the use of root
infinitives, and inflected forms, when produced, are also used
correctly, which suggests that independent factors could be at
play here (cf. Poeppel and Wexler, 1993; Phillips, 1996). More
research is thus needed before we can draw conclusions on this
issue.

3.4. Frequency

The TA characterizes pro-drop as the “default” option. One
could think that this directly predicts that the frequency and
distribution of null subjects in all early languages should be
very similar to that of adult pro-drop languages. However, the
IA does not actually make such a prediction. Indeed, pro-drop
does not solely depend on structural conditions such as the
Case condition discussed above. Completely independent factors
also affect the distribution of null vs. overt subjects in the
discourse in adult pro-drop languages. For instance, information
structure (as mentioned above regarding focus in example 3) and
discourse-related factors such as the accessibility or salience of
the antecedent play a crucial role in deciding whether and in
what context an argument can be null (Grimshaw and Samek-
Lodovici, 1998; Frascarelli, 2007)!!. Therefore, the process of
acquisition of (non-)pro-drop can also only be understood by
combining the grammatical level with the discursive-pragmatic
level (¢f. Hyams and Wexler, 1993 for discussion).

But to what extent do children adhere to discourse conditions
on argument omission? Serratrice (2005) shows that like adults,
Italian-speaking children tend to realize overtly the arguments
that are discursively informative (i.e., those that do not have a
salient and accessible antecedent), and to drop those that are
uninformative from an early age. Other researchers, such as
Clancy (1997) and Allen (2000) obtain comparable results with
early Korean and early Inuktitut, respectively.

There are actually many other factors that influence pro-drop that we will not
discuss here, such as for instance verb class (cf. Guerriero et al., 2001; Lorusso et al.,
2005), or the understanding of the listener’s mental state and perspective (Sorace
et al., 2009).
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So, both the syntax of Case and the discourse-pragmatic
conditions are acquired early. Therefore, the IA predicts that
the frequency and distribution of null subjects in all early pro-
drop languages should be very similar to that of adult pro-drop
languages. And this is indeed confirmed in languages such as
Italian (c¢f. Valian, 1990; Lorusso et al., 2005; Serratrice, 2005),
Spanish (Bel, 2003), and Catalan (Cabré Sans and Gavarro,
2006)12.

But what about non-pro-drop languages? Does the IA predict
that the frequency of null subjects will be the same as in adult
pro-drop languages, too? Again, even if pro-drop is syntactically
licensed in child languages (due to the early acquisition of the
syntax of Case), frequency is also expected to depend on other
factors, and in particular on the discourse-pragmatic conditions
discussed above. In their study of early English, Hughes and
Allen (2006, 2013) report that the more accessible the referent
of a subject is, the more likely it is to be null, and the less
accessible it is, the more likely it is to be overt, just like in pro-
drop languages (see also Guerriero et al., 2001 on later stages of
acquisition)!3.

However, it is well known that the rates of subject-drop in
early non-pro-drop languages are much lower than in pro-drop
languages. According to Valian (1991), English-speaking children
drop subjects at a much lower rate than Italian-speaking children
(30% vs. 70%), and Wang et al. (1992) found that the 2-year
old English-speaking children in their study showed far fewer
null subjects than the Chinese-speaking children (approximately
26% vs. 53%). Under the IA model, null subjects are grammatical
in early English. Therefore, the quantitative difference must be
explained on independent grounds. What I would like to suggest
is the following. English-speaking children, even though they
have not yet figured out the grammatical property behind it, are
aware of the low frequency (or absence) of null subjects in the
adults’ grammar. Thus, they produce less null subjects than what
the grammar allows (see also Hyams, 1994; O’Grady, 1997 for
similar ideas). This is in accordance with the findings in Hughes
and Allen (2006, 2013), whereby even though the most highly
accessible referents are not always null, they are much more likely
to be null than the ones that are less accessible. That is, the
discourse-pragmatic factors are comparable to those of Italian,
and the patterns are similar, except that overall, the pro-drop
option will be appealed to less often.

The difference in the frequency of null subjects between early
English and, say, early Chinese or Italian is not something that
should surprise us. Variation among adult pro-drop languages
is also observed cross-linguistically. For instance Toribio (2000)
reports that Dominican Spanish has lower rates of null subjects
than Peninsular Spanish, Posio (2012) shows differences between
Peninsular Spanish vs. European Portuguese, and Russian can

128ome studies report higher frequency of subject omission by children than
by adults, which can be explained on independent grounds (cf. Serratrice, 2005;
Hyams, 2011). For instance, their discourse-situation is often immediate, and their
interactions with adults are generally initiated by the latter.

3That is, children appear to overgeneralize the use of null subjects when the adult
target form would be an overt pronoun or a demonstrative (Hughes and Allen,
2006).

also be taken to be a pro-drop language that omits subjects at
very low rates (McShane, 2005)14,

3.5. Grammatical Properties of Early
Pro-Drop

Besides the timing of acquisition and issues such as the frequency
of null subjects, any adequate approach to the early stages of the
acquisition of pro-drop should be able to explain the grammatical
properties of null subjects in early grammars. Some observations
have been made in this regard in the literature, concerning
in particular the null subjects produced in early non-pro-drop
languages. Some of them are discussed here, arguing that the IA
provides a promising framework for their analysis.

Expletives

Valian (1991) and Wang et al. (1992) observe that, together with
null expletives and null referential subjects, English-speaking
children produce overt expletives.

This is expected under the explanation given in Section 3.4
of the higher frequency of overt subjects in early non-pro-
drop languages as compared to early pro-drop languages. These
children, we have seen, have a pro-drop grammar, which of
course allows null expletives. But as a way to converge more
closely with the adult’s production, where factually, expletives are
always overt, they produce less null expletives than what their
grammar allows. Note that the alternation between overt and null
expletives is not an issue for the claim that early English has a
pro-drop grammar, since such patterns are observed in certain
adult languages, such as Dominican Spanish (cf. Toribio, 2000)
and Finnish (c¢f. Holmberg, 2005), which display overt expletives
together with null expletives.

Root Infinitives

In non-pro-drop languages, null subjects are found mostly in
non-finite contexts (cf. the overview in Hyams, 2011). How can
the IA account for them?

In adult grammars, nonfinite structures can host another type
of null subject, standardly referred to as PRO (cf. Landau, 2013
for an overview). The first issue is therefore to determine whether
the nonfinite null subjects in child grammars are of the pro-
type or not. Now, in the analysis sketched in Section 2, Case
was defined as the condition on pro-drop. Therefore, if we can
determine whether in these structures there is a T that assigns
Case to its subject, we will be able to characterize the nature of
the null subjects they host.

In the early stages of acquisition of non-pro-drop languages,
children produce target-deviant constructions with non-finite
verbs in root contexts: the so-called root infinitives (or optional
infinitives; see Wexler, 2011 for an overview of the literature).
Schiitze and Wexler (1996) showed that in English-speaking
children’s root infinitive structures, about half of the times the
(pronominal) subject, if overt, is realized with default accusative
case (while in finite contexts the subject is almost always

4See also Camacho (2013), who proposes that in language change, the first phase
of the shift from a pro-drop grammar to a non-pro-drop grammar simply involves
an increase in the frequency of overt subject (without there being a change in the
syntax).
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nominative; see Section 3.2). They take this to indicate absence of
Case-assignment to the subject (data from Wexler, 2011, p. 66):

(5) a. Him fall down. (Nina, 2;3.14, File 17)

b. Her have a big mouth. (Nina, 2;2.6, File 13)

Root infinitives are among those nonfinite structures where
subjects are omitted. Therefore, given that no nominative Case-
assignment takes place here, this subject omission does not fall
under the analysis put forth here, and will have to be accounted
for independently. In fact, it has indeed been proposed that these
null subjects are another type of object, possibly PROs (cf. Sano
and Hyams, 1994; Bromberg and Wexler, 1995; Schiitze and
Wexler, 1996; Wexler, 1998)13.

More Finite-Nonfinite Asymmetries

There are some finite contexts in which null subjects are
impossible in early non-pro-drop languages. Null subjects are
very infrequent with modals (which are inherently finite in
English), with finite forms of the copula such as is, am,
are, in subordinate clauses or in finite wh-questions (e.g.,
Where [e]/he/him going? vs. *Where [e]/he goes?) (cf. Roeper
and Weissenborn, 1990; Valian, 1991; Sano and Hyams, 1994;
Bromberg and Wexler, 1995; Roeper and Rohrbacher, 2000).
Given the finite nature of the verbs, these cannot be contexts in
which the subject is not assigned Case; therefore the explanation
will have to be framed in terms of pro-drop being blocked, i.e.,
there being independent factors that render subject omission
impossible. Have children in early stages already learned
specifically that agreement on modals and copulas undergoes
impoverishment (or that in those constructions SpecTP must
be overt, if we adopt Holmberg’s, 2010 analysis)? This is highly
speculative, but it converges with the observation that even in
early pro-drop languages the frequency of subject omission varies
with verb class (cf. Guerriero et al., 2001; Allen and Schroeder,
2003; Lorusso et al.,, 2005). Alternatively, are they postulating
another blocking constraint? In this case, what could it be?
The non-finiteness restriction on post-wh null subjects, and the
impossibility for null subjects in embedded contexts are even
more striking: is there something in these CP areas that can block
pro-drop?

This is still a poorly understood set of phenomena, and more
research is needed before we can make any serious attempt for
an explanation. I believe nonetheless that the IA can offer a
novel and interesting viewpoint for approaching them. In fact,
given that it explains non-pro-drop on the basis of the blocking
of pro-drop, it predicts that there may be construction-specific
properties in these finite constructions that make subject-drop
impossible!®.

5Rizzi (2005a,b) proposes an account that subsumes the null subject phenomenon
of early non-pro-drop languages under the root infinitives phenomenon. See
Section 4.

16 An important point that has not been discussed in this paper is that of null
objects. The Case condition predicts that objects—to the extent that we assume
that they are assigned structural accusative Case—should be omitted during the
early stages of acquisition. This is borne out, since object omission occurs both
in languages with null objects and in languages without null objects (although at
much lower frequencies than subject omission: about 10% in English (Valian, 1991;
Wangetal., 1992, 20% in Chinese Wang et al., 1992). A discussion of objects would

4. PARAMETER (MIS-)SETTING AND THE
INVERSE APPROACH

Hyams (1986) developed a grammar-based approach to the
acquisition of (non-)pro-drop which provided support for the
Principles and Parameters framework (Chomsky, 1981), arguing
that early subject omission in English children’s speech was
due to the “missetting” of the null subject parameter (more
precisely: the AG/PRO parameter). The idea is the following.
Language acquisition consists in identifying the values of the
target language’s parameters. Nonetheless, these have a default
setting, and the child will change the value of the parameter
only if this setting does not account for the input data. In
the case of null subjects, Hyams argues, the parameter’s default
value is positive, which is the value it has in adult languages
such as Italian. This explains why early grammars of languages
such as English allow pro-drop in a similar way that Italian
does.

In following work, Hyams explores the hypothesis that
the pro-drop phenomenon is (in part) the by-product of
inflectional phenomena, and that null subjects are licensed in
early grammar because of the (mis-)setting of a parameterized
property of inflection (Jaeggli and Hyams, 1988; Hyams,
1991). More precisely, she adopts Jaeggli and Safir’s (1989)
analysis of null arguments, whereby null subjects are licensed
only in languages with uniformly inflected or uniformly
uninflected verbal paradigms, that is, with paradigms composed
of complex forms only—i.e., different forms for all person-
number combinations, as in Italian—, or with no complex
form whatsoever, as in Chinese (the morphological uniformity
principle)!”.

Jaeggli and Hyams (1988) and Hyams (1991) propose that null
subjects are allowed in early English because children’s initial
assumption is that the language’s morphological paradigm is
uniform. Thus, shifting to a non-pro-drop grammar requires
them to “realize” that the verbal paradigms are not uniformly
inflected.

The analysis of the pro-drop phenomenon proposed in
Section 2 shares important aspects with some hypotheses adopted
in the parameter (mis-)setting approach; in particular, the idea
that the pro-drop phenomenon is (at least in part) the by-
product of the properties of inflection. Leaving the theoretical
aspects aside (for discussion see Duguine, 2013: chapter 6),
what follows discusses the similarities that concern the issue
of acquisition. Indeed, in both analyses, early grammars (i)
allow pro-drop and (ii) have “uniform” verbal inflectional
morphology. Logically then, many predictions made by the
IA are also made by Hyams proposal: null subjects in
early pro-drop and non-pro-drop languages, later setting of
the non-pro-drop option, dependency of the setting of the

require to first establish assumptions on the nature of a.o0. object clitics and clitic
optionality in Romance languages, as well as explaining what blocks object-drop in
adult languages such as English. I leave these issues open for future research.

7With the morphological uniformity principle, Jaeggli and Safir (1989) formalize
Taraldsen’s generalization (cf. Section 2), integrating in the account pro-drop
languages that have no verbal agreement morphology (e.g., Japanese and Chinese).
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non-pro-drop option on the acquisition of the properties of
inflection, etc'®.

Different aspects of Hyams accounts reported above have
been challenged conceptually and empirically. What follows
discusses three problems that concern basic aspects of Hyams’
proposal and shows that adopting the perspective of the IA offers
a way to avoid them.

Hyams' parametric approach faces three important issues
(see Hyams, 2011 and references therein). First, it does not
conform to the Subset Principle, whereby children posit the
parameter value that generates the most restricted language
consistent with their input data. Indeed, since the positive
value of the pro-drop parameter in Italian allows both overt
and null subjects, it is a superset of the negative value of
English, which only allows overt subjects. Therefore, the Italian
setting could not be the initial one. Second, an issue arises
with respect to the timing of parameter setting. Data indicates
an early setting of the parameter in pro-drop languages, while
children acquiring non-pro-drop languages still produce null
subjects (see Section 3.3). But if the parameter is set early
in Italian, it should also be set early in English. And the
third problem is raised by how the explanation based on the
morphological uniformity principle is applied to the case of
English-like languages. If early English has uniformly uninflected
verbal paradigms (just like Chinese), then children beginning
to produce inflectional morphology indicates that they have
reset their grammar as having non-uniform verbal paradigms.
The prediction is thus that they will simultaneously exit the
null subject stage. However, this is not borne out: children
produce null subjects even after they begin using inflectional
morphology.

All three of these issues can be linked to a particular feature
of Hyams' analysis: it relies on the existence of a dedicated
parameter for pro-drop. As is standardly accepted under the
Principles and Parameters framework (cf. Chomsky, 1981 and
ff.), cross-linguistic variation in the availability of pro-drop in the
syntax depends on the predetermined set of values of a dedicated
parameter. But what if the pro-drop phenomenon was not the
(direct) product of a parameter? What if there was no Null Subject
(or AGR, or morphological uniformity) Parameter?

This is precisely a hypothesis that can be considered and
explored under the IA. Indeed, (even) within the Principles
and Parameters framework, the model that emerges from the
analysis sketched in Section 2 does not conform to that of a
parameter, since it postulates that variation in pro-drop emerges
from the interplay between different components of the grammar
(for discussion see also Duguine et al., in press). It could be
considered that the syntax of Case, the rules of impoverishment,
and/or the requirement on an overt Spec, TP are parameterized
properties. Nonetheless, it has the following features that

18Note that even though in Hyams (1986), Jaeggli and Hyams (1988), and
Hyams (1991) pro-drop is the default option in language development, it is not
the default option in the syntax, in the sense considered in Section 2. Indeed,
these analyses assume that the syntax of pro-drop is constrained by specific
grammatical mechanisms (licensing and identification conditions), which implies
that conceptually non-pro-drop is the default option.

distinguish it from standard parametric approaches: (i) pro-
drop is universally allowed, and (ii) non-pro-drop is not a core,
defining property of languages; it results from pro-drop being
systematically blocked in certain configurations in particular
languages. This is why, under the IA variation in pro-drop
will not be formally characterized as an example of parametric
variation.

Crucially, this model will not face the issues that a parametric
model such as Hyams’ is confronted with. First, the child is
complying with the Subset Principle. The IA view does not
postulate that acquirers of English posit an incorrect value for
a parameter. There is no parameter missetting, and there is no
parameter, for that matter. Acquiring a non-pro-drop grammar
requires two steps: acquiring the syntax of subjects (i.e., Case)
and acquiring the blocking rule. The child makes the first step
arguably on the basis of all the morphosyntactic evidence for Case
that is available in her primary linguistic data (case morphology,
A-movement, etc.). This property is correctly set, that is, it
corresponds to the adult grammar. Since pro-drop is universal
(to the extent that Case is universal) all children first posit
a pro-drop grammar. But even though is true that English-
speaking children’s early grammar will generate a language that
is a subset of their target language, this is because they have
not yet acquired the properties of the grammar that prevent
pro-drop. And when doing so, again, they will comply with the
Subset Principle, since they will be positing the grammar that
generates the most restricted language consistent with their input
data.

Second, the IA also allows us to explain the delay in the
acquisition of non-pro-drop grammars with respect to pro-
drop grammars (see Section 3.3), and predicts that children
will attain target-like production progressively, as they acquire
the different components of this system, that is, the different
linguistic properties that can affect (and in particular, block)
pro-drop in the adult language.

Third, if the analysis in terms of impoverishment sketched
in Section 2 is on the right track, the production of inflected
forms is not expected to correlate with the child exiting the null
subject stage. Children will ultimately have to uncover the set of
rules of impoverishment affecting inflectional morphemes before
they stop dropping subjects, that is, they will have to realize
that the syncretisms in verbal paradigms are not accidental,
that they result from morphological rules (which, incidentally,
block pro-drop; see Section 3.3). That is, conceivably, until that
point they can produce inflected or non-inflected forms and null
subjects.

To conclude, the approach explored in this paper offers a
perspective on the acquisition of pro-drop that shares important
features with earlier work, in particular Hyams (1986, 1991),
and makes various similar predictions. However, in contrast
with these, it also implies that there is no Pro-Drop Parameter
as such. The patterns of null/overt subjects across languages
emerge from the conspiracy between different components of
the grammar, and the stages of language development result
from the timing in the acquisition of these components.
This difference allows it to circumvent some problems that
Hyams proposal was confronted to. So, the IA can be
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seen as the opportunity to re-open the discussion on the
acquisition of null arguments, and explore with new tools an
account that was quite well supported both conceptually and
empirically.

It must be pointed out that in the years following Hyams’
work, studies showed that there are differences in the distribution
of null subjects in early non-pro-drop languages vs. early pro-
drop languages. These concern observations that were cited in
Section 3.5: null subjects are very infrequent with modals, with
finite forms of the copula such as is, am, are, in subordinate
clauses or in finite wh-questions (e.g., Where [e]/he/him going? vs.
*Where [e]/he goes?) (cf. Roeper and Weissenborn, 1990; Valian,
1991; Sano and Hyams, 1994; Bromberg and Wexler, 1995;
Roeper and Rohrbacher, 2000). This observation, combined with
other issues such as the three points discussed above, have led
many researchers to consider that early missing subjects in non-
pro-drop languages are not part of the pro-drop phenomena.
In particular, Rizzi (2005a,b) develops an influential account
whereby null subjects in early non-pro-drop languages result
from “root subject drop,” a (parameterized) grammatical option
where the specifier of root/truncated clauses (bare IPs) can be
null. The root subject drop analysis straightforwardly accounts
for “root” effects in early English such as the impossibility for null
subjects to occur after a wh-phrase or in a subordinate clause,
but as noted by Hyams (2011), it does not explain why they
do not occur with modals (Valian, 1991) or with finite forms
of the copula (Sano and Hyams, 1994)!°. Section 3.5 merely
sketched a possible explanation for the latter facts under the
IA, but I hope to have shown that, even though much remains
to be done, the IA can be seen as a version of the parameter
missetting approach, which circumvents some earlier problems,
and which can be investigated as an alternative explanation of the
acquisition of (so-called) pro-drop vs. non-pro-drop languages.

¥Hyams (2011, pp. 27-30) also raises more general questions (see also Serratrice
and Allen, 2015). For instance, whether Italian children also posit the positive
value of the parameter that makes root subject drop possible, and how the two
parameters are expected to interact.
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Some natural languages grammatically allow different types of changing word orders,
such as object scrambling and topicalization. Scrambling and topicalization are more
related to syntax and semantics/phonology, respectively. Here we hypothesized that
scrambling should activate the left frontal regions, while topicalization would affect the
bilateral temporal regions. To examine such distinct effects in our functional magnetic
resonance imaging study, we targeted the Kagchikel Maya language, a Mayan language
spoken in Guatemala. In Kaqgchikel, the syntactically canonical word order is verb-
object-subject (VOS), but at least three non-canonical word orders (i.e., SVO, VSO,
and OVS) are also grammatically allowed. We used a sentence-picture matching task,
in which the participants listened to a short Kagchikel sentence and judged whether
a picture matched the meaning of the sentence. The advantage of applying this
experimental paradigm to an understudied language such as Kaqgchikel is that it will
allow us to validate the universality of linguistic computation in the brain. We found that
the conditions with scrambled sentences [+scrambling] elicited significant activation
in the left inferior frontal gyrus and lateral premotor cortex, both of which have been
proposed as grammar centers, indicating the effects of syntactic loads. In contrast,
the conditions without topicalization [—topicalization] resulted in significant activation in
bilateral Heschl’'s gyrus and superior temporal gyrus, demonstrating that the syntactic
and phonological processes were clearly dissociated within the language areas.
Moreover, the pre-supplementary motor area and left superior/middle temporal gyri were
activated under relatively demanding conditions, suggesting their supportive roles in
syntactic or semantic processing. To exclude any semantic/phonological effects of the
object-subject word orders, we performed direct comparisons while making the factor
of topicalization constant, and observed localized activations in the left inferior frontal
gyrus and lateral premotor cortex. These results establish that the types of scrambling
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Scrambling and Topicalization in Brain

and topicalization have different impacts on the specified language areas. These findings
further indicate that the functional roles of these left frontal and temporal regions involve
linguistic aspects themselves, namely syntax versus semantics/phonology, rather than
output/input aspects of speech processing.

Keywords: language, syntax, word order, scrambling, topicalization, inferior frontal gyrus, lateral premotor

cortex, fMRI

INTRODUCTION

There are natural languages that grammatically allow different
types of changing word orders (Karimi, 2003). This phenomenon
can be explained by movement of phrases, which is a key
operation proposed in modern linguistics. A word order with
the simplest syntactic structure is syntactically canonical, and
word orders that are a result of a movement of phrases
are non-canonical. The notion of such canonicity, as well as
syntactic knowledge, is independent of the frequency/probability
of usage, or learning of words (Chomsky, 1957). One type
of movement is object scrambling, where an object (O) to
be emphasized is extracted from the original position in a
verb phrase and moved to a structurally higher position,
skipping other phrases and resulting in more complex tree
structures. In this article, we refer to “object scrambling” as
simply “scrambling.” Scrambling is not allowed in English, but
scrambled sentences are grammatical in Japanese. Although
there are information structure distinctions (e.g., emphasis)
related to scrambling, scrambling in Japanese does not change
the grammatical relations (e.g., subject, direct object, and
indirect object) and semantic roles (e.g., agent, patient, and
experiencer) of a sentence (Fukui, 1993; Saito and Fukui,
1998).

Our previous study using functional magnetic resonance
imaging (fMRI) revealed selective responses to scrambled
sentences in the left frontal regions: the opercular and triangular
parts (L. F30p/F3t) of the left inferior frontal gyrus (IFG), as
well as the left lateral premotor cortex (L. LPMC) (Kinno et al.,
2008). In our magnetoencephalography (MEG) study (Inubushi
et al,, 2012), we observed the effects of canonicity in the left
IFG in response to more complex ditransitive sentences (i.e.,
those including a verb and two objects). We also demonstrated
that the Degree of Merger (DoM) accounted for syntax-selective
activations in the L. F3op/F3t (Ohta et al., 2013b). The DoM is
the maximum depth of merged subtrees (i.e., Mergers) within
an entire sentence, and it properly measures the complexity
of tree structures. The DoM domain, i.e., the subtrees where
the DoM is calculated, is an entire sentence when there is
no constraint, but this changes dynamically in accord with
syntactic operations and/or task requirements (Ohta et al,
2013a). Scrambling induces higher syntactic loads, because the
DoM becomes at least one unit larger in accord with an additional
branch for an extracted object, where the DoM domain also
becomes larger covering entire sentences with a verb phrase
(see Figure 6 of Ohta et al., 2013a). In addition to the L.
F3op/F3t and L. LPMC, some fMRI and MEG studies have
proposed that the left anterior temporal lobe (L. ATL) is also

specialized in the construction of complex meaning (Poeppel
et al., 2012), although effects of a movement of phrases have
not been previously examined by those studies. By directly
contrasting scrambled sentences with non-scrambled ones, the
relative contribution of the L. F3op/F3t and L. ATL should be
clarified.

Another type of movement is fopicalization, in which, for
example, a subject (S) or an object outside a verb phrase
moves to a still structurally higher position to represent a
topic, i.e., information that has already been mentioned in
the discourse/context. In English, topicalization of an object
generates a non-canonical word order (Radford, 2009), such as
“John read a book. That book, Mary read at school, in which
a two-step movement of an object is involved. Here, the given
information is presented as a topic at the initial position of the
sentence, which makes sentence comprehension easier. Indeed, a
sentence with the same movement of a non-topic noun phrase
becomes ungrammatical: “*A book, Mary read at school.” In
the absence of topicalization, semantic/phonological loads and
general auditory attention would become larger, because all
words should be attended without prior information, rather
than a particular topicalized word. Another possibility is that
a topicalized sentence becomes semantically and phonologically
marked, which may increase semantic/phonological loads in
comparison with the canonical word order. By examining
both effects of [Zftopicalization] in brain activation, we
would be able to determine which of these effects is more
prominent.

While topicalization and scrambling are inseparable in rigid
word-order languages such as English and Hebrew, they become
separable in flexible word-order languages like Japanese. In the
latter case, the DoM domain can be restricted to the peripheral
structure of the topic and comment (i.e., the rest of the sentence),
and thus topicalization does not produce additional syntactic
loads, because the DoM remains minimal. An ERP study using
topicalization and wh-questions in German reported that both
constructions elicited a left-anterior negativity, which is typically
interpreted as indexing an increase in memory burden (Felser
et al., 2003). However, in German topicalized sentences, any
effects due to a two- or multiple-step movement of an object
should be considered, where the first-step of such a movement
involves scrambling just as OVS in Kaqchikel (see Figure 1A).
Moreover, topicalization may have enhanced memory burden,
since no specific context was provided for each presented
sentence in that study. Scrambling and topicalization are thus
more related to syntax and semantics/phonology, respectively.
According to psycholinguistic studies, the differences between
these two types of movements do not seem to affect behavioral
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FIGURE 1 | Scrambling and topicalization induce non-canonical word
orders. (A) A right-specifier model assumes specifiers positioned at the right
branches outside the verb phrase (Aissen, 1992; Koizumi et al., 2014). The
VOS word order is syntactically canonical in Kagchikel. Among the four
possible word orders, the VSO and OVS word orders include scrambling
[+scrambling], whereas VOS and SVO do not [—scrambling]. The SVO and
QOVS word orders include topicalization [+topicalization], and VOS and VSO do
not [—topicalization]. The symbol +S denotes the [+scrambling] condition,
and +T indicates the [+-topicalization] condition, which are used in

Figures 3, 4. Scrambling (red arrow) and topicalization (blue arrow) are
applied in sequential steps in this order. Scrambling induces higher syntactic
loads, because the DoM becomes at least one unit larger in accord with an
additional branch for an extracted object, where the DoM domain also
becomes larger, covering the entire sentence with the verb phrase. On the
other hand, topicalization does not produce additional syntactic loads,
because the DoM remains always minimal, where the DoM domain is
restricted to the peripheral structure of the topic and comment. After these
movements, actual word orders (shown in black) are obtained. Gray letters
denote the original positions of the phrases. (B) A predicate-fronting model. In
this model, scrambling in the right-specifier model is replaced with the notion
of object shift. The predicate fronting is assumed as a default and obligatory
movement even for a canonical word order (Coon, 2010). A black rectangle
denotes a predicate in each sentence. Object shift (red arrow), predicate
fronting (green arrow), and topicalization (blue arrow) are applied in sequential
steps in this order. For the OVS word order, both models propose that the
object is further extracted while preserving the entire syntactic structures of
the VSO word order, denoted by a gray arrow and a gray square.

data (Sekerina, 2003). The use of fMRI would dissociate the
effects of these movements among multiple language areas.
Our previous studies have clarified that syntactic processing,
i.e., movement or merger of phrases, activates the L. F3op/F3t
(Kinno et al,, 2008; Ohta et al., 2013a,b), while phonological
loads and auditory attention activates the bilateral superior
temporal gyrus (STG) (Suzuki and Sakai, 2003). Based on these
studies, we hypothesized that the main effects of scrambling
should activate the L. F3op/F3t and L. LPMC, while the main
effects of topicalization would affect the bilateral temporal
regions.

To dissociate the effects of [+scrambling] and
[ttopicalization], a flexible word-order language that
grammatically allows four different word orders, ie.,

[£scrambling, Ztopicalization], should be targeted, which
can be realized with Kaqchikel Maya (hereafter “Kaqchikel”),
a Mayan language spoken in Guatemala. To our knowledge,
the present study is the first to examine that [£scrambling]
and [*topicalization] can be separated symmetrically within
participants, sessions, and a language. In Kaqchikel, the
syntactically canonical word order is verb-object-subject (VOS),
but at least three non-canonical word orders (i.e., SVO, VSO,
and OVS) are also grammatically allowed (Figure 1; Garcia
Matzar and Rodriguez Guajan, 1997; Brown et al., 2006).
Previous neuroimaging and psycholinguistic studies have
mainly targeted SO languages, where the S precedes the O in
a canonical word order (e.g., SVO and SOV), such as English,
Japanese, and German. Sentences with the non-canonical OS
word order (e.g., scrambling) are more difficult to process
than those with the canonical word order, while keeping all
other factors such as semantic roles equal (Marantz, 2005).
Indeed, fMRI studies have reported increased activation by
non-canonical word orders in the left IFG (Bahlmann et al.,
2007; Kinno et al., 2008; Kim et al., 2009), which may reflect
the effects of scrambling. A neuroimaging study has described
the enhanced neural effects of topicalization (Ben-Shachar et al.,
2004), in which a two-step movement of an object is involved
in Hebrew sentences as in English and German. Because no
specific context was provided for each presented sentence in
that latter study, it is also possible that topicalization artificially
enhanced syntactic and semantic/phonological processes. Such
an activation increase might be triggered by the OS word
order itself, which is related to one of “irregular prominence
factors of noun phrases,” such as Patient vs. Agent, Inanimate
vs. Animate, etc. (Bornkessel et al., 2005; Grewe et al., 2006).
To conclusively examine which of these accounts is correct
in fMRI experiments, we have targeted the OS language of
Kaqchikel, where the O precedes the S in a canonical word
order. If the last possibility is correct, and the activation increase
is triggered by the OS word order itself, then the canonical
word order in Kaqchikel (VOS) would elicit higher activations
than the non-canonical word order (VSO), which seems
unlikely. We predict that VSO elicits higher activations than
VOS.

Kaqchikel is a head-marking language, in which prefixes of
a verb (ie., a head in a sentence) specify numbers (singular or
plural) and persons (first, second, or third) of the object/subject,
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whereas English, Japanese, and German are dependent-marking
languages, in which noun phrases (dependents) that depend
on a verb are always marked for subjects and objects when
possible (like English pronouns). Regarding Mayan sentences,
a right-specifier model has been proposed for the syntactic
structures of a sentence (Aissen, 1992; Koizumi et al., 2014),
assuming specifiers positioned at the right branches outside the
verb phrase VO, in addition to specifiers of a complementizer
phrase (e.g., “that”) positioned at the left branches (Figure 1A).
For the canonical word order (VOS), the S is a specifier
positioned at a right branch. Moreover, for the VSO and OVS
word orders, scrambling of the O results in a right-specifier. On
the other hand, for the SVO and OVS word orders, topicalization
of the S or O results in a left-specifier of a complementizer
phrase. These four word orders thus have the following factors:
VOS [—scrambling, —topicalization], SVO [—scrambling,
+topicalization], VSO [+scrambling, —topicalization], OVS
[+scrambling, +topicalization]. Another linguistic study has
proposed an alternative model, i.e., a predicate-fronting model
(Figure 1B; Coon, 2010), which is basically consistent with the
right-specifier model and will be discussed later.

Based on our earlier investigations (Kinno et al, 2008,
2014), we used here a modified sentence-picture matching task,
in which each participant listened to a Kaqchikel sentence
and judged whether a picture matched the meaning of the
sentence (Figure 2). The advantage of applying this experimental
paradigm to an understudied language such as Kaqchikel is that it
will allow us to validate the universality of linguistic computation
in the brain.

BASICS OF KAQCHIKEL SYNTAX

Kaqchikel is an ergative language, in which a subject of a
transitive verb is marked by an ergative case, whereas an object
of a transitive verb, as well as a subject of an intransitive
verb, is marked by an absolutive case; here we used transitive
verbs alone, with absolutive and ergative cases. The order of
morphemes in a transitive verb is fixed as [Aspect-B-A-Verb
stem] (Koizumi et al., 2014). In Kaqchikel syntax, ergative case
markers are called set A, and absolutive case markers are called
set B. As an “Aspect” prefix, we used a completive marker “x-
(pronounced [ [])” alone (similar to a suffix -ed or -en as a perfect
participle in English). Each set further makes agreement of
number (singular and plural) and person (first, second, and third)
between a verb and object/subject (i.e., absolutive/ergative). In
the present study, we used only third persons with the following
prefixes:

¢- (unmarked): singular for an absolutive case,

e-: plural for an absolutive case,

r-: singular for an ergative case, followed by a vowel-initial
stem,

ru-: singular for an ergative case, followed by a consonant-
initial stem,

k-: plural for an ergative case, followed by a vowel-initial stem,
and

ki-: plural for an ergative case, followed by a consonant-initial
stem.

MATERIALS AND METHODS

Participants

We recruited 20 Kaqchikel speakers, who lived in Chimaltenango,
Solola, or Sacatepéquez (the Departamentos of Guatemala).
They spoke the Northern, Western, or Southern Kaqchikel
dialects spread in these regions (six, nine, or two participants
for each dialect, respectively). Recruiting Kaqchikel speakers
for the present fMRI experiment was challenging, because
they were not accustomed to being the participants of
experiments and felt fatigue due to the unfamiliar environment
in Tokyo during their week-long stay. One participant retired
from the experiment after the second run. Two participants
whose accuracy under the OVS condition was <75% were
excluded from the subsequent behavioral and fMRI analyses.
We eventually analyzed 17 participants (7 males, 10 females;
mean =+ standard deviation [SD] age [years]: 32 £ 7.9),
who correctly achieved >75% correct answers under each of
the four sentence conditions. This criterion was based on a
model-based clustering analysis (Fraley and Raftery, 2002), in
which the classification into two clusters showed the highest
likelihood.

All of the 17 participants were Kaqchikel-Spanish bilinguals
(age of acquisition of Spanish: 4.9 £ 2.8 years), who showed
right-handedness (laterality quotient: 72 + 28) as determined
by the Edinburgh Handedness Inventory (Oldfield, 1971).
None had a history of neurological disease. There were three
Kagqchikel speakers from Patzin (a town in Guatemala) in
the present study. A linguistic study of Kagqchikel reported
that speakers in Patzun prefer a subject-initial word order
in transitives and intransitives (e.g., SVO, SV), and that they
tend to interpret the VOS word order as an interrogative
sentence (Clemens, 2013). However, interrogative sentences can
be clearly distinguished by a rise in intonation (Garcia Matzar and
Rodriguez Guajan, 1997), and there was no interrogative sentence
in our stimuli.

Thirteen participants acquired Kagqchikel from infancy,
and the other four participants acquired Kaqchikel from
the age of 5-8 years (age of acquisition of Kaqchikel:
24 =+ 24 vyears). These four participants did not show
any significant differences in the performance accuracy of
the task compared to those who acquired Kaqchikel from
infancy (two sample t-tests; [t(66) = 0.065, p = 0.95]).
These four participants showed even shorter RTs [t(66) = 3.6,
p = 0.0007], i.e., better performances. Moreover, a sub-analysis
excluding these four participants showed basically similar
activation patterns for the main effects of scrambling and
topicalization.

During the experiments, translation was realized both ways
through a Japanese-Spanish translator and a Spanish-Kaqchikel
translator. To minimize the effects of Spanish usage during the
experiment, we explained the stimuli and tasks to the participants
in Kaqchikel through these translators. Prior to participation in
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CP: completive

PL(O): plural for an object
SG(S): singular for a subject
PM: plural marker
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FIGURE 2 | An experimental paradigm with various grammatical word orders in Kagchikel. (A) A sentence-picture matching task (marked in red). We tested
four task conditions based on the different word orders: VOS, SVO, VSO, and OVS; the VOS is the canonical word order, and the others are non-canonical word
orders that are always grammatical. Each sentence with one of these word orders is auditorily presented, and a simultaneously presented picture consisted of a
single man and two men with the same or different colors (white, blue, red, or black). The participants judged whether a picture matched the meaning of the
sentence. For each example sentence in Kagchikel and its word-by-word translation in English, a pair of matched and mismatched pictures are shown in the first
and second rows, respectively. For display purposes, the blue and white words match the blue and white men in the pictures of the first row, respectively. (B) A
color-picture matching task (the control task; marked in blue). Examples of matched and mismatched stimuli are shown in the left and right panels of the third row,
respectively. The participants judged whether the colors in a picture matched the color words in the auditory stimuli, irrespective of their order. (C) Reaction times
(RTs) from the onset of the picture for the sentence-picture and control tasks. Only correct trials were included. Error bars indicate the standard error of the mean
(SEM) for the participants. *Corrected p < 0.05. (D) Accuracy for the sentence-picture and control tasks.
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the study, written informed consent was obtained from each
participant after the nature and possible consequences of the
study were explained. Approval for the experiments was obtained
from the institutional review board of the University of Tokyo,
Komaba Campus.

Stimuli

For each trial of the sentence-picture matching task, auditory
and visual stimuli were simultaneously presented. As auditory
stimuli, a set of 64 original sentences was prepared for matched
stimuli (16 sentences for each sentence condition), and a set
of 64 sentences, consisting of 36 original sentences and 28
additional sentences (6-8 for each condition), was used for
mismatched stimuli (16 sentences for each condition). Here we
call the sentence-picture stimuli mismatched, when a picture
does not match the meaning of a sentence. All sentences were
grammatical, and word frequencies were controlled among the
conditions.

Under each of the four sentence conditions with VOS, SVO,
VSO, and OVS, we used the same set of verbs, nouns, a definite
article “ri” and a plural marker for nouns “taq.” We used only
men with a definite article for nouns, but did not use an indefinite
article or an animal, because a mixed use of definiteness (definite
and indefinite) or animacy (human being, animal, etc.) of noun
phrases may affect word orders (Garcia Matzar and Rodriguez
Guajan, 1997). Either a single man or two men in a sentence were
represented by one of four colors: “kiq (red), q’éq (black), siq
(white), and xar (blue)” in Kaqchikel (see Figure 2A). We used
one of the following six Kaqchikel verbs: “chiy (hit), jik’ (pull),
nim (push), oyoj (call), pixabaj (bless), and xibij (surprise).” A
sentence example with VOS is “X-e-ru-nim [ri taq siq] [ri xar]
(The blue pushed the whites).”

In our stimuli, both the subject and object were humans. Note
that the two sentences “The blue pushed the white” and “The
white pushed the blue” (both men in singular or plural) cannot be
distinguished by a prefix or noun phrase in Kaqchikel; the Sand O
cannot be formally determined. To resolve this type of ambiguity,
each sentence included three men, which always consisted of one
man (singular without “tag”) and two men (plural with “tag”).

All of the Kaqchikel sentences were spoken as a whole
by a male native Kaqchikel speaker at a constant speed with
natural prosody/intonation of declarative sentences, and those
sentences were digitally recorded (16 bit; the normal audio
cut-off, 44100 Hz). It should be noted that the spoken sentence
contained rich information about prosody. With Sound Forge
Pro 10 software (Sony Creative Software, Middleton, WI, USA),
speech sounds were edited and their volumes were adjusted
within the range from —50 to 0 dB full scale. A one-way repeated-
measures analysis of variance (rANOVA) showed that the mean
length of the auditory stimuli (2701 £ 168 ms) under each of
the VOS, SVO, VSO, and OVS conditions was not significantly
different [F(3,124) = 0.14, p = 0.94]. The input volume was set to
a comfortable hearing level for each participant.

As visual stimuli, a set of 16 original pictures was prepared for
matched stimuli, which were used for every sentence condition.
For mismatched stimuli, 64 pictures were additionally made
(16 pictures for each sentence condition), in which either or

both of the color and number were changed from associated
sentences. Half of the pictures depicted actions occurring from
left to right, and the other half depicted actions occurring from
right to left; colors of the single man and two men were also
counterbalanced for both sides. The complexity of the pictures,
as well as the frequency of action/color/number, was perfectly
controlled among the sentence conditions.

All visual stimuli were presented against a gray background
(Figures 2A,B). Each picture was presented for 5500 ms followed
by a 500-ms blank interval. For fixation, a red cross was
always shown at the center of the display, and the participants
were instructed to keep their eyes on this position. Each
auditory stimulus was presented 200 ms after the onset of each
picture. The stimulus presentation and collection of behavioral
data were controlled using the Presentation software package
(Neurobehavioral Systems, Albany, CA, USA). The participants
wore an MRI-compatible audio headset and an eyeglass-like
MRI-compatible display (resolution, 800 x 600; VisuaStim
Digital, Resonance Technology, Northridge, CA, USA).

The Sentence-Picture Matching and
Color-Picture Matching Tasks

In the sentence-picture matching task, each participant listened
to a Kaqchikel sentence and judged whether a picture matched
the meaning of the sentence (Figure 2A). To minimize the
inclusion of short term memory, we presented the sentence while
the participant looked at the picture. Trials with matched and
mismatched stimuli were presented equally often (16 trials each
for matched and mismatched stimuli under one condition). They
responded by pressing one of two buttons that were aligned in
a row (right for the matched pair and left for the mismatched
pair) with their right thumb. Matching a picture with a sentence
required the four following linguistic properties:

(1) color matching at the lowest lexical level,

(2) plurality matching with or without the plural marker “tag,”

(3) number and case (object/subject) matching, based on the
verb prefixes, and

(4) sentence construction based on syntactic structures.

The first property involved lexico-semantics, and for the
next two properties, checking syntactic/semantic features was
essential. For the last property, syntactic decisions were required.
The judgment of mismatch was possible either at the phrase
presented second or at the phrase presented third of the heard
sentence, with the same frequency. Note that the comparison
between trials with the matched and mismatched stimuli was not
within the scope of the present study.

In the sentence-picture matching task, mismatched stimuli
(e.g., pictures in the middle row of Figure 2A) involved only one
of the following four variations: (1) 24 pictures (four or eight
under each condition) with one color alone, while two colors
were used in the sentence (e.g., the leftmost picture); (2) 16
pictures (four under each condition) with a color different from
that used in the sentence (e.g., the second and fourth pictures),
thereby controlling the frequency of colors under each condition;
(3) eight pictures (four under the VOS and VSO conditions),
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in which two colors were swapped between a single man and
two men (e.g., the third picture); and (4) 16 pictures (eight each
under the SVO and OVS conditions), in which the numbers
of men were swapped. The first three variations of mismatched
stimuli led to a violation in the linguistic properties mentioned
above, thus requiring the comprehension of a whole sentence.
The fourth variation, which involved attention to the exact verb
prefixes due to the swapping of the number of men, may have
required much higher loads than we had initially expected;
we thus excluded those trials of mismatched stimuli from the
subsequent behavioral and fMRI analyses.

In addition to the sentence-picture matching task, we also
used a color-picture matching task (the control task), in which
the participants judged whether colors in a picture matched the
color words in the auditory stimuli (Figure 2B). By contrasting
each of the four task conditions in the sentence-picture matching
task with the control task at the first level of analysis, we could
minimize the involvement of the first and second properties (see
above) in any activation. For the auditory stimuli in the control
task, we played the verb backward; as a result, the auditory stimuli
contained the color words, plural marker, and definite articles. To
indicate the control task, we added a white line at the bottom of
the pictures, which were 128 different stimuli for the control task
(64 each for matched and mismatched stimuli).

In the control task, mismatched stimuli involved only one
of the following two variations: (1) 16 pictures with one color
alone, while two colors were used in the auditory stimuli, and
(2) 48 pictures with a color different from that in the auditory
stimuli (e.g., the right picture of Figure 2B), thereby controlling
the frequency of colors. General cognitive factors such as visual or
auditory perception of the stimuli, matching, response selection,
and motor responses were also controlled by the control task.
We used the control condition as a baseline of the first-level
analyses of the fMRI data to exclude these sensory and general
cognitive factors as much as possible. The participants underwent
short practice sessions before the task sessions to become fully
familiarized with these tasks.

A single run of the task sessions (192 s) contained 16 “test
events” of the sentence-picture matching task (four times each
for the VOS, SVO, VSO, and OVS conditions), with inter-trial
intervals of one control task. The order of the test events was
pseudorandomized without repetition of the same condition, to
prevent any condition-specific strategy. A single run contained
16 trials of the control task. Seven or eight runs were tested per
one participant in a day. Only trials with participants’ correct
responses were used for analyzing the RTs and fMRI data. For
each participant, seven or eight runs without head movement
were used for the behavior and fMRI analyses.

MRI Data Acquisition

For the MRI data acquisition, the participant was in a supine
position, and his or her head was immobilized inside the radio-
frequency coil with straps. The MRI scans were conducted on
a 3.0 T MRI system (GE Signa HDxt 3.0T; GE Healthcare,
Milwaukee, WI, USA). We scanned 32 axial slices of 3-mm thick
with a 0.3-mm gap, covering the volume range of —42.9 to
62.4 mm from the anterior to posterior commissure (AC-PC)

line in the vertical direction, using a gradient-echo echo-planar
imaging (EPI) sequence (repetition time [TR] = 2 s, echo
time [TE] = 30 ms, flip angle [FA] = 90°, field of view
[FOV] = 192 mm x 192 mm, resolution = 3 mm X 3 mm). In
a single scan, we obtained 102 volumes where the first six images
were discarded, which allowed for the rise of the MR signals.

After the completion of the fMRI session, high-resolution
T1-weighted images of the whole brain (192 axial slices,
1.0 mm x 1.0 mm x 1.0 mm) were acquired from
all participants with a three-dimensional fast spoiled
gradient recalled acquisition in the steady state (3D
FSPGR) sequence (TR = 8.6 ms, TE = 2.6 ms, FA = 25°,
FOV = 256 mm x 256 mm). These structural images were used
for normalizing the fMRI data.

fMRI Data Analyses

The fMRI data were analyzed in a standard manner using
SPM12 statistical parametric mapping software (Wellcome Trust
Centre for Neuroimaging') (Friston et al., 1995), implemented
on MATLAB software (MathWorks, Natick, MA, USA). The
acquisition timing of each slice was corrected using the middle
slice (the 17th slice chronologically) as a reference for the EPI
data. We realigned the time-series data in multiple runs to the
first volume in all runs, and further realigned the data to the
mean volume of all runs. The realigned data were resliced using
seventh-degree B-spline interpolation, so that each voxel of each
functional image matched that of the first volume. We removed
runs that included data with a translation of >2 mm in any of the
three directions and with a rotation of >1.4° around any of the
three axes; these thresholds of head movement were empirically
determined from our previous studies (Hashimoto and Sakai,
2002; Suzuki and Sakai, 2003; Kinno et al., 2008; Ohta et al.,
2013b). For this reason, a single run was removed from one
participant.

After alignment to the AC-PC line, each participant’s
T1-weighted structural image was coregistered to the mean
functional image generated during realignment. T1-weighted
images were bias-corrected with light regularization, and
segmented to the gray matter, white matter, cerebrospinal fluid,
bone, other soft tissues, and air by using default tissue probability
maps and the Segment tool in the SPM12, which uses an affine
regularization to warp images to the International Consortium
for Brain Mapping European brain template (Ashburner and
Friston, 2005). Inter-subject registration was achieved with
Diffeomorphic Anatomical Registration using the Exponentiated
Lie algebra (DARTEL) toolbox in the SPM12 (Ashburner, 2007).
The coregistered structural images were spatially normalized to
the standard brain space as defined by the Montreal Neurological
Institute (MNI) using DARTELs Normalize to MNI Space tool.
All of the normalized structural images were visually inspected
and compared with the standard brain for the absence of any
further deformation. The realigned functional images were also
spatially normalized to the MNI space by using DARTELs
Normalize to MNI Space tool, which converted voxel sizes to

'http://www.filion.ucl.ac.uk/spm/
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3 mm x 3 mm X 3 mm and smoothed the images with an
isotropic Gaussian kernel of 9-mm full-width at half maximum.

In a first-level analysis (i.e., the fixed-effects analysis), each
participant’s hemodynamic responses induced by the four
sentence conditions as well as the control task for each session
were modeled with a boxcar function with a duration of 5.5 s
from the onset of each visual stimulus. The boxcar function
was then convolved with a hemodynamic response function.
Low-frequency noise was removed by high-pass filtering at
1/128 Hz. To minimize the effects of head movement, the
six realignment parameters obtained from preprocessing were
included as a nuisance factor in a general linear model. The
images of the VOS — control, SVO — control, VSO — control,
and OVS — control contrasts were then generated in the general
linear model for each participant and used for the intersubject
comparison in a second-level analysis (i.e., the random-effects
analysis). To examine the activation of the regions in an unbiased
manner, we adopted whole-brain analyses (Friston and Henson,
2006).

A repeated-measures analysis of covariance with t-tests was
performed with two factors (scrambling x topicalization), the
results of which were thresholded at uncorrected p < 0.0001
(t > 4.8) for the voxel level, and at corrected p < 0.05 for
the cluster level, with topological false discovery rate (FDR)
correction across the whole brain (Chumbley and Friston, 2009).
We used the differences of accuracy between each sentence
condition and control (e.g., VOS — control, SVO — control, VSO
— control, and OVS — control) as a covariate of no interest
(i.e., a nuisance factor). For the anatomical identification of
activated regions, we basically used the Anatomical Automatic
Labeling method? (Tzourio-Mazoyer et al., 2002) and the labeled
data as provided by Neuromorphometrics Inc.’ under academic
subscription. For each region of interest, we extracted the mean
percent signal changes for each participant from the local maxima
(i.e., peak voxel) of each region in the second-level group analysis,
using the MarsBaR-toolbox*.

RESULTS

Behavioral Data

We used a two-by-two experimental design (factors:
scrambling x topicalization). The behavioral data for the
sentence-picture matching task are shown in Figures 2C,D.
Under the sentence conditions, an rANOVA with these
two factors on the RTs showed significant main effects of
scrambling [F(1,16) = 153, p < 0.0001], but the main effect of
topicalization and an interaction between these factors were not
significant [topicalization, F(1,16) = 0.61, p = 0.45; interaction,
F(1,16) = 0.24, p = 0.63]. Consistent with our theoretical
predictions, these results indicated that the VSO and OVS
conditions [+scrambling] produce greater syntactic loads than
the VOS and SVO conditions [—scrambling].

Zhttp://www.gin.cnrs.fr/ AAL2/
3http://Neuromorphometrics.com/
“http://marsbar.sourceforge.net/

Regarding the accuracy, the participants made reliable and
consistent judgments, and the accuracy under every condition
was higher than 90%. Under the sentence conditions, an
rANOVA with these two factors on the accuracy showed
significant main effects of scrambling and topicalization
[scrambling, F(1,16) = 12, p = 0.0036; topicalization,
F(1,16) = 9.5, p = 0.0072], and an interaction between these
factors was marginally significant [F(1,16) = 4.4, p = 0.052].
Post hoc paired t-tests showed that the accuracy under the SVO
condition was significantly higher than that under the other
conditions (corrected p < 0.0024), indicating that SVO was the
easiest condition.

The Basic Design of the Functional

Analyses

Here we outline the basic design of the main functional
analyses. Based on the two-by-two experimental design
(scrambling x topicalization), we first examined the main effects
of scrambling [£S], i.e., (VSO 4+ OVS) — (VOS + SVO), where
the [+S] conditions mainly induced higher syntactic loads
(see the Introduction). We then examined the main effects of
topicalization [£T], i.e., (VOS 4+ VSO) vs. (SVO + OVY), related
to the semantic/phonological loads. To examine any effects
associated with the accuracy for each condition, we also tested
(VOS + VSO + OVS) — SVO, based on the behavioral results
shown above.

To exclude any semantic/phonological effects of the object-
subject word orders, we performed two direct comparisons while
making the factor of topicalization constant: VSO [+S, —T] vs.
VOS [-S, —T], and OVS [+S, +T] vs. SVO [—S, +T]. Lastly,
we examined the activation profiles under the four sentence
conditions in each of the identified regions of interest, and the
results confirmed significant activation in these regions for a
diagonal contrast of VSO [+S, —T] vs. SVO [-S, +T].

The Cortical Activation Reflecting
Syntactic Loads or

Semantic/Phonological Loads

The main effects of scrambling, i.e., (VSO + OVS) — (VOS +
SVO), were observed in language areas such as the L. LPMC,
L. F3op/F3t, and L. F3t/F30 (corrected p < 0.05) (Figure 3A
and Table 1). Additional activation was observed in the pre-
supplementary motor area (pre-SMA) and the left intraparietal
sulcus (L. IPS). In contrast, the main effects of topicalization, i.e.,
(VOS + VSO) — (SVO + OVS), were observed in completely
different regions: Heschl’s gyrus (HG) and the STG in both
hemispheres (Figure 3B and Table 1). The reverse contrast,
ie, (SVO + OVS) — (VOS + VSO), did not show any
significant activation (corrected p > 0.9). These results support
the possibility that phonological loads and general auditory
attention would become larger in the absence of topicalization
(see the Introduction).

In contrast, the contrast of (VOS + VSO + OVS) -
SVO showed activation in the pre-SMA and left superior and
middle temporal gyri (L. STG/MTG), sparing the lateral frontal
regions (Figure 3C and Table 1). The pre-SMA activation
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L. F3t/F30

A (VSO + OVS) - (VOS + SVO)
i +S +S -S -S

pre-SMA

(VOS + VSO + OVS ) - SVO

=-S/-T +S/+T -S/+T

L. STG/MTG

FIGURE 3 | Cortical activation modulated by the main effects of scrambling and topicalization. (A) Regions identified by the main effects of scrambling, i.e.,
(VSO + OVS) — (VOS + SVO). Activations were projected onto the left (L) and right lateral surfaces of a standard brain (topological FDR-corrected p < 0.05). Medial
sections are also shown. The activation of pre-SMA was also projected onto the lateral surfaces. Each blue dot indicates the local maximum of an activated region.

(C) Regions identified by the contrast of (VOS + VSO + OVS) — SVO.

See Table 1 for the stereotactic coordinates of the activation foci. (B) Regions identified by the main effects of topicalization; i.e., (VOS + VSO) — (SVO + OVS).

replicated activation in the main effects of scrambling, while the
L. STG/MTG activation was left-lateralized and located more
ventrally than that in the main effects of topicalization.

We directly compared the cortical activation in VSO - VOS,
and we observed localized activation in the L. LPMC, L. F30p/F3t,
and L. F3t/F30 (Figure 4A and Table 1), i.e., the frontal language
areas, which were consistent with the main effects of scrambling.
Activation in the pre-SMA and L. IPS also replicated the main
effects of scrambling, but the R. IPS was additionally activated.
On the other hand, the reverse contrast, i.e., VOS — VSO, did
not show any significant activation (corrected p > 0.9). In OVS —

SVO, the overall activation pattern was similar to that in VSO -
VOS (Figure 4B and Table 1). It is notable that the L. F30p/F3t
activation shifted more dorsally (15 mm for the local maxima) in
OVS - SVO. Compared with the main effects of scrambling, these
activated regions were highly localized in such stringent contrasts
as VSO — VOS and OVS — SVO.

At the local maxima of the L. LPMC, L. F30p/F3t, L. F3t/F30,
and pre-SMA in the second-level analysis, which were selected
from the contrast OVS - SVO (shown as blue dots in Figure 4B),
we examined the percent signal changes. In all of these regions,
the overall activation profiles under the four sentence conditions
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TABLE 1 | Regions identified by the effects of word order.

Brain regions BA Side X y z V4 Voxels
Main effects of scrambling: (VSO + OVS) — (VOS + SVO)
LPMC 6/9 L —42 3 51 6.3 625
—45 12 42 5.4 *
-36 12 33 4.9 *
F3op/F3t 44/45 L —48 18 27 5.1 *
—54 12 15 5.8 *
F3t/F30 45/47 L —54 27 0 6.1 *
pre-SMA 6/8/32 M -6 15 48 6.5 352
0 24 42 6.2 *
IPS 7 L -27 —69 42 5.2 71
Main effects of topicalization: (VOS + VSO) — (SVO + OVS)
HG 41/42 L —51 —21 6 5.6 213
STG 22 L —51 -33 9 5.7 *
—63 -15 3 4.7 *
HG 41/42 R 48 -15 6 5.6 326
39 —24 6 5.8 *
STG 22 R 66 -18 9 5.6 *
63 -18 -6 5.1 *
(VOS + VSO + OVS) — SsVO
pre-SMA 6/8/32 M -6 15 48 5.5 235
0 27 42 5.7 *
STG/MTG 22/21 L —63 —21 -6 5.7 96
VSO - VOS
LPMC 6/8 L -36 6 57 4.5 112
—48 0 45 5.4 *
—48 12 42 4.6 *
F3op/F3t 44/45 L —57 12 12 55 78
F3t/F30 45/47 L —54 24 0 4.4 *
pre-SMA 6/8/32 M —6 15 48 5.4 134
IPS 719 L —-12 —78 45 4.7 149
-27 —69 39 5.5 *
—-30 —75 24 4.7 *
7/19 R 18 —69 51 5.5 95
30 —66 51 5.1 *
OVS - SVO
LPMC 6/8 L —42 3 54 55 74
F3op/F3t 44/45 L —51 18 27 4.7 35
F3t/F30 45/47 L —54 30 0 5.5 46
pre-SMA 6/8/32 M -3 15 60 4.9 149
-6 15 48 5.1 *
-3 27 42 5.5 *

Stereotactic coordinates (x, y, z) in the MNI space (mm) are shown for each activation peak of Z values. The threshold was set at corrected p < 0.05 for the cluster level.
BA = Brodmann’s area; L = left; M = medial; R = right; LPMC = lateral premotor cortex; F3op/F3t/F30 = opercular/triangular/orbital parts of the inferior frontal gyrus;
pre-SMA = pre-supplementary motor area; IPS = intraparietal sulcus; HG = Heschl’s gyrus;, STG = superior temporal gyrus; MTG = middle temporal gyrus. The region

with an asterisk is included within the same cluster shown one row above.

were consistent. More specifically, the activations under VSO
and OVS were always evident at the same level, whereas the
activations under VOS and SVO were near or below the
baseline level. Furthermore, the signal changes under VSO were
significantly larger than those under SVO in each of the four
regions (corrected p < 0.002).

The bilateral IPS activation, which was observed in
VSO - VOS (shown as blue dots in Figure 4A), but not in

OVS — SVO, may indicate the presence of an interaction.
This effect was due to more activations under the VSO
condition than the other conditions. A significant interaction
was present in the R. IPS [F(1,16) = 6.5, p = 0.022], but not
in the L. IPS [F(1,16) = 0.17, p = 0.69]. The VSO [+S, —T]
condition reflected a synergistic effect of multiple linguistic
factors, which may employ additional cortical regions like the
bilateral IPS.
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FIGURE 4 | Direct comparison of cortical activation between conditions. The VSO — VOS contrast (A) and the OVS — SVO contrast (B). Activations were
projected onto the left (L) and right lateral surfaces of a standard brain (topological FDR-corrected p < 0.05). See Table 1 for the stereotactic coordinates of the
activation foci. (C) Histograms for the percent signal changes at the local maxima of the L. LPMC, L. F3op/F3t, L. F3t/F30, and pre-SMA in OVS — SVO. The signal
changes for VOS, SVO, VSO, and OVS are shown with reference to the baseline level of the control task. Error bars indicate SEM for the participants. *p < 0.0005.
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DISCUSSION

By using the sentence-picture matching task in the Kaqchikel
language, we obtained four striking results. First, we found that
the [+scrambling] conditions elicited significant activation in
the left frontal regions of the L. LPMC, L. F3o0p/F3t, and L.
F3t/F30 (Figure 3A), indicating the effects of syntactic loads
in Kaqchikel, a head-marking and OS language. These results
indicate that the L. LPMC, L. F30p/F3t, and L. F3t/F30, but not
the L. ATL, are crucial for a movement of phrases. Secondly,
the [—topicalization] conditions resulted in significant activation
in the bilateral HG and STG (Figure 3B), demonstrating
that the syntactic and phonological processes were clearly
dissociated within the language areas. Thirdly, the pre-SMA
and L. STG/MTG were activated under the more demanding
conditions other than SVO (Figure 3C), suggesting their
supportive roles in syntactic or semantic processing. Fourthly,
two direct comparisons of VSO - VOS and OVS - SVO
showed consistent and localized activations in the L. LPMC, L.
F3op/F3t, and L. F3t/F30, as well as the pre-SMA (Figures 4A,B),
while VOS - VSO did not show any significant activation.
This last point fits the syntactic account for the selective
activation in these frontal regions, excluding any semantic
effects of the OS word order itself, which might be related
to “irregular prominence factors of noun phrases” (see the
Introduction). Our findings further indicate that the functional
roles of these left frontal and temporal regions involve linguistic
aspects themselves, namely syntax versus semantics/phonology,
rather than output/input aspects of speech processing. Moreover,
the present study with Kaqchikel clearly contributes to the
concept that such universal operations as scrambling and
topicalization are differentially processed in specified cortical
regions.

“Merge” is a fundamental local structure-building operation
proposed by modern linguistics (Chomsky, 1995), and is a key to
syntactic processing. Neuroimaging studies have established that
syntactic processing selectively activates the L. F3op/F3t and L.
LPMC (Stromswold et al., 1996; Dapretto and Bookheimer, 1999;
Embick et al., 2000; Hashimoto and Sakai, 2002; Friederici et al,,
2003; Musso et al., 2003), indicating that these regions have a
critical role as grammar centers (Sakai, 2005). Activations in the
L. F3op/F3t and L. LPMC have also been observed in our studies
using Japanese sentences with non-canonical word orders (Kinno
et al., 2008). Moreover, our MEG studies showed a significant
increase of responses in the L. IFG, which reflected predictive
effects on a verb caused by a preceding object in a short sentence
(Iijima et al., 2009; Inubushi et al., 2012; Iijima and Sakai, 2014).
In the present study, we observed selective activation in the L.
F3op/F3t and L. LPMC under the [+scrambling] conditions,
which is consistent with these previous findings. Our results
also support the explanation based on the DoM (Ohta et al,
2013a,b), in that the [+scrambling] conditions with the larger
DoM enhanced the L. F3op/F3t and L. LPMC activations. It
should be noted that activation in the L. LPMC, L. F3op/F3t, and
L. F3t/F30 were more localized in both VSO - VOS and OVS -
SVO, which excluded any differences in semantic/phonological
loads. To our knowledge, our present findings are the first

experimental evidence of linguistic computation that dissociates
[+scrambling] and [—topicalization].

Here we observed activation in the bilateral HG and STG
under the [—topicalization] conditions, which may reflect
phonological loads and attention in the absence of topicalization.
Our previous fMRI study revealed that the bilateral STG
activations were selectively enhanced by phonological decision
tasks (Suzuki and Sakai, 2003). The same study further
demonstrated that the localized activations in the L. MTG were
modulated by the presence of syntactic or semantic errors, which
may enhance processing loads to correct sentences. Consistent
with this possibility, here we observed the localized L. STG/MTG
activation in the contrast of (VOS + VSO + OVS) - SVO.

In recent studies using a visual sentence-picture matching
task similar to that used here, we tested 21 patients with
a left frontal glioma and observed abnormal overactivity
and/or underactivity in 14 syntax-related regions (Kinno et al.,
2014, 2015). Those investigations also revealed three syntax-
related networks: network I (syntax and its supportive system),
network II (syntax and input/output interface), and network IIT
(syntax and semantics). Functional and anatomical connectivity
was observed within individual networks in normal controls,
whereas in the agrammatic patients almost all of the functional
connectivity exhibited chaotic changes. Moreover, the patients
who showed normal performances showed normal connectivity
between the L. F3op/F3tand L. IPS, as well as normal connectivity
between the L. F3t and L. F30, indicating that these pathways
are the most crucial among the syntax-related networks. In the
present study, we observed significant activation in the pre-SMA
and L. IPS (Figures 3, 4), which are included in network I (which
consists of the L. F30p/F3t, pre-SMA, right lateral frontal regions,
L. IPS, and right temporal regions). The consistent activation
of the pre-SMA and L. IPS suggests their supportive roles in
syntactic processing.

Another possible model for the syntactic structures of Mayan
sentences has been proposed in a linguistic study: a predicate-
fronting model (Figure 1B; Coon, 2010). In this model, which
is more complex than the right-specifier model even for the
canonical word order (VOS), predicate fronting is assumed as
a default and obligatory movement. This model was based
on similar syntactic analyses for another verb-initial language:
Niuean, a Polynesian language that is markedly distant from
Mayan languages (Massam, 2010). The notion of object shift,
which precedes predicate fronting, replaces scrambling in the
right-specifier model. Note that the verification of the right-
specifier model or predicate fronting model was not within the
scope of the present study; both models predict consistent results
in our paradigm. The explanatory adequacy of these two models
should be further examined in future experiments.

A previous fMRI study in Kaqchikel with a sentence
plausibility judgment task has reported higher activation in
the left IFG close to its border with the left middle frontal
gyrus (BA 46) in the SVO — VOS contrast (Koizumi and
Kim, 2016), clearly different activation from the present results.
In that task, the participants listened to a sentence with a
human (S) and an inanimate entity (O), and judged whether
a sentence was semantically plausible or not, where no specific
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context was provided. The authors of that study interpreted
this activation as the higher processing load related to more
complex structures of SVO. They further argued that this higher
load was related to the discourse-pragmatic requirements for the
non-canonical SVO word order. A topicalized sentence incurs
higher processing loads when presented out of context, as in the
case of the sentence plausibility judgment task. In our present
study, where both the subject and object were humans, we
observed significant activation in the bilateral HG and STG as
the main effects of topicalization, i.e., (VOS + VSO) — (SVO
+ OVS). This activation reflected increased phonological loads
under the [—topicalization] conditions. Note that the reverse
contrast did not show any significant activation, indicating that
the [+topicalization] conditions had little syntactic effects where
DoM remains minimal (see the Introduction). By naturally
providing a discourse context as a picture, we were able
to dissociate the main effects of topicalization related to
semantics/phonology from those related to pragmatics.

In Kaqchikel, it has been reported that SVO is more
frequently used than VOS (73% versus 15%) (Kubo et al,
2011). In that study, the native Kaqchikel speakers made
a sentence describing a picture, which depicted a transitive
action between a human agent and human/animal/inanimate
patient. Although the concept of “basic word order” has been
problematic (Brody, 1984), the word order with the simplest
syntactic structure, i.e., syntactically canonical word order, is
VOS (Garcia Matzar and Rodriguez Guajan, 1997, p. 333). It
has been suggested that “when examining the basic word order
of Mayan languages, syntactically determined word order from
the standpoint of syntactic complexity needs to be distinguished
from pragmatically determined word order, commonly used
for pragmatic purposes” (Yasunaga et al, 2015). This point
is also related to our present observation that SVO was the
easiest condition in our paradigm (Figure 2D). Both the higher
production frequency and the higher accuracy of SVO may be
caused by the effects associated with [+topicalization]. In a study
using Japanese sentences, the production frequency of subject-
topicalized sentences (S-wa OV) was several times higher than
that of canonical sentences (S-ga OV), and the subject-topicalized
sentences were more easily processed than the object-topicalized
sentences (O-wa S-ga V) (Imamura and Koizumi, 2011); note
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Influences Ambiguous Pronoun
Resolution in German

Antje Sauermann* and Natalia Gagarina*

Leibniz-Zentrum Allgemeine Sprachwissenschaft, Berlin, Germany

Previous research on pronoun resolution in German revealed that personal pronouns
in German tend to refer to the subject or topic antecedents, however, these results
are based on studies involving subject personal pronouns. We report a visual world
eye-tracking study that investigated the impact of the word order and grammatical role
parallelism on the online comprehension of pronouns in German-speaking adults. Word
order of the antecedents and parallelism by the grammatical role of the anaphor was
modified in the study. The results show that parallelism of the grammatical role had an
early and strong effect on the processing of the pronoun, with subject anaphors being
resolved to subject antecedents and object anaphors to object antecedents, regardless
of the word order (information status) of the antecedents. Our results demonstrate
that personal pronouns may not in general be associated with the subject or topic
of a sentence but that their resolution is modulated by additional factors such as the
grammatical role. Further studies are required to investigate whether parallelism also
affects offline antecedent choices.

Keywords: pronoun resolution, parallelism, grammatical role, word order, German

INTRODUCTION

Pronoun resolution has “traditionally” been examined separately by linguists and psychologists.
Yet, more recently both areas have come closer together. This lead to the insight that
anaphor/pronoun resolution is influenced by several factors. More importantly, the eye-tracking
technique in the visual world paradigm has been shown to be particularly useful to examine
pronoun/anaphor resolution during online processing. In this paradigm, an auditory stimulus is
presented together with visual stimuli (e.g., two pictures) with the eye-movements on the pictures
reflecting pronoun resolution preferences. Crucially, the online technique may reveal factors that
influence pronouns resolution during online processing that may not be detected when offline
techniques, e.g., judgments, are used (Schumacher et al., 2017). We used the visual world paradigm
to investigate the impact of grammatical role parallelism which may likely to occur during online
processing, i.e., exactly when the pronoun is processed (Smyth, 1994).

Factors Influencing Pronoun Resolution

The factors influencing pronoun resolution have been intensively investigated in the last few
decades. Pronoun resolution usually involves a process wherein an anaphor [e.g., the pronoun “he”
in (1)] is associated with an antecedent in the previous context (e.g., “Goofy”).

(1) Goofy greets Donald. He...

Pronoun resolution requires the integration of different sources of information (e.g.,
Smyth, 1994; Arnold et al, 2000; Kehler et al., 2008; Schumacher et al., 2015, 2016, 2017).
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First, syntactic factors, e.g., gender and number agreement
and binding principles, constrain pronoun resolution. Second,
different strategies may influence pronoun resolution in
ambiguous contexts like (1), where the personal pronoun he may
refer to Goofy or Donald, but participants usually prefer Goofy.

Resolution preferences in ambiguous contexts are influenced
by the information status of the antecedent, i.e., personal
pronouns refer to the most salient referents (e.g., Gundel et al.,
1993; Ariel, 2001). The salience of an antecedent may be induced
by several factors, among them its grammatical role (e.g., Crawley
et al., 1990; Stevenson et al., 1994; Grosz et al., 1995; Bosch et al.,
2007), thematic role (e.g., Schumacher et al., 2015, 2016, 2017),
sentence position (Gernsbacher and Hargreaves, 1989; Stevenson
etal,, 1994) or information and discourse status (e.g., Grosz et al.,
1995; Bosch et al., 2003; Bosch and Umbach, 2007; Kaiser and
Trueswell, 2008; Colonna et al., 2012; Ellert, 2013).

The impact of one or the other factor from this list is usually
difficult to disentangle. In addition, these factors interact with
parallelism (e.g., Smyth, 1994; Stevenson et al., 1995; Chambers
and Smyth, 1998), verb semantics (e.g., Grober et al., 1978;
Schumacher et al., 2015, 2016, 2017), discourse relations (e.g.,
Grober et al., 1978; Kehler et al., 2008; see also Kaiser, 2011)
and the type of referring expression realizing the anaphor (e.g.,
Gundel et al, 1993; Ariel, 2001; Bosch et al, 2003; Bosch
et al, 2007; Kaiser and Trueswell, 2008; Schumacher et al,
2015).

Accordingly, different factors may be responsible for the
subject preference of the anaphoric pronouns in the subject
position, like, e.g., he in (1). These factors are difficult to tease
apart because their features overlap and they make similar
predictions. That is, Goofy may be the preferred antecedent
because it is the subject and topic or because it shares the
grammatical role and initial sentence position of the anaphor
he. Languages with a more flexible word order than English,
for instance German, provide a means to disentangle these
factors. The goal of our study is to examine the impact of
the word order of the antecedent sentence and grammatical
role parallelism on pronoun resolution in German by using the
visual world paradigm. First, we will review the research on
pronoun resolution in German and then we will present our
study. A discussion and conclusion will close the paper.

Pronoun Resolution in German

German is a language with a relatively flexible word order,
that allows besides the canonical SVO word order (2a) also the
non-canonical OVS word order (2b). Word order variation has
been linked to the information structure factors, in that the
sentence-initial position is usually seen as a topic position (e.g.,
Frey, 2006). Thus, in SVO sentences the subject is seen as the
topic and in OVS sentences the object.

(2)a) Der Mann grifit den Jungen. Er/Der...
thexom' man  greets theacc boy hepro/hepem

'Note that in German determiners are also marked with respect to gender, but we
did not indicate the gender in the glosses. In this example as well as in the items of
our study, both the antecedents and the anaphora are masculine.

(2)b) Den
theacc man

Er/Der...
hepro/hepem

Mann grufit der Junge.
greets thexom boy

Studies on pronoun resolution in German have mainly dealt
with personal pronouns like er (“heprp”) and demonstrative
pronouns (d-pronouns) like der (“hepgp”) in contexts with the
SVO (2a) or OVS (2b) word order of the antecedents.

Research on SVO sentences has shown that er (“hepro”) is
usually resolved to der Mann (“the man”) and der (“heppm”) to
den Jungen (“the boy”) (e.g., Bosch et al., 2003; Bouma and Hopp,
2007; Colonna et al., 2012; Schumacher et al., 2015, 2016, 2017;
but see Bosch et al., 2007), but with a stronger preference for
d-pronouns compared to pronouns (e.g., Bosch et al., 2003, 2007;
Bouma and Hopp, 2007; Schumacher et al., 2015, 2017).

For OVS sentences the pattern is less coherent. While
d-pronouns show a preference to refer to objects (Schumacher
etal,, 2015,2017), personal pronouns prefer subjects (e.g., Bouma
and Hopp, 2007; Schumacher et al., 2017) or show no preference
(Bosch and Umbach, 2007; Bosch et al., 2007; Colonna et al.,
2012; Schumacher et al., 2015). This variation in the pronoun
resolution may be due to differences in the experimental material
and settings, i.e., in the use of verbs (e.g., Schumacher et al,
2015, 2016, 2017), in the discourse relations between both
sentences (e.g., Kaiser, 2011) or in the presence (or absence)
of a preceding context which licenses the non-canonical word
order (cf., Schumacher et al., 2017). In addition, differences
in the methods used, especially in the use of offline or online
experiments, may have led to incoherent results (cf., Schumacher
et al., 2017; see also Bosch et al., 2007).

Despite this variation in the results, the majority of studies
agree that subject personal pronouns usually refer to the subject
(e.g., Bosch et al, 2007) or topic antecedent and indicate
topic continuity (Bosch et al., 2003; Bosch and Umbach, 2007;
Schumacher et al., 2016) whereas d-pronouns refer to non-
subjects (e.g., Bosch et al., 2007) or less-topical referents and
indicate a topic shift (Bosch et al., 2003; Bosch and Umbach, 2007;
Schumacher et al., 2016). In addition, thematic status, subject
status and information status have separate effects on pronoun
resolution, which can be revealed when different constructions
are investigated (e.g., Ellert, 2013; Schumacher et al, 2015,
2016).

While the resolution of subject pronouns has been explored
much more intensively, only a few studies have investigated the
resolution of pronouns with other grammatical roles, e.g., object
pronouns. In these cases (e.g., Crawley et al., 1990; Smyth, 1994;
Stevenson et al., 1994, 1995; Chambers and Smyth, 1998; Wolf
et al., 2004; Kehler et al., 2008), researchers mainly examined
English and used parallel structures like those in (3).

(3) Goofy greets Donald, and Daisy hugs him.

For these structures, some studies showed that the object
pronoun him was associated with the object antecedent Donald
(e.g., Smyth, 1994; Stevenson et al., 1995; Chambers and Smyth,
1998; Wolf et al., 2004; Kehler et al., 2008). However, other studies
failed to provide evidence for this preference (e.g., Crawley et al.,
1990; Stevenson et al., 1994), indicating that the resolution is
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influenced by additional factors like verb semantics (e.g., Grober
etal., 1978) or discourse relations (e.g., Kehler et al., 2008).

Crucially, the previous studies on English examined structures
with three types of parallelism: first, grammatical role parallelism,
with respect to the grammatical role (i.e., him and Donald are
both the object), a second, positional parallelism, with respect
to the position (him and Donald both occur in the sentence-
final position), and a third, structural parallelism, with respect to
the similar structures of the antecedent and anaphora sentences.
Especially, the third type has been shown to have a strong impact
on sentence processing (e.g., Sheldon, 1974; Frazier et al., 1984;
Carlson, 2001; Callahan et al., 2010; Poirier et al., 2012 on English;
Weskott, 2003; Knoeferle and Crocker, 2009 on German).

With respect to anaphor resolution, Smyth (1994) and
Stevenson et al. (1995) tried to disentangle these factors.
Stevenson et al. (1995) provide evidence against a “pure” position
effect in the resolution of subject pronouns. Smyth (1994) showed
that parallelism of the grammatical role had a strong impact on
pronoun resolution, but structural parallelism also had an effect.
However, neither study tested structures in the non-canonical
word order, which may provide a clearer way to untangle the
position effect and parallelism with respect to the grammatical
role.

The Present Study

We report on a visual world eye-tracking study that aimed
to examine the impact of the word order and grammatical
role parallelism on the online comprehension of personal
pronouns. In the visual world paradigm the linguistic material
[see (4)] is presented together with pictures of the possible
antecedents (Figure 1), with the looks to the pictures of the
antecedents reflecting pronoun resolution preferences during
online processing.

We presented the antecedents in the canonical SVO (4a,
4b) or the non-canonical (4c, 4d) word order, with the case
morphology of the determiners of the noun phrases (NPs)
indicating grammatical role and word order. Grammatical role
parallelism effects were tested by presenting the anaphoric
pronoun either as the subject (4a, 4c) or as the object

(4b, 4d).

FIGURE 1 | Sample pictures accompanying the trials presented in (4).

This design, i.e., the comparison of subject and object
anaphors, allows us to test the prediction that personal pronouns
in general refer to the subject in the preceding antecedent
sentence. If this is the case, we expect a higher proportion of looks
to the picture of the subject antecedent compared to the object
antecedent for both subject and object anaphora in the canonical
word order (4a, 4b). With respect to the non-canonical word
order (4c, 4d), the eye-tracking study by Schumacher et al. (2017)
found a subject preference for subject anaphora (regardless of the
word order) for accusative verbs, whereas offline studies revealed
a less coherent pattern (e.g., Bosch et al., 2007; Schumacher et al.,
2015). Given that our study is also an online study, we expect a
subject preference for subject anaphora in our data.

If parallelism of a grammatical role plays a strong role during
online processing, subject pronouns should be resolved to subject
antecedents and object pronouns to object antecedents regardless
of the word order of the antecedents. However, additional factors,
e.g., positional and structural parallelism, may also play a role.

That is, if positional parallelism influences pronoun
resolution, both subject and object pronouns should be
resolved to the first mentioned antecedent in our study, i.e., to
the subject in SVO sentences and the object in OVS sentences.
That is, we expect an interaction between Pronoun Type and
Word Order on the looks to the subject antecedents.

If structural parallelism influences pronoun resolution, we
expect that subject pronouns are resolved to subject antecedents
in SVO sentences (condition a) and object pronouns to object

(4) Der Bulle und der Elefant spielen zusammen Verstecken im Wald.
“The bull and the elephant are playing hide and seek in the forest.”

a) Der Bull sieht den Elefanten.  Er... ist traurig. (SVO, sbj)
thexom bull sees theacc  elephant henom  is sad
“The bull sees the elephant. He . . . is sad.”

b) Der Bull sieht den Elefanten. Thn... trifft der Blitz. (SVO, obj)
thexyom  bull sees theacc  elephant heacc hits  thexom lightning
“The bull sees the elephant. Him . . . the lightning hits.”

c¢) Den Bullen  sieht der Elefant. Er... ist traurig. (OVS, sbj)
theacc  bull sees thexom  elephant henom  is sad
“The bull, the elephant sees. He . . . is sad.”

d) Den Bullen sieht der Elefant. Ihn... trifft der Blitz. (OVS, obj)
theacc bull sees thexom  elephant heacc hits  thenom lightning

“The bull, the elephant sees. Him . . . the lightning hits.”
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antecedents in OVS sentences (condition d). In the conditions
without structural parallelism (conditions 4b and 4c), we expect
less clear resolution preferences.

MATERIALS AND METHODS

Design and Materials

The experiment employed a 2 x 2 repeated-measures design
with Word Order (SVO vs. OVS) and (the grammatical role of
the) Pronoun (“subject” (sbj) vs. “object” (obj)) as independent
variables and the eye-movements, i.e., the proportion of looks to
the subject of the SVO or OVS sentence, as dependent variable.

The experimental trials [see (4)] started with a sentence
introducing the two referents, which was followed by an
antecedent SVO or OVS word order sentence. The grammatical
role of the antecedents was indicated by case marking of the first
and second NP: the determiner der indicated nominative case
and subject status, and the determiner den indicated accusative
case and object status. The antecedent sentence was followed
by a second sentence with the subject pronoun er (“he”) or
object pronoun ihn (“him”) in the initial position. The pronoun
sentence was interrupted by a pause of 500 ms after the offset of
the pronoun.

The verbal stimulus was accompanied by two pictures
depicting the two animals mentioned in the discourse (see
Figure 1 above). The pictures had a size of 440 pixels x 330 pixels
and were placed horizontally at the left or right side of the screen,
separated from each other by approximately 25 pixels.

Four experimental items (animal pairs) were created (see
Supplementary Material for the complete list of the items). For
each item two versions of the trials were created controlling for
the effects of order of mention and positioning of the pictures.
That is, for each trial we created an alternative version wherein
the elephant was the first NP in the lead-in and antecedent
sentence and the picture was presented on the left side. Each
participant saw all four conditions of an item. The reason for this
experimental design and the low number of items was that the
experiment was also run with bilingual preschoolers, who should
know the meanings of the verbs used.

In addition two practice trials and eight filler sentences were
created. Each trial was accompanied by two pictures of two
animals. Practice trials consisted of an introduction sentence
and a transitive sentence, similar to the SVO condition of
the experimental trials. However, these sentences were not
followed by a pronoun sentence. Fillers were SVO sentences that
mentioned the two animals depicted.

Procedure
Participants were seated in front of a 15” laptop on which the
experimental sentences were presented. The experiment involved
a looking-while-listening task. That is, participants were not
instructed to perform a specific task but only to listen to short
stories that were accompanied by two pictures.

Each experimental session began with a 5-point calibration
procedure to adjust the eye-tracking system. The experiment
started with two practice sentences. Each participant saw 16

experimental trials, with a filler sentence being shown after every
two experimental trials. Participants were tested using four test
lists that were created to control for the positioning of the pictures
and the order of the mention of the animals.

Data were recorded using a portable Tobii X2-60 Compact
eye-tracking system (Tobii Technology AB, Sweden), which was
attached to the laptop. Eye-movements were sampled with a
tracking rate of 60 Hz, approximately every 16 ms.

Data Treatment and Analyses

The eye-movement recordings were based on the gazes as
determined and pre-processed by the Tobii Studio software
(Version 3.2.2, Tobii Technology AB, Sweden). Trials with more
than 50 percent track loss (looks off screen) were excluded from
further analysis (1%).

The eye-movement data was aggregated in 50 ms bins and
analyzed in twelve 250 ms time windows from the onset of the
pronoun until the end of the sentence. For the statistical analyses,
we calculated the empirical logit for the looks to the picture of the
subject antecedent, aggregating over items (cf., Barr, 2008). Looks
to the subject antecedent picture were almost complementary to
looks to the object antecedent picture because looks to neither of
the pictures were rare (2%).

The Ime4 package (version 1.1-12; Bates et al., 2015) was
used to calculate linear mixed-effects models to assess the fixed
effects of Word Order, Pronoun, Time and their interactions, and
the random effect of Participants on the empirical logit of the
looks to the target picture. The models included the weightings
recommended for empirical logit analyses (Barr, 2008). The
specification of the random effects of Participants considered
the slope adjustment for Pronoun and Word Order and their
interaction (cf., Barr et al., 2013). Time was not considered for
the slope adjustment because models that included Time for slope
adjustment led to convergence errors.

The contrast codings of predictors and Word Order (SVO: +1,
QOVS: —1) and Pronoun (er: +1, ihn: —1) and their interaction
resembled those of traditional ANOVA analyses. The continuous
predictor Time captured the five time (50 ms) bins that were
analyzed in each 250 ms time window.

Participants

Eighteen students of the Humboldt University Berlin participated
in the study (13 women, mean age: 27 years). They were
monolingual native speakers of German and had normal or
corrected to normal vision.

This study was carried out in accordance with the
recommendations of the Declaration of Helsinki with written
informed consent from all subjects. All subjects gave written
informed consent prior to participation in accordance with
the Declaration of Helsinki. The protocol was approved by
the German Linguistic Society (Deutsche Gesellschaft fiir
Sprachwissenschaft, DGfS)

RESULTS

Figure 2 shows the mean proportion of looks to the subject
calculated on 50 ms time bins starting with the offset of the
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FIGURE 2 | Mean proportion (with SE) of looks to the subject antecedent depending on Word Order and Pronoun. Standard errors (SE) exclude between-participant
variance (Cousineau, 2005) and were normalized using Morey’s (2008) correction. Note that looks to the object antecedent were complementary to the looks to the

subject.

antecedent sentence (SVO vs. OVS). The proportions of looks
following SVO sentences are shown in black color and those
following OVS sentences in gray. Solid lines indicate trials with
the subject pronoun and dotted lines those with the object
pronoun. The solid vertical lines indicate the onset of the
pronoun (er or ihn) and the onset of the continuation of the
sentence. Dotted vertical lines indicate the time windows.

Table 1 lists the intercept (b) and t-values (¢) for the fixed
effects of the models in each time window. The models revealed
a significant effect of word order in the first five time windows
(until 1250 ms), resulting from fewer looks to the subject
following SVO sentences whereas there were more looks to the
subject following OVS sentences. The effect gradually declined in
the fifth and sixth time windows, as indicated by the Pronoun-
Time interaction, and did not occur in the subsequent time
windows. We propose that this eye-movement pattern reflects the
looks to the last-mentioned referent of the transitive sentence, i.e.,
the subject in OVS and the object in SVO sentences.

The pronoun type influenced the eye-movement from
around 750 ms (starting with the fourth time window), as a
significant interaction between Pronoun and Time revealed.”
This interaction indicates that the difference between subject
and object anaphora increased with time. That is, looks to the
subject antecedent gradually increased after subject anaphora
(solid gray and black lines) and gradually decreased after object
anaphora (dotted gray and black lines) during the time interval
from 750-1000 ms, i.e., in the fourth time window. Notably this
effect occurred in both word orders. The main effect of Pronoun
was fully established in the fifth time window (from 1000 ms)
and continued until the tenth time window (until 2500 ms). In
the eleventh time window (2500-2750 ms), the Pronoun effect

The models revealed an interaction between Time and Pronoun type in the second
time window between 250 and 500 ms. Note, however, that it takes around 200 ms
to initiate a saccade (e.g., Sumner, 2011) and around 400 ms to utter the pronouns.
Accordingly, we do not expect the pronoun to have already had an effect in this
time window.

gradually disappeared, as indicated by the interaction between
Pronoun and Time. In the final time window (2750-3000 ms),
there was a significant interaction between Pronoun, Word Order
and Time as well as a main effect of Time. Post hoc comparisons
assessing the impact of Time and Word Order for each pronoun
type revealed a significant effect of Time reflecting a gradual
increase in the eye-movements for subject anaphora (b = 0.002,
t = 3.431, especially in OVS trials) but no change in the eye-
movements for object anaphora (b = 0.000, t = 0.691). However,
given that this time window was at the end of the trial and the
eye-movements in all conditions centered around chance-level,
the effects in the last two time windows are difficult to interpret.

DISCUSSION

The eye-tracking study examined the effects of word order and
grammatical role parallelism on anaphora resolution in adult
German. Antecedent sentences with SVO and OVS word order
and sentences with subject vs. object pronominal anaphora
composed four contexts which were investigated [see examples
in (4)].

The results showed that grammatical role parallelism
influenced online pronoun resolution in both word orders. This
was reflected by the eye-movements starting around 750 ms
after pronoun onset such that looks to the subject antecedent
increased in subject anaphor trials compared to object anaphor
trials in both word orders. Given that looks to subject and object
antecedents were complementary, this also reflects that looks
to the object increased after object anaphora trials compared to
subject anaphora trials. This pattern occurred even before the
anaphor sentence was continued, suggesting that it cannot be
attributed to the different sentence continuations for subject and
object anaphora.

Importantly, this effect of the pronoun type was not
influenced by an interaction with word order. This suggest
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TABLE 1 | Fixed effects of the models predicting the looks to the subject picture (significant values at a = 0.05, |t| > 2 are indicated in bold).

1 (0-250) 2 (250-500) 3 (500-750) 4 (750-1000) 5 (1000-1250) 6 (1250-1500)

b t b t b t b t b t b t
Intercept -0.104  —0.681 —0055 -0.294 0.008 0.049 -0.066 -0468 -0084 —0.544 0.076 0.470
Pronoun 0.081 0.679 0.012 0117  —0.045 —0.333 0.227 1.643 0.430 2.789 0.397 2.151
Word order —0.887 4956 -0.706 -3.809 -0.690 —3.600 -0.811 -4.212 0714 -3.126 0367  —1.998
Time 0.000 0.283 0.001 2416  —0.000 —1.015 0.000 0.179 0.001 2195  —0.001 ~4.043
Pron x WO* —0.046  —0.302 0.011 0.130 0.126 0.996 0.057 0.459 0.009 0.054 0.048 0.280
Pron x Time 0.000 0520  -0.001 —2.808 0.001 1.870 0.001 2.863 0.000 0.083 0.000 1.283
WO x Time 0.001 1.645 0.000 1036  -0.001  —2.047 0.000 0.423 0.001 3.522 0.001 3.234
Pron x WO x Time 0.000 0.789 0.000 0.647  —0.000 -0.209 -0000 —0.632 0.000 0.762 0.000 0.335

7 (1500-1750) 8 (1750-2000) 9 (2000-2250) 10 (2250-2500) 11 (2500-2750) 12 (2750-3000)

b t b t b t b t b t b t
Intercept 0271  —1.347 0177 —1.574 0346 -2.929 0315 2387 —0340 -2.384  —0.201 —2.053
Pronoun 0.582 2.724 0.715 4.311 0.570 3.957 0.470 2.929 0.296 1.567 0.186 1.159
Word order 0086  —0.500 0.038 0.264 —0.001 —0.006 —0029 —0221 -0230 —1.611 -0.133  —0.899
Time —0000 -1.226 —0.001 —1.538 0.000 1.057  —0.000 —1.397 —0000 —0.124 0.001 2.844
Pron x WO 0.128 0.926 0.059 0.463  —0.032  —0.307 0.017 0171 0.041 0.314 0.106 0.779
Pron x Time 0.000 0732 —0.000 —1.221  —0.000 —0901 —0.000 -0.224 —0.001 —2.486 0.001 1.780
WO x Time 0.000 0.661 0.000 0270  —0.000 -1.124 —0.001 —2.788 0.000 0.878 0.000 0.246
Pron x WO x Time 0.000 0.453  —0.001  —1.665 0.000 0.471  —0.000  —0.703 0.001 1710 —0.001 ~3.038

*Pron, pronoun; WO, word order.

that the resolution preferences resulted from parallelism of the
grammatical role and were not restricted to a particular position
of an antecedent or to similarities of the syntactic structure of the
antecedent and anaphor sentence. Thus, the pronoun resolution
in our study was not influenced by positional or structural
parallelism.

Nevertheless, the eye-movements were initially also influenced
by the word order of the sentence, reflecting that participants
looked at the last-mentioned antecedent. This effect did not
interact with the grammatical role of the anaphora and
apparently resulted from the experimental design. In addition, in
later time windows when the sentence continued, the word order
effect gradually decreased and did not affect eye-movements.

Our results strongly indicate that the grammatical role of the
anaphor influences its resolution shortly after the pronoun is
heard and processed and even before the anaphor sentence is
continued. Indeed, the time window wherein the impact of the
anaphora occurred in our study corroborates the results of the
visual world study by Schumacher et al. (2017), who found an
impact of the demonstrative and personal pronouns on their
resolution in accusative verb sentences only slightly earlier (400-
600 ms after pronoun onset). This suggests that not only the type
of the referring expression but also the grammatical role impacts
online pronoun resolution.

The early effect of the grammatical role of the pronoun
corresponds to the proposal by Smyth (1994). Similar to previous
research concluding that pronoun resolution starts immediately
after the pronoun is heard (e.g., Ehrlich and Rayner, 1983;
see also Arnold et al., 2000; Schumacher et al., 2016, 2017),
Smyth suggests that parallelism influences pronoun resolution

in terms of a feature match process whereby antecedents are
selected on the basis of the features they share with the
anaphora - in our case, grammatical role features. In our
study, this effect was not restricted to structures in which
the antecedent sentence and the anaphor sentence share the
same word order, i.e., positional parallelism. This differs from
the studies demonstrating a strong impact of positional (or
structural) parallelism on sentence processing (e.g., Sheldon,
1974; Frazier et al., 1984; Carlson, 2001; Weskott, 2003; Knoeferle
and Crocker, 2009; Callahan et al.,, 2010), including pronoun
resolution (e.g., Smyth, 1994; Poirier et al., 2012). This difference
may result from the materials (e.g., the lack of a conjunction
or the pause within the pronoun sentence in our study) or the
methodology used.

While our data also show a stable effect of the pronoun,
reflecting the grammatical role parallelism effect, until 2250 ms
after the pronoun onset, this did not influence eye-movements
in the last two time regions. The lack of the effect in
these time regions may merely result from the fact that they
appear at the very end of the trial. Alternatively, it may
indicate that grammatical role parallelism effects may be weaker
during later processing or influenced by the predicate of an
anaphora sentence. This instability with respect to the resolution
preferences was also found in Schumacher et al.’s (2017) research
and was evidenced by the differences between their online and
offline study. While their online eye-tracking study revealed a
subject preference for subject personal pronouns in SVO and
OVS sentences (Schumacher et al.,, 2017), their offline rating
study showed the subject preference in SVO sentences only
(Schumacher et al., 2015).

Frontiers in Psychology | www.frontiersin.org

47

July 2017 | Volume 8 | Article 1205


http://www.frontiersin.org/Psychology/
http://www.frontiersin.org/
http://www.frontiersin.org/Psychology/archive

Sauermann and Gagarina

Pronoun Resolution in German

Given that we did not test offline antecedent choice, we can
only draw cautious predictions about the offline interpretation
of the subject and object personal pronouns in our data.
Nevertheless, our results reflect a stable effect of the grammatical
role. This suggests that personal pronouns in the initial position
in a sentence are not generally - irrespective of the other
factors - resolved to subjects but that their resolution preferences
are also modulated by the grammatical role parallelism of
a pronominal anaphora and its antecedent. This corresponds
to previous work (e.g., Bosch and Umbach, 2007; Bosch
et al., 2007; Schumacher et al., 2015, 2017) demonstrating that
(subject) personal pronouns show weaker antecedent preferences
compared to demonstrative pronouns.

Notably, visual inspection of the eye-movement plot may
indicate that the impact of the grammatical role was somewhat
stronger for object anaphora compared to subject anaphora
because the eye-movements for subject anaphora were closer to
the 50% chance level. This apparently weak preference for subject
anaphora also corresponds to the differences between personal
and demonstrative pronouns mentioned above. However, this
does not explain why object anaphora show a clearer preference
for object antecedents.

It might be that hearers rely more on parallelism when the
object pronoun follows the less frequent and more marked OVS
word order in the antecedent sentence. Following the SVO
sentence, the OVS sentences with an object anaphor may indicate
a topic shift with the object as the new topic. Following the
OVS antecedent sentence, structural parallelism with the OVS
sentence may facilitate OVS sentence comprehension in general
(cf., Weskott, 2003; Knoeferle and Crocker, 2009) and thus
may enhance grammatical role parallelism effects. If this is the
case, parallelism effects may interact with information structure
factors. However, further research that considers corpus data
and antecedent choice tasks is needed to clarify the differences
between subject and object anaphora.

In general, our study underlines the importance of
considering different empirical methods in the study of
pronoun interpretation. We employed the eye-tracking method
within the visual world paradigm wherein the eye-gazes to the
pictures reflect pronoun resolution during online processing.
Yet, this method does not only provide insight into the different
sources of information considered during online comprehension
but is also an implicit measure of sentence comprehension
which reduces task demands especially for children (e.g., Brandt-
Kobele and Hohle, 2010; Bergmann et al., 2012). However, the
technique also has its limitations. The online results may not
always correspond to offline responses (Schumacher et al., 2017)
because they do not capture processes during later stages of
sentence processing/interpretation. Furthermore, the method
may be more time-consuming compared to offline methods
regarding to the creation of the experimental materials (visual
and auditory material) and the preprocessing and the analyses of
eye-movements.

In addition, our study underlines that research on pronoun
resolution (or more general language use/production and
comprehension) should consider both linguistic and psycho-
linguistic approaches. In particular, our study demonstrates that,

in addition to the linguistic factors (e.g., agreement, personal
pronoun vs. d-pronoun), processing factors like grammatical
role parallelism influence pronoun resolution. In this way, it
emphasizes the requirement that linguistic theories should be
based on empirical work that employs different methods.

CONCLUSION

To summarize, we reported on the first study comparing the
impact of word order and parallelism effects on online pronoun
resolution in German. We showed that parallelism of the
grammatical role had an early and strong effect on the processing
of the pronoun, regardless of the word order of the antecedents.
This suggests that different sources of information are considered
during online pronoun resolution (cf., Arnold et al., 2000; Kehler
et al., 2008; Schumacher et al., 2016, 2017) and that parallelism
is one of the crucial factors in this process (cf., Smyth, 1994).
In addition, our results indicate that personal pronouns may
not in general be associated with the subject or topic of a
sentence in German but that their resolution is modulated
by additional factors such as the grammatical role. Further
studies are required to investigate whether parallelism also affects
offline antecedent choices and whether the parallelism may also
influence pronoun resolution of demonstrative pronouns. In
this way, the interaction between parallelism and information
structure may be clarified.
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In this paper, | will vindicate the importance of syntactic change for the study of synchronic
stages of natural languages, according to the following outline. First, | will analyze the
relationship between the diachrony and synchrony of grammars, introducing some basic
concepts: the notions of I-language/E-language, the role of Chomsky’s (2005) three
factors in language change, and some assumptions about language acquisition. | will
briefly describe the different approaches to syntactic change adopted in generative
accounts, as well as their assumptions and implications (Lightfoot, 1999, 2006; van
Gelderen, 2004; Biberauer et al., 2010; Roberts, 2012). Finally, | will illustrate the
convenience of introducing the diachronic dimension into the study of at least certain
synchronic phenomena with the help of a practical example: variation in object case
marking of several verbs in Modern Russian, namely, the verbs denoting avoidance
and the verbs slusat’sja “obey” and doZidat’sja “expect,” which show two object case-
marking patterns, genitive case in standard varieties and accusative case in colloquial
varieties. To do so, | will review previous descriptive and/or functionalist accounts on
this or equivalent phenomena (Jakobson, 1984 [1936]; Clancy, 2006; Nesset and
Kuznetsova, 2015a,b). Then, | will present a formal—but just synchronic—account,
applying Sigurdsson (2011) hypothesis on the expression of morphological case to this
phenomenon. Finally, | will show that a formal account including the diachronic dimension
is superior (i.e., more explanative) than purely synchronic accounts.

Keywords: syntactic change, Old Russian, Modern Russian, variation, object case marking, accusative case,
genitive case

INTRODUCTION

It seems a straightforward assumption to acknowledge diachronic change as the most important
source of variation in languages and a crucial factor in shaping grammars. It is difficult not to agree
with Lightfoot (in preparation) in that “nothing in syntax makes sense except in the light of change,”
paraphrasing, in turn, the famous adagio by Dobzhansky (1973) that “nothing in biology makes
sense except in the light of evolution.” Given the fact that most variable properties in languages
emerge through change, it seems reasonable to include the relevant historical facts in any study on
variation, at least in those cases when the history of the language concerned is sufficiently attested.

However, the role of historical linguistics does not receive the attention it deserves
in synchronic studies. In this paper, I vindicate the importance of introducing the
diachronic dimension into the formal study of at least certain synchronic phenomena,
by highlighting the role of syntactic change through a specific example of variation in
Russian. First, I analyze the relationship between diachrony and synchrony of grammars,
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introducing some basic concepts: the notion of syntactic change,
its abruptness and discreteness, the contrast between I-language
and E-language, the relevance of language acquisition, and its role
in syntactic change, as well as the effect of Chomsky’s (2005) third
factor in language change. Further, I describe the case alternation
between genitive vs. accusative complements of certain medial
verbs in present-day Russian (the so-called -sja verbs). Then,
I review the shortcomings of purely synchronic accounts of
different linguistic orientations applied to this specific case
of variation. Finally, I prove that an account introducing the
diachronic dimension can be explanatorily superior, at least, in
this specific case study on variation. The final section contains
some conclusions to this paper.

BASIC NOTIONS ABOUT DIACHRONIC
GENERATIVE SYNTAX

In this section, I will introduce some basic notions on
historical change assumed by generative approaches to grammar
(as opposed to other linguistic schools, mainly usage-based
or functionalist approaches). Diachronic generative studies
started in the early 70s, with Andersen’s (1973) article on
abductive change and Lightfoots (1974) work on modals,
preceded by Klima's (1965) dissertation (Studies in diachronic
transformational syntax). The foundational work on diachronic
generative syntax is unanimously considered to be Lightfoot’s
(1979) Principles of diachronic syntax; it gave rise to a productive
research program within formal linguistic studies. As an example,
see the collective volumes, the product of the biennial DIGS
(Diachronic Generative Syntax) conference, published by OUP.
Recently, CUP published the collective reference handbook on
diachronic generative syntax Cambridge handbook of historical
syntax, edited by Ledgeway and Roberts (2017).

A basic notion in generative approaches to diachrony is the
view of syntactic change as a special kind of “reanalysis” or
rather “new analysis,” as firstly claimed by Lightfoot (1979 and
subsequent work—1991, 1999, 2006), and later widely adopted
in the generative linguistic community (Faarlund, 1990; Hale,
1998; Roberts and Roussou, 2003; van Gelderen, 2004; Roberts,
2007; etc.). Within this view, learners acquire a language by
parsing or analyzing the relevant input, also called Primary
Linguistic Data (PLD). Most of the time learners succeed in
converging with the grammar/structure that generated its input,
a property called inertia in formal grammar (Longobardi, 2001).
Syntactic change, then, stems from a special type of “analysis” or
“parsing” of the PLD a learner can perform during the language
acquisition process; namely, in the case when, for some reason,
the learner’s grammar/structure does not converge with the
grammar/structure that generated its input. This is known as the
discontinuity or failure of transmission between generations.

In generative approaches to change, the discontinuity of
transmission is usually assumed to be abrupt (rather than
gradual), in the sense that grammars are acquired afresh by
each speaker (Lightfoot, 1979, 1991 and afterward). What
seems like gradual change is reduced in diachronic generative
syntax to successive discrete changes according to the following

considerations: (i) A change can initially affect only specific
items or structures, and then spread to more items or syntactic
environments (van Gelderen, 2010; Madariaga, 2012). (ii) A
change can spread through a linguistic community, giving rise to
situations of diglossia and “competing grammars” (Kroch, 1989;
Yang, 2002). (iii) A change can produce different synchronic
variants coexisting in a single speaker at different linguistic
levels, which we commonly call “I-language” vs. “E-language.” I-
language stands for the linguistic competence of each individual
speaker, while E-language refers to the linguistic productions
of a community of speakers (Chomsky, 1986, p. 7-8). This
distinction has proven very useful to discriminate internal
properties of grammars and linguistic features, dependent on
external sociolinguistic considerations (Sobin, 1997; Lightfoot,
1999; Lasnik and Sobin, 2000; Madariaga, 2009; etc.).

Among formalists, there is common agreement in that
linguistic change is contingent, in the sense that the initial
trigger of a shift in grammar is primarily originated in
language performance/E-language, which is partly determined
by extra-linguistic factors and can change in unpredictable
ways (Faarlund, 1990; Lightfoot, 1991, 1999, 2006; Roberts,
2007). The conditions of language transmission can be altered
by modifications of the PLD, triggered by external random
sociolinguistic factors, phonological erosion, previous unrelated
morphosyntactic changes, drops in frequency of the relevant
input, etc.

Some authors, however, refine this idea by proposing certain
regularities imposed by our Language Acquisition Device (LAD),
which can lead learners to acquire a structure in a new way with
respect to the previous generation of speakers, thus giving rise
to diachronic change. This is depicted by some authors in the
form of hierarchies arranging the parametric choices available
in acquisition according to more or less marked options. These
options determine the probability of a parameter to be set in
one way or another and, therefore, the possible ways in which
change will most likely take place (Roberts, 2007, p. 2671f, 2012;
Biberauer et al., 2010).

Other biases determining, at least partially, language change
are considerations of optimality, economy, and a tendency of
grammars to become simpler (van Gelderen, 2004). This is in
line with Chomsky’s (2005) “third factor,” which can be defined as
those language independent principles of structural architecture,
efficiency, and processing that render language as an optimal
solution to the interface (phonological and semantic) conditions.

According to these previous notions, the fundamental role of
diachronic change as a “language shaper” is then two-fold, as
it can affect internal grammars (I-language) or just remain at a
“surface” level, modifying the speakers’ external productions in
E-languages. Here are the views at this respect:

(i) Diachronic changes affecting I-languages are in the first place
related to language acquisition, Chomsky’s (2005) “second
factor.” As we said before, formal approaches to diachrony
assume that change takes place between two different
generations of speakers during the language acquisition
process (cf. an illustrative case study in Duguine and
Irurtzun, 2014). With the advent of the minimalist program,
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third factor effects are also acknowledged to be implied
in diachronic change (Biberauer and Roberts, 2016). Some
examples are the Minimax thesis (Chomsky, 2009; Fodor,
2009), according to which parameters must be understood
as an optimal solution to the conflict between UG and
learnability (“minimize genetic information and optimize
the amount of learning”), the role of Feature Economy
in grammaticalization processes (van Gelderen, 2004), and
the spread of a specific change through different structures
or lexical items by Input Generalization (Roberts, 2007;
“generalization of the input”).

Diachronic changes affecting E-languages, i.e., understood
as innovations at an adult age (cf. the concept of “emergent
grammars,” as in Hopper, 1987) are mostly disregarded in
formal accounts. However, as said before, in the “contingent”
type of diachronic generative approaches (Lightfoot, 1991,
ff), this kind of innovative or surface modifications of the
PLD are acknowledged as potential initial triggers for further
changes in I-grammars.

(ii)

In this respect, a third area must be considered, namely,
Externalization processes (Chomsky, 2010; Sigurdsson, 2011),
as we usually call the ways of mapping I-features into more
external components, e.g., the morphological realization of
abstract syntactic features, which will be the central topic in this
paper.

All these considerations lead us to ask ourselves about the
locus of variation in minimalism. Here we also face different
options, which do not necessarily exclude each other: (i)
an older idea is the so-called Borer (1984)-Chomsky (2001)
Conjecture, that all variation is contained in the Lexicon; (ii)
a later refinement of this idea is to admit that the interfaces
themselves, in addition to the Lexicon, can also answer for
linguistic variation (e.g., Biberauer, 2008, p. 32); and (iii)
finally, we observe additional third-factor clustering effects across
languages, probably related to the specific ways of mapping
syntactic structures into the interfaces (Biberauer et al., 2010;
Boeckx, 2011; Roberts, 2012).

In what follows, I will focus on the main goal of this paper,
which is to vindicate the role of historical change in formal
accounts. This idea does not imply that change has a direct
effect on synchronic stages of a language, because we know
that speakers do not have access to the I-grammars of previous
generations (as represented in Andersen’s, 1973 Abduction
principle). But diachronic change definitely can shed light on the
ways variation has to be understood, and even on the paths that
I-languages follow in order to be configured.

Diachrony interacts with synchronic accounts in different
ways, for example, a fundamental reason that led some scholars
to revisit cartographic and lexicalist approaches to the synchrony
of languages was the need to explain acquisition and change
through it (Roberts, 2012). But the study of historical change
also helps us understand synchronic language-specific properties
and concrete instances of variation (cf. the examples in Lightfoot
(in preparation), or even at a methodological level, it can help
us decide between two alternative explanations of a synchronic
phenomenon (see e.g., Ormazabal and Romero, in preparation).

Following these lines, the case study presented in the following
sections constitutes an illustrative example of how diachronic
data can clarify the puzzle posited by an instance of variation in a
synchronic stage of a language.

A SYNCHRONIC VARIATION
PHENOMENON: CASE ALTERNATION IN
RUSSIAN -sja VERB OBJECTS

In this section, I provide a synchronic description of our case
study. I will focus on the phenomenon of case alternation
between genitive and accusative case marking on the object of
some medial verbs in Russian, which are virtually all the -sja
verbs expressing fear or avoidance, as well as the verbs slusatsja
“to obey” and doZidat’sja “to expect.” These verbs display genitive
object case marking in standard varieties (1) and accusative case
marking in colloquial varieties (2); cf. Peskovskij (2001 [1938], p.
278) and Krys'ko (1997).

(1) a. On boitsja Zeny. (Standard variant)
he.NOM fears wife.GEN
“He is afraid of his wife.”
. Devocka vsegda sluSaetsja materi.
girl.NOM always obeys mother.GEN
“The girl always obeys her mother.”
c. Inspektor dozdalsja kollegi.
inspector waited  colleague.GEN
“The inspector waited for his colleague.”

(2) a. On boitsja Zenu.
he.NOM fears wife.ACC
“He is afraid of his wife.”
. Devocka vsegda sluSaetsja mamu.
girl.NOM always obeys mum.ACC
“The girl always obeys her mom.”
c. Paren’ dozdalsja devusku iz armii.
young man waited  girlACC from army
“The young man waited for his girlfriend from her
military service.”

(Colloquial variant)

The verbs implied in this alternating pattern are the following
(ap. Peskovskij, 2001 [1938], p. 278): (i) all the -sja verbs of
fear, avoidance, separation: bojat’sja “to be afraid,” storonitsja “to
avoid,” pugatsja “to be frightened,” styditsja “to be ashamed,
osteregat’sja “to beware of,” opasat’sja “to be afraid, to mistrust,”
strasit’sja “to dread,” ¢uzdat’sja “to keep oneself aloof;” lisatsja “to
be deprived,” styditsja “to be ashamed,” konfuzitsja “to feel ill at
ease; stesnjatsja “to be timid,” etc.; (ii) the weak intensional -sja
verbs slusat’sja “to obey,” and doZidat'sja “wait, expect” (the only
representatives of this kind nowadays).

Timberlake (2004, p. 317) offers a semantic classification of
the Russian verbs taking lexical genitive case nowadays (cf. also
(Kagan, 2013), for a more detailed semantic account). Those are
verbs including the following semantic components':

Tn the last two groups (types ii and iii), there are two active verbs (without the
prefix —sja) that display in Modern Russian the alternating genitive vs. accusative

Frontiers in Psychology | www.frontiersin.org

52

July 2017 | Volume 8 | Article 1226


http://www.frontiersin.org/Psychology
http://www.frontiersin.org
http://www.frontiersin.org/Psychology/archive

Madariaga

Understanding Grammars through Diachronic Change

(i) “Potential” i.e., “contact is potential but unrealized,” the
so-called weak intensional verbs (iskat’ “search for,” Zdat
“await,” trebovat’ “demand,” Zelat’ “desire,” xotet’ “want”).
Almost all of them are active (without the suffix -sja),
and their alternation pattern is semantically determined,
unlike the alternation discussed in this paper. Only the -
sja forms in this group, slusatsja “obey” and doZidat’sja
“wait,” follow the pattern (1-2) addressed here, and do not
share the semantically determined alternation of their active
counterparts, as we will see in the last two sections of this
paper.

“Avoidance;,” whose semantics is described as “possible
contact is avoided,” a notion conveyed by the verbs of fear
and separation analyzed here.

“Tenuous,” defined by Timberlake as “actual contact in the
face of possible non-contact” (dobivat’sja “achieve, acquire,”
kasat’sja “touch on”). For the purpose of this paper, I
will classify these verbs together with the weak intensional
potential verbs, because they share the semantic feature of
“potentiality;” and behave in the same way historically.

(ii)

(iii)

In this paper, I will leave aside the active weak intensional verbs
of the type iskat’ “search,” Zdat’ “wait,” trebovat’ “demand” (type
i) because the distribution of the variants in them is radically
different to the one discussed here. Weak intensional active verbs,
unlike the verbs under study in this paper, display a clear cut
semantic distribution of case marking: roughly, genitive case
is used with potential but unreal/“unbounded” objects (usually
abstract nouns, but also some concrete but indefinite objects),
as in (3a); and accusative case for concrete or real/“bounded”
objects, definite or not, as illustrated in (3b) (see Timberlake,
2004; Kagan, 2013).

(3) a. My zdém otveta / My trebujem vasego vnimanija.
we wait answer.GEN/we demand [your attention].GEN
“We are waiting for an/the answer/We demand your
attention”

b. My zdém Zurnal / My trebujem nase bljudo.
we wait journal.ACC/we demand [our dish].ACC
“We are waiting for a/ the journal/ We demand our dish.”

The alternations in (3) imply a semantic contrast between
genitive and accusative case marking, which is totally absent in
the case of the verbs of fear/avoidance, or slusatsja “obey” and
dozidat'sja “expect;” illustrated in (1) vs. (2). In the latter, much
fuzzier factors dealing with declension class, language level, and
the speaker’s age are involved, as we will see later on in this
paper?. The nature of this alternation strongly suggests that we
are dealing with a change in progress:

First, there is an undoubtedly high degree not only of
interspeaker variation, but also of intraspeaker variation, which

>«

pattern addressed in this paper, as in examples (1-2): izbegat’ “avoid” (type ii), and
dostigat’ “reach” (type iii). We will come back to them later on.

2Even if some Russian speakers seem to display a semantically-oriented pattern in
the distribution of case marking in the verbs of avoidance (at least, with the verb
bojat’sja), this distribution corresponds to a different semantic feature, namely, the
(in)animacy of the NP object (Ora Matushansky p.c.), and not an unreal vs. real

feature, as in active weak intensional verbs, as we will see later on.

points to a situation of double coding or, at least, of competing
grammars (Kroch, 1989; Yang, 2002), introduced in the previous
section.

Second, some authors have observed an increase of the
accusative pattern in recent decades, together with a higher
frequency of use of the accusative pattern among younger
speakers and colloquial registers (Krysko, 1997; Nesset and
Kuznetsova, 2015a).

Finally, this alternation displays the typical “peripheral”
properties of certain linguistic phenomena (as described in Baker,
1991; Sobin, 1997; Lasnik and Sobin, 2000; Madariaga, 2009;
cf. the distinction between I-level vs. E-level phenomena in the
previous section):

(i) Inconsistent or contradictory productions and intuitions
about the variants;

In many cases, free optionality of choice between two
variants;

Non-natural late acquisition of one of the variants (learning
based on repetition, rules taught at school), or frequent
exposition/priming’;

The more frequent or colloquial the lexical item at issue,
the more often accusative case is used; for example, the
occurrences of the accusative variant outnumber those in
the genitive case if we perform a simple Google search for
the combination bojatsja “be afraid” and mama “mom”
(colloquial variant), while the percentages differ when we
search for the same verb + mat’ “mother;” a less colloquial
lexical item, as shown in (4) vs. (5)%:

mamu.ACC
mamy.GEN
bojat’sja mat’.ACC
bojatsja materi. GEN

“Be afraid of one’s mother”

(ii)
(iii)

(iv)

58.8% of occurrences
41.2% of occurrences
25% of occurrences
75% of occurrences

(4) bojat’sja
bojat’sja

©)

o o

In the following section, I will apply different approaches
and hypotheses (non-formal and formal) to this phenomenon

30n the one hand, Russian children are taught at school that the “correct” case
form for these objects is genitive (at least from Peskovskij, 1918, p. 78). On the
other, the role of linguistic priming becomes evident when confronting speakers
with a specific language chunk to which they have been frequently exposed. In this
case, they will choose the case marking variant corresponding to the “familiar”
chunk, even if the alternative form is also in principle available. For example, when
speakers are asked to complete the sentence My boimsja volka i ___ “we are afraid
of the wolfand ___”, by choosing between the form sovy.GEN and sovu.ACC “owl,”
they unanimously choose the second variant. This is because the accusative variant
is precisely the one heard in a very similar sentence of a famous song in the film
Brilliantovaja ruka (“Diamond arm”).

4 Accusative object case (as opposed to genitive case) is widely acknowledged to
be the colloquial variant in the relevant case alternation, and this Google search
is provided just as an illustrative example of this fact. After searching for the
relevant combinations with the word order “V + complement” (restricting the
search to Russia), cleaning up the hits obtained after each search, and discarding
repeated and irrelevant results, we obtain the following figures: the “expected”
combination of a colloquial lexical item and accusative case marking (mamu)
renders 123 occurrences, while bojatsja mamy (colloquial lexical item, genitive
case marking) renders 86 occurrences (58.8 and 41.2%, respectively). With the
more formal lexical item mat’, both case marking options diverge much more:
bojat’sja mat’—41 occurrences vs. bojat’sja materi—124 occurrences (25 and 75%,
respectively).
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of variation, and review their advantages and shortcomings.
Afterward, I will offer my own proposal, which introduces
diachronic data, and show in which way it is more explanatory
than the purely synchronic accounts proposed so far.

SYNCHRONIC APPROACHES
ACCORDING TO DIFFERENT LINGUISTIC
ORIENTATIONS

Non-formal Approaches

In this section, I will review three previous studies on this specific
topic or in more general, but directly related, phenomena of the
Russian language. All these studies have been performed from
the perspective of structuralist or functionalist approaches. Albeit
there are noticeable differences between them, these approaches
appear as just descriptive and, in some cases, also incomplete.

Decomposition of Grammatical Case

Scholars of structural linguistic orientation explored the
possibility of decomposing grammatical case into smaller
semantic features. Each grammatical case would be in this way
characterized by a group of features that enter into syntagmatic
and paradigmatic relations. The presence of common features
among different cases would allow for replacing one case with
another when they share most features, or extending the uses of
a case by addition or loss of the relevant features.

One of the most renowned examples of this system is precisely
decomposition of Russian case, proposed by Jakobson (1984
[1936]), and revised later by Franks (1995). These authors do
not specifically address the alternation in case marking under
study in this paper, but they do examine a related morphological
syncretism, namely, the conflation of genitive and accusative
morphological cases on animate objects (masculine singular and
all plural). This conflation is illustrated in (6b):

(6) a. Vasilij Ivanovic xoro$o znaet moj gorod.

Vasili Ivanovich well ~ knows [my town].NOM/ACC

“Vasili Ivanovich knows my town very well.”

(cf. Eto moj gorod.NOM “This is my town”)

b. Nikolaj Borisovi¢ xoroSo znaet moego zjatja.

Nikolai Borisovich well ~ knows [my  son-in-law].
GEN/ACC

“Nikolai Borisovich knows my son-in-law very well.”

(cf. Eto rabota moego zjatja.GEN “This is my son-in-law’s

work.”)

According to these authors’ system of case decomposition,
genitive case would consist of the features [+oblique, -marginal,
—non-ascriptive], while accusative would be defined as [-oblique,
-marginal, —non-ascriptive]. In order to obtain (6b), they just
erase the distinction between the two forms by the feature
[oblique] in an operation that equals both forms with the
characterization [-non-ascriptive, —marginal], and renders the
morphological syncretism we observe in the language at the
synchronic level.

Hypothetically applying the same system at the diachronic
level, we could also claim that accusative and genitive
morphological cases can alternate by erasing their [oblique]

feature in the relevant context, leaving both forms with equal
features ([-non-ascriptive, —marginal]). This operation would
render the alternation between genitive and accusative in the
complements of the verbs discussed in this paper.

This proposal is very appealing, at least, if we settle for a
basic morphological description. Nonetheless, the mechanism of
decomposition of grammatical cases—and related morphological
operations—is just descriptive, and maybe not so persuasive on
the basis of independent evidence. At times, the correspondence
of a case to the alleged underlying semantic features is not
very informative; for instance, in the specific alternation under
study here, the characterization of the genitive and accusative
cases does not capture the semantic values of avoidance and
potentiality, which clearly differ from the usual values of these
two cases in other parts of the grammar.

Maps of Semantic Notions

Another system inspired by the theory of case decomposition
is the more recent idea of representing the semantic values
underlying grammatical cases with the help of the so-called
“maps of semantic notions.” These maps include the various
semantic interpretations of the cases existing in a language
or a group(s) of languages, and depict the higher or lower
plausibility of syncretism or transfer between cases through the
representation of the “geographic” distance between the different
values.

The closest study to the phenomenon discussed in this paper
is to be found in Clancy (2006), based on Haspelmath (1997). He
offers a topology of Slavic case with multidimensional scaling,
in which the distance between different functions or semantic
values intends to capture frequencies of use, markedness of
the variants, and possible changes and syncretisms. Thus,
broadening or restricting the “meanings” or semantic values of a
specific case should correspond to contiguous or related areas on
the semantic map.

Clancy (2006, p. 24) captures the relationships between the
semantic values of Slavic case in such a map of semantic notions,
depicting the “distance” between those values. Such an approach
is interesting from the point of view of case morphology, and in
this specific study, it is very detailed. However, as it stands, it is
of no use for our analysis, as the semantic notions on Clancy’s
map associated with the alternating cases addressed here (“dist
from/afraid of,” which stands for the ablative value of the genitive
case, including verbs of fear, and “understand,” which stands
for regular direct objects) are too far away from each other to
accommodate our variants and hypothesize a possible transfer
between them. This can be due to the fact that Clancy (2006, p.
25) himself acknowledges that the dataset used for this specific
map was a pilot one and thus incomplete, but in any case, such a
representation of the semantic values of case is purely descriptive
and does not explain the reason for the variation phenomenon
under study.

Paradigms or Construction Networks

Construction networks can be defined as a descriptive tool
developed within the Construction Grammar, a functionalist
approach to languages. Within this approach, Nesset and
Kuznetsova (2015a,b) have addressed the specific phenomenon
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discussed in this paper. More specifically, the authors count the
occurrences of the accusative and genitive variants associated
with several -sja verbs in the Russian National Corpus and aim
to account for the asymmetries in the use of these alternating
variants.

As introduced in the previous section, they find differences
depending on the register (whether the utterance is part of a
corpus or a spontaneous production), the age of the speaker
(accusative more frequent in younger speakers), and the specific
lexical item. Interestingly, the verbs more often found in
combination with an accusative complement are, according to
their search in the National Corpus, the verbs slusatsja “to obey,”
bojatsja “to be afraid,” doZidat’sja “to wait,” dostigat’ “to reach,”
and izbegat’ “to avoid;” there are also differences among them,
namely, the verb slusat’sja and after it, doZidat’sja, are much more
frequently combined with accusative than the rest (Nesset and
Kuznetsova, 2015a, p. 371-373). We will come back to this fact in
the following section.

The main hypothesis in their papers is that a high level
of individuation or animacy favors accusative case marking,
as happens in other cases of alternation between genitive and
accusative case (namely, the syncretism of animate NPs in object
position, to which we will return later on). All other factors
(declension class of the noun, the intensional or directional
semantics of the verb, the “opacity” of the -sja suffix) are
relegated by them as epiphenomenal.

After describing the conditions for case alternation, Nesset
and Kuznetsova accommodate all the relevant variables in a
paradigm or construction network, which can be defined as
the representation of a specific construction and of some of its
subtypes, together with the relevant features, such as markedness
of choices, statistical significance, possible diachronic changes,
variation, etc. Nesset and Kuznetsova (2015a, p. 388) provide
such a construction network for three of the verbs involved in
the alternation at issue. But, again, the statistics offered by these
authors, as well as the intervening factors, are very illustrative
of what is happening in the language, but their network is
just descriptive. Another shortcoming of the account is that it
overlooks the potential syntactic motivations behind the variants,
which will play a fundamental role in the alternation, as we will
see in the two final sections.

A final observation regards the imprecise semantic and
syntactic characterization of the verbs these authors analyze.
If we follow Timberlake’s (2004, p. 317) classification of the
Russian verbs taking lexical genitive nowadays (cf. previous
section), slusatsja, and doZidatsja are weak intensional
verbs (the only “potential” -sja verbs), bojatsja and izbegat’
are verbs of avoidance (one medial, the other active),
and dostigat’ is a potential verb with active form. The
indistinct treatment of all these forms leads the authors to
lump together verbs of different syntactic and diachronic
behavior.

Formal Synchronic Approaches
To the best of my knowledge, there are no formal studies on this
specific alternation phenomenon of the Russian language, so in

this section I will try to apply more general purely synchronic
formal accounts to it.

As a first step, we could just think that the alternation
discussed here is not relevant for syntax, i.e., that it arose due
to a spontaneous change in the relevant morphological rule
instruction; the rule formerly realizing genitive case on the object
of these verbs would have just been modified by a new rule
specifying that these objects must be accusative.

Of course, this can be true from a strict synchronic point of
view, but still some questions remain unanswered: (i) Why does
this alternation exist? (ii) Why does it match the distinguishing
features of a change in progress? (iii) Why is this alternation not
uniform (depending on animacy, declension classes, the presence
of -sja, etc.). We will answer these questions in the following
section.

In a more refined way, we could try to apply to this alternation
Sigurdsson (2012) system of regular vs. quirky morphological
cases in Icelandic. According to Sigurdsson (2012), the expression
of m(orphological)-case corresponds to the Externalization
component, i.e., to the different ways of assignment or realization
of PF-exponents with respect to underlying syntactic features.
Crucially, his system acknowledges the presence of “third factor”
properties, namely, markedness of the PF-exponents. In other
words, some morphological markers are more or less eligible to
encode what is located in the corresponding syntactic heads.

Applying these insights to our alternation in (1-2), partially
repeated below for convenience, accusative case in (7b) would
be an unmarked variant, while genitive case in (7a) would
correspond to a marked (quirky) variant in this specific
configuration.

(7) a. On boitsja Zeny.
he.NOM fears wife.GEN
“He is afraid of his wife.”
On boitsja Zenu.
he.NOM fears wife.ACC
“He is afraid of his wife.”

(Standard variant)

b.

(Colloquial variant)

Formalizing this observation, we obtain a characterization of
the alternating variants and the shift between them: the marked
genitive quirky case variant is represented in (8a), while (8b)
stands for unmarked accusative case. The change from genitive
into accusative in the relevant contexts would be as in (8c), from
marked into unmarked:

(8) a. Genitive direct objects: v+

b. Accusative direct objects: v*
c. Change: v¥t1 > v*

This is undoubtedly so at a strict observational level but, as in the
previous accounts, it is just descriptive. Sigurdsson (2012) himself
acknowledges his system as descriptive, because, he says, it is
the only thing we can do when dealing with the Externalization
component of the language.

In the rest of the paper, however, I will argue that a more
precise (though still formal) account is possible if we pay
attention to the diachronic dimension of a phenomenon. More
specifically, I will show that what seems like a m-case alternation
between genitive and accusative case marking hides in fact two
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different structures inherited from a quite complex historical shift
that took place in the history of the Russian language several
centuries ago.

A FORMAL DIACHRONIC-SYNCHRONIC
ANALYSIS

The Decline of Bare Lexical Genitive Case

in Early Russian

In this section, I will argue for the proposal that the alternation
between accusative and genitive case marking related to -sja
verbs did not originate in a spontaneous change in markedness
of the m-cases involved. As an alternative, I will propose that it is,
in fact, the last step in a long-term change associated with a global
reorganization of case marking in Russian.

First, I will show that the alternation in -sja verbs, illustrated in
(1-2), is not new to the language, but is rather the replication of
a prior change from genitive into accusative object case marking,
which had taken place in Middle Russian in active verbs. We will
see that we are then dealing with a unique change happening at
different moments under distinct structural conditions.

In early Indo-European languages, “bare” grammatical cases
(i.e., lacking any overt adposition) were often used as lexical
case markers of NPs in a variety of syntactic functions and with
diverse semantic values. Later on, we observe a tendency to
replace bare case endings by adpositional phrases depending on
the language or group of languages (Bauer, 1995; Hewson and
Bubenik, 2006)°.

This was precisely the case of early Slavic and early
Russian. Here, bare cases were regularly used in non-structural
positions, namely, encoding “oblique” NPs (adjuncts), and also
complements of lexical heads. The examples in (9) illustrate
different adjuncts marked with bare lexical cases, alternating
already in early Slavic with overt prepositions (Borkovskij, 1978,
p. 364fF).

(9) a. Otstupi voleju Kyeva. (I Novgorod Chronicle, 36)
left by-will Kiev.GEN

“He moved away from Kiev by his own free will.”

b.Inii mnozinesosa i  Volodimerju a otudu
other many carried him Vladimir.DAT and from-there
Kyjevu. (Laurentian Chronicle, 69)
Kiev.DAT
“Some of them carried him to the town Vladimir, and from
there, to Kiev.”

Svjatoslav, Cernigoveé.
Chernigov.LOC

c. Izjaslav séde  Kyeve,
Iziaslav settled Kiev.LOC Sviatoslav
(Laurentian Chronicle, 55)

“Iziaslav settled down in Kiev, and Sviatoslav in Chernigov.”

5An illustrative example of this development is the parallel loss of the early IE
absolute participial constructions in the different IE groups (ablativus absolutus
in Latin, absolute genitive in Greek, absolute dative in Slavic, etc.), and their
later replacement by different circumstantial complements headed by an overt
preposition or conjunction (Bauer, 1995).

Bare cases, including genitive case, could also encode quirky
objects of various types in a regular and much broader way than
today.

(10) a.I  vsego nanemo pytatii
and all. GEN to him ask
nevézestva.
ignorance.GEN

bezcinija i
and inactivity.GEN and

(House-Orderer, 36)
“He must respond for all, for the things that have not been
done and those that he does not know.”

b. Zaby inoceskogo obescanija.
forgot [of-monk promise].GEN
(Life of Dimitri, 210b, in Borkovskij, 1978: 353)
“He ignored the monastic vow.”

c I vsjago togo zapasu klju¢niku
and [all  this provision].GEN housekeeper
védati.
administrate. (House-Orderer, 54)

“And the housekeeper must take care of all these
supplies.”

By that time, the old Slavic case system was undergoing
a major reorganization. Bare lexical cases were (i) either
replaced by overt PPs (adjuncts), as shown in (11) below,
(ii) either reinterpreted as non-lexical or structural cases, (iii)
or, some times in the case of dative and genitive cases, lost
altogether and replaced with accusative case, as we will see
soon.

The replacement of bare lexical adjuncts by PPs was completed
by late Old Russian—early Middle Russian. The examples in (11)
correspond to a later copy of the same texts from which examples
in (9) have been extracted®. The only difference between them
is the addition of overt prepositions in the case of the later
copies:

(11) a. Otstupi voleju is Kyeva.

left by-will from Kiev.GEN
(1" Novgorod Chronicle—Commission roll, 112b)
“He moved away from Kiev of his own free will.”

b. Inii neso$a i
ottudé k Kyjevu.
other fellows carried him to Vladimir.DAT and
from-there to Kiev.DAT

otroci k Volodimerju a

(Radziwill Chronicle, 69)
“Some comrades carried him to Vladimir, and from there,
to Kiev.”
c. Izjaslavséde v Kyevé,  Svjatoslavn v Chernigov.LOC
Iziaslav settled in Kiev .LOC Sviatoslavt in Cernigoveé.
(Radziwill Chronicle, 55)
“Iziaslav settled down in Kiev, and Sviatoslav in Chernigov.”

%The Commission roll is a fifteenth-century copy of the I* Novgorod Chronicle
(thirteen to fourteenth century) and Radziwill Chronicle is a late fifteenth-century
copy of the Laurentian Chronicle (fourteenth century).
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The replacement of bare genitive lexical case with PPs, together
with its reanalysis as a non-lexical case, severely restricted the
interpretation of the remaining bare genitive NPs as quirkies. The
presence of such forms created a “disturbing” piece of evidence
in the PLD that learners of Russian received, and tended to be
progressively driven out from the language.

At this point, we can already realize the deep historical
roots of the synchronic alternation addressed in this paper
(1-2). In the following pages, I will show that this alternation
was a distant product of this initial reorganization of the Old
Russian bare case system. As such, it was ultimately tied to
the more general typological change that took place in most
early Indo-European languages; namely, a shift from Proto-Indo-
European OV into VO word order, i.e., from left-branching
into right-branching (Lehmann, 1974; Friedrich, 1975; Watkins,
1976; Luraghi, 1990; Bauer, 1995; cf. discussion in Keydana, in
preparation, and Pancheva, 2008 for early Slavic). One of the
consequences of this recurrent process in Indo-European implied
precisely the replacement of bare lexical cases by PPs headed by
overt prepositions (Lehmann, 1993; Bauer, 1995; Hewson and
Bubenik, 2006). This is precisely the phenomenon observed in
early Slavic, too, as illustrated in (9) vs. (11).

In the rest of this section, I will review the changes related to
this general diachronic process, which preceded the alternation in
case marking in (1-2). As noted before, this process proceeds in
two steps of similar characteristics, but distant in time from each
other. First, I will focus on the first step, the change from genitive
into accusative case marking associated with regular active verbs,
then I will account for the second part of this shift, that affected
medial (-sja) verbs, and explain why it took place much later than
the previous one.

First Step of the Change: Genitive into

Accusative Complements of Active Verbs
The Loss of Bare Genitive Complements of Active
Verbs

Bare genitive case associated with some active verbs was lost
as soon as in prehistoric Slavic; other active verbs still display
genitive object case in early Slavic. This shift affected several
classes of active verbs, including the verbs discussed here, i.e.,
verbs traditionally classified in Indo-European linguistics as verbs
of “separation” (avoidance) and verbs of “desire/achievement and
perception” (potential).

Verbs of separation (avoidance)

They can denote physical or psychological avoidance. Sav¢enko
(2003 [1974]) includes in the first group the Indo-European
verbs expressing departure, typically associated with an ablative
case that, in the languages with ablative-genitive syncretism, is
expressed with genitive case (Greek and Balto-Slavic, including
Old Russian cf. 12):

(12) Se azwb otxozju svéta
this I

sego.
leave [world this].GEN

(Laurentian Chronicle 54b)

“Now I am leaving this world.”

Some verbs maintained this pattern as an archaism until the
nineteenth century in Russian, as shown in (13). But their
complements were in general reinterpreted as adjuncts quite
early, by adding an overt P such as iz, of, c “from” (see example
11a above).

(13) Nadobno kazdomu bezat étogo Peterburga.
need each escape [this Petersburg].GEN
(Pisemskij, Tycjaca dus)
“Everyone needs to escape from this Petersburg.”
(Nowadays: [pp iz étogo Peterburga] “from this
Petersburg”)

Psychological avoidance reflects a metaphoric sense of
separation, and corresponds to the psych verbs denoting
fear (Schmalstieg, 1983; Saxmatov, 2001 [1941]). Some of them
were active and displayed (ablative-)genitive case assignment in
certain Indo-European languages, including early Slavic:

(14)  Jego imene trepetaxu vsja strany.
his name.GEN feared all  countries
(Laurentian Chronicle, 97b)
“All the peoples feared his name.”

In Middle Russian, the active verbs denoting fear lost genitive
complements and replaced them by overt PPs, nowadays pered
“before” 4+ NP with instrumental case. This is now the pattern of
robet’ “to hang back,” trusit’ “to fear, to be in a funk,” trepetat’ “to
tremble, to be afraid,” droZat’ “to tremble,” etc. (15a). Gorbacevic
(1971) reports the last literary archaic uses of bare genitive with
active verbs in the nineteenth century (15b)7.

>« 5>«

(15) a. Oni drozat pered Bogom
They tremble before God
(Griboedov, in Peskovskij, 2001 [1938], p. 278)
b. Odna li§ ja ljubvi do smerti trusu.
one only I love.GEN to death fear
“I am the only one who dreads love.”

Desire and achievement verbs and verbs of perception
(potential)

These are verbs denoting “to want,” “to search for,;” “to wait,” “to
achieve,” and “to hear;” “to see,” “to feel,” etc. These active verbs
alternated in early Indo-European languages between genitive
and accusative case marking, and most of them changed later
into an accusative or PP pattern (Savcenko, 2003 [1974]). This
is the case of Old Russian, in which the following active verbs of
perception are reported to have displayed an alternating pattern
(Borkovskij, 1978, p. 346-347): Citati “to read,” svmotriti “to
look,” slysati “to hear]” slusati “to listen/to obey,” vidéti “to see,
ocdjutiti “to feel.”

7In Old Church Slavonic, bare genitive alternated with a PP ot “from” + genitive
case (Borkovskij, 1978, p. 353), a pattern occasionally found in Russian as an
archaism until the seventeenth century:

(i) Xudotomu zit, kto ot obuxa drozit.

badly for-this live who from axe-butt.GEN shivers

(Proverbs of the seventeenth century, #2486, in Borkovskij, 1978, p. 353)

“The one, who fears an axe, has a difficult life.”
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(16) a. I kniznago pouclennja sluSaita.

and [bookish teaching].GEN listen
(Laurentian Chronicle, 151b)

“And you both listen to the teaching of the Bible.”

. AS¢e kto oft)ca li m(a)t(e)re  ne poslusaets.
if  who father.GEN or mother.GEN not hears

(Laurentian Chronicle, 18b)

“If somebody does not obey his father or mother.”

According to Borkovskij (1978, p. 347), such genitive objects
stopped being available in Middle Russian (except for stylistically
marked archaisms, which survived much longer in the language),
and the verbs became regular transitive verbs taking an
accusative object. This shift in case marking is illustrated in
example (17), extracted from the late fifteenth-century copy
of (16b):

(17) Asce kto o(t)ca i m(a)t(e)ro
if who father.GEN/ACC and mother.ACC
ne poslusaetn. (Radziwill Chronicle, 18b)
not hears

“If somebody does not obey his father and mother.”

Together with the verbs of perception, Borkovskij and Kuznecov
(2004 [1963], p. 428) classify as genitive object verbs also the verbs
denoting desire and achievement; almost all of them were active:
dobyvati “achieve,” iskati “seek,” Zdati “wait,” prositi “ask;” xotéti
“want,” etc.

(18) a. Uvédavs  Onanjba, xotja  emu dobra.

having seen Onanya wanted him good.GEN
(I°! Novgorod Chronicle, 134)

“He saw Onanya and wanted to help him

(lit. wanted the good for him).”

(Prayer of Danilo Zatochnik, in

Borkovskij and Kuznecov, 2004 [1963], p. 428)

Zane muzi zlata dobuduts.

because men gold.GEN achieve

“Because men will make money.”

All these verbs are classified nowadays as weak intensional verbs
and their historical development was different from the verbs
of perception. As noted before, nowadays these verbs maintain
the genitive vs. accusative alternation in objects but, unlike the
alternation addressed in this paper, it is semantically determined
(real/bounded vs. unreal/unbounded feature; cf. examples in (3)
above).

Other verbs

Other Indo-European genitive objects of active verbs, which
are relevant for Slavic, are reported in Savcenko (2003 [1974])
and Borkovskij (1978) to have been later reinterpreted as
adjuncts (with instrumental case or PP), most of them already
in prehistoric times. This was the case of the verbs denoting
governing (“to govern,” “to rule”), verbs of “held part” (“to grasp,’
“to hold by”), as well as speech verbs (“to say,” “to think,” “to
remember”). Others changed into regular accusative objects, with

The Rise of New Alternations between the Genitive
and Accusative Cases in Non-lexical Positions

In parallel to the loss of bare lexical genitive case, we observe in
Middle Russian a significant development of the genitive form as
a non-lexical case, which became either reinforced in structural
positions previously existing in the language, or spread to new
syntactic positions.

The structural positions undergoing the genitive/accusative
case alternation are the following: (i) regular animate objects, and
(ii) NPs governed by some quantificational or negative head. Let
us see some examples of them.

(i) The alternation in regular objects arose in Russian with
the extension of the genitive case marker to animate regular
objects of the masculine singular declension (o-stems) and plural
declension (all stems). The process of replacement of the old
nominative-accusative form by a genitive form in the relevant
animate objects started already in Old Church Slavonic (OCS)
(19) and was completed in Early Middle Russian (Krysko, 1994).
Inanimate objects belonging to these stems remained marked
with nominative-accusative case (20):

(19) a. Ce privése ¢(e)l(ové)kii némii bésent.
here carried [person mute possesed].NOM(/ACC)
(OCS: Codex Marianus & Zographensis, Mt. 9:32)
“They brought him a mute man who was
demon-possessed.”
Privedose emu ¢(e)l(ové)ka gluxa.
carried him person deaf.GEN(/ACC)
(OCS: Liber Sabbae, Mt. 9:32)
“They brought him a deaf man.”
(20) Prinesi daril. (OCS: Liber Sabbae, Mt. 8:4)
carry  gift NOM(/ACC)
“Offer him the gift.”

In this way, learners started to be confronted with a consistent
alternation between genitive and accusative cases in regular
object position.

(ii) Other consistent alternations of a similar nature affected
partial or partitive objects, quantified expressions, objects
of negated verbs (the so-called genitive of negation), weak
intensional verbs, cumulative verbs, and other similar prefixed
quantificational verbs (with the prefixes do-, za-, pri-, na-; see
Strakovd, 1961).

(21) Ize ne
who not takes

vuzimettl kr(ii)sta svoego.
[cross  his].GEN

(OCS: Liber Sabbae, Mt. 10:38)
“Whoever does not take up his cross...”

These types of bare genitive case are usually assumed to be
licensed by some functional (rather than lexical) head and,
therefore, “structurally determined” (Bailyn, 2004; Pereltsvaig,
2006; Kagan, 2013; etc.), thus giving rise to further genitive-
accusative alternations in non-lexical positions.

Formalizing the Change from Genitive into
Accusative Objects of Active Verbs

the verbs meaning “taking care,” and sorrow (“to regret,” “to feel =~ The change experienced by the active verbs reviewed so far can
sorry”). be formalized in the following way: initially, these verbs had the
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ability to take genitive objects, as depicted in (22), corresponding
to (16a), repeated below:

(22)  Genitive lexical case pattern (the early Slavic pattern)
p y p
vP
/\
\ VP
/\
\Y% DP.GEN
hear teaching of the Bible
(16b) 1 kniznago poucennja slugaita.

and [bookish teaching].GEN listen
(Laurentian Chronicle, 151b)
“And you both listen to the teaching of the Bible.”

Parallel changes that were taking place in the language
at that time (tied to a general typological change
in the language) affected mainly two structures: (i)
bare genitive adjuncts being replaced by overt PPs
(23), corresponding to (1la); and (ii) bare genitive
objects alternating with accusative forms in non-lexical
(structural) positions (24-25), representing (19b) and (21),
respectively.

(23)  Replacement of bare genitive adjuncts by PPs
VP
/\
VP PP

go away from Kiev
(11a) Otstupi voleju s Kyeva.

left by-will from Kiev.GEN

(1" Novgorod Chronicle—Commission roll, 112b)

“He moved away from Kiev of his own free will.”
(23)  Genitive animate NPs in regular object position

vP
/\
v VP
/\
\Y% DP.GEN/ACC [u¥] ‘theme (+animate)’
bring deaf man

(19b) Privedose emu ¢(e)l(ové)ka gluxa.

carried  him [person deaf].GEN(/ACC)

(OCS: Liber Sabbae, Mt. 9:32)

“They brought him a deaf man.”
(25)  Genitive and accusative NPs alternating in other non-

lexical positions

Q/Cum/Part/NegP
/\
Q/ Cum/Part/Neg VP
not T~
\% DP.GEN [uQ/-Cum/Part/Neg] ‘theme’
take cross

(21) Ize ne vazimetl kr(ii)sta svoego.

[cross  his].GEN
(OCS: Liber Sabbae, Mt. 10:38)
“Whoever does not take up his cross...”

who not takes

Finally, the result of the change, the regular accusative object case
pattern is represented in (26), corresponding to example (17):

(26)  Regular accusative object case pattern

(the Middle Russian pattern)

vP
/\
\% VP
/\
\" DP.ACC [u¥] ‘theme’
hear father and mother
(17) Asce kto o(t)ca i m(a)t(e)rv
if who father.GEN/ACC and mother.ACC
ne poslusaets.
not hears

“If somebody does not obey his father and mother.”

The change described here can be interpreted according
to the concepts outlined in the introductory theoretical
section. First, it arises because learners are confronted with
innovative pieces of data as part of the Primary Linguistic
Data (PLD) they receive, up to a point when their grammar
stops converging with the one that generated the relevant
input (“discontinuity of transmission between generations”).
Language acquisition is therefore a fundamental piece in this
process.

Further, as described in the introductory theoretical section,
the contingency of grammar change underlies also this specific
alternation of the Russian language, as it was determined by
the unpredictable alteration of the conditions of the genitive—
accusative alternation in other parts of Russian grammar
(often related to non-syntactic factors, such as morphological
syncretisms).

On the other hand, there seems to exist some bias operating
in the previous changes reviewed in this section. There is little
doubt that the set of changes associated with a global shift in the
basic word order of the language, ultimately responsible for the
replacement of bare lexical cases by PPs, is recurrent also in other
Indo-European groups of languages (see references above), and
seems to respond to some sort of economy or efficiency factor; in
this case, to a general tendency to unify the head directionality of
the language.

Second Step of the Change: Genitive into

Accusative Complements of -sja Verbs

The Morphosyntactic Development and Formation of
-sja Verbs

The second phase in the loss of bare genitive case in Russian
affected the verbs including a -sja suffix, plus the prefixed
active verbs izbegat’ “avoid” and dostigat’ “reach) to be
treated as an exception in the final section. As introduced
before, almost all the verbs of fear and avoidance (except
izbegat’ and dostigat’) are suffixed -sja forms (bojatsja
“to be afraid) storonitsja “to avoid, pugatsja “to be
frightened,” strasitsja “to dread, lifatsja “to be deprived,
etc.). We include in this section also the weak intensional or
“potential” -sja verbs slusatsja “to obey” and doZidatsja “to

Frontiers in Psychology | www.frontiersin.org

59

July 2017 | Volume 8 | Article 1226


http://www.frontiersin.org/Psychology
http://www.frontiersin.org
http://www.frontiersin.org/Psychology/archive

Madariaga

Understanding Grammars through Diachronic Change

expect” (the only non-active representatives in their group
nowadays).

The history of the —sja verbal suffix in Russian is reviewed in
detail in Zaliznjak (2008). This suffix has its origin in the clitic
se/sja, a free morpheme that was in fact the accusative form of the
reflexive pronoun (cf. se in Romance languages). As such, it could
be the object of any active verb regularly taking an accusative
complement:

(27) Nagoréeze sja nyne zovetn Ugornskoje.
on hill which refl. ACC now call.35G.ACTIVE Ugorskoe
(Laurentian Chronicle, 8)
“On the hill, which is now called Ugorskoe.”
(cf. Spanish = se llama/Modern Russian:
nazyvaetsja.3SG.PASSIVE)

In Old Church Slavonic and Old Russian, unlike in other Indo-
European languages (e.g. Ancient Greek), the accusative clitic
se/sja filled the internal argument position until the sixteenth
century (Madariaga, 2010). In Old Russian, these elements could
behave as a second-position clitic (28b), or a weak pronoun,
usually following the verb (28a), but also following other
elements, such as a preposition (Zaliznjak, 2008, p. 36). As we
see in example (28b), when the first position in the sentence was
occupied by a verb, the clitic could look much like a non-second-
position -sja to learners (28a), because sja, in both patterns,
followed the verb:

(28) a. Knjazja boisja.
prince.GEN fear.refl.
(Anthology of 1076, 46)
“Be afraid of the prince.”
b. Uboisi sja ot lica
fear refl. from
sillbnaago. (Anthology of 1076, 141b)

[person strong].GEN
“You are afraid of a strong person.”

This kind of input could eventually lead learners to reinterpret
the free sja as an element associated to a verb. Thus, the
free morpheme merged in Old Russian with the verbal form,
grammaticalizing later as a verbal suffix (Zaliznjak, 2008). As a
final step of this morphological process, the -sja suffix underwent
phonological reduction into just a palatalized -s’ in certain
environments (in regular conditions, after a final vowel):

(29) Imeni moego strasiliso.
[name my].GEN feared
(Tale of Yeruslan Lazarevich, 330, in Borkovskij, 1978,
p- 353)
“They were afraid of my name.”

Coming back to the list of the -sja verbs alternating between
an accusative and genitive pattern in Russian nowadays, we
can easily notice that virtually all of them are just the -sja
“counterpart” of one of the active verbs of avoidance (30a) or
potential verbs (30b) reviewed in the previous section. Even
nowadays their morphological formation is fully transparent

in most cases: the suffix -sja/-s is just attached to the active

form:

(30) a. Lisat “deprive” > lisat’sja “be deprived”
Opasat’ “guard” > opasatsja “mistrust”
Pugat’ “frighten” > pugatsja “fear”
Strasit’ “frighten” > strasitsja “fear”
Stranit’ “remove” > storonit’sja “avoid,” etc.

b. Slusat’ “listen” > slusat’sja “to obey”
Zdat’ “wait” > doZidat’sja “expect” (special
formation with additional suffix)

Only the verb bojatsja “to be afraid” (Old Church Slavonic
bojati s¢) did not correspond to an active verb as such,
although prehistoric stages of the language probably displayed
an active equivalent as well. Its active counterpart can be
traced back to the proto-Slavic form *bojati, not attested
as such in historical Slavic, but related to equivalent
Sanskrit or Baltic forms. All other verbs of avoidance
(30a) display from Middle Russian an active form taking
an accusative object, and a -sja form taking a genitive
object (the one that has recently start to alternate with
accusative).

As for the forms in (30b), at the beginning of the twentieth
century, by Peskovskijs (2001 [1938]) time, they had two
interesting properties: (i) they were the only members of
their lexico-semantic families preserving genitive case (not
having changed into an accusative pattern or an alternating
pattern determined by the semantics of the object), and (ii)
they were the only members of their families with the -sja
suffix.

Now, after having surveyed all the relevant data, I will propose
a formalization of this shift and explain why this change is
still taking place nowadays, whereas their active counterparts
changed four centuries ago.

Formalizing the Change from Genitive into
Accusative Objects of —sja verbs

The original pattern included a free pronominal sja element in
object position, which could behave as a second-position clitic, as
in Old Church Slavonic (cf. example 27). The “avoided” element
(i.e., the element causing fear) was associated with the semantics
of separation, and marked with genitive (<ablative) case or an
overt PP, as usual in most early Indo-European languages. This is
illustrated in (31), representing (28b):

31 Old pattern with a free accusative sja clitic
p ]
TP
/\
DP T
T~ T
VOUNOM T VP
/\
VP PP /NP.GEN ‘avoidance’
T~ of strong person
v sja.ACC
be afraid
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(28b) Uboisi sja
fear

(ot) lica silbnaago.

refl. (from) [person strong].GEN
(Anthology of 1076, 141b)

“You are afraid of a strong person.”

In Old Russian, the free morpheme sja had the possibility of
staying in a lower position and being attached to the verb.
This initial short movement prior to reanalysis is represented in
(32), corresponding to (28a), in which the pronoun sja does not
behave as a second-position clitic, but surfaces attached to the
verb.

(32)  First morphological incorporation of -sja (merge and

move)
TP
/\
DP
i

YOuNOM

T
T
VP
/\

NP.GEN ‘avoidance’
of prince

T

VP

/\
\% s76.ACC

be afraid-sja

(28a) Knjazja boisja.  (Anthology of 1076, 46)
prince.GEN fear.refl.

“Be afraid of the prince.”

By this time, the complement slot was still occupied by an
overt element, which, by virtue of Burzio’s (1986) Generalization,
banned accusative assignment to any other possible object. The
incorporation of sja into the verbal form, which represents the
initial step of the change under study here, was completed
in Middle Russian (Zaliznjak, 2008, p. 217ff), but it did not
automatically convey any further change in the structure at this
stage.

Later on, the sja element lost its ability to behave as a clitic,
and became fully incorporated into the verb in a very common
diachronic process classically known as grammaticalization.
These kinds of processes have been described in generative
accounts as up-the-tree movements, followed by the reanalysis
of the element initially moved as base-generated in the
landing position (see Roberts and Roussou, 2003). Again, this
grammaticalization process was a necessary previous step for
later reanalysis, but still did not involve any major change
in case assignment. The verbs affected were still acquired as
“exceptional” in that their complement was marked with quirky
genitive case.

(33)  Reanalysis of -sja as directly merged in V

VP
/\
NP.GEN

\%
be afraid—sja of prince

In some speakers, however, at some point in the recent history of
Russian, after the morpheme -sja started to be base-generated in
V, the whole element in this position could start to be perceived as
a “deponent” verb. In other words, the complement slot became
free, and the historically “disturbing” bare quirky genitive could

finally be reanalyzed as a regular accusative object, merged as a
complement of the verb. This is depicted in (34), corresponding
to (2a), repeated below:

(34)  Reanalysis of the verbal complement
(> shift in case assignment)
TP
/\
DP T
A /\
heNOM T VP
/\
\Y% NP.AcC ‘theme’
be afraid-sja of wife
(2a) On boitsja Zenu.
he.NOM fear  wife.ACC

“He is afraid of his wife.”

The nature of the shift represented in these structures evidences
the fact that the ultimate reason for the alternating case patterns
with -sja verbs, changing recently in Russian, was in fact the
reorganization of bare lexical cases four centuries before. In
Middle Russian, active verbs taking a genitive complement
changed into an accusative pattern (or a semantically determined
alternating pattern in the case of weak intensional verbs). But
-sja verbs behaved in a different way. They preserved a quirky
genitive complement longer because at the crucial moment of the
reorganization of the bare case system in Russian, they still fell
under Burzio’s Generalization; i.e., the complement slot was still
filled by the element sja, and learners were not able to replace the
“disturbing” genitive NP with an accusative NP, as they did in the
case of active verbs.

Learners did not have any other option than acquiring the
quirky pattern as “exceptional,” as it is still acquired nowadays,
i.e, by means of some special morphological rule assigning
genitive case to the relevant objects at the Externalization
component of the language (Sigurdsson, 2012). This is also in
line with the theories about competing grammars coexisting in
a single speaker at different linguistic levels, as stated in the
introductory theoretical section.

However, after the whole verbal form was reanalyzed as
a unique element merged in V, freeing up the complement
slot, reanalysis of the “avoided” element as a regular accusative
object became available, which is in fact what eventually
happened in colloquial language. Again, as explained in
the introductory theoretical section, contingent unpredictable
conditions determine here the possibility for a syntactic
phenomenon to undergo change in a regular way, or the need
to “wait” until something else happens in the language, making
the conditions for change favorable. The case addressed in this
paper is of special interest, because it also confirms the idea
that variation can correspond to successive discrete changes
spreading further to new syntactic environments.

On Gradualness and Discreteness of Change

As said before, the seemingly gradualness of a change in progress
can often correspond to a diversity of linguistic environments
successively affected by one unique change. Here too, what seems
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as a gradual change can be reduced to a series of discrete changes
affecting different items or structures at different moments,
according to a “third factor” effect, namely, Input Generalization
(“maximize available features”); see the introductory theoretical
section. If change spreading proceeds in this particular way,
we expect the presence of different “splits” between competing
variants according to different features, structures, or lexical
items. These considerations also apply in our case study.

The major split between the alternating patterns at issue was
between active and -sja verbs, which have been shown to feature
a very clear structural contrast (the availability or not of a free
complement slot in the structure).

But other minor splits in this process must also be taken
into account, namely, those determined by (in)animacy and
declension classes®. Some speakers favor accusative case only
when the object of the verb bojat’sja conveys an animate feature
(cf. footnote 2); others reject accusative assignment when the
object belongs to III declension class, even if it is animate. These
patterns are illustrated in (35):

(35) 1a bojus’ mamu /* grozu /* grom
I fear Mum.ACC.II /storm.ACC.II /thunder.ACC.I
/* mat’.
/mother.ACC.III

Splitting alternating patterns according to some specific semantic
feature or morphological class is a recurrent way of pinpointing
a change process. In the specific case of Russian, animacy and
declension class have played this role before: animacy determine
the case patterns for masculine singular I class, and all plural
objects (see example 6).

Other speakers, however, have gone further in this process and
are able to use accusative case almost regardless of the animacy
feature of the object, whether of class I or II (36a-b). Some are
tolerant with III declension class objects, too (37a-b)°.

(36) a. U nas
at us
bojatsja bumagu.
fear  paper.ACC.II
“In our country, they are sometimes afraid of some
piece of paper.”

inogda daze
sometimes even
(Alesin, Vstreci na gresnoj zemle)

(Google search,
https://otvet.mail.ru/question/92115035)
b. A eélektriki ~ bojatsja  grom i
and electricians fear thunder.AcC.I and
A elektriki  bojatsja  grom i
molniju?

lightning.Acc.11
“Are electricians afraid of thunder and lightning?”

8Class I refers to the 1st declension class (-o stems); class IT is the second declension
class (-a stems), and class III stands for the third declension class (-i stems).

9The verbs most frequently combined with accusative case (slusatsja and
dozidat’sja) accept inanimate and IIT declension class objects (slusat’sja mat/Minfin
“obey mother.ACC.111/Ministry of finances.ACC.I”) more often than bojatsja.

(39) a Ja bojus’
I fear
(30 times in a Google search

svoju  mat’.

mother.ACC.III
)10

own

b. Razve mozno bojatsja mys™?
maybe possible fear mouse.ACC.III
—udivilsja Birjukov.
surprised Biriukov
(Petkevic, Zivye cvety zimoj)
“Is it possible to be afraid of a mouse?
-asked Biriukov with surprise.”

A final observation on splits in the alternating patterns concerns
the spread of the new accusative form according to different
lexical items, thus rendering again a succession of discrete
changes, as explained in the introductory theoretical section of
this paper. As expected, more frequent verbs are more prone
to be used with accusative case than others. As noted by
Nesset and Kuznetsova (2015a), there are differences between
them even in the case of frequently used verbs; namely,
slusatsja and doZidat'sja are changing faster than bojatsja.
This correlation is perhaps not random: as shown in (30b)
above, both slusatsja and dozZidatsja have active counterparts,
which had changed into an accusative pattern earlier, while
bojatsja never had one. This fact suggests that bojatsja was
maybe less prone to Input Generalization, and therefore more
resistant to change, regardless of its frequent use in the
language.

The Exceptions: The Verbs dostigat’ “reach” and
izbegat’ “Avoid”

To conclude this section, let us now recall the only active verbs
that exceptionally preserved bare genitive objects in the Russian
language: dostigat’ and izbegat’. Although they are active, these
verbs behave as -sja verbs in the sense that they started to
change later, and nowadays display, in principle, the alternation
addressed in this paper, as shown in (40):

(40) a. Izbegat
avoid
metro.
subway
“Avoid this branch of the subway.”

/% étu vetku
[this branch].AccC

etoj vetki
[this branch].GEN/

b. Dostigat’ svoej celi /% svoju cel’.
reach [own objective].GEN/ [own objective].ACC
“Reach one’s own objective.”

These two verbs are prefixed forms in their basic form, unlike
the other active verbs that changed early in the language from
genitive into accusative case. On the other hand, they are the
only ones lacking a -sja counterpart; in other words, like bojat’sja
(this one lacking an active counterpart), they did not enter the
alternation active-medial illustrated in (30) above.

10 After a search of the exact phrase in (39a), only in Russian pages, I cleaned up
the irrelevant and repeated hits, and obtained 30 different occurrences of it. This
shows that the use of accusative case with 3rd declension class is not rare at all in
the language.
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Their special morphology could probably help them to
preserve bare genitive case marking as not so “disturbing” to
be acquired by learners. In fact, we have independent evidence
that bare genitive case was preserved until late Middle Russian,
when it was associated with prefixed verbs (Cernyx, 1952). The
examples in (41) include a verbal prefix, called preverb in the
indoeuropeanist tradition, which is identical to the “missing”
preposition, making it easily recoverable!!.

(41) a. I  tu naéxali nas tri  tatariny poganye.
and here flung us.GEN three Tartars evil
(Afanasi Nikitin’s Journey, 19)
“And then three evil Tartars attacked us.”
(Later: [ppna nas] “toward us”)
b. Da totn  doSeln.
and rumor us.GEN this came
(Historical acts 2, 333, in Cernyx, 1952, p. 270)
“This rumor has come to us.”
(Later: [pp do nas] “to us”)

sluxb  nass

>« >«

Likewise, the prefixes in dostigat’ “reach” and izbegat’ “avoid,”
as well as the lack of voice alternation, could contribute to the
longer preservation of the bare genitive complement of the verbs.
Again, this development is in line with the introductory notions
about successive realizations of one unique change in different
morpho-syntactic conditions (see the introductory theoretical
section).

CONCLUSION

In this paper, I have shown the convenience of introducing
diachronic analyses into the study of synchronic syntactic
phenomena through the practical example of a case alternation
in Modern Russian: accusative objects (colloquial pattern) vs.
genitive objects (neutral pattern) of the -sja verbs denoting
avoidance, and the verbs slusatsja “obey” and doZidatsja
“expect.”

First, I have reviewed the virtues and shortcomings of previous
non-formal accounts about this phenomenon, as well as the
potential application of a formal synchronic account to this
phenomenon.

Then, I have shown that a formal account including the
diachronic dimension is more explanatory. In what sense? The
diachronic analysis allows us to realize that the alternation
in case marking associated nowadays to -sja verbs does not
just correspond to a set of morphological rules, but has an
additional underlying syntactic explanation. These verbs are
now undergoing the same change from genitive into accusative
case marking that their active counterparts underwent several

UPpreverbs of this kind are found in other early Indo-European languages,
most famously in Homeric Greek, where some of these adverbial elements were
multifunctional; i.e., the same element could behave as a free adverb, a preposition,
a postposition or a preverb correlating with a bare lexical case-marked NP, as in
the Russian examples in (41).

centuries ago. This change was ultimately tied to the general
typological shift experienced in early Slavic, which led to the
reorganization of bare lexical cases, especially bare genitive case.
The reason why -sja verbs started to change later than active
verbs is also syntactic: until the sixteenth century, sja was an
accusative free morpheme, merged as the complement of V; this
prevented the change from genitive into accusative marking,
which was taking place in active verbs by that time. Merging sja
with the verb eliminated the obstacle for accusative marking and
opened the possibility for these verbs to change following the
same path active verbs had undergone some centuries before.

The rest of features characterizing the distribution of
the variants according to animacy, declension classes, and
lexical items are also accounted for with the help of the
diachronic data: splitting the available variants in successive
discrete changes according to semantic features (animacy)
or morphological features (declension class) is a recurrent
phenomenon of pinpointing diachronic processes. On the other
hand, a higher difficulty in applying third-factor strategies (Input
Generalization) to certain lexical items suggests that these items
will be less prone to change, as happens with less frequently used
verbs, and also with the verb bojatsja (compared to slusat’sja
and dozidat’sja), because it lacks an active counterpart taking an
accusative object. Likewise, differential morphology was probably
the reason for slowing down the expected development of the
only active verbs (dostigat’ and izbegat’) that preserved the type
of case alternation at issue even nowadays.
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Using data from a behavioral structural priming experiment, we test two competing
theoretical approaches to argument structure, which attribute different configurations to
(intransitive structures. These approaches make different claims about the relationship
between unergatives and transitive structures selecting either a DP complement or a
small clause complement in structurally unambiguous sentences, thus making different
predictions about priming relations between them. Using statistical tools that combine a
factorial 6 x 6 within subjects ANOVA, a mixed effects ANCOVA and a linear mixed effects
regression model, we report syntactic priming effects in comprehension, which suggest a
stronger predictive contribution of a model that supports an interpretive semantics view of
syntax, whereby syntactic structures do not necessarily reflect argument/event structure
in semantically unambiguous configurations. They also contribute novel experimental
evidence that correlate representational complexity with language processing in the mind
and brain. Our study further upholds the validity of combining quantitative methods
and theoretical approaches to linguistics for advancing our knowledge of syntactic
phenomena.

Keywords: structural priming, comprehension, argument structure, unergativity, transitivity

INTRODUCTION

Research has extensively shown that exposure to a syntactic structure influences to different
degrees the way we subsequently process a similar structure in comprehension and production
in what has been called syntactic priming, structural priming, or structural persistence (e.g.,
Bock, 1986; Bock and Loebell, 1990; Bock et al., 1992, 2007; Branigan et al., 1995, 2000;
Pickering and Branigan, 1998, 1999; Hare and Goldberg, 1999; Pickering et al., 2002, 2013;
Loebell and Bock, 2003; Ferreira and Bock, 2006; Thothathiri and Snedeker, 2006, 2008a,b;
Carminati et al., 2008; Hartsuiker et al., 2008; Pickering and Ferreira, 2008; Tooley et al,
2009; Tooley and Traxler, 2010; Segaert et al., 2012, 2013; Tooley and Bock, 2014; Traxler
et al, 2014; Wittenberg et al,, 2014). The main goal of this paper is to use the process of
syntactic priming as a behavioral tool to test two competing theoretical approaches to argument
structure, namely (i) Hale and Keyser’s (1993; 1998; 2002) approach as recently developed in
Mateu (2002), Acedo-Matellan (2010), Mateu and Acedo-Matelldn (2012), and Acedo-Matelldn
and Mateu (2013), what we will refer to as the generative semantics approach to argument
structure, and (ii) Marantz (2005; 2011; 2013), which we will call interpretive semantics approach.
These two theoretical models illustrate two different views of the syntax-semantics mapping.
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Whereas Acedo-Matellan and Mateu’s model operates with
semantically unambiguous structures that directly reflect
argument/event structure, Marantz’s approach contends
that syntax does not necessarily start the derivation with a
configuration that transparently represents argument/event
structure. The latter thus corresponds to an interpretive
semantics view of syntax, whereby semantics interprets syntactic
structures that do not themselves determine meaning; there
might be further semantic readjustments or repair strategies at
the interface, similar to those postsyntactic processes found at
the morphophonology interface. The former approach, Acedo-
Matellan and Mateu’s, is conceived as a generative semantics view
of syntax in the sense that syntax generates syntactic structures
that determine semantic interpretation in a strict one-to-one
meaning structure mapping!.

Since these theories attribute different syntactic configurations
to transitive structures like (2-6) and make different claims about
the relationship between transitive structures and unergatives
like (1), they make different predictions about priming relations
between these sentence types.

former predicts priming between sets (2-3) and (4-5), which are
considered to display distinct underlying structures in the latter
account.

In order to test these two hypotheses we ran a self-paced
reading language comprehension study with 600 subjects over
Mechanical Turk. The large number of subjects allows us to
model the reading times at the direct object or first PP (Segment
3) and at the second PP (Segment 4) of the same sentences as a
function of the structure of the immediately preceding sentence,
testing for structural priming within and across sentence types.
We conducted a series of statistical analyses and report here
the results of two ANCOVAs (Analysis of Covariance) and a
linear mixed effects regression analysis on the reading times at
Segment 3.

A major headline that can be derived from this study is that
we do see syntactic priming effects at all in the context of a
behavioral comprehension study on structural priming that uses
unmarked unambiguous structures without lexical repetition,
i.e., what has been termed lexical boost or lexical enhancement. In
addition, our analysis shows a significant effect of the interaction

Conditions Segment1 Segment2 Segment3 Segment 4
NP v NP(/PP) PP

(1 C1. Unergative The dog barked ina quiet park  at night.
() c2. Cognate The man dozed a restful doze on the train.
3 €3 Creation The cook baked a carrot cake with spelt flour.
(4) Ca4. Location/Locatum  The girl saddled a wild horse in the farm.
(5) Cb. Strong transitives The athlete ignored a slight niggle in his knee.
(6) Cé6. With-Small clause ~ The worker loaded a rail wagon with hay.

In the generative theory, unergatives (1) are analyzed as
derived from transitive configurations, as is standardly assumed
since Hale and Keyser (1993), and pattern with cognate object
constructions (2) as well as with verbs of creation (3), thus
predicting syntactic priming among these sentence types but
not between these sets and the remaining types (4-6). The
latter are assumed to select for a small clause type complement
structure, and are therefore predicted to prime among them
in this model. On the other hand, the interpretive account
does not predict structural priming between the unergatives
(1) and the surface transitives, (2-5), nor between complex
complement constructions (6) and the other surface transitive
sentences. In this model, sentence types (2-5) are analyzed
as transitive configurations, whereas (6) would pattern with
double object constructions, as suggested and analyzed in
Bruening (“Depictive Secondary Predicates, Light Verb Give,
and Theories of Double Object Constructions,” unpublished
manuscript, University of Delaware), and unergatives in (1)
are not generated as underlying transitive configurations. This
means that the interpretive approach does predict some cases
of priming that the generative model does not; specifically, the

'Our use of the labels interpretive and generative semantics should be strictly
understood in the sense just explained in the main text, and not as the two
approaches to semantics of the 70 s within the theory of transformational grammar,
e.g., Katz (1971).

between conditions-the different types of structures as grouped
by the different theories—and priming in trials preceded by two
trials of the same category in the interpretive model but not
in the generative model, which suggests a potentially stronger
predictive contribution of the former model over the latter
model. More generally, our experimental study supports the
validity of quantitative approaches that combine psycholinguistic
methodology with sound theoretical hypotheses about the
representation and processing of syntactic phenomena for the
study of I-language (Chomsky, 1986, p. 21ff).

Structural Priming

The novelty of the self-paced reading syntactic priming effects
reported in this study is that we do observe syntactic priming
effects at all in a study of structural priming in comprehension
with unambiguous active sentences without a lexical boost. Let
us first summarize relevant aspects of structural priming as a
method to test for syntactic structure to set the context of this
study.

Our basic initial observation is that the interpretive and
the generative models make different predictions with respect
to structural priming, the tendency to more quickly repeat or
better process a sentence because of its structural similarity
to a previously experienced “prime” sentence. Structural or
syntactic priming has been studied across modalities, both in
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production and comprehension, in behavioral studies. On the
one hand, there is consensus that syntactic priming effects in
production occur without lexical boost, so that when there is
lexical repetition in production, priming effects are boosted or
enhanced, e.g., Pickering and Branigan (1998), Segaert et al.
(2012), but this is not required to find priming effects. We
note here that Pickering and Branigan (1998), in an experiment
on completing sentence fragments, report that there is priming
without lexical repetition in production only when the target
sentence is primed with 2 sentences (but see Mahowald et al.,
2016, for a recent meta-analysis that reviews and assesses the
current state of knowledge on syntactic priming in language
production). On the other hand, most works on syntactic priming
in comprehension from different perspectives agree that this
is strongly dependent on lexical repetition, e.g., Pickering and
Traxler (2004), Branigan et al. (2005), Melinger and Dobel
(2005) Arai et al. (2007), Traxler and Tooley (2007, 2008),
Tooley et al. (2009), Segaert et al. (2012) and Segaert et al.
(2013). That is, exposure to a syntactically related prime sentence
leads to a faster reading of a target sentence only if there is
lexical overlap of the main verbal head. However, recent studies
on structural priming have challenged this view by reporting
syntactic priming that is independent from verb repetition in
comprehension, specifically Thothathiri and Snedeker (2008a,b),
Traxler (2008b), Pickering et al. (2013), and hence also from
processing modality, as in Tooley and Bock (2014). We consider
here some of the studies on syntactic priming in comprehension
in more detail.

Among those that do not observe structural priming in
comprehension, Pickering and Traxler (2004) report that there
is no priming without lexical boost in this modality on the basis
of a reading task with eye tracking recording with sentences
containing a reduced relative (cf. Traxler, 2008a). Hence, despite
all having the same structure, the sentence in (7a) would prime
only (7c), where the main verb is the same, but not (7b).

(7) a. The man watched by the woman was tall.
b. The child cleaned by the girl was covered in chocolate
(TARGET-No lexical boost).
c. The mouse watched by the cat was hiding under the table
(TARGET-Lexical boost).

Arai et al. (2007) report results from two experiments where they
investigated whether there is priming during comprehension in
ditransitive sentences. Using a visual-world paradigm, whereby
participants anticipation of linguistic information was monitored
through eye-movement, they observed a priming effect similar to
that in production, but only when the verb was repeated between
prime and target; that is, the priming effect is completely lexically
dependent according to these authors.

Although Segaert et al. (2013) report no differential effects
across modalities in an fMRI neuronal study of active and passive
sentence comprehension and production, they also point out
that there is no syntactic priming among active sentences in
the absence of lexical boost of the main verbal head word, even
though there is priming among passive structures. Although
this is not a behavioral study, but an event-related fMRI study
investigating syntactic priming and lexical boost effects on the
neuronal activity in brain regions processing syntactic structures

(left TFG and left MTG), it bears directly on our observation
that there are priming effects without lexical boost among basic
active sentences, even if only after two previous primes. They
measure fMRI adaptation of neural activity to repetition of
verb-headed syntactic constructions, and report that “there was
fMRI adaptation to syntactic repetition when actives had a
repeated verb, but no fMRI adaptation to syntactic repetition
when actives had a novel verb.” In the case of passives, “there was
fMRI adaptation to syntactic repetition both for passives with a
repeated verb and for passives with a novel verb.”

More recently, in an eye tracking identification experiment
with children, Thothathiri and Snedeker (2008a) find priming
effects without lexical repetition in comprehension. As pointed
out in Tooley and Traxler (2010), these effects are found in the
context of two primed sentences. However, and perhaps more
importantly, these same authors further point out that children’s
identification involved acting out target sentences with toys,
which could potentially be said to invoke some sort of covert
production component, in the sense that acting out might involve
mechanisms involved in production.

Traxler (2008b) reports the first evidence of between-sentence
structural priming in online sentence comprehension without
lexical overlap using eye-tracking, where a sentence like (8a),
but not sentence (8b), would prime the target sentence (8c),
because they both have the same structure, which is different
from sentence (8b).

(8) a. The chemist poured the fluid in the beaker into the flask
earlier (PRIME).

The chemist poured the fluid into the flask earlier
(PRIME).

c. The vendor tossed the peanuts in the box into the crowd

during the game (TARGET).

b.

However, Traxler himself already points out that given that
priming here involves adjunct relations and that previous
experiments report the impossibility of structural priming of
arguments without lexical boost in comprehension, a difference
in syntactic processing of arguments vs. adjuncts may be at stake
in this case.

Pickering et al. (2013) observe structural priming in both
lexically independent and lexically dependent comprehension
in a study based on a sentence-picture matching task with
ambiguous PP attachment, which can be either high (modifying
the verb) or low (modifying the object), as in (9) below. They
show that processing is sensitive to the (lexically specific or
lexically independent) frequency of an alternative structural
analysis, whether through immediate exposure (immediate
priming) or via long-term priming, i.e., after some unrelated
intervening sentences (persistence of priming).

(9) a. The policeman is thumping the soldier with the gun
(PRIME-lexically independent).
b. The policeman is prodding the doctor with the gun
(PRIME-lexically dependent).
c. The waitress is prodding the clown with the umbrella
(TARGET).

Finally, Tooley and Bock (2014) examine structural priming
with and without verb repetition in both reading comprehension
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and spoken production, using the same prime presentation
procedure, the same syntactic structures (reduced relatives, RR,
and main clauses, MC), the same sentences, and the same group
of participants. They report abstract structural priming in both
modalities without significant comprehension vs. production
differences in terms of lexical dependency. The first four
sentences are primes, while the last two are targets.

(10) a. The speaker selected by the group gave a great talk

(RR-same-PRIME).

c. The speaker picked by the group gave a great talk (RR-
diff-PRIME).

. The group selected the speaker who gave a great talk
(MC-same-PRIME).

e. The group picked the speaker who gave a great talk
(MC-diff-PRIME).

. The architect selected by the firm had years of experience
(RR-TARGET).

f. The firm selected the architect who had years of
experience (MC-TARGET).

We note that the kinds of stimuli that have been used
in structural priming studies are mostly items that require
some process of disambiguation. So, what all works have in
common is that they observe-or fail to observe- priming
effects following syntactically complex material, what Tooley
et al. (2009) call “difficult and ambiguous sentence structure,”
sentences that are difficult to process and may need re-parsing
because up to a specific point they can receive more than one
interpretation. Most research, if not all, on structural priming
in sentence comprehension is concerned with how subjects
resolve syntactic ambiguities or process complex sentences in
incremental sentence processing. These include reduced relatives
of the type in (10), which have received the most attention
to date in comprehension studies, garden-path sentences, like
(11), cases of ambiguous high- or low-PP attachment, as in
(9), ambiguous double object vs. dative construction, (12),
ambiguous datives vs. locatives, (13), or ambiguous locatives vs.
passives, (14).

(11) Garden-path sentences (Branigan et al., 1995).
a. While the woman was eating the creamy soup went cold.

(12) Double Object vs. Dative constructions (Thothathiri and
Snedeker, 2008a,b).

a. Give the bird the dog bone.
b. Give the bird house to the sheep.

(13) Datives vs. Locatives (Bock and Loebell, 1990).

a. The wealthy widow drove her Mercedes to the church
(PRIME).

b. Arock climber sold some cocaine to an undercover agent
(TARGET).

(14) Locatives vs. Passives (Bock and Loebell, 1990).

a. The foreigner was loitering by the broken traffic light
(PRIME).

b. The referee was punched by one of the fans (TARGET).

The case in (15) is different. Segaert et al. (2012, 2013) observe
that whereas passive structures prime passives, active primes do
not have any effect, which seems to argue for a higher priming
power of marked structures like passive over unmarked active
sentences.

(15) Actives vs. Passives (Segaert et al., 2012, 2013).

a. The woman serves the man.
b. The man is served by the woman.

Even though ambiguity plays no role in this last case, it
confirms, then, that structural priming studies share complexity
of processing as a fundamental premise to test their priming
hypotheses.

One of the main goals of our experimental study is to
show that there is priming in unmarked non-incrementally
disambiguating contexts, i.e., in simple active sentences.

Persistence of Priming

Another important feature worth bearing in mind is the
persistence of priming, since the design of our experiment
is a cumulative running priming paradigm where each target
sentence also serves as a prime sentence for the next target
sentence. This raises the question of the effects of short-
term priming vs. long-term priming. Syntactic priming that
persists across unrelated intervening sentences has generally been
observed in production (e.g., Bock and Griffin, 2000). All the
work we have found on long-term priming in comprehension
seems to involve the repetition of the verbal head. On the
one hand, Hartsuiker et al. (2008), using a picture description
task, show that an enhanced priming effect due to lexical boost
does not persist across any number of intervening structures in
production. On the other hand, Carminati et al. (2008), using an
eye tracking identification task, report that lexically dependent
syntactic priming effects persist across two intervening sentences
in comprehension. Also in Pickering et al. (2013), it is shown
that priming persists with lexical repetition over intervening
material in comprehension. More recently, Tooley et al. (2014)
have observed structural persistence between prime and target
across unrelated filler sentences in sentence priming both in
production and comprehension on the basis of event-related
potentials (ERP) and eye tracking measures. In their experiments,
they use prime sentences containing a reduced relative clause,
i.e., a complex and ambiguous structure. We do not consider
persistence of priming across intervening sentences in our study,
since it is still to be determined whether there is priming at all
in comprehension, and whether this persists across intervening
material when priming with unmarked unambiguous structures.

Two Theories of Argument Structure

As pointed out in Marantz (2005) (see also Poeppel and Embick,
2005), generative grammar can and should serve as a source of
theoretical hypotheses about the representation of language in
the mind and brain and how this is processed, to be formally
assessed through standard experimental methods. In this paper
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we take two competing theories of argument structure, (i)
Acedo-Matellan (2010); Mateu and Acedo-Matellan (2012), and
Acedo-Matellan and Mateu (2013), and (ii) Marantz (2005; 2011;
2013) and test their claims and predictions with respect to the
representation and processing of syntactic argument structure.
Both theories are framed within Chomsky’s Minimalist Program,
and they both adopt a neoconstructionist view of syntax, whereby
argument structure is not lexically projected? but created in the
syntax by the computational system, a single generative engine
for all structure building where minimal units of syntactico-
semantic features are combined through the operation of
merge to create hierarchical syntactic structures that will then
receive a semantic and phonological interpretation. Such a basic
assumption makes them especially suited for the application
of the standard psycholinguistic methodology that correlates
representational complexity with computational complexity in
the brain, ie., the hypothesis that “the longer and more
complex the linguistic computations necessary to generate the
representation—the longer it should take for a subject to perform
any task involving the representation” (Marantz, 2005, p. 439).
That means that specific differences such as how to merge a root
in syntax, whether as a complement or as an adjunct (Acedo-
Matellan, 2014), can be reduced to differences in surface syntactic
representations of verbal argument structure in the sentences
under study’. As pointed out in the literature on structural
priming, syntactic priming is sensitive or attributable to surface
structure, not to abstract structure (e.g., Bock et al, 1992;
Pickering et al., 2002; Pickering and Ferreira, 2008; Wittenberg
et al., 2014). In this respect, it is worth emphasizing that in both
models, the proposed structures are surface structures?.

Such fundamental assumptions and similarities between
both theories allow us to make use of structural priming
as a tool to test a variety of unergative and transitive
configurations by measuring reading times at the point where
both theories differ in the representation of those syntactic
structures, namely between the verb and the first complement
(Segment 3).

Before going into the details of our experimental study, the
remainder of this section briefly reviews the main claims about
the syntax of transitive and intransitive predicates made in the
two theoretical models of argument/event structure under study
and their predictions with respect to structural priming.

2The possibility of having priming of lexical argument structure of the type
proposed in Trueswell and Kim (1998), rather than syntactic priming, is thus
excluded in these models.

30ther theories of argument structure, such as those within monostratal theories
of syntax like Generalized Phrase Structure Grammar or Role and Reference
Grammar, do not share the same basic assumptions with respect to syntactic
argument structure building, and could not be easily integrated within our
experimental study.

4In Hale and Keyser (1993, 1998, 2002), syntactic configurations corresponded
to pre-syntactic abstract structures, i.e., generated at I(exical)-syntax, prior to
s(yntactic)-syntax. However, they are analyzed as surface structures generated
in syntax proper in Acedo-Matelldn (2010) and Acedo-Matelldn (2010), Acedo-
Matellin and Mateu (2013), as explicitly stated in e.g., Acedo-Matellan (2010,
p. 52).

The Generative Approach to Argument Structure:
Hale and Keyser (1993, 1998, 2002); Acedo-Matellan
(2010); Mateu and Acedo-Matellan (2012);
Acedo-Matellan and Mateu (2013)

In this strict configurational model of argument structure,
compositional semantics is directly read off the syntactic
structure. Leaving aside unaccusative structures, the
configurations advanced in Acedo-Matellin and Mateu’s
work for the sentence types under study are (16-18).

In the case of unergatives in (16), already since Hale and
Keyser’s work, the root, 4/, is generally understood as merged
in the complement position of a functional head v. The
phonological material of the root is then incorporated into this
null verbal head v. As pointed out in Acedo-Matelldn (2010, pp.
53-54), “the structure of unergative verbs as transitives is forced
by the properties of the system: it is not possible for a functional
head to project a specifier without projecting any complement,
since the first DP/root merged with a functional head must be
its complement.” This also includes cognate object constructions,
which would also have a configuration as in (16b).

(16) Unergative, cognate object, and transitive verbs of creation
and consumption.

a. Sue danced.

[vp [Dp Sue] [, v /DANCE]].
b. Sue did a dance.

[vp [Dp Sue] [’ v [pp a dance]]].

The syntactic structure in (16), [v + DP//], is thus the
configuration attributed to unergatives (C1), cognate object
structures (C2) and creation verbs (C3) in this model.

On the other hand, (a)telic transitive events, exemplified
in (17-18), are all derived from a small clause predicate
configuration-whether simple, with a single PlaceP, or complex,
with a Place P c-commanded by a PathP (cf. Jackendoff, 1973;
Cinque and Rizzi, 2010). In both cases, there is a Figure that
moves with respect to a potential Ground (Talmy, 1975). A single
relational functional (prepositional) head p (Hale and Keyser’s
central coincidence P), interpreted as a PlaceP, introduces
a Figure-Ground configuration that establishes a location or
state. If further c-commanded by a second head p (Hale and
Keyser’s terminal coincidence P), this is interpreted as a PathP
and introduces a transition that encodes the change. As with
unergatives, the root is merged in complement position of the
lower null functional p head and the phonological material of the
root is then successively merged up to the null verbal head.

(17) Atelic transitive events.

a. Sue pushed the car.

[vp [Dp Sue] [y v [pcep [pp the car] [, > Place
/PUSH]]]].

b. Sue lengthened the rope (for 5 min).

[vp [Dp Sue] [» v (=-en) [placep [DP the rope] [}, > Place
+LONGI]]].

(18) Transitive events of change of state or location.

a. The strong winds cleared the sky.
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[vp [Dp The strong winds] [’ v [pamp [Dp the sky] [},
Path [pacep [Dp the sky] [, > Place /CLEAR]]]].

b. Sue shelved the books.
[vp [DPSue] [’ v [pahp [Dp the books] [}, ;> Path [placep

[pp the books] [, > Place /SHELF]]]].

Thus, all telic and atelic structures are assigned a syntactic
configuration where a null verbal head v takes a small clause
structure, a pP, in complement position, which will be a PlaceP
for atelic predicates or a PathP with telic predicates, ie., a
small clause configuration in both cases. This is the structure
attributed to location/locatum predicates (C4), like They saddled
the horse, and strong transitive predicates (C5), like He ignored
the truth, despite their surface appearance as simple transitive
sentences. With-small clauses (C6) would also have this syntactic
representation, the difference being that the preposition in this
case is phonologically realized, not null, and there is therefore no
conflation.

The Interpretive Approach to Argument Structure:
Marantz (2005, 2011, 2013)

On the basis of empirical evidence based on the syntax
and semantics of re-affixation, the interpretation of roots in
denominal verbs and restrictions on the interpretation of verbal
compounds, Marantz (2011) argues that roots cannot merge as
complements of a null functional head, as in Acedo-Matellan and
Mateu’s structures (16-18), but must merge as event modifiers,
i.e., as adjuncts.

We review here the empirical argument based on re-
affixation. Re- prefixation distinguishes between unergative and
transitive structures, as in (19), and between verbs selecting a
single direct object and those that take two in a small clause
configuration, as in (20). On the one hand, restitutive re- is
restricted to verbs with an underlying direct object (Horn’s, 1980;
generalization); on the other hand, that direct object must be
the sole obligatory constituent within the VP (Wechsler’s, 1989
generalization). Hence, the ungrammaticality of (19b) must thus
be due to the absence of an underlying object, whereas the
grammaticality of (20c) argues against its alleged status as a small
clause predicate.

with a cognate object, strong transitives, as well as atelic
and telic transitives—which includes location and locatum
predicates. The structure is illustrated in (22) for a predicate like
hammer the nail in (21); the root hammer modifies the event
introduced by v in (22), which selects an internal argument DP,
the nail.

(21)  hammer the nail.

(22)

Voice

VHAMMER v DP

Predictions of Each Model

Since these two theoretical approaches to argument structure
attribute different configurations to (in)transitive structures, they
make different claims about the relationship between them, and
therefore make different predictions about priming relations
between these sentence types.

In the generative model, unergative verbs (C1) share their
transitive syntactic configuration with cognate objects (C2) and
verbs of creation (C3), whereas location/locatum structures (C4)
and strong transitives (C5) pattern with predicates containing a
with-small clause (C6). In the interpretive model, however, the
grouping is organized in three different sets, where cognates (C2),
creation verbs (C3), location/locatum (C4) and strong transitives
(C5) pattern together in a group separate from unergatives (C1)
and small clauses (C6). These differences are represented in
Table 1, where we have identified each sentence type as a priming
condition, C1-Cé.

Given the 6 sentence types we have singled out and
the different structural configurations they are assigned in
each theory, we identified the divergent individual priming
predictions by sentence type made by each model. These are
summarized in Table 2. Here we leave aside default identity

TABLE 1 | Priming conditions, sentence types and groupings by theory.

19) a. John danced.

( ) 1 VERB TYPE Generative Interpretive

b. *John re-danced.

c. John re-danced a dance first performed by his distant ¢y UNERGATIVE VERB

ancestors. The dog barked in quiet parks at night. v

(20) a. John put the display *(on the table).

b. *John re-put the display on the table. G2 COGNATE OBJECT _

c. John re-shelved the books. The man dozed a restful doze on the train. v+ //DP

. C3 CREATION
This means that the root dance cannot have been generated N . ’
in the complement position of the verbal head v, because He baked a delicious cake with spelt flour. v+ VioP
there is no direct object present that re- can target in (19a);  C4 LOGATION/LOCATUM
likewise, shelve cannot have a small clause configuration, as They saddled a wild horse in the farm.
proposed in Hale and Keyser and Acedo-Matelldn and Mateu,
. . . . C5 STRONG TRANSITIVES
since it does take a direct object that re- can target. Marantz } : o
. .. . . He ignored a slight niggle in his knee. v+ SC

concludes that unergatives are plain intransitive predicates,
whereas sentence types C2-C5 contain plain transitive predicates, =~ C6 WITH-SMALL CLAUSE
i.e., verbs of creation and incremental themes, unergative verbs They sprayed a cookie sheet with vegetable oil. v+ SC
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TABLE 2 | Priming relations-predictions of each model by individual sentence types.

PRIME TARGET Generative Interpretive
C1>C2 UNERGATIVE COGNATE v X
C1>C83 UNERGATIVE CREATION v X
C2>C1 COGNATE UNERGATIVE v X
C2>C4 COGNATE LOCATION/LOCATUM X v
C2>C5 COGNATE STRONG TRANSITIVE X v
C3>CH CREATION UNERGATIVE v X
C3>C4 CREATION LOCATION/LOCATUM X v
C3>C5 CREATION STRONG TRANSITIVE X v
C4>C2 LOCATION/LOCATUM COGNATE X v
C4>C3 LOCATION/LOCATUM CREATION X v
C4>C6 LOCATION/LOCATUM WITH-SMALL CLAUSE v X
C5>C2 STRONG TRANSITIVE COGNATE X v
C5>C3 STRONG TRANSITIVE CREATION X v
C5>C6 STRONG TRANSITIVE WITH-SMALL CLAUSE v X
C6>C4 WITH-SMALL CLAUSE LOCATION/LOCATUM v X
C6>C5 WITH-SMALL CLAUSE STRONG TRANSITIVE v X
TABLE 3 | Priming relations-predictions of each model by sentence groupings.
PRIME/TARGET AMONG THEMSELVES Generative Interpretive

C1-C2-C3 UNERGATIVE-COGNATE-CREATION v X
C4-C5-C6 LOCATION/LOCATUM-STRONG TRANSITIVES-WITH SMALL CLAUSE v X
C2-C3-C4-C5 COGNATE-CREATION-LOCATION/LOCATUM-STRONG TRANSITIVES X v

priming for each individual condition, as well as predictions
shared by both models, e.g., priming between C2 and C3. Thus,
under structural priming conditions, we would mainly expect
faster reading times for the first constituent after the main
verb—Segment 3—if the sentence involved follows one (or two)
sentences of the same structural type. This is the place where
the two models structurally differ with respect to the type of
complement, a DP or a small clause. That is priming effects
would show up as an effect of the primed/unprimed variable of
interest-indicated as checks or crosses on Table 2—based on each
theoretical model.

When considered in terms of the structural groupings
and the predictions of each theory with respect to structural
priming effects within and across sentence types, the differences
between the two theoretical models are summarized in
Table 3. Thus, the generative model predicts priming (i) among
unergatives, cognate object constructions and creation verbs
and (ii) among location/locatum structures, strong transitives,
and structures containing a with-small clause. However, the
interpretive theory predicts priming only (i) among cognate
object structures, creation verbs, location/locatum predicates
and strong transitives, while (ii) unergatives, and (iii) with-
small clauses would not show priming effects in prime/target
interactions with other sentence types.

In the statistical analyses we discuss in the following sections
we analyze the priming relations predicted in Table 3, rather than
the individual priming relations listed in Table 2.

MATERIALS AND METHODS

Participants

We distributed our study via Amazon Mechanical Turk to 600
subjects, from which we obtained 460 full datasets®. We restricted
this to participants from the U.S and those that had a 95% or
greater HIT acceptance rate. Data was processed before starting
the analysis, and all non-native English speakers were excluded,
together with those that spoke more than one language, English,
leaving only 390 monolingual native English participants. Within
these 390 datasets, only 375 were unique participants; hence,
duplicate participants were excluded as well, and only their first
set of data was taken. Finally, out of the remaining 375 datasets,
20 were excluded, i.e., about 3%, which correspond to those
that had less than 70% overall accuracy on the questions. This
resulted in a total number of 355 participants in the included
data set, from which 123 male, 166 female, 66 declined to
provide demographic information; mean age was 41.38 (SD =
12.92).

This study was carried out in accordance with the
recommendations of the NYU University’s Institutional Review
Board (IRB). All subjects gave written informed consent before
beginning the experiment in accordance with the Declaration of
Helsinki.

>That means that either (i) some subjects completed HITs without doing the
experiment, or (ii) some of the datasets did not get saved on the Ibex server.
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Materials

The experimental stimuli consisted of a total of 144 sentences,
divided into the 6 different types of structures exemplified in
Table 1 (6 types x 24 sentences = 144).

We have been exhaustive in including as many conditions as
structural differences there are between the two models. Thus,
sentence types were selected on the basis of the basic syntactic
structures attributed to them in the two models under study.
Structuring them into 6 types covers all (in)transitive and small
clause patterns. For instance, even though creation verbs (C3)
and strong transitives (C5) surface as transitives, they have the
same structure in the interpretive model, but they are attributed
different syntactic structures in the generative approach, already
so since Hale and Keyser’s (1993) seminal work. Therefore,
the two models predict different priming effects between these
conditions as well as in their interaction with the rest of
conditions. To wit, as shown in Table 2, whereas creation verbs
(C3) and strong transitives (C5) are predicted to prime each other
in the interpretive model, they are not in the generative model.
Likewise, although creation verbs (C3) would prime unergatives
(C1) in the generative framework, strong transitives (5) do not
prime them; neither creation verbs (C3) nor strong transitives
(C5) would prime unergatives in the interpretive theory.

Specific verbs were selected on the basis of the frequency
rates of the syntactic patterns they may appear in as reported
in the VALEX subcategorization corpus (Korhonen et al., 2006).
Specifically, unergative verbs (C1/C2) were chosen on the basis
of their low frame frequency with NP complements (frequency
lower than 0.15). Creation verbs, Location/Locatum predicates®,

We designed a structural priming experiment with six
different conditions on sentence structure to run a self-paced
reading language comprehension study over Mechanical Turk.
Structural priming was tested within and across sentence types
using a priming paradigm where each target item also served as a
prime sentence for the next target item. In addition, we included
an attention task and control condition, which was organized as
follows. Every set of 24 sentences had 6 sentences linked to a two-
choice comprehension question of the type in (23-24), with a
total of 36 questions. These questions served the double function
of being an attention task and a control condition to obtain
additional reading times from the same prime/target sentences
in non-primed contexts.

(23) He dodged a corporate tax in the UK.
(24) Did he evade the tax or pay it?

1. evade it
2. payit

A complete list of 144 sentences by condition with the
corresponding 36 attention tasks linked to 6 individual
sentences on each condition is provided as Supplementary
Material.

Procedure-Study Implementation

Sentences of each condition (24 x 6 = 144) were separated
into 4 segments, Segment 1-Segment 4: Subject (Segment 1),
Verb (Segment 2), First Complement (Segment 3), Second
Complement (Segment 4).

Conditions Segment1 Segment2 Segment3 Segment 4
NP \" NP(/PP) PP

(25) C1. Unergative The dog barked in a quiet park  at night.
(26) C2. Cognate The man dozed a restful doze on the train.
(27)  C8. Creation The cook baked a carrot cake with spelt flour.
(28) C4. Location/Locatum  The girl saddled a wild horse in the farm.
(29) C5. Strong transitives The athlete ignored a slight niggle in his knee.
(300 Ce6. With-Small clause ~ The worker loaded a rail wagon with hay.

and With-Small clause structures were selected from among
those with the highest frame frequency rate in the corresponding
structure. Strong transitives were chosen on the basis of their high
frame frequency with NP complements (frequency higher than
0.83). In addition, combinations of V+N and A+N were checked
against the Corpus of Contemporary American English’'s (COCA)
lexical collocations (Davies, 2008). We also took the definiteness
of the NP in Segment 3 into account, as it has been shown that
it plays a role in language processing (e.g., Warren and Gibson,
2002). All sentences were further tested against native speaker
judgments to confirm naturalness.

®Location and Locatum verbs were first selected from among Clark and Clarks
(1979, pp. 769-773) classification. There are 12 sentences with Location verbs and
12 with Locatum verbs.

We used a running priming paradigm, so that each target
sentence served as the prime sentence for the next target item
(e.g., Segaert et al., 2012, 2013). Sentences were organized in 3
blocks of trials, with 6 block orderings. Trials were randomized
within blocks, so that the conditions followed each other in
a random order that was different for each participant. One
in every 6 trials was followed by a two-choice comprehension
question.

The study was created in Ibex Farm. Participants were shown
instructions and they completed a short practice round before the
actual experiment started. As a self-paced reading experiment,
participants determined the rate at which sentential segments
were presented on the monitor by pressing a button, which
allowed us to measure reading times at each segment. Each
segment was presented sequentially in the center of the screen
with 400 ms between each sentence.
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Preprocessing and Statistical Model

Analyses

Before running the statistical analysis, we calculated the
average reading time for each participant, for each segment
and then we removed outliers based on this. That is, we
excluded trials with reaction times greater than 2 standard
deviations from the participant’s respective mean. We also
excluded the first trial of each block, because it did not fit
into either our primed conditions or the unprimed question
conditions.

Based on our basic hypothesis that differences in priming
effects are expected at the point where both models
differ structurally, we decided to focus on the reading
times of Segment 3, the first constituent after the verb.
Depending on the model, in that position we have a DP
complement, a small clause complement or an adverbial.
The validity of this hypothesis seemed to be confirmed
by the results from a preliminary Analysis of Variance
(ANOVA) (6 x 6 within subjects; Factors: condition +
previous_condition) and visual inspection of the plots,
as these differences between sentence types seemed most
pronounced in this segment. The controlled analyses that
follow all have Segment 3 reading time as the outcome/response
variable.

The main analysis of the data was conducted through two
different forms of Analyses of Covariance (ANCOVA), for single
priming trials and for double priming trials, respectively, and a
linear mixed effects regression model, to tailor the two different
theories. The use of statistical control allowed us to measure
different variables in addition to the independent variables of
interest and to control for unexplained variation. For instance,
the ANCOVA allows us to have factors as predictors rather than
just continuous variables as in a linear regression model.

In both the ANCOVA and the Linear mixed effects regression
analysis, the null hypothesis is that all coefficients equal 0.
That means that none of the independent variables have any
relationship with or effect on the dependent variable, i.e., on the
reading time of Segment 3. The alternative hypotheses are that
at least one independent variable is predictive of the dependent
variable; thus, at least one coefficient does not equal 0.

The statistical analysis was performed using the R Core Team
(2015) software program with packages Ime4 and ImerTest.

Single Priming Analysis: ANCOVA 1.0

Following standard procedures, in order to control or minimize
the effects of extraneous sources of variance, we included the
nuisance variables listed in (31) as covariates. Note that trial
order was included as it may account for some of the variance in
reading time, e.g., participants may get faster as they proceed or
they may change their strategy later in the experiment. Random
intercepts by subject and by item were also included in the
models.

(31) a. trial order
b. verb frequency
c. reading times (RT) of previous segment
d. RT of same segment in previous trial

We coded two variables, Vi-Vg, on the basis of how each theory,
interpretive and generative, groups the various conditions,
(32).

(32) a. Vi-Sentence Types: Unergatives (C1), DP/Root (C2-
C5), Small Clause (C6).
b. Vg-Sentence Types: DP/Root (C1-C3), Small Clause
(C4-C6).

That means that we took the 6 initial conditions, C1-C6, and
grouped them according to the syntactic patterns attributed to
them in each model. This results in a three-level classification of
our six conditions for the interpretive model and two levels for
the generative approach.

The two variables were included as predictors in an ANCOVA
model, with log-transformed frequency, trial order, previous
trial RT, and previous segment (of the same trial) RT as
controls/covariates.

To control for type 1 error rate, we used nested models in log-
likelihood ratio tests in order to determine the contributions of
individual variables, a standard method for dealing with type 1
error in multiple regression models.

Double Priming Analysis: ANCOVA 2.0

As pointed out in Tooley and Traxler (2010), priming
effects without lexical repetition in comprehension were
reported in the context of double primed sentences in
Thothathiri and Snedeker’s (2008a) eye-tracking experiments
with ambiguous double object and dative constructions.
Thus, we designed a second ANCOVA model in order to
test whether structural priming with unambiguous active
sentences might be aided or affected in trials where two
previous primes of the same category precede the target
trial.

Including the same variables as in the previous ANCOVA 1.0
model in (31)-(32), we constructed a new ANCOVA model 2.0
by adding the two new variables in (33) and their interaction with
the variables associated with their respective models (Vi, V) in
(32). For each new variable, trials were coded as follows:

(33) a. If the trial was preceded by TWO trials of the same
condition (same as each other, not as the current trial,
according to the interpretive theory), then the trial was
coded as the condition of those 2 preceding trials (e.g.,
“Preceded by 2 Unergatives”). Otherwise, the trial was
coded as “N/A.”

b. If the trial was preceded by TWO trials of the same
condition (same as each other, not as the current trial,
according to the generative theory), then the trial was
coded as the condition of those 2 preceding trials
(e.g.,“Preceded by 2 DP/Root”). Otherwise, the trial was
coded as “N/A.”

Model-Tailoring Analysis: Linear Mixed Effects
Regression Model

One of the potential limitations of our ANCOVAs quantitative
analyses has to do with the fact that the dependent variable in the
generative model had fewer levels than in the interpretive model
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TABLE 4 | Log-transformed mean reading time (St. Dev.): Condition x Previous
Condition.

PREVIOUS CONDITION
C1 Cc2 C3 C4 C5 C6 Average
ConditionC1 6.119 6.098 6.096 6.09 6.093 6.084 6.097
(0.636) (0.616) (0.628) (0.645) (0.624)  (0.594)
C2 6.096 6.091 6.069 6.113 6.084 6.092 6.091
(0.588) (0.626) (0.573) (0.602) (0.622) (0.649)
C3 6.054 6.036 6.057 6.054 6.052 6.048 6.050
(0.558) (0.608) (0.575) (0.594) (0.580)  (0.605)
C4 6.049 6.053 6.054 6.071 6.053 6.054 6.056
(0.609) (0.574) (0.613) (0.572) (0.637) (0.537)
C5 6.074 6.066 6.064 6.068 6.093 6.086 6.075
(0.603) (0.609) (0.614) (0.598) (0.578)  (0.597)
C6 6.071 6.076 6.067 6.065 6.068 6.085 6.072
(0.608) (0.590) (0.612) (0.593) (0.575) (0.578)
Average 6.077 6.070 6.068 6.077 6.074 6.075

of Marantz, which could perhaps inherently restrict its ability
to capture variance. To avoid this, we designed a linear mixed
effects regression model that would test for syntactic priming on
the basis of the grouping of conditions in each model. We took
the same control variables as in our previous ANCOVA analyses,
and coded two additional binary variables for each model, as in
(34).

(34) a. Vi-Binary Priming (coded as 1 for primed, 0 for
unprimed)
b. Vg-Binary Priming (same coding scheme)

Based on the predictions of each model in terms of priming
relations between conditions as depicted in Table 2, we coded the
variables in (34) as the two primary variables in (35).

(35) a. Primed: Anything that has a check mark in Table 2 was
coded as 1
b. Unprimed: Anything that has a cross mark in Table 2
was coded as 0

We coded two other binary variables for each model, Vy(g)- Same
Previous and Vi) Same Two Previous [see (30a) and (30b)
respectively]. Note that the subscript I(G) indicates that there
were two corresponding variables calculated, one based on each
model.

(36) a. Vy)-Same Previous = binary variable coded 1 for trials
where the previous trial was the same condition as the
current, based on the respective model; 0 if not

. Vyg)-Same Two Previous = binary variable coded 1
for trials where the previous two trials were the same
condition as the current, based on the respective model;
0 if not

RESULTS

Table 4 shows the log-transformed mean response time and
standard deviation for all individual conditions in all conditions
of individual priming by condition (6 target x 6 previous).

Sentence Segment 3 — Groupings by Interpretive Model

6.10

Log-Transformed Mean Reading Time

6.05

ROOT/DP SM. CLAUSE UNERGATIVE

FIGURE 1 | Sentence Segment 3—-Groupings by Interpretive Model, by
condition. This figure shows mean reading times for sentence grouping
categories based on the interpretive model. Error bars represent the standard
error of the mean.

The single priming analysis, ANCOVA 1.0, revealed that
categorization based on the interpretive model (Vi - Sentence
Type) was a significant predictor of reading time in Segment 3
(p = 0.012). In contrast, categorization based on the generative
model (Vg-Sentence Type) did not significantly affect reading
time (p = 0.1379). The raw reading times (i.e., not taking into
account random effects or nuisance variables) are graphed in
Figures 1, 2. The graphs should be interpreted cautiously, as they
do not reflect the influence of random intercepts or nuisance
variables, which were included in the ANCOVA, and thus are
subject to potential confounds.

In the double priming analysis, ANCOVA 2.0, a “full”
statistical model, i.e., one including the interaction between
sentence type and previous (x2) sentence type, was tested
against a model excluding the respective interaction terms, for
both the generative and the interpretive theories. This initially
gave us a null result. So, the contribution of the interpretive
model interaction was not significant (p = 0.649), nor was the
contribution of the generative model interaction (p = 0.863).

However, when we removed the random effects structure,
keeping trial order as a covariate, we obtained again significant
effects. The contribution of the interpretive model interaction
was significant (p = 0.0037), whereas the contribution of the
generative model interaction was not significant (p = 0.756).
Even though these results should be interpreted with caution
due to the simplified status of the model, they tentatively show a
stronger predictive power of the interpretive approach. Figures 3,
4 depict the interaction of sentence type by previous sentence
type, according to each of the two models, with reading time of
Segment 3 as the dependent variable.

As for our last statistical analysis, our model-tailoring analysis,
no statistically significant effects were found in the linear mixed
effects regression model, regardless of whether the random effects
structure is included in the model, as shown in (37-38).
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FIGURE 2 | Sentence Segment 3-Groupings by Generative Model, by
condition. This figure shows mean reading times for sentence grouping
categories based on the generative model. Error bars represent the standard
error of the mean.

Sentence Segment 3 — “Double Priming” in the
Generative Model
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FIGURE 3 | Sentence Segment 3-“Double Priming” in the Generative Model
by Two Previous Conditions, with reading time of Segment 3 as dependent
variable. This figure shows mean reading times for each sentence category
preceded by two trials of the same condition based on the generative model. It
also includes the reading times of Segment 3 when not preceded by two trials
of the same type. Error bars represent the standard error of the mean.

(37) Without considering random effects

a. Interpretive model (p = 0.1078)
b. Generative model (p = 0.2999)

Sentence Segment 3 — “Double Priming” in the

Interpretive Model
7.00

6.50

6.00
7.00

Target Trial
Condition
Root/DP
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. Sm. Clause
6.00
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Unergative

6.50

Log-Transformed Mean Reading Time

6.00
Not Primed
(by 2 trials of the same type)

Root/DP  Sm.Clause Unerg.

Condition of Previous Two “Prime” Trials

FIGURE 4 | Sentence Segment 3-“Double Priming” in the Interpretive Model
by Two Previous Conditions, with reading time of Segment 3 as dependent
variable. This figure shows mean reading times for each sentence category
preceded by two trials of the same condition based on the interpretive model.
It also includes the reading times of Segment 3 when not preceded by two
trials of the same type. Error bars represent the standard error of the mean.

(38) With random effects

a. Interpretive model (p = 0.1766)
b. Generative model (p = 0.565)

DISCUSSION

Our first ANCOVA 1.0 analysis on single priming effects revealed
a distinction between the two models. As shown in the relevant
plots, there is no significant separation between conditions for the
generative model, but we do observe separation in the interpretive
model, particularly for the unergatives. In that sense, this effect
of the interpretive model may be primarily driven by the fact
that, in this approach, unergatives are considered to be their own
category, whereas they are integrated in one of the groupings in
the generative model, together with cognate object structures and
verbs of creation.

Although the initial ANCOVA 2.0 analysis on double priming
revealed no significant effects, after removing the random effects
we observe a stronger predictive power of the interpretive
approach. Figure 3 shows no evidence that some set of V NP
PP structures, those grouped under location/locatum sentences
(C4) and strong transitives (C5), behaves like a small clause
(SC) or that unergatives (C1) look like transitives (C2-C3) in the
generative model. However, in Figure 4, we can observe effects
for the small clause condition for the interpretive model. That is,
two small clause sentences (C6) before a small clause sentence
(C6) causes a slow-down in the reading times of Segment 3,
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while two standard V NP PP sentences (C2-C3-C4-C5) before a
small clause type sentence (C6) causes a significant speed up in
Segment 3 reading times’.

Even though results were not significant, nor even trending,
the linear mixed effects regression model is likely our most
reliable model, because we have reduced the number of levels
for the variables we are testing to just two for both models. It
is worth noting that, as shown in (37) and (38), the effect size
for the interpretive model is consistently larger than that of the
generative approach, and the p-values of the interpretive model
are consistently smaller, regardless of whether the random effects
structure is included in the model.

We should note that even though the linear mixed effects
regression model is most likely a more unbiased analysis, it
does not allow us to investigate differences in priming between
conditions, which is what we did in our ANCOVA 1.0, nor does
it allow us to look at the interaction between the trial type and
the prime type, as we showed in Figures 3, 4, resulting from
our ANCOVA 2.0. Thus, the different statistical models we have
employed do not exclude each other, but rather complement each
other’s limitations and they all seem to point toward a stronger
predictive power of the interpretive approach.

CONCLUSIONS

We have employed the experimental method to assess two
competing linguistic accounts of the syntactic representation
of the argument structure of (in)transitive structures on
the basis of their divergent predictions with respect to
sentence processing under conditions of syntactic priming. The
design of our experiment makes use of on-line behavioral
methods like self-paced reading, experimental techniques like
priming, quantitative tools like frequency-based corpora, and
sophisticated statistical control typical of experimental research
in cognitive science to obtain reading time measures that allow us
to effectively characterize theories about the representation and
processing of syntactic phenomena. We have obtained significant
results that point to a stronger predictive power of Marantz’s
interpretive theory over Acedo-Matellan and Mateu’s generative
model. Likewise, we have found no evidence in favor of the
main claims of the generative analysis that some set of V NP PP
structures behave like the small clauses or that unergatives are
underlying transitives.

We have made a novel use of structural priming as a tool to
discriminate among linguistic theories. A second novelty of the
experiment lies in the structures we focus on, i.e., the empirical
domain of the study. Whereas the central empirical issue in
structural priming studies has mostly been how ambiguities
arise and are resolved in incrementally disambiguating sentence
processing, our empirical focus is on processing basic active
simple (in)transitive structures. One of our main findings is thus

7Tt should be noted that our graphs do not technically include random effects and
order, nor any of our other control variables; to the best of our knowledge, there is
no way to cleanly integrate them into a plot. This is why the graphs may not look
particularly informative.

that there is structural priming in comprehension between basic
structures without lexical boost.

To conclude, our controlled behavioral experimentation
supports quantitative approaches to the study of I-language
that advocate for the complementarity of psycholinguistic and
theoretical methodologies to help us determine the nature of
linguistic phenomena.

LIMITATIONS AND FURTHER RESEARCH

As already mentioned above, one of the potential limitations
of the model variables relates to the number of levels, three
in Marantz’s interpretive model vs. two in Acedo-Matellin
and Mateu’s generative model in the ANCOVAs, which could
inherently restrict their ability to capture variance and as a
consequence have an effect of grouping conditions by theory on
our findings. Note, however, that the analysis where we test the
ungrouped condition variable, i.e., the variable coded as 1-6, with
six levels, is likewise not significant (p = 0.11). Thus, it does not
seem that adding more levels to the categorical predictor would
improve the analysis. Yet, we should still interpret these results
cautiously.

More data may be needed to see separation between the
other conditions in the interpretive model or in the generative
model, but that will likely be a focus of the future of this
project. With respect to our ANCOVA 2.0, we only had few trials
preceded by 2 trials of the same condition as the current trial,
therefore, more data must be gathered to obtain reliable results
in this direction. At this point, while we have preliminary effects
showing the interpretive model is a better predictor, this appears
to be only based on one aspect of the model, and we may not
currently have enough statistical power to look at all aspects of the
model.

We have also detected an unexpected slow-down in response
times for primed trials that must be further investigated.
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Sensitivity to Number Attraction
Effects
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Department of Linguistics and Basque Studies, University of the Basque Country (UPV/EHU), Vitoria-Gasteiz, Spain

Pronominal dependencies have been shown to be more resilient to attraction effects
than subject-verb agreement. We use this phenomenon to investigate whether
antecedent-clitic dependencies in Spanish are computed like agreement or like
pronominal dependencies. In Experiment 1, an acceptability judgment self-paced
reading task was used. Accuracy data yielded reliable attraction effects in both
grammatical and ungrammatical sentences, only in singular (but not plural) clitics.
Reading times did not show reliable attraction effects. In Experiment 2, we measured
electrophysiological responses to violations, which elicited a biphasic frontal negativity-
P600 pattern. Number attraction modulated the frontal negativity but not the amplitude
of the P600 component. This differs from ERP findings on subject-verb agreement, since
when the baseline matching condition obtained a biphasic pattern, attraction effects only
modulated the PE00, not the preceding negativity. We argue that these findings support
cue-retrieval accounts of dependency resolution and further suggest that the sensitivity
to attraction effects shown by clitics resembles more the computation of pronominal
dependencies than that of agreement.

Keywords: clitics, agreement, pronouns, object agreement, attraction effects, sentence processing, cue-based
retrieval

INTRODUCTION

Discovering the dependency relations between different elements of a sentence allows us to
disentangle its meaning. In these dependency relations, verbal or nominal constituents match in
certain features (i.e., number, person and/or gender) with another constituent of the sentence
(Corbett, 2006). One of the most frequently studied dependency is that between a subject and a
verb, where the features of the subject (e.g., the number) determine the form of the verb (e.g.,
the key is. .. vs. the keys are. ..) (see Bock and Middleton, 2011 for a review). In this paper we
investigate a type of syntactic dependency that has received little attention in psycholinguistics:
antecedent-clitic relations. There is debate in linguistics regarding the nature of clitics, where
clitics are argued to be either pronouns or agreement morphemes. Our main objective is to
experimentally explore the nature of antecedent-clitic dependencies. For that purpose, we use
agreement attraction, a phenomenon showing that the presence of alternative candidates can
disrupt the computation of dependency relations between two elements (Bock and Miller, 1991;
Nicol et al., 1997). More specifically, we explore whether antecedent-clitic dependencies show
similar behavioral (Experiment 1) and electrophysiological (Experiment 2) patterns of number
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agreement attraction as those previously reported for subject-
verb agreement relations or as those reported for antecedent-
pronoun relations.

Why Antecedent-Clitic Dependencies?

The nature of Romance clitics has been much debated in
Generative Linguistics since the seminal works by Kayne (1975)
and Zwicky (1977), but experimental evidence regarding how
they are processed is scarce. The status of clitics and particularly
Romance clitics are an important subject of research in generative
linguistics due to their intermediate/mixed behavior between
independent pronouns and affixed agreement morphemes. In the
case of the Spanish object-clitics we studied, they agree with their
antecedent in number [Anna vid la novelag,, i /las novelass,y, pi
Y 1fom.sg/10Sfem p1 compré; “Anna saw the novelry,.sg/Sfem.p1 and
(she) bought itgy, so/thempy, "], and gender [Anna vié el
libromasc.sg/10s libros ase pi ¥ 10masc.sg/ 108 masc pi comprd; “Anna saw
the book/s and (she) bought ityasc.sg/thempasc pi”], unlike verbal
inflection that agrees in person and number. These object-clitics
correspond to the object arguments of the sentences’ main verb
comprar (“to buy”). Hence, like pronouns, Spanish object clitics
agree in gender and not person, satisfy verbal subcategorization
properties and behave as arguments of the verb. However, like
agreement (inflectional) morphemes, clitics are unstressed and
affixed to the verb. In generative linguistics, there are two main
competing approaches accounting for the nature of clitics:

Kayne (1975) originally proposed that clitics were syntactically
independent elements in what we will refer to as the Clitics as
Pronouns Hypothesis: clitics are pronoun noun phrases (NPs)
generated at argument position that attach to the verb in the
course of the derivation. In this view, NP-clitic dependencies are
a case of referential co-dependency and the clitic occupies the
argument position (Torrego, 1988; Uriagereka, 1995; Sportiche,
1998; Anagnostopoulou, 2003; Marchis and Alexiadou, 2013,
among others). In a variant of this hypothesis, the clitic is
generated in its surface position, while the argument position is
filled by the empty pronominal pro (Strozer, 1976; Rivas, 1977;
Jaeggli, 1982; Borer, 1984; among others). On the other hand,
according to what we will refer to as the Clitics as Agreement
Hypothesis, pronominal clitics are agreement morphemes, part of
Inflection and not generated in argument position (e.g., Jaeggli,
1986; Suner, 1988; Fernandez Soriano, 1989; Monachesi, 2005
among others).

Our main objective is to contribute to better understanding
the nature of clitics by testing whether and to what extent the
behavioral and electrophysiological pattern found during clitic
processing resembles that reported previously in the literature for
verb agreement, or whether it aligns better with the processing
patterns of pronominal concord. To that end, we explore (i)
whether, in behavioral measures, antecedent-clitic dependencies
are prone to number attraction effects similar to those found
in subject-verb agreement, or whether they are more resilient
to these effects as antecedent-pronoun dependencies are (see
further discussion about this issue in next section); and (ii)
whether, in electrophysiological measures, they elicit the same
electrophysiological indexes of attraction as those previously
reported for subject-verb agreement.

On Number Attraction Effects

The study of the contexts where attraction phenomena occur
during language production has shed light on the main
factors involved in agreement processing: in sentence preambles
such as The key to the cabinet(s). .., speakers produce more
number agreement errors completing preambles containing an
attractor noun that does not match (i.e., cabinets) in number
with the agreement controller (i.e., the head noun key), than
when the attractor matches (Bock and Miller, 1991; see Bock
and Middleton, 2011; Franck, 2011 for exhaustive reviews of
attraction effects in various types of agreement dependencies).
Research on attraction effects in language comprehension is
much more scarce than in production, and it has considered
almost exclusively subject-verb agreement (in English: Nicol
et al., 1997; Pearlmutter et al., 1999; Pearlmutter, 2000; Wagers
et al., 2009; Shen et al., 2013; in Dutch: Kaan, 2002; Chen et al.,
2007; Severens et al., 2008; in Spanish: Acuia-Farifa et al., 2014;
Lago et al., 2015; in French: Franck et al., 2015). However, recent
studies have also explored antecedent-reflexive pronoun concord
(Dillon et al.,, 2013, 2014, 2016; Jager et al.,, 2015; Patil et al,
2016; Parker and Phillips, 2017; for a thorough literature review
on attraction effects in subject-verb and antecedent-pronoun
dependencies, see Jager et al., 2017).

Early studies adopted the feature percolation hypothesis
postulated to account for attraction effects in language
production. According to this account, attraction effects in
both production and comprehension occur because the number
features of the attractor noun can erroneously percolate over the
number features of the agreement controller, which results in an
erroneous number representation of the agreement controller
(e.g., Nicol et al, 1997; Pearlmutter et al., 1999; Pearlmutter,
2000).

More recently, it has been proposed that attraction effects are
best accounted for by means of a similarity-based interference
model (Badecker and Kuminiak, 2007; Wagers et al., 2009;
see Dillon et al., 2013; Jiger et al, 2017; for computational
simulations of the model) inspired in the ACT-R model (Lewis
and Vasishth, 2005). According to this model, dependency
relations are established by retrieving from memory the
agreement dependents. When the agreeing element (e.g., a verb
or aclitic) is encoded, it engages a cue-based retrieval mechanism
to search for a matching controller in memory. But this retrieval
mechanism is susceptible to similarity-based interference from
other items in memory. Hence, when a distracting element that
carries similar features (e.g., semantic, structural features) as
the controller is present in the sentence, interference occurs
because the distracting element might be misidentified as the
controller. Importantly, this model predicts attraction effects
to be only present or to be larger during the processing of
ungrammatical than grammatical sentences. Wagers et al. (2009)
suggested two options for cue-retrieval mechanisms to account
for these asymmetric effects: (a) encountering the agreeing
element engages retrieval mechanisms that retrieve number-
matching NPs but (almost) never retrieve partially matching ones
(i.e., a number mismatching attractor in grammatical sentences);
or (b) the correct agreeing element form is predicted after
encountering the controller NP and the cue-based reanalysis
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process ensues almost exclusively when ungrammaticality is
detected.

However, several studies report the presence of number
attraction effects in both grammatical and ungrammatical
sentences. In these studies, sentence acceptability, self-paced
reading for comprehension and eye-tracking measures showed
that participants are slower reading or accepting grammatical
sentences with a singular subject and a plural attractor (e.g., The
author of the speeches was. . . vs. The author of the speech was. . .)
than accepting sentences where both NPs were singular (Nicol
et al., 1997; Pearlmutter et al., 1999; Pearlmutter, 2000; Acufia-
Farifa et al,, 2014). In contrast, for ungrammatical sentences,
mismatching attractors have been shown to elicit faster reading
times as compared to matching ones in self-paced reading tasks
(Pearlmutter et al., 1999; Wagers et al., 2009; Franck et al,
2015; Lago et al,, 2015) and eye-tracking measures (Dillon et al,,
2013). That is, attraction effects interfere in the processing of the
agreement controller in grammatical sentences but facilitate it in
ungrammatical ones. However, Wagers et al. (2009) identified
a confound variable that might have led to the interference
attraction effects reported in grammatical sentences: since in
all these studies attractors and agreeing verbs where adjacent,
the interference effects observed at the verb might be due to
carry-over effects of the slower times needed to process the
morphologically marked plural rather than unmarked singular
attractors.

Nevertheless, in a recent study, Franck et al. (2015)
showed both facilitation and interference attraction effects in
grammatical sentences were the attractor and the verb were
not adjacent and they suggested that experimental design
factors might affect the direction of the effect. In a self-
paced reading for comprehension task in French only including
grammatical sentences (Experiment 1), they reported attraction
facilitation effects. In contrast, in a speeded acceptability
judgment task, participants showed attraction interference effects
(slower acceptability judgments) when judging both grammatical
and ungrammatical sentences containing number mismatching
attractors, as compared to matching ones. Franck et al. (2015)
interpreted their results as evidence that different behavioral
tasks tap into different processes: while self-paced reading taps
structure building processes, grammaticality judgment taps into
later processes of agreement computation. Either way, the fact
that attraction effects were detected in both grammatical and
ungrammatical sentences might support feature percolation
accounts.

However, many recent studies found reliable attraction
effects in ungrammatical sentences but not in grammatical
ones, favoring similarity-based interference accounts (Wagers
et al, 2009; Dillon et al, 2013; Lago et al, 2015). This
grammatical vs. ungrammatical asymmetry of attraction effects
was interpreted as the main evidence that attraction effects are
mainly due to similarity-based interference effects during the
retrieval of the cues necessary to build dependency relations
(e.g., Lewis and Vasishth, 2005), and not due to a faulty
representation of the agreement controller, as suggested by the
feature percolation account. As reviewed in the next section,
electrophysiological evidence of attraction effects replicated the

grammatical asymmetry of attraction effects (e.g., Kaan, 2002;
Shen et al., 2013; Tanner et al., 2014, 2016).

Morphological markedness plays a crucial role during
agreement attraction in comprehension: attraction effects are
either only found in singular, but not plural agreement (Nicol
et al., 1997; Wagers et al., 2009, in acceptability and self-paced
reading data), or are larger in singular than plural agreement
(Acuna-Farina et al,, 2014, in eye-tracking measures). These
findings replicate the number markedness effects also reported
in production studies (Bock and Miller, 1991; Bock and Cutting,
1992; Bock and Eberhard, 1993; Eberhard, 1997), suggesting
that morphologically marked plural distractors are stronger
attractors than non-marked singular ones in both modalities.
Thus, attraction effects might sometimes be obscured and delayed
due to carry-over effects of plural attractors when the attractor
and the agreeing element are adjacent. However, those carry-
over effects do not last long: they can be avoided by including a
word between the attractor and the verb (e.g., Wagers et al., 2009)
and even when the attractor and the verb are adjacent, attraction
effects are detected at the region following the verb (Pearlmutter
et al., 1999).

All research reviewed above studied subject-verb agreement
dependencies. But do attraction effects also affect the processing,
and more particularly the comprehension of antecedent-pronoun
dependencies? In production, pronoun-antecedent agreement
seems to be as sensitive to attraction effects as subject-verb
agreement is, but the former is more sensitive to notional
number factors (e.g., Bock et al, 1999, 2004), suggesting
that pronominal dependencies may rely more on the retrieval
of the semantic/lexical representation of the antecedent. In
comprehension, early studies exploring the role of grammatical
constraints in antecedent-reflexive pronoun gender agreement
showed that they are resilient to interference from other
possible antecedent candidates (Nicol and Swinney, 1989;
Sturt, 2003; inter alia). More recently, these findings have
been replicated in studies that compared the magnitude of
attraction effects in antecedent-reflexive pronoun vs. subject-
verb agreement dependencies. In a reading for comprehension
eye-tracking experiment, Dillon et al. (2013) showed reliable
attraction effects for subject-verb agreement (shorter total
reading times and fewer regressions to the critical agreement
region were obtained in sentences containing mismatching
attractors as compared to sentences containing matching ones,
but only in ungrammatical sentences, replicating the grammatical
asymmetry of attraction). No signs of attraction effects were
found for reflexive pronouns (e.g., The new executive who oversaw
the middle manager/s apparently doubted himself/* themselves. . ).
Dillon et al. (2013) interpreted the resilience of reflexive
pronouns to attraction effects as evidence that subject-verb vs.
antecedent-reflexive pronoun dependencies involve qualitatively
different processes (see also Phillips et al., 2011). According to
the authors, these different linguistic dependencies are sensitive
to different linguistic features: (a) verbal agreement is a formal
morphosyntactic mechanism to index the arguments of the verb,
and feature retrieval is mainly driven by ranked morphological
and structural cues (i.e., number feature and subjecthood cues,
respectively); and (b) pronominal concord is a dependency
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between two NPs and therefore antecedent retrieval is driven by
syntactic (structural) cues.

Interestingly, recent eye-tracking studies show that although
(English) reflexives are more resilient to attraction, they are
indeed susceptible to it. For instance, Patil et al. (2016) showed
that when the role of structural-cues such as subjecthood is
controlled (e.g., both the antecedent of the reflexive and the
attractor were subjects), attraction effects occurred when the
attractor mismatched in morphological cues such as gender.
Parker and Phillips (2017) also showed that no attraction
effects occurred when the attractor mismatched in a single
feature (i.e., gender) with the antecedent, but they did when
the attractor mismatched in two features (e.g., gender and
animacy, number and animacy or number and gender). These
authors suggested that both subject-verb and antecedent-
reflexive pronoun agreement engage similar cue-based retrieval
mechanisms. However, following Dillon et al. (2013), Parker and
Phillips (2017) suggested that reflexive pronoun dependencies
weight structural cues more strongly than morphological
cues, which precludes the erroneous retrieval of non-licensed
antecedent candidates (see also Dillon et al., 2014, 2016).

In sum, behavioral measures show that subject-verb
agreement comprehension is prone to attraction effects (Nicol
et al., 1997; Pearlmutter et al., 1999; Pearlmutter, 2000; Wagers
et al., 2009; Acuna-Farifa et al., 2014; Franck et al., 2015; Lago
et al., 2015), but antecedent-pronoun dependencies are more
resilient to these effects (Dillon et al., 2013; Patil et al., 2016;
Parker and Phillips, 2017; see also Jager et al., 2017 for a thorough
review and discussion). Although attraction effects have been
also reported in grammatical sentences, they are stronger and
more consistent in ungrammatical sentences (e.g., Pearlmutter
et al.,, 1999; Wagers et al.,, 2009; Lago et al., 2015), supporting
similarity-based accounts. Next, we review the main findings of
ERP studies on agreement and number attraction effects.

ERP Correlates of Syntactic Dependency

Processing

In general, when processing syntactic violations in subject-
verb, object-verb, or antecedent-pronoun dependencies, three
types of electrophysiological correlates have been reported in
the ERP literature: Left Anterior Negativity (LAN), N400 and
a centro-parietal positivity (P600) (for a detailed description
and interpretation of each component see i.e., Bornkessel and
Schlesewsky, 2006).

Most studies observed biphasic patterns with negative
components (LAN/N400) followed by a positive component
(P600). Some studies reported a biphasic LAN - P600 pattern
for subject-verb agreement violations (Kutas and Hillyard, 1983;
Osterhout and Mobley, 1995; De Vincenzi et al., 2003; Silva-
Pereyra and Carreiras, 2007, among others) as well as for
determiner-noun or noun-adjective gender agreement violations
(Gunter et al., 2000; Deutsch and Bentin, 2001; Barber and
Carreiras, 2005; Martin-Loeches et al.,, 2006; Molinaro et al.,
2008). Other studies reported a biphasic N400-P600 pattern
for subject-verb and object-verb agreement violations (Coulson
et al., 1998; Zawiszewski and Friederici, 2009; Diaz et al., 2011;
Zawiszewski et al, 2011) as well as for antecedent-pronoun

violations (Schmitt et al.,, 2002; Hammer et al., 2005, 2008;
Lamers et al., 2006). Finally, some studies have also reported an
isolated P600 component for subject-verb agreement violations
(Osterhout et al., 1996; Nevins et al., 2007; Frenck-Mestre et al.,
2008), for determiner-noun or noun-adjective gender agreement
relations (Osterhout and Mobley, 1995; Osterhout et al., 1997;
Foucart and Frenck-Mestre, 2011, 2012) and for antecedent-
pronoun violations (Lamers et al., 2006, 2008; Silva-Pereyra et al.,
2012; Xu et al., 2013; Rossi et al., 2014). As far as we know, no
study has shown an isolated early negativity (N400 or LAN).

ERP Correlates of Attraction Effects

Regarding the electrophysiological responses underlying number
attraction effects, the available evidence is rather scarce
and focused on subject-verb number agreement. To our
knowledge, no study explored attraction effects in antecedent-
clitic dependencies.

Electrophysiological indexes of attraction effects in subject-
verb agreement are heterogeneous, but two main results have
been observed: (a) electrophysiological indexes of agreement
violation detection are less salient and harder to detect in
sentences containing number mismatching attractors than
matching attractors (Kaan, 2002; Chen et al., 2007; Severens
et al., 2008; Shen et al., 2013; Tanner et al., 2014, 2016); and (b)
the four studies that checked for asymmetrical attraction effects
found an asymmetry: number mismatching attractors elicit a
reduction of ERP components as compared to number matching
ones in ungrammatical sentences, but not in grammatical
ones (Kaan, 2002; Shen et al., 2013; Tanner et al., 2014,
2016).

Focusing on the studies that reported asymmetrical attraction
effects, and thus support the cue-based retrieval account of
agreement computation (Lewis and Vasishth, 2005; Wagers et al.,
2009), Kaan (2002) investigated the effects of distance and
number interference in subject agreement processing: Dutch
participants performed an acceptability rating task in sentences
containing subject and object NPs that either matched or
mismatched in number. ERP responses following the critical
verb revealed main grammaticality effects reflected by a bilateral
negativity over central and posterior sites between 300 and
500 ms, and a P600 effect between 500-700 and 700-900 ms.
A main number attraction effect was revealed by a significantly
larger P600 component between 500 and 700 ms following
subject agreement violations in sentences with only singular NPs
(i.e., the control singular number matching condition) than in
any other condition. Number mismatching attractors elicited a
smaller P600 in singular subject agreement, but not in plural,
replicating the number markedness effects (Eberhard, 1997; Nicol
et al.,, 1997; Wagers et al., 2009). Finally, the modulation of the
P600 related to attraction effects was asymmetrical, as it only
occurred in ungrammatical sentences.

Tanner et al. (2014) provide behavioral and ERP evidence
supporting the asymmetric pattern of attraction effects: English
speaking participants showed a main P600 component elicited
by subject-verb agreement violations, with attraction effects
revealing a smaller P600 in sentences containing number
mismatching attractors than number matching ones. These
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attraction effects were asymmetrical: Participants showed a
reliable P600 effect and were less accurate judging ungrammatical
sentences that contained number mismatching rather than
number matching attractor NPs. In contrast, they showed
no P600 effect and were similarly accurate while judging
the acceptability of grammatical sentences containing number
matching and mismatching attractor NPs. These results obtained
both with and without an adverb intervening between the
attractor noun and the auxiliary verb (The chemist with the test
tube(s) (probably) is/*are...), suggesting that ERP indexes of
attraction are resilient to carry-over effects of the plural attractor.
In a recent study, Tanner et al. (2016) replicated this pattern of
attraction effects revealing that number mismatching attractors
reduce the magnitude of the P600 as compared to number
matching ones in ungrammatical sentences.

Shen et al. (2013) used a comprehension task where
participants listened to several narrations in English with a low
proportion of violations. In sentences with no attractor NPs,
singular subject agreement violations elicited a bilateral frontal
negativity between 150 and 300 ms (interpreted as a LAN)
followed by a P600 between 700 and 950 ms. In sentences with
complex NPs (e.g., A catalog with color picture/s sit/*sits. ..),
those containing number matching attractors elicited an atypical
early posterior negativity between 150 and 300 ms, and no P600,
while those containing number mismatching attractors elicited
neither early posterior negativity nor P600 effects. Although
the authors suggest that the posterior negativity resembles
the timing and distribution of the N400, the distribution of
the negativity related to morphosyntactic violations is rather
frontal (and lateralized: LAN) and starts later on (300 ms
after the stimulus onset) (see Molinaro et al., 2011, 2015;
Tanner, 2015 for an extensive review and discussion). These
different ERP patterns might be due to the naturalistic procedure
used in this study (i.e., sentences were auditorily presented
and embedded in discourse), as compared to the procedure
used in most other studies. Regardless of the origin of the
atypical early components in this study, the relevant fact for
our discussion is that agreement attraction effects reached
significance only in ungrammatical sentences (differences
between sentences with number matching vs. mismatching
attractor NPs), replicating the asymmetric pattern of attraction
effects. Shen et al. (2013) interpreted these results as evidence
that subject agreement is affected by the presence of number-
bearing elements other than the subject itself, with number
mismatching elements completely “masking” subject agreement
violations.

There are two more studies that explored number attraction
effects in subject-verb agreement, but they did not analyze
whether these were asymmetric. In an acceptability rating task,
Severens et al. (2008) explored in Dutch whether the ambiguity
of the determiner of the controller NP affects number attraction.
In number match conditions, an atypical ERP pattern related
to morphological agreement violations was found, as subject
agreement violations only elicited an N400, not followed by
a P600. This was interpreted to reflect a blatant violation of
the expected verb form during a first, syntactically shallow
process that cannot be repaired by further analysis, resulting

in the absence of a P600. In violations involving number
mismatching conditions, only a P600 was elicited, which was
interpreted as reflecting a deeper syntactic processing triggered
by the strong conflict between a shallow syntactic analysis that
suggests the first noun (singular) to be the controller and a
combinatorial analysis that suggest the noun (plural) agreeing
in number with the verb (i.e., the attractor) to be the controller.
In other words, the agreement attraction effects were argued to
prevent the generation of a N400 component correlated to the
ungrammatical verb. Similar findings were reported by Chen
etal. (2007) for English singular subject agreement, although this
study reported a LAN instead of a N400. Here, a biphasic LAN-
P600 pattern was observed in matching conditions, while only a
P600 (but no LAN) was reported in mismatching conditions (i.e.,
The price of the cars *were. ..”).

In summary, the electrophysiological indexes of attraction are
mainly reflected by a reduction of main ERP components related
to agreement violation detection. The most consistent finding
is the reduction of the later P600 component, found in three
out of six studies (Kaan, 2002; Tanner et al., 2014, 2016). The
other studies showed a reduction of diverse early components:
a posterior early negativity (Shen et al., 2013), an N400 (Severens
etal., 2008), ora LAN (Chen et al., 2007), but two showed atypical
ERP components in the baseline number matching conditions,
which might pose problems to the generalizability of attraction
effect to other types of dependencies. Further research needs to
bring some light on the origin of such heterogeneous patterns
of attraction effects in subject-verb agreement. However, it is
worth noting that all the studies that explored it found an
asymmetrical pattern of attraction effects (KKaan, 2002; Shen et al.,
2013; Tanner et al., 2014, 2016), which supports the similarity-
based interference account of attraction (Lewis and Vasishth,
2005; Wagers et al., 2009).

THE PRESENT STUDY

In the present study, we explore for the first time the behavioral
and neurophysiological processes of number attraction when
processing antecedent-object clitic dependencies in Spanish. We
investigate whether antecedent-clitic dependencies are resilient
to attraction effects with the aim to provide some experimental
evidence on whether clitic dependencies are processed like an
agreement dependency or a pronominal dependency.

We carried out two acceptability judgment experiments in
Spanish. In each experiment, Spanish native speakers were
presented with sentences that had an inanimate object NP
containing a PP ([xyp Det N [pp P [np Det N]]]). The Noun
inside the PP either matched or mismatched in number with
the Noun of the main NP. This complex NP was followed by
a left-dislocated object clitic that either matched (grammatical)
or mismatched (ungrammatical) in number with the antecedent
NP. Clitic left-dislocated structures were investigated for the
reason that in peninsular Spanish this is the only way to have the
antecedent of the clitic in the same main sentence as the clitic.
In this case, all our sentences contained an omitted subject that
in its overt form would be placed between the object NP and the
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TABLE 1 | Sample set of experimental items for Experiments 1 and 2.

Sentences

Conditions

Attractor number Grammaticality

Singular objects (Experiments 1 and 2)
(1) El cartero afirmé que el paquete para el vecino lo entregd a tiempo.
(2) El cartero afirmé que el paquete para el vecino *los entregd a tiempo.

Singular (match) Grammatical

Singular (match) Ungrammatical

“The postman stated that the package for the neighbor (he) delivered it/*them on time”

(3) El cartero afirmo que el paquete para los vecinos lo entregd a tiempo.
(4) El cartero afirmé que el paquete para los vecinos *los entregd a tiempo.

Plural (mismatch) Grammatical

Plural (mismatch) Ungrammatical

“The postman stated that the package for the neighbors (he) delivered it/*them on time”

Plural objects (Experiment 1)
(5) El cartero afirmé que los paquetes para los vecinos los entregd a tiempo.
(6) El cartero afirmé que los paquetes para los vecinos *lo entregé a tiempo.

“The postman stated that the packages for the neighbors (he) delivered *it/them on time”

(7) El cartero afirmé que los paquetes para el vecino los entregd a tiempo.
(8) El cartero afirmé que los paquetes para el vecino *lo entregd a tiempo.

Plural (match) Grammatical
Plural (match) Ungrammatical
Singular (mismatch) Grammatical
Singular (mismatch) Ungrammatical

“The postman stated that the packages for the neighbor (he) delivered *it/them on time”

clitic (see Table 1)'. In Experiment 1, a self-paced reading task
was used and singular and plural antecedent NPs were presented.
In Experiment 2, singular antecedent NPs were presented and
the acceptability ratings and electrophysiological responses of
participants were recorded while reading sentences presented
with a RSVP paradigm.

EXPERIMENT 1

In Experiment 1 we explored whether the number attraction
effects previously observed for subject-verb agreement (e.g.,
Nicol et al., 1997; Pearlmutter et al., 1999; Pearlmutter, 2000;
Wagers et al, 2009) obtain during the processing of the
dependency between antecedents and clitics. If this dependency
is a subtype of agreement as suggested by the Clitics as Agreement
Hypothesis we expect faster reading times and lower accuracy
judging ungrammatical sentences containing antecedent NPs
containing a number matching attractor NP (Wagers et al,,
2009). Since, for the sake of completeness, we included singular
and plural antecedents, we also expect to replicate the number
markedness effects of attraction (Nicol et al., 1997; Wagers et al.,
2009), so that larger attraction effects (if any) are expected

"Note that in these types of structures the object NP (el paquete para los vecinos,
in the example of Table 1) might have been interpreted as a subject which might
have predicted the following word to be a verb (el paquete para los vecinos era. . .,
“the package for the neighbors was. ..”) instead of a left-dislocated object clitic (el
paquete para los vecinos lo . . ., lit. “the package for the neighbors it ...”). Due to
this ambiguity, one might argue that the NP would only be recognized as an object
NP when the verb is reached, and thus participants might be stuck in a garden-path
until then. However, since in our materials all the NPs were inanimate, they would
have been most likely interpreted as the subjects of an intransitive event, because
the subjects of transitive events are more likely to be animate. Thus, reading at the
critical region an object clitic instead of a verb would suffice to break the garden-
path effect, as it would strongly prioritize interpreting the antecedent NP as an
object NP. Importantly, it is worth noting that in the event the antecedent NP was
interpreted as a subject NP, the noun inside the PP (el/los vecino/s) could not be
considered the antecedent of the object clitic (lo/s) in Peninsular Spanish. We thank
Brian Dillon for pointing out to this possible confound.

for sentences containing singular antecedent NPs, than for
sentences containing plural antecedent NPs. However, if clitics
establish pronominal dependencies as argued by the Clitics as
Pronouns Hypothesis, no attraction effects are expected in self-
paced readings (Experiment 1), as suggested by previous evidence
with other pronominal forms like reflexives (Dillon et al., 2013;
Parker and Phillips, 2017). In sum, the presence of attraction
effects suggests that antecedent-clitic dependencies are processed
as a subtype of agreement.

At this point, we would like to add a cautionary note about
the time course at which these effects are to be observed. In most
self-paced reading studies, attraction effects appear in the region
following the critical verb (Wagers et al., 2009; Lago et al., 2015).
In our experimental sentences, as in Pearlmutter et al. (1999),
the attractor NP immediately precedes the clitic, so that some
attractor number carry-over effects are expected (Wagers et al.,
2009). Hence, we expect attraction (and acceptability) effects to
arise at the position following the critical word (CW), the clitic.

Method

Participants

Sixty native speakers of Spanish (42 females, mean age years
22.7; SD = 5.8), undergraduates at the University of the Basque
Country (UPV/EHU) were paid for their participation in the
study. All Participants gave written informed consent under
experimental protocols approved by the Ethics Committee of the
UPV/EHU (Comité de Etica para las Investigaciones relacionadas
con Seres Humanos, CEISH), in accordance with the Declaration
of Helsinki.

Materials

Experimental materials consisted of 48 sentences. Each sentence
had the following structure: a subject NP followed by the main
verb and a subordinate clause containing an object NP + object-
clitic + subordinate verb 4+ PP (see Table 1 and Appendix).
Crucially, object NPs were third person and contained a singular
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or plural head noun and a singular or plural NP inside
the modifying PP. Eight experimental conditions were created
crossing three factors: Object Number (singular vs. plural)
vs. Attractor Number (singular vs. plural) and Grammaticality
(grammatical vs. ungrammatical sentences). Each sentence was
presented once in each of these conditions.

Additionally, we created 96 filler sentences to introduce
some variability in the stimuli. 84 of these filler sentences were
grammatical and 12 contained subject-verb agreement violations.
We created eight lists containing 144 sentences, from which 48
were experimental sentences (6 per condition) and 96 were fillers.
Each list contained a total of 36 (25%) ungrammatical sentences.
Each participant was presented with only one of these lists.
Each item was presented only once in each list. Four additional
sentences (2 grammatical and 2 ungrammatical) were used as
practice trials.

Procedure

Linger (Rohde, 2001) software was used to present the stimuli.
Before the experiment started, participants received written
instructions about the main procedure. They were asked to read
and understand sentences word-by-word as fast as they could by
pressing the spacebar in a self-paced reading task. The materials
were pseudo-randomized in the following way: no sentences of
the same condition were displayed one after another and each
experimental sentence (see examples 1-8 in Table 1) was followed
by a filler sentence. A fixation cross (+) indicated the beginning of
each trial. After each sentence a question mark was presented and
participants were instructed to press one of two buttons (1 and 2
on the keyboard) depending on whether the previously displayed
sentence was grammatical or not. Half of the participants pressed
1 for grammatical sentences and 2 for ungrammatical sentences;
the other half used the reversed configuration. All 144 sentences
were distributed over 4 blocks, and participants were asked to
have short breaks between these blocks. Before the experiment
began, participants were familiarized with the procedure by
means of a short trial session in which 4 sentences were presented
(2 grammatical, 2 ungrammatical sentences). The experiment
lasted about 25 min.

Data Analysis
Acceptability judgment accuracy and reading time data were
analyzed with mixed logit and linear mixed effects regression
models, respectively. Reading times faster than 50 ms or slower
than 4000 ms were excluded (0.5% of the data), and reading times
that exceeded a threshold of 2.5 standard deviations by region and
condition were excluded (2.3% of the analyzed data). Next, raw
reading times were log-transformed to normalize the data and
spill-over effects of the previous two words were calculated for
each word region®.

In the analyses of grammaticality judgment and self-
paced reading time data, our binomial variable (whether

The spill-over effects were computed following the steps described in Florian
Jaeger’s blog: http://www.hlplab.wordpress.com/2008/01/23/modeling- self- paced-
reading- data- effects- of-word-length-word- position-spill-over-etc/ and https:
//hlplab.wordpress.com/2007/11/23/spill- over- effects- in- self- paced-reading/;
accessed June 7, 2017).

a grammaticality judgment was performed or not in the
grammaticality judgment task), or log-transformed reading time
dependent variables were fitted with (generalized) linear mixed
regression models including crossed random and fixed effects
(Baayen, 2008; Baayen et al., 2008; Jaeger, 2008). The following
sum coded fixed factors were included in the models: Object
Number (singular vs. plural), Attractor Number (singular vs.
plural), Grammaticality (grammatical vs. ungrammatical), and
their interactions. In the reading time analyses, the spill-
over effects of the two previous words were also included
in the model as fixed effects. When the maximal model
failed to converge or showed high correlation parameters
between random effects (>0.8), we used the backward selection
based on 2. Finally, whenever a significant interaction effect
revealed different patterns of results for the involved fixed
factors, we run simpler models that split without one of
the involved fixed factors in order to find the source of
the interaction (e.g., when the three-way interaction was
significant, we run two separate models including the Attractor
Number, Grammaticality, and their interactions as fixed factors;
the maximal random effect structures of the main models
was kept). All analyses were carried out in R (version
3.4.0; R Development Core Team, 2013) using the ImerTest
package.

Results

Grammaticality Judgment Errors (See Table 2)

The maximal random effect structure justified by model
comparison included a by-participant Grammaticality random
slope. The results showed significant Attractor Number
(p=0.370, SE=10.070,z =5.224, p < 0.001), and Grammaticality
(B = —0.281, SE = 0.126, z = —2.215, p = 0.026) effects. These
effects showed that more errors were produced in grammatical
than ungrammatical sentences and in sentences where the
number of the antecedent NP and the attractor mismatched than
matched.

There was also a significant Attractor Number by Object
Number interaction (B = —0.390, SE = 0.070, z = —5.506,
p <0.001), revealing larger attraction effects (more errors judging
sentences with number mismatching than matching attractors)
in sentences containing singular than plural objects. The simpler
models revealed that the attraction effects were only significant
in sentences containing a singular object (8 = 0.766, SE = 0.106,
z = 7.168, p < 0.001) but not in sentences containing a plural
object (8 = —0.022, SE = 0.096, z = —0.235, p < 0.814). Finally,
the three-way interaction was marginally significant (B = —0.130,
SE = 0.070, z = —1.846, p < 0.064), revealing different
grammaticality by attraction patterns in sentences containing
singular and plural objects. The simpler models revealed a non-
significant Attractor Number by Grammaticality interaction in
sentences containing singular objects (B = 0.080, SE = 0.106,
z =0.758, p < 0.448), but a significant interaction for sentences
with plural objects (B = —0.218, SE = 0.096, z = —2.260,
p < 0.023). The later interaction revealed different direction of
attraction effects in grammatical and ungrammatical conditions,
but these effects were not significant in either condition (all
ps > 0.10). No further effects were found (all z < 2).
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TABLE 2 | Raw count of errors (from a total of 360 responses per condition; percentages in brackets) and reaction time (ms) values of participants’ performance in the

grammaticality judgment task in each experimental condition of Experiment 1.

Grammaticality judgment errors

Response latencies

Grammatical Ungrammatical Grammatical Ungrammatical

Singular object
Singular attractor (match) 22 (6.1%) 15 (4.2%) 591 544
Plural attractor (mismatch) 67 (18.6%) 57 (15.8%) 603 570
Attraction effect —45 (—12.5%) —42 (—11.6%) —11 —26
Plural object
Plural attractor (match) 38 (10.6%) 34 (9.4%) 583 556
Singular attractor (mismatch) 51 (14.2%) 23 (6.4%) 586 589
Attraction effect —13 (—3.6%) 11 (3.0%) -3 -33
TABLE 3 | Self-paced reading results (in ms) in each experimental condition of Experiment 1.

RI R2 R3 R4 R5 R6 R7 R8 R9 cw CW+1 CW+2 CW+3
Singular object
Match-grammatical 391 459 467 435 418 461 438 401 490 450 496 441 703
Match-ungrammatical 385 445 457 428 412 446 426 402 487 480 577 418 555
Grammaticality effect 7 14 10 7 7 16 12 -1 4 —-30 —-80 28 148
Mismatch-grammatical 382 443 444 416 398 442 433 422 495 485 517 472 715
Mismatch-ungrammatical 401 456 464 410 401 459 428 416 538 516 600 461 608
Grammaticality effect —19 —12 -20 6 —4 —17 4 6 —42 —31 -84 11 107
Attraction effect (Gramm) 9 15 23 19 21 20 5 —21 -5 —35 —-20 —31 —-12
Attraction effect (Ungramm) —16 —-11 -6 18 11 -13 -2 —14 -51 —-36 -23 —43 -53
Plural object
Match-grammatical 379 448 454 426 405 467 442 417 524 507 521 472 680
Match-ungrammatical 396 449 482 424 429 480 447 423 511 494 620 433 557
Grammaticality effect —17 -1 -28 1 —24 —14 —6 —6 13 13 —-99 39 123
Mismatch-grammatical 387 447 457 421 422 456 446 411 509 478 512 472 712
Mismatch-ungrammatical 383 438 465 412 410 470 438 412 490 487 612 458 581
Grammaticality effect 4 9 -8 9 12 —14 8 -1 19 -9 -99 14 132
Attraction effect (Gramm) -8 0 -3 4 —17 11 -5 6 15 29 9 0 -32
Attraction effect (Ungramm) 14 10 17 12 19 11 9 12 21 7 9 25 —24

R, region; CW, critical word (object-clitic). Region by region means segregated by object number and grammaticality and main grammaticality effects (grammatical minus
ungrammatical conditions) and attraction effects (match minus mismatch conditions). Sample sentence (singular object conditions): Elry) carterorg) afirmdrs) quers)
el(rs) paquete re) parary) el/losrg) vecino(s)re lo/*loscw) entregdcyy + 1y acw+2) tiempocw+3)-

Grammaticality Judgment Response Latencies
(See Table 2)

None of the effects were significant (all ts < 2).

Self-paced Reading Response Latencies

The maximal random effect structures justified by model
comparison that did not have convergence or high correlation
parameter problems did not include any random slopes for
regions R5, R6, R7, CW+2, and CW+-3 and contained a by-item
Attractor Number random slope for regions R8, R9, CW,
and CW+1° (see Tables 3, 4, for the self-paced reading data,
reported in milliseconds, and the mixed-effect model based on

3Note that the models with or without the by-item Attractor Number random slope
revealed the same patterns of results in all regions (even if the models showed
overparameterization in regions R5, R6, R7, CW+2, and CW+-3). Analysis with
log-transformed residual reading times as a dependent variable also showed similar
results as the ones reported with log-transformed reading times.

log-transformed reading times, respectively). The main effect
of Object Number was significant at the object region and
marginally significant at the following region (R6 and R7) as well
as at the two regions after the clitic (CW+1 and CW+-2), with
slower reading times in sentences containing plural than singular
objects. The main effect of Grammaticality was marginally
significant at the region after the object noun, which must be
random, but most importantly it was fully significant at the
region after the clitic (CW+1), revealing that participants were
slower reading ungrammatical than grammatical sentences. This
Grammaticality effect reversed in the last two regions of the
sentence (CW+2 and CW+3). In this regard, the significant
Grammaticality by Object Number interaction found at the
clitic region revealed that this grammaticality effect was already
present at the clitic region in sentences containing singular
objects (B = 0.024, SE = 0.008, t = 2.773, p = 0.005), while it was
not significant in sentences containing plural objects (p > 0.3)
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TABLE 4 | Linear mixed models for the analysis of the self-paced log-transformed reading times per region in Experiment 1.

Predictor B SE t-value p
R5
(Intercept) 2.897 0.115 25.132 <0.001
Object number 0.007 0.005 1.454 0.146
Attractor number —0.003 0.005 —0.593 0.553
Grammaticality 0.005 0.005 1.118 0.263
Attractor number x Object number 0.003 0.005 0.536 0.591
Grammaticality x Object number 0.002 0.005 0.323 0.746
Attractor number x Grammaticality —0.006 0.005 —1.243 0.213
3-way interaction —0.012 0.005 —2.439 0.014
Spillover_1 0.292 0.017 16.867 <0.001
Spillover_2 0.219 0.015 14.910 <0.001
R6
(Intercept) 2.094 0.144 14.556 <0.001
Object number 0.013 0.006 2.347 0.019
Attractor number —0.002 0.006 —0.394 0.694
Grammaticality 0.002 0.006 0.331 0.741
Attractor number x Object number —0.007 0.006 —1.284 0.199
Grammaticality x Object Number 0.003 0.006 0.471 0.637
Attractor number x Grammaticality 0.008 0.006 1.442 0.149
3-way interaction —0.002 0.006 -0.271 0.786
Spillover_1 0.387 0.021 18.541 <0.001
Spillover_2 0.276 0.021 13.300 <0.001
R7
(Intercept) 3.094 0.112 27.639 <0.001
Object number 0.008 0.005 1.726 0.084
Attractor number 0.005 0.005 1.110 0.267
Grammaticality —0.009 0.005 —1.896 0.058
Attractor number x Object Number —0.005 0.005 —-1.018 0.308
Grammaticality x Object Number 0.003 0.005 0.632 0.527
Attractor number x Grammaticality —0.001 0.005 -0.274 0.784
3-way interaction —0.003 0.005 —0.568 0.569
Spillover_1 0.213 0.016 13.747 <0.001
Spillover_2 0.275 0.019 14.755 <0.001
R8
(Intercept) 3.123 0.106 29.527 <0.001
Object number 0.003 0.004 0.732 0.464
Attractor Number 0.004 0.005 0.898 0.373
Grammaticality 0.002 0.004 0.649 0.516
Attractor number x Object number —-0.010 0.004 —2.286 0.022
Grammaticality x Object number 0.002 0.004 0.556 0.578
Attractor number x Grammaticality —<0.001 0.004 —0.149 0.881
3-way interaction 0.001 0.004 0.285 0.775
Spillover_1 0.254 0.016 15.323 <0.001
Spillover_2 0.217 0.014 15.502 <0.001
R9
(Intercept) 1.913 0.165 11.538 <0.001
Object number —0.002 0.006 —0.320 0.749
Attractor number 0.003 0.006 0.486 0.629
Grammaticality —<0.001 0.006 —0.047 0.962
Attractor number x Object number —-0.019 0.006 —3.052 0.002
Grammaticality x Object number -0.013 0.006 —2.149 0.031
Attractor number x Grammaticality 0.004 0.006 0.638 0.5623
(Continued)
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TABLE 4 | Continued

Predictor ] SE t-value p
3-way interaction —0.003 0.006 —0.599 0.549
Spillover_1 0.356 0.024 14.636 <0.001
Spillover_2 0.350 0.023 15.086 <0.001
cw

(Intercept) 3.469 0.147 23.547 <0.001
Object number 0.008 0.006 1.318 0.187
Attractor number 0.008 0.006 1.214 0.230
Grammaticality 0.008 0.006 1.315 0.188
Attractor number x Object number —0.023 0.006 —3.645 <0.001
Grammaticality x Object number —-0.016 0.006 —2.629 0.008
Attractor number x Grammaticality 0.001 0.006 0.260 0.794
3-way interaction —<0.001 0.006 —0.039 0.968
Spillover_1 0.189 0.017 10.884 <0.001
Spillover_2 0.249 0.024 10.258 <0.001
CW+1

(Intercept) 3.456 0.159 21.618 <0.001
Object number 0.014 0.007 1.895 0.058
Attractor number 0.020 0.008 2.563 0.013
Grammaticality 0.070 0.007 9.256 <0.001
Attractor number x Object number —0.001 0.007 —0.236 0.813
Grammaticality x Object number 0.004 0.007 0.571 0.568
Attractor number x Grammaticality —0.003 0.007 —0.450 0.652
3-way interaction —0.006 0.007 —0.854 0.393
Spillover_1 0.188 0.021 8.562 <0.001
Spillover_2 0.269 0.020 13.159 <0.001
CW+2

(Intercept) 5.283 0.142 37.285 <0.001
Object number 0.013 0.007 1.810 0.070
Attractor number 0.026 0.007 3.631 <0.001
Grammaticality —0.035 0.007 —4.828 <0.001
Attractor number x Object number —0.014 0.007 —1.930 0.053
Grammaticality x Object number 0.004 0.007 0.594 0.552
Attractor number x Grammaticality 0.011 0.007 1.506 0.132
3-way interaction —0.006 0.007 —0.834 0.404
Spillover_1 0.015 0.016 0.926 0.354
Spillover_2 0.111 0.020 5.573 <0.001
CW+3

(Intercept) 2.620 0.217 12.060 <0.001
Object number —0.008 0.010 —0.820 0.412
Attractor number 0.011 0.010 1.103 0.270
Grammaticality —0.136 0.010 —-13.249 <0.001
Attractor number x Object number —0.002 0.010 —-0.178 0.858
Grammaticality x Object number —0.005 0.010 —0.542 0.588
Attractor number x Grammaticality 0.009 0.010 0.876 0.380
3-way interaction —-0.017 0.010 —-1.719 0.085
Spillover_1 0.375 0.027 13.918 <0.001
Spillover_2 0.250 0.023 10.720 <0.001

R, region; CW, critical word (clitic). Sample sentence for the analyzed regions (singular object conditions): (.. .) €l(rs) paquete(rs) para(rz) el/los(rs) vecino(s)(re) lo/*Ios(cw)
entrego(cw-+ 1) @lcw-+2) tlempolow+3)-

(see Figures 1, 2). This interaction was also found in the region opposite effects of grammaticality in sentences with singular vs.
preceding the clitic region where violations might occur (R9),and  plural objects (both ps > 0.1). This effect must be random and is
it only signals the presence of non-significant random trends of  not further discussed.
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Singular antecedent-clitic dependencies
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FIGURE 1 | Self-paced reading results of sentences with singular object nouns (Experiment 1). Region by region means segregated by object noun number and
grammaticality. The bars associated with each mean represent standard errors. Sample sentence: Elr1) carterory) afirmorg) quera) €l(rsy paquetere) parary)
el/losrg) vecino(s)(rey 10/*10scwy entregdcw+ 1y acw+2) emMpocw+-3)-

Plural antecedent-clitic dependencies
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FIGURE 2 | Self-paced reading results of sentences with plural object nouns (Experiment 1). Region by region means segregated by object noun number and
grammaticality. The bars associated with each mean represent standard errors. Sample sentence: El(r1) cartero(gy) afirmors) quera) l0sRrs) paquetes re) parary)
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The main effect of Attractor Number was significant at
the post-clitic region and the following region (CW+1 and
CW+2), showing that participants were slower reading sentences
containing attractors that mismatched rather than matched in
number with the object.

The Attractor Number by Object Number interaction was
significant at the regions of the determiner of the attractor, the
attractor and the clitic (R8, R9, CW), as well as marginally
significant two regions after the clitic (CW+-2). This interaction
seems to reveal plural marking slow down effects (and carry-
over of such effects) rather than number attraction effects.
This is because, in the case of sentences containing singular
objects, participants showed slower reading times in sentences
containing number mismatching plural rather than number
matching singular attractors (R8: p = 0.014, SE = 0.007, t = 2.096,
p = 0.041; R9: B = 0.022, SE = 0.010, ¢t = 2.196, p = 0.033;
CW: B = 0.024, SE = 0.008, t = 2.773, p < 0.001; CW+2:
B = 0.037, SE = 0.009, t = 3.941, p < 0.001). However, in
sentences with plural objects, no attractor number effects were
found in regions R8, CW and CW+2 (all ps > 0.10), and a
marginally significant reversed attraction effect was only found
at the region preceding the clitic (R9: p = —0.015, SE = 0.009,
t = —1.725, p = 0.085), with faster reading times in sentences
containing number mismatching singular rather than number
matching plural attractors.

The Grammaticality by Attractor Number two-way
interaction was not significant at any region. The three-way
interaction was significant at R5, which must have been random,
and was marginally significant at the last region at which wrap-up
effects occur.

Discussion

The grammaticality judgment accuracy data replicated two of
the most common findings in agreement: (a) An attraction
effect: participants produced more grammaticality judgment
errors when sentences contained an attractor that mismatched
the number of the antecedent NP as compared to sentences
containing a number matching attractor (Nicol et al., 1997;
Franck et al.,, 2015); (b) A markedness effect: attraction effects
obtained with singular but not with plural antecedent NPs
(Bock and Miller, 1991; Eberhard, 1997; Pearlmutter et al.,
1999; Pearlmutter, 2000; Wagers et al., 2009). Plural attractors
disrupted participants’ grammaticality judgment accuracy both
when accepting grammatical sentences and when rejecting
ungrammatical ones. This replicates the finding of attraction
effects in the judgment of grammatical sentences by Nicol et al.
(1997: Experiment 2), in contrasts with the results of Franck et al.
(2015: Experiment 3).

Reading time results are less conclusive. This is because,
despite the inclusion of spill-over effects in the model, the main
number attraction effects seem to reflect carry-over effects of the
larger difficulty of processing the number of the plural attractor
presented just before the clitic (Pearlmutter et al., 1999; Wagers
et al.,, 2009): in sentences containing singular antecedent NPs,
the presence of plural attractors, as compared to singular ones,
slowed down participants’ reading times. This effect persisted at
the clitic region and the following ones, both in grammatical and

ungrammatical sentences. In contrast, in sentences containing
plural antecedent NPs, reading times at the attractor noun region
were slower for matching plural than mismatching singular
attractors. These slow down effects occurred only in grammatical
sentences, and persisted only until the following clitic region.
The fact that these effects appear in sentences with singular
and plural antecedent NPs at the regions where the attractor is
presented suggests that part, if not all, of the attractor number
effects are due to the greater reading and processing cost of
morphologically marked plural attractors. Consequently, we
argue that these effects are not bona fide agreement attraction
effects.

Importantly, similar grammaticality effects obtained while
reading sentences containing singular or plural antecedent object
NPs. In both cases, the presence of clitics mismatching in
number with their antecedent NP (ungrammatical) led to slower
reading times than those obtained for matching antecedent-clitic
pairs (grammatical). These differences arose at the clitic region
in sentences with singular dependencies, and at the following
region in sentences with plural dependencies.* But in both
cases, at the two-final regions ungrammatical sentences were
read faster than grammatical ones. This is probably because,
once participants detected the ungrammaticality of the sentence
at previous regions (CW or CW+1), they simply speeded up
reading the sentence to complete the grammaticality judgment
task.

Grammaticality judgment accuracy data indicate that
attraction effects occur both in grammatical and ungrammatical
sentences in antecedent-clitic dependencies, but no significant
effects were found in reading times. Reading time measures
revealed no attraction effects, and we argue this is because
they were obscured by the carry-over effects of the processing
of the preceding plural attractor NPs. Hence, accuracy data
suggests that clitic dependencies are affected by the same factors
as subject-verb agreement, which would favor the Clitics as
Agreement Hypothesis (e.g., Sufier, 1988; Franco, 2000) according
to which clitics are agreement morphemes. In contrast, reading
time data suggest that the processing of clitic dependencies is not
affected by the same factors as subject-verb agreement and that
might be processed differently (as suggested by Phillips et al.,
2011; Dillon et al., 2013), which could be interpreted as evidence
favoring the Clitics as Pronouns Hypothesis, according to which
clitics are pronouns generated at the argument position that
moved to the verb (e.g., Kayne, 1975; Torrego, 1988; Uriagereka,
1995; Sportiche, 1998; Anagnostopoulou, 2003; Marchis and
Alexiadou, 2013, among others). In order to shed more light on
this issue, in Experiment 2 we use ERP methods with which,
due to their finer temporal resolution than self-paced reading
methods, we might be able to detect the presence of (any)
attraction effects that overcome the carry-over effects of the
processing of plural attractor nouns.

“The fact that grammaticality effects were already detected at the critical region in
singular object antecedent conditions suggests that the possible garden path effects
elicited while reading the ambiguous antecedent NP were solved at the critical
object clitic region, without the need to wait until the following verb region (see
Footnote 1).
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EXPERIMENT 2

Self-paced reading measures in Experiment 1 did not reveal
attraction effects. Due to the finer temporal resolution of
electrophysiological measures, in Experiment 2 we sought to
detect attraction effects, if there are any, at clitic position. In this
case, and following previous ERP evidence (Rossi et al., 2014), we
expect clitic number violations to elicit a P600 component, which
might also be preceded by a negative (N400 or LAN) component
similar to the one reported for gender violations (Silva-Pereyra
etal., 2012). Importantly, if clitics are agreement morphemes, we
should be able to detect similar number attraction effects as those
reported for subject-verb agreement (Kaan, 2002; Shen et al.,
2013; Tanner et al., 2014, 2016), and we expect attraction effects
to reduce the magnitude of the ERP components, particularly the
P600.

Method

Participants

Forty-six native speakers of Spanish (mean age 21.96 years;
SD = 5.29), undergraduates at the University of the Basque
Country (UPV/EHU), were paid for their participation.
All participants were right-handed (Edinburgh Handedness
Inventory, Oldfield, 1971) and they had normal or corrected
to normal vision. All participants gave written informed
consent under an experimental protocol approved by the Ethics
Committee of the UPV/EHU (CEISH), in accordance with the
Declaration of Helsinki.

Materials and Procedure

We used the same materials as in Experiment 1. However,
in order to simplify the experimental design, only singular
clitic dependencies were tested, and only four experimental
conditions created, crossing two factors: Attractor Number
(singular vs. plural) and Grammaticality (grammatical vs.
ungrammatical object-clitics; see Table 1, examples 1-4). We
created four lists containing 168 sentences, from which 48 were
experimental sentences (12 per condition) and 120 were fillers (24
contained singular subject-verb agreement violations and 96 were
grammatical sentences). Thus, only 28.6% of the sentences were
ungrammatical (48 out of 168). All further details were the same
as in Experiment 1.

The experiment was performed using Presentation® software
(Version 16.0°). Before the experiment started, participants were
instructed about the EEG procedure and seated comfortably
in a quiet room in front of a 17 inch monitor. All sentences
were displayed in the middle of the screen word-by-word for
350 ms (ISI = 200 ms) in a rapid serial visual presentation
paradigm. Materials were pseudo-randomized in the following
way: no sentences of the same condition were displayed one
after another and each experimental sentence was followed by
a filler sentence. A fixation cross (+) indicated the beginning of
each trial. After each sentence the words CORRECTO (‘correct’)
and INCORRECTO (‘incorrect’) appeared on screen for 3000 ms,
asking subjects to press one of two buttons (left or right, with

Swww.neurobs.com

response hand counterbalanced across participants) depending
on whether the previously displayed sentence was grammatical
or not. All 168 sentences were distributed over four blocks.
Participants could take short breaks between blocks. Before
the experiment began, participants ran a four trial procedure
familiarization session. They were instructed not to blink or move
when sentences were displayed and to make the grammaticality
judgment as fast as possible. The whole session lasted no longer
than 1 h.

EEG Recording

The ERPs were recorded from 32 scalp electrodes mounted in an
elastic cap (Electro-Cap International, Inc.; 10-20 system). The
electrodes were placed as follows: Fp1, Fpz, Fp2, F7, F3, Ground
electrode, FZ, F4, F8, C5A, C1A, C2A, C6A, T3, C3, CZ, C4, T4,
TCP1, C1P, C2P, TCP2, T5, P3, PZ, P4, T6, P1P, P2P, O1, Oz, and
02. All electrodes were referenced to left and right mastoids and
rereferenced off-line to the nasal-bone electrode. The vertical
and horizontal electro-oculograms (VEOG and HEOG) were
recorded from electrodes located below (VEOG) and at the outer
canthus (HEOG) of the right eye. Electrode impedance was kept
below 10 kQ. The electrical signals were digitalized on-line at
a rate of 250 Hz and filtered oft-line with a bandpass of 0.1-
35 Hz (half-amplitude cut-offs). After the stimuli were recorded,
the artifact rejection procedure was applied (off-line) in order
to exclude periods containing eye blinks, head movements or
technical artifacts from the data analysis.

Data Analysis

The same type of analysis as in Experiment 1 was performed
for the behavioral data analysis, with the difference that
models only included participants as a unique random effect
(item random effect could not be added due to coding
limitations in the ERP experimental design). The maximal
random effect structure justified by model comparison included
a by-participant Grammaticality random slope in the error and
response latency analyses. For the electrophysiological data,
ANOVA analyses were performed. Average ERPs were computed
for each word and each electrode and the 200 ms pre-stimulus
baseline was used. Trials with artifacts were excluded from
averages. For statistical analyses 9 regions of interest (ROI) were
generated, 6 for lateral and 3 for midline electrodes: left frontal
(F7, F3, C5A), left central (T3, C3, TCP1), left parietal (T5, P3,
O1), right frontal (F4, F8, C6A), right central (C4, T4, TCP2)
and right parietal (P4, T6, O2). Midline electrodes were analyzed
separately and three ROIs were created for them: frontal (CIA,
FZ, C2A), central (C1P, Cz, C2P) and parietal (P1P, Pz, P2P).

As for lateral electrodes, an overall ANOVA was performed
for the four within-subject variables included in the analyses:
Attractor Number (singular vs. plural), Grammaticality
(grammatical vs. ungrammatical), Hemisphere (left vs. right) and
Region (frontal vs. central vs. posterior). Midline electrodes
analysis included Region (central frontal vs. central vs.
central posterior), Attractor Number (singular vs. plural),
and Grammaticality (grammatical vs. ungrammatical), and
they were analyzed separately from lateral electrodes. Further
statistical analyses (MANOVAs) were conducted for each
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particular ROI whenever appropriate. Effects for Hemisphere or
Region factors were only reported when they interacted with any
of the main experimental manipulations: Attractor Number and
Grammaticality.

Since ERPs are very sensitive to differences in the context
preceding the critical region, our main analysis focused on the
ERP components elicited by grammaticality effects in sentences
containing singular and plural attractors, separately (examples
1 vs. 2; and 3 vs. 4 in Table 1, respectively). However, in order
to explore asymmetric grammatical effects on attraction (Wagers
etal., 2009; Shen et al., 2013), we also compared the main number
attraction effects in grammatical and ungrammatical sentences
separately (examples 1 vs. 3 and 2 vs. 4 in Table 1).

Results

Grammaticality Judgment Errors

Analyses revealed significant Attractor Number (B = 0.626,
SE = 0.074, z = 8.403, p < 0.001), with more errors produced in
sentences containing number mismatching plural attractors than
in sentences containing number matching singular attractors.
The significant Attractor Number by Grammaticality interaction
(B = 0.188, SE = 0.074, z = 2.528, p = 0.011) revealed
that attraction effects were larger in ungrammatical sentences
(p=0.814, SE=0.104, z =7.803, p < 0.001) than in grammatical
ones (B = 0.438, SE = 0.106, z = 4.111, p < 0.001; see Table 5).

Grammaticality Judgment Response Latencies

The main effects of Attractor Number ( = 0.048, SE = 0.012,
t = 3.975, p < 0.001) and Grammaticality were significant
(B = —0.117, SE = 0.018, t = —6.499, p < 0.001), showing that
participants were faster judging sentences containing number
mismatching than matching attractors and were also faster
rejecting ungrammatical sentences than accepting grammatical
ones. The significant Attractor Number by Grammaticality
interaction (B = 0.042, SE = 0.012, t = 3.458, p < 0.001) revealed
attraction effects only when ungrammatical sentences had to be
rejected (B = 0.095, SE = 0.017, t = 5.361, p < 0.001; with slower
responses for sentences containing number mismatching than
matching attractors.

ERP Results

Based on visual inspection and on previous ERP studies (Kaan,
2002; Chen et al., 2007; Severens et al., 2008; Dillon et al., 2013;
Shen et al., 2013; Tanner et al.,, 2014, 2016), three main time
windows were chose for statistical analyses at the Clitic region:
300-500 ms; 500-700 ms; and 700-900 ms.

300-500 ms time window

At both the lateral and the midline electrodes, the Attractor
Number by Grammaticality by Region three-way interactions
were significant Lateral: F(2,90) = 5.59; p = 0.015; Midline:
F(2,90) = 7.83; p = 0.004. To better understand this
interaction we conducted follow-up analyses examining the
mean Grammaticality effects in sentences containing number
matching singular and number mismatching plural attractors
separately at each ROI (see Figure 3). In sentences with
number matching singular attractors, a larger negativity was
found over frontal (but no central or posterior) sites of the
scalp for ungrammatical sentences in both lateral electrodes
[Frontal: F(1,45) = 10.44; p = 0.002; Central and Posterior:
both ps > 0.1], and midline electrodes [Frontal: F(1,45) = 7.39,
p = 0.009; Central and Posterior: both ps > 0.1] as
compared to grammatical sentences. No statistically significant
Grammaticality effect obtained in sentences with number
mismatching plural attractors at any region, neither in lateral nor
midline electrodes.

So far we focused on the main grammaticality effects
elicited by sentences containing number matching and number
mismatching attractors. However, in order to separately assess
the presence of an asymmetrical grammaticality of attraction
effect, we also conducted complementary analyses that focused
on Attractor Number effects (see Figure 4). No statistically
significant attraction effects obtained in grammatical sentences
at any region, in either lateral or midline electrodes (all
p-values > 0.05). However, significant attraction effects obtained
in ungrammatical sentences, with larger negativity in number
matching than in number mismatching conditions over all
regions, both in lateral electrodes [Frontal: F(1,45) = 8.40,
p = 0.006; Central: F(1,45) = 8.42, p = 0.006; Posterior:
F(1,45) = 6.55; p = 0.014], and in midline electrodes [Frontal:
F(1,45) = 9.11, p = 0.004; Central: F(1,45) = 10.16, p = 0.003;
Posterior: F(1,45) = 6.81, p = 0.012].

500-700 ms time window

At the lateral and midline electrodes, the two-way interaction
of Grammaticality by Region was significant at 500-700 ms
[Lateral: F(2,90) = 12.46, p < 0.001; Midline: F(2,90) = 7.26,
p = 0.006] indicating a different electrophysiological response
to grammatical vs. ungrammatical stimuli over frontal, central
and posterior sites of the scalp. To better understand this
interaction we conducted follow-up analyses examining
the mean Grammaticality effects over the different regions
of the scalp. This analysis showed a larger positivity for

TABLE 5 | Raw count of errors (from a total of 548 responses per condition; percentages in brackets) and reaction time (ms) values of participants’ performance in the

grammaticality judgment task in each experimental condition of Experiment 2.

Grammaticality judgment errors

Response latencies

Grammatical

Ungrammatical

Grammatical Ungrammatical

Singular object

Singular attractor (match) 36 (5.8%)
Plural attractor (mismatch) 77 (13.9%)
Attraction effect —41(8.1%)

37 (6.0%) 749 564
128 (27.4%) 775 699
—97 (21.4%) —26 —134
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FIGURE 3 | Grammaticality effects. Grand average event-related potentials time locked to the clitic (CW) position showing the main grammaticality effects for
sentences containing number matching singular attractors (left) and number mismatching plural attractors (right; Experiment 2). The continuous lines represent
grammatical sentences and the dotted lines represent ungrammatical sentences. Negativity is plotted upward and positivity is plotted downward.
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FIGURE 4 | Attraction number effects. Grand average event-related potentials time locked to the clitic (CW) position showing the main attraction number effects for
grammatical (left) and ungrammatical (right) sentences (right; Experiment 2). The continuous lines represent sentences containing number matching singular
attractors and the dotted lines represent sentences containing number mismatching plural attractors. Negativity is plotted upward and positivity is plotted downward.
Note that this figure just represents the same data plotted in Figure 3 from a different view (focusing on main attraction effects instead of main grammaticality effects).
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ungrammatical sentences than grammatical ones
central and posterior, but non-significant effects at frontal
sites [Lateral electrodes: Frontal: F(1,45) = 0.10, p = 0.894;
Central: F(1,45) = 4.04, p = 0.051; Posterior: F(1,45) = 6.66,
p = 0.013; Midline electrodes: Frontal: F(1,45) = 1.19, p = 0.282;
Central F(1,45) = 2.52, p = 0.120, Posterior: F(1,45) = 4.18,
p = 0.047]. In addition, a main effect of Attractor Number
was observed, with larger negativity over all electrode sites for
sentences containing number matching singular attractors vs.
number mismatching plural attractors [Lateral: F(1,45) = 5.30,
p = 0.026; Midline: F(1,45) = 5.05, p = 0.030]. None of the
interactions involving the Attractor Number factor yielded
significance, suggesting that the distribution of the significant
main grammaticality effects reported above were similar for
sentences containing number matching singular attractors
[Grammaticality x Region in Lateral: F(2,90) = 9.47, p = 0.002;
and Midline electrodes: F(2,90) = 6.86, p = 0.007] and number
mismatching plural attractors [Grammaticality x Region
in Lateral electrodes: F(2,90) = 3.81, p = 0.049; and

over

Grammaticality effect in Midline electrodes: F(1,45) = 6.52,
p=0.016].

For the sake of completeness, we also performed
complementary analyses to separately examine the mean
Attractor Number effects in grammatical and ungrammatical
sentences. In grammatical sentences, none of the effects
approached significance at any site (all Fs < 1). In contrast, in
ungrammatical sentences a main effect of Attractor Number was
found over the lateral and midline sites [Lateral F(1,45) = 5.43,
p = 0.024; midline: F(1,45) = 5.56, p = 0.023], revealing that the
larger negativity elicited by number matching singular attractors
vs. number mismatching plural ones at the 300-500 ms time
window continued to be significant at the 500-700 ms time
window. This effect was no longer significant at the 700-900 ms
time window (Lateral and Midline: both ps > 0.1).

700-900 ms time window
At lateral and midline electrodes, the same Grammaticality by
Region interaction pattern reported for the 500-700 ms time
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window was found [Lateral: F(2,90) = 16.38, p < 0.001; Midline:
F(2,90) = 11.74, p = 0.001]. The analyses of Grammaticality
effects replicated the pattern reported in the 500-700 ms time
window: [Lateral electrodes: Frontal: F(1,45) = 0.27, p = 0.609;
Central: F(1,45) = 3.43, p = 0.07; Posterior: F(1,45) = 7.42,
p = 0.009; Midline electrodes: Frontal: F(1,45) = 0.39, p = 0.536;
Central F(1,45) = 1.81, p = 0.185; Posterior: F(1,45) = 5.01,
p = 0.030]. However, in the 700-900 ms time window the
main effect of Attractor Number was not significant [Lateral:
F(1,45) = 1.43, p = 0.237; Midline: F(1,45) = 1.79, p = 0.188].
None of the interactions involving Attractor Number factor
yielded significance, indicating similar distribution of the
grammaticality effects reported above in sentences containing
number matching singular [Grammaticality x Region in
Lateral: F(2,90) = 11.31, p = 0.001; and Midline electrodes:
F(2,90) = 8.20, p = 0.003] and number mismatching plural
attractors [Grammaticality x Region in Lateral: F(2,90) = 5.343,
p = 0.020; and Midline electrodes: F(2,90) = 4.08, p = 0.039].

Finally, none of the complementary analyses focused on
examining the mean Attractor Number effects in grammatical
and ungrammatical sentences yielded significance at any site (all
ps > 0.1).

GENERAL DISCUSSION

In two experiments, we investigated the effects of number
attraction on Spanish object clitic dependencies, elicited by
number mismatching attractor NPs intervening between the
clitic and its antecedent. In Experiment 1, grammaticality
judgment accuracy data revealed number attraction effects
and number markedness effects, since attraction effects were
detected only when the antecedent-clitic dependency was
singular, replicating the number markedness effect reported
in agreement dependencies (Bock and Miller, 1991; Eberhard,
1997; Pearlmutter et al., 1999; Pearlmutter, 2000; Wagers et al.,
2009). However, on-line reading times failed to reveal attraction
effects, possibly because of the greater carry-over effect of
the slow down originated while reading the plural attractor
NPs. In Experiment 2, number attraction effects were detected
both by grammaticality judgment data and electrophysiological
measures. Grammaticality judgment accuracy and response
time data revealed number attraction effects in antecedent-
clitic dependency resolution, since there were more errors
and slower RTs in sentences containing number mismatching
attractors vs. number matching ones. Additionally, asymmetrical
attraction was observed, that is, attraction effects where larger for
ungrammatical sentences than for grammatical ones (replicating
Franck et al., 2015: Experiment 3). As discussed next, these
patterns of results were also replicated by the ERP data.

Electrophysiological Indexes of
Antecedent-Clitic Dependencies and

Number Attraction

In Experiment 2, violations in sentences with singular attractors
(e.g., ...el paquete para el vecino *los...) elicited a frontal
negativity followed by a P600 component. These components

have been previously reported for antecedent-clitic dependency
violations, but not simultaneously: Silva-Pereyra et al. (2012)
report an N400 for feminine gender violation and a P600 for
masculine gender violation, while Rossi et al. (2014) report a P600
for both gender and number violations. Our biphasic ERP pattern
replicates the one usually reported for agreement violations (see
Molinaro et al., 2011) and other types of pronominal dependency
violations such as reflexives or subject pronouns (Schmitt et al.,
2002; Hammer et al., 2005, 2008; Lamers et al., 2006).

Regarding number attraction effects, violations involving
singular antecedents and plural clitics with intervening plural
attractors elicited a P600 component with no trace of a
preceding negativity (e.g., el paquete para los vecinos *los. . .).
This pattern of results, together with those from grammaticality
judgment accuracy data in Experiments 1 and 2, reveals greater
difficulty detecting clitic number violations when a mismatching
plural attractor intervenes. We interpret the absence of a
negative component as signaling an attraction effect due to the
mismatching attractor (replicating Chen et al.,, 2007; Severens
et al., 2008; Shen et al., 2013). We did not find a reduction of
the amplitude of the P600 component that could be interpreted
as evidence for attraction effects, as in some studies on agreement
(Kaan, 2002; Shen et al., 2013; Tanner et al., 2014).

Importantly, our results also revealed electrophysiological
indexes of asymmetrical attraction effects: attraction effects
only occurred in ungrammatical sentences, not in grammatical
ones. In ungrammatical sentences, plural clitics with singular
antecedents elicited a large and broadly distributed negativity
when preceded by plural attractors, as compared to those
preceded by number matching singular attractors. No equivalent
differences were found for grammatical sentences. These results
converge with grammaticality judgment accuracy and response
time data in Experiment 2, where weaker number attraction
effects obtained for grammatical sentences as compared to
ungrammatical ones. Importantly, these asymmetrical effects
suggest that they are in fact due to attraction and not to carry-over
effects originated while reading the preceding plural attractors, as
might have occurred in the self-paced reading task. If the effects
shown in ungrammatical sentences were due to carry-over effects,
they should also have been detected in grammatical ones.

In sum, behavioral and ERP results from Experiment 2
showed that antecedent-clitic dependencies are also subject
to attraction effects and that these effects are detected in
ungrammatical sentences only. Our ERP results identified frontal
negative components as the main electrophysiological indexes of
attraction effects.

On Self-paced Reading vs. ERP Data

The fact that no clear attraction effects obtained in reading times
for antecedent-clitic dependencies (either at clitic position or
following word regions) suggests that this type of dependencies
are resilient to attraction effects, as previously revealed
by Dillon et al. (2013) and Parker and Phillips (2017).
However, in Experiment 2 these effects were detectable by
methods with finer temporal resolution such as ERPs. Off-
line grammaticality judgment measures showed attraction effects
in both experiments, but asymmetrical attraction effects were
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only obtained in Experiment 2. Certain experimental design
variables might have contributed to these differences. For
instance, in Experiment 1 grammatical and ungrammatical
sentences containing plural antecedents were included, so that a
grammaticality judgment task could be performed with sentences
containing plural clitics. In contrast, in Experiment 2 all
sentences with plural clitics were ungrammatical. Although some
researchers counterbalanced this by adding as fillers grammatical
sentences containing plural controllers (e.g., Franck et al.,, 2015:
in all three Experiments), many self-paced reading and ERP
studies do not (Pearlmutter et al., 1999: Experiments 1 and 2;
Shen et al., 2013; Tanner et al., 2014: in all three Experiments),
or do not report it (Chen et al, 2007; Lago et al., 2015: in
all four Experiments; Wagers et al., 2009: Experiments 2, 4,
5, and 6). The fact that in Experiment 2 a plural clitic was a
perfectly reliable signal of an ungrammatical sentence might have
lessened the capacity of attractors to elicit attraction. Although
the confound between grammaticality and the processing of
plural clitics might have had some effect, we believe this cannot be
the determinant factor behind the results of Experiment 2. This is
because we should expect similar electrophysiological response
patterns related to grammaticality (or clitic number) effects
in sentences containing number matching and mismatching
attractors. However, we report different ERP patterns in
grammatical vs. ungrammatical sentences: frontal negativity-
P600 vs. only P600, respectively. If participants used a plural-clitic
equal ungrammatical task-specific strategy, attraction effects
might have diminished overall, augmenting the possibility to
detect asymmetrical attraction effects. The impact these design
differences might have had on the off-line results obtained in both
experiments seem to be reflected in our on-line measures too,
where ERP data provided finer grained timing effects than the
self-paced reading data. Next, we discuss the main implications
of these findings for current models of language processing.

Fitting the Findings with Models of

Agreement Processing

The negative components (e.g., LAN/N400) reported above have
been generally interpreted as indexing a greater difficulty to
integrate the predicted critical word into the previous context
(Friederici et al., 1993; Miinte et al., 1993; Friederici, 2002;
Rossi et al.,, 2005). In the case of antecedent-clitic dependencies
(e.g., ...el paquete para el/los vecino(s) *los...), attraction
effects modulate these negative components, revealing a greater
difficulty to predict/integrate a plural clitic (*los) that disagrees
in number with the singular antecedent (el paquete) when it was
preceded by a singular attractor (el vecino), as compared to when
it was preceded by a plural attractor (los vecinos).

These results can be accounted for under the cue-based
retrieval and similarity-based interference accounts of
dependency processing (Lewis and Vasishth, 2005; Wagers
et al., 2009). In these models, when the number feature of the
dependent element (in our case, the clitic) is encountered, a
retrieval mechanism searches for a matching element stored in
working memory (in this case, the antecedent NP). Accordingly,
the grammaticality effect reported here ensues: when a plural
clitic is encountered in a context where all possible antecedents

are singular, the predictability and/or integration of the clitic is
most difficult, eliciting a frontal negativity. But when a plural
clitic is encountered after a plural attractor, the similarity-based
interference of the plural attractor with the singular antecedent
to be retrieved from memory leads to erroneously interpreting
the plural attractor as the antecedent of the clitic, so that no
frontal negativity is elicited.

Conversely, the asymmetric effect emerges because, in
grammatical sentences, the number mismatching attractor is not
retrieved from memory, either because the retrieval mechanism
is not deployed or because it only retrieves antecedent candidates
that fully match the features of the clitic. In other words, when
the number of the antecedent and the dependent clitic match (i.e.,
in grammatical sentences), it is assumed that the number of the
attractor noun is not retrieved, so that no ERP differences ensue
for matching and mismatching attractors. In contrast, when the
number of the antecedent and the clitic do not match (i.e., in
ungrammatical sentences), a reanalysis process ensues. Thus,
a larger frontal negativity is expected in sentences containing
number matching attractors as compared to mismatching ones,
because illusions of grammaticality only occur in sentences where
plural attractor NPs match the number of the plural clitic and can
be mistakenly retrieved as their antecedents (Wagers et al., 2009;
Phillips et al., 2011). Our results fully support these predictions.

The absence of a frontal negativity in sentences containing
mismatching plural attractors is an index of the presence of
number attraction effects during antecedent-clitic dependency
resolution. Additionally, the asymmetric effect revealed by the
absence of ERP components indexing attraction in grammatical
sentences (in contrast to the negative component elicited in
ungrammatical ones), provides compelling evidence in support
of cue-based retrieval models as accounts of attraction effects
in comprehension (Wagers et al., 2009; Shen et al, 2013).
Unfortunately, our data cannot adjudicate between the possibility
that encountering a singular clitic out-competes retrieval of plural
antecedent candidates so that the attractor is not retrieved, and
the possibility that the dependency is correctly processed without
the deployment of retrieval mechanisms. Importantly, the
present results cannot be accommodated into feature percolation
models because they assume attraction effects are driven by an
erroneous number representation in the antecedent NP. Hence,
they predict equivalent effects in grammatical and ungrammatical
sentences (Nicol et al., 1997; Pearlmutter et al., 1999), contrary
to our findings (see also, Wagers et al., 2009; Dillon et al., 2013;
Lago et al,, 2015). Electrophysiological evidence in Experiment
2 revealed a clear asymmetrical effect of attraction. In sum, the
evidence here provides strong support for cue-based retrieval
models of dependency resolution in language processing, and are
incompatible with alternative feature percolation accounts.

Finally, in addition to the absence of frontal negative
components as an electrophysiological index of attraction
effects, we also reported that number violations elicited a
P600 component both when sentences contained a matching
singular attractor and when they contained a mismatching plural
attractor. This in turn reveals that, despite the presence of
attraction effects, participants could detect the ungrammaticality
of sentences containing number violations. These findings
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contrast with those reported in Shen et al. (2013), where
attraction effects led to the absence of associated ERP
components, and in Kaan (2002) and Tanner et al. (2014), where
attraction effects caused a reduction in the amplitude of the
ungrammaticality/reanalysis related P600. In the former case,
the differences in results likely originate from task differences:
the grammaticality judgment task we used required participants
to explicitly and consciously check and reanalyze sentences for
well-formedness, which would encourage the appearance of the
P600 even in sentences where number attraction effects occurred,
while the comprehension task used by Shen et al. (2013) did not
require participants to pay attention to grammaticality. However,
the differences between our results and those of Kaan (2002)
and Tanner et al. (2014), where attraction effects reduced the
amplitude of the P600 component, are harder to explain based
on task differences, given that all studies used a grammaticality
judgment task. The main differences with regard to our study
involves a smaller ratio of ungrammatical sentences (28.6% in our
study vs. 50% in theirs); the type of phenomenon explored, where
we studied attraction effects in antecedent-clitic dependencies
and they did so in subject-verb agreement. These findings
might tentatively be interpreted as evidence that antecedent-clitic
dependencies tap into processes different from those involved in
agreement.

What Do These Findings Reveal about
the Nature of Clitic Dependencies?

Whether Romance clitics are pronouns or agreement morphemes
is under debate. Although our experimental approach does not
provide direct evidence supporting either type of syntactic
analysis, we believe it offers indirect evidence that can
be informative. Some studies compared the magnitude of
attraction effects elicited in different types of dependencies
(Dillon et al., 2013; Parker and Phillips, 2017) and observed
that antecedent-reflexive pronoun dependencies were more
resilient to attraction than subject-verb agreement. We
suggest that these differences correlate with the distinct
nature of these two types of dependencies. Although both
types of dependencies rely on similar cue-based retrieval
mechanisms, antecedent-pronoun dependencies involve a
referential dependency between two nominal arguments and
weight structural cues more strongly than morphological
ones, precluding the erroneous retrieval of non-licensed
antecedent candidates. In contrast, subject-verb agreement is
a morphological mechanism used to index the arguments of
sentences where morphological cues weigh more than structural
ones, making the erroneous retrieval of non-licensed attractors
possible.

Although a direct comparison of attraction effects between
subject-verb and antecedent-clitic dependencies goes beyond
the scope of this study, we argue that our results align better
with results previously obtained for antecedent-reflexive
pronoun than for subject-verb agreement dependencies.
Subject-verb agreement resolution shows consistent attraction
effects in self-paced reading studies and these effects have been
shown to mainly modulate late positive P600 components in
ERP experiments. In contrast, antecedent-clitic dependency

resolution is resilient to attraction effects in self-paced
reading (Experiment 1; replicating reflexive pronoun studies:
Dillon et al., 2013; Parker and Phillips, 2017) and affected
early frontal negative ERP components (Experiment 2).
Hence, we tentatively interpret the observed resilience of
antecedent-clitic dependencies to attraction effects and
the fact that they modulate different electrophysiological
components than in subject-verb agreement to indicate
that antecedent-clitic and verb agreement dependencies
constitute different types of linguistic dependencies. Thus,
we interpret our indirect evidence to favor the Clitics as
Pronouns Hypothesis originally proposed by Kayne (1975), which
suggests that Spanish object-clitics are processed as pronominal
elements.

Regarding the ERP patterns indexing attraction effects in
antecedent-clitic dependencies, we observed that attraction
effects lead to the absence of a frontal negativity, while in previous
studies subject-verb agreement attraction effects modulated the
later positive P600 component (Kaan, 2002; Tanner et al,
2014). Although we reckon that linking the modulation of
different ERP components as evidence for different types of
processes might be seen as speculative, we tentatively argue
the difference in the type of associated components signals the
different processes involved in the resolution of pronominal and
agreement dependencies: attraction effects revealed by frontal
negativities might be related to pronominal processing and active
retrieval of the lexical representation of possible antecedents
and signals difficulty of syntactic/semantic integration of the
full arguments (i.e., difficulty of establishing antecedent-clitic
pronominal dependencies) (Barkley et al., 2015). Thus, in
ungrammatical sentences, no negative component appeared
because the plural attractor NP might have been incorrectly
identified as the plural clitic antecedent NP. In contrast,
attraction effects revealed at later positivities might be mainly
related to purely morphological processes like agreement and
signal difficulty to integrate and reanalyze morphological
features (e.g., in verb agreement dependencies) (Hagoort et al.,
1993).

Certainly, further research making direct comparisons
between antecedent-clitic and subject-verb  agreement
dependencies in relatively similar syntactic contexts (ie.,
distance between the two agreeing elements, structural position
of the elements, whether they are in their canonical position or
not, etc.) will help to better identify the processes underlying
both structures. Further research ought to provide a fuller and
more systematic picture of the main electrophysiological indexes
involved in the resolution of the different types on linguistic
dependencies across a wider array of languages.

CONCLUSION

We provide novel evidence regarding the electrophysiological
indexes associated to processing mechanisms underlying
attraction effects in the comprehension of antecedent-
clitic dependencies. Our results show that antecedent-clitic
dependencies can be disrupted by an intervening attractor.
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Studying this pattern of disruption, we replicate the grammatical
asymmetry of attraction effects observed in subject-verb
agreement (Wagers et al., 2009; Shen et al, 2013; Tanner
et al, 2014, 2016), which supports cue-based retrieval
mechanisms of attraction. Finally, despite being resilient
to attraction effects in self-paced reading measures, clitic
dependencies show electrophysiological indexes of attraction
that involve components different from those commonly
found for verb agreement (frontal negativities for clitics
and late positivities for agreement). These differences, we
speculate, suggest that clitic-pronoun and verb agreement
dependencies involve distinct processing routines for their
resolution. Further research involving more languages and types
of dependencies will undoubtedly contribute to shed more detail
in this general picture of dependency-processing in language
comprehension.
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Language processing is not an isolated capacity, but is embedded in other aspects of
our cognition. However, it is still largely unexplored to what extent and how language
processing interacts with general cognitive resources. This question can be investigated
with cognitively constrained computational models, which simulate the cognitive pro-
cesses involved in language processing. The theoretical claims implemented in cognitive
models interact with general architectural constraints such as memory limitations. This
way, it generates new predictions that can be tested in experiments, thus generating
new data that can give rise to new theoretical insights. This theory-model-experiment
cycle is a promising method for investigating aspects of language processing that
are difficult to investigate with more traditional experimental techniques. This review
specifically examines the language processing models of Lewis and Vasishth (2005),
Reitter et al. (2011), and Van Rij et al. (2010), all implemented in the cognitive archi-
tecture Adaptive Control of Thought—Rational (Anderson et al., 2004). These models
are all limited by the assumptions about cognitive capacities provided by the cognitive
architecture, but use different linguistic approaches. Because of this, their comparison
provides insight into the extent to which assumptions about general cognitive resources
influence concretely implemented models of linguistic competence. For example, the
sheer speed and accuracy of human language processing is a current challenge in the
field of cognitive modeling, as it does not seem to adhere to the same memory and
processing capacities that have been found in other cognitive processes. Architecture-
based cognitive models of language processing may be able to make explicit which
language-specific resources are needed to acquire and process natural language.
The review sheds light on cognitively constrained models of language processing from
two angles: we discuss (1) whether currently adopted cognitive assumptions meet the
requirements for language processing, and (2) how validated cognitive architectures
can constrain linguistically motivated models, which, all other things being equal, will
increase the cognitive plausibility of these models. Overall, the evaluation of cognitively
constrained models of language processing will allow for a better understanding of the
relation between data, linguistic theory, cognitive assumptions, and explanation.

Keywords: language processing, sentence processing, linguistic theory, cognitive modeling, Adaptive Control of
Thought—Rational, cognitive resources, computational simulations
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INTRODUCTION

Language is one of the most remarkable capacities of the
human mind. Arguably, language is not an isolated capacity of
the mind but is embedded in other aspects of cognition. This
can be seen in, for example, linguistic recursion. Although
linguistic recursion (e.g., “the sister of the father of the cousin
of...”) could in principle be applied infinitely many times, if
the construction becomes too complex we will lose track of its
meaning due to memory constraints (Gibson, 2000; Fedorenko
etal, 2013). Even though there are ample examples of cognitive
resources like memory playing a role in language processing
(e.g., King and Just, 1991; Christiansen and Chater, 2016; Huettig
and Janse, 2016), it is still largely unexplored to what extent
language processing and general cognitive resources interact.
That is, which general cognitive resources and which language
processing-specific resources are used for language processing?
For example, is language processing supported by the same
memory system that is used in other cognitive processes? In
this review, we will investigate to what extent general cognitive
resources limit and influence models of linguistic competence.
To this end, we will review cognitively constrained compu-
tational models of language processing implemented in the
cognitive architecture Adaptive Control of Thought—Rational
(ACT-R) and evaluate how general cognitive limitations influ-
ence linguistic processing in these models. These computational
cognitive models explicitly implement theoretical claims, for
example about language, based on empirical observations or
experimental data. The evaluation of these models will generate
new insights about the interplay between language and other
aspects of cognition.

Memory is one of the most important general cognitive
principles for language processing. In sentence processing, words
have to be processed rapidly, because otherwise the memory of
the preceding context, necessary for understanding the complete
sentence, will be lost (Christiansen and Chater, 2016). Evidence
that language processing shares a memory system with other
cognitive processes can be found in the relation between general
working memory tests and linguistic tests. For example, individual
differences in working memory capacity have been found to play
a role in syntactic processing (King and Just, 1991), predictive
language processing (Huettig and Janse, 2016), and discourse
production (Kuijper et al., 2015). Besides memory, other factors
like attentional focus (Lewis et al., 2006) and processing speed
(Hendriks et al., 2007) have been argued to influence linguistic
performance. Thus, it seems apparent that language processing is
not an isolated capacity but is embedded in other aspects of cog-
nition. This claim conflicts with the traditional view that language
is a specialized faculty (cf. Chomsky, 1980; Fodor, 1983). It is
therefore important to note that computational cognitive models
can be used to investigate both viewpoints, i.e., to investigate to
what extent general cognitive resources can be used in language
processing but also to investigate to what extent language is a spe-
cialized process. It has also been argued that language processing
is a specialized process that is nevertheless influenced by a range
of general cognitive resources (cf. Newell, 1990; Lewis, 1996).
Therefore, we argue that the potential influence and limitations

of general cognitive resources should be taken into account when
studying theories of language processing.

To be able to account for the processing limitations imposed
by a scarcity of cognitive resources, theories of language need to
be specified as explicitly as possible with regards to, for example,
processing steps, the incrementality of processing, memory
retrievals, and representations. This allows for a specification
of what belongs to linguistic competence and what belongs to
linguistic performance (Chomsky, 1965): competence is the
knowledge a language user has, whereas performance is the
output that a language user produces, which results from his
competence in combination with other (cognitive) factors (see
Figure 1 for examples). Many linguistic theories have been
argued to be theories of linguistic competence that abstract away
from details of linguistic performance (Fromkin, 2000). These
theories rarely make explicit how the step from competence to
performance is made. In order to create a distinction between
competence and performance, an increasing emphasis is placed
on grounding linguistic theories empirically by creating the step
from an abstract theory to concrete, testable predictions (cf. e.g.,
Kempen and Hoenkamp, 1987; Roelofs, 1992; Baayen et al., 1997;
Reitter et al.,, 2011). Formalizing language processing theories
explicitly thus means that the distinction between linguistic com-
petence and linguistic performance can be explained and makes
it possible to examine which cognitive resources, according to a
language processing theory, are needed to process language (see
also Hale, 2011).

The importance of explicitly specified linguistic theories that
distinguish between competence and performance can be seen
in the acquisition of verbs. Children show a U-shaped learning
curve (see Pauls et al., 2013 for an overview, U-shaped learn-
ing curve is depicted in Figure 1) when learning past tenses of
verbs, using the correct irregular form first (e.g., the past tense
ate for eat), then using the incorrect regular form of irregular
verbs (e.g., eated), before using the correct irregular form again.
It is conceivable that whereas childrens performance initially
decreases, children are in the process of learning how to cor-
rectly form irregular past tenses and therefore have increasing
competence (cf. Taatgen and Anderson, 2002). In this example,
explicitly specifying the processing that is needed to form verb
tenses and how this processing uses general cognitive resources
could explain why children’s performance does not match their
competence. Another example of performance deviating from
competence can be seen in the comprehension and production
of pronouns: whereas 6-year-old children generally produce pro-
nouns correctly (they have the competence, see Spenader et al,,
2009), they often make mistakes in pronoun interpretation (they
show reduced performance, Chien and Wexler, 1990).

Especially when different linguistic theories have been put
forward to explain similar phenomena, it is important to be able
to compare and test the theories on the basis of concrete predic-
tions. Linguistic theories are often postulated without considering
cognitive resources. Therefore, it is important to investigate how
well these theories perform under realistic cognitive constraints;
this will provide information about their cognitive plausibility.
Cognitively constrained computational models (from now on:
cognitive models) are a useful tool to compare linguistic theories
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FIGURE 1 | The above graphs show four possible relationships between competence, cognition and performance. Performance is influenced by competence and
cognition. If someone’s performance (black solid line) increases over age, this could be due to the competence (red dashed line) increasing (as displayed in the
upper left graph), or due to cognition (shaded area) increasing, while competence stays constant (as displayed in the upper right graph). Cognitive limitations can
prevent performance from reaching full competence (lower left graph). Competence and cognition can also both change over age and influence performance. The
lower right graph shows the classical performance curve of U-shaped learning, in which performance initially decreases even though competence is increasing. The
graphs are a simplification, as factors other than competence and cognition could also influence performance, for example motor skills.

while taking into account the limitations imposed by a scarcity
of cognitive resources and can be used to investigate the relation
between underlying linguistic competence and explicit predic-
tions about performance. Thus, by implementing a linguistic
theory into a cognitive model, language processing is embedded
in other aspects of cognition, and the extent can be investigated
to which assumptions about general cognitive resources influence
models of linguistic competence.

As cognitive models, we will consider computational models
simulating human processing that are constrained by realistic and
validated assumptions about human processing. Such cognitive
models can generate new predictions that can be tested in further
experiments, generating new data that can give rise to new imple-
mentations. This theory-model-experiment cycle is a promising
method for investigating aspects of language processing that are
difficult to investigate with standard experimental techniques,
which usually provide insight into performance (e.g., behavior,
responses, response times), but not competence. Cognitive mod-
els require linguistic theories, that usually describe competence,
to be explicitly specified. This way, the performance of competing
linguistic theories, which often have different approaches to the
structure and interpretation of language, can be investigated using
cognitive models. Contrary to other computational modeling
methods, cognitive models simulate the processing of a single
individual. Because of this, it can be investigated how individual
variations in cognitive resources (which can be manipulated in a
model) influence a linguistic theory’s performance.

The comparison of cognitive models that use different
linguistic approaches is most straightforward when they make
use of the same assumptions about cognitive resources, and thus
are implemented in the same cognitive architecture. This review
will therefore focus on cognitive models developed in the same
domain-general cognitive architecture, ACT-R (Anderson et al.,
2004). There are several other cognitive architectures available

(e.g., EPIC: Kieras and Meyer, 1997; NENGO: Stewart et al., 2009),
but in order to keep the assumptions about general cognitive
resources roughly constant, this review will only consider models
implemented in ACT-R. Over the past years, several linguistic
phenomena have been implemented in ACT-R, such as meta-
phors (Budiu and Anderson, 2002), agrammatism (Stocco and
Crescentini, 2005), pronominal binding (Hendriks et al., 2007),
and presupposition resolution (Brasoveanu and Dotlacil, 2015).
In order to obtain a broad view of cognitively constrained models
of linguistic theories, we will examine three models of different
linguistic modalities (comprehension, production, perspective
taking), that all take a different linguistic approach, in depth: the
syntactic processing model of Lewis and Vasishth (2005), the
syntactic priming model of Reitter et al. (2011), and the pronoun
processing model of Van Rij et al. (2010). By examining models
of different linguistic modalities that take different linguistic
approaches, we aim to provide a more unified understanding of
how language processing is embedded within general cognition,
and investigate how proficient language use is achieved. The
selected models are all bounded by the same assumptions about
cognitive capacities and seriality of processing as provided by
the cognitive architecture ACT-R, which makes them optimally
comparable. Their comparison will provide insight into the extent
to which assumptions about general cognitive resources influence
models of linguistic competence.

This paper is organized as follows. First, we will discuss the
components of ACT-R that are most relevant in our discussion
of language processing models, in order to explain how cognitive
resources play a role in this architecture. Then, we will outline
the different linguistic approaches that are used in the models.
Finally, we will discuss the selected ACT-R models of language
processing in more detail. Importantly, it will be examined how
general cognitive resources are used in the models and how these
cognitive resources and linguistic principles interact.
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BASIC ACT-R COMPONENTS

Adaptive Control of Thought—Rational (Anderson, 1993, 2007;
Anderson et al., 2004) is a cognitive architecture in which models
can be implemented to simulate a certain process or collection of
processes. Of specific interest for this review is the simulation of
language-related processes, such as interpreting or producing a
sentence. Cognitive models in ACT-R are restricted by general
cognitive resources and constraints embedded in the ACT-R
architecture. Examples of such cognitive resources, that are of
importance when modeling language, are memory, processing
speed, and attention. By implementing a model of a linguistic
theory in ACT-R, one can thus examine how this linguistic theory
behaves in interaction with other aspects of cognition.

Adaptive Control of Thought—Rational aims to explain human
cognition as the interaction between a set of functional modules.
Each module has a specific function, such as perception, action,
memory, and executive function [see Anderson et al. (2004) for
an overview]. Modules can be accessed by the model through
buffers. The information in these buffers represents information
that is in the focus of attention. Only the information that is in
a buffer can be readily used by the model. An overview of the
standard ACT-R modules and buffers is shown in Figure 2. The
modules most relevant for language processing, the declarative
memory module and the procedural memory module, will be
discussed in more detail below.

The declarative memory stores factual information as chunks.
Chunks are pieces of knowledge that can store multiple prop-
erties, such as that there is a cat with the name “Coco,” whose
color is “gray” The information in a chunk can only be used
after the chunk has been retrieved from the declarative memory
and has been placed in the corresponding retrieval buffer. In
order to retrieve information from memory, a retrieval request
must be made. Only chunks with an activation that exceeds a

Declarative
module

Intentional

module

Retrieval
buffer

Production
module

Imaginal
buffer
Manual
module
Imaginal
module

FIGURE 2 | An overview of the standard modules and buffers in Adaptive
Control of Thought—Rational [based on Anderson et al. (2004)].

Manual
buffer

Visual
module

predetermined activation threshold can be retrieved. The higher
the activation of a chunk, the more likely it is to be retrieved.
The base-level activation of a chunk increases when a chunk
is retrieved from memory, but decays over time. This way, the
recency and frequency of a chunk influence a chunk’s activation,
and thereby its chance of recall and its retrieval time (in line with
experimental findings, e.g., Deese and Kaufman, 1957; Allen and
Hulme, 2006). Additionally, information that is currently in the
focus of attention (i.e., in a buffer) can increase the probability
that associated chunks are recalled by adding spreading activa-
tion to a chunk’s base-level activation. The activation of chunks
can additionally be influenced by noise, occasionally causing a
chunk with less activation to be retrieved over a chunk with more
activation.

Whereas the declarative memory represents factual knowl-
edge, the procedural memory represents knowledge about how to
perform actions. The procedural memory consists of production
rules, which have an if-then structure. An example of the basic
structure of a production rule is as follows:

IF

a new word is attended

THEN

retrieve lexical information about this word from memory

The THEN-part of a production rule is executed when the
[E-part matches the current buffer contents. Production rules
are executed one by one. If the conditions of several production
rules are met, the one with the highest utility is selected. This
utility reflects the usefulness the rule has had in the past and can
be used to learn from feedback, both positively and negatively
(for more detail on utilities, see Anderson et al., 2004). New
production rules can be learned on the basis of existing rules
and declarative knowledge (production compilation, Taatgen
and Anderson, 2002).

Several general cognitive resources and further resources that
are important for language processing are incorporated in the
ACT-R architecture, such as memory, speed of processing, and
attention. Long-term memory corresponds to the declarative
module in ACT-R. Short-term or working memory is not incor-
porated as a separate component in ACT-R (Borst et al., 2010)
but emanates from the interaction between the buffers and the
declarative memory. Daily et al. (2001) proposed that the function
of working memory can be simulated in ACT-R by associating
relevant information with information that is currently in focus
(through spreading activation). Thus, working memory capacity
can change as a result of a change in the amount of spreading
activation in a model.

Crucially, allabove mentioned operations take time. Processing
in ACT-R is serial, meaning that only one retrieval from declara-
tive memory and only one production rule execution can be
done at any point in time (this is known as the serial processing
bottleneck, see Anderson, 2007). The retrieval of information
from declarative memory is faster and more likely to succeed
if a chunk has a high activation (for details see Anderson et al.,
2004). Because a chunk’s activation increases when it is retrieved,
chunks that have been retrieved often will have a high activation
and will therefore be retrieved more quickly. Production rules in
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ACT-R take a standard amount of time to fire (50 ms). Rules that
are often used in succession can merge into a new production
rule. These new rules are a combination of the old rules that were
previously fired in sequence, making the model more efficient.
Thus, increasing activation and production compilation allow
a model’s processing speed to increase through practice and
experience.

As described, memory and processing speed are examples of
general cognitive principles in ACT-R, that will be important
when implementing models that perform language processing.
In the next section, three linguistic approaches will be discussed.
These approaches are relevant for the three cognitive models
reviewed in the remainder of the paper.

LINGUISTIC APPROACHES

Cognitive models can be used to implement any linguistic
approach, and as such are not bound to one method or theory.
In principle any of the theories that have been proposed in
linguistics to account for a speaker’s linguistic competence,
such as Combinatorial Categorial Grammar (Steedman, 1988),
construction grammar (Fillmore et al., 1988), generative syntax
(Chomsky, 1970), Head-driven Phrase Structure Grammar
(Pollard and Sag, 1994), Lexical Functional Grammar (Bresnan,
2001), Optimality Theory (OT) (Prince and Smolensky, 1993),
Tree-Adjoining Grammar (Joshi et al., 1975), and usage-based
grammar (Bybee and Beckner, 2009) could be implemented in a
cognitive model. Note that this does not imply that any linguistic
theory or approach can be implemented in any cognitive model,
as cognitive models place restrictions on what can and cannot be
modeled. Different linguistic approaches tend to entertain differ-
ent assumptions, for example about what linguistic knowledge
looks like (universal principles, violable constraints, structured
lexical categories, grammatical constructions), the relation
between linguistic forms and their meanings, and the levels of
representation needed. This then determines whether and how a
particular linguistic approach can be implemented in a particular
cognitive model.

In this review, we will discuss three specific linguistic
approaches that have been implemented in cognitive models,
which allows us to compare how general cognitive resources
influence the implementation and output (e.g., responses,
response times) of these modeled linguistic approaches. The
three linguistic approaches that will be discussed have several
features in common but also differ in a number of features: X-bar
theory (Chomsky, 1970), Combinatorial Categorial Grammar
(Steedman, 1988), and OT (Prince and Smolensky, 1993). These
linguistic approaches are implemented in the cognitive models
discussed in the next section.

Generative syntax uses X-bar theory to build syntactic struc-
tures (Chomsky, 1970). X-bar theory reflects the assumption that
the syntactic representation of a clause is hierarchical and can be
presented as a binary branching tree. Phrases are built up around
a head, which is the principal category. For example, the head of
a verb phrase is the verb, and the head of a prepositional phrase
is a preposition. To the left or right of this head, other phrases can
be attached in the hierarchical structure.

Combinatory Categorial Grammar (CCG) (Steedman, 1988)
builds the syntactic structure of a sentence in tandem with the
representation of the meaning of the sentence. It is a strongly lexi-
calized grammar formalism, that proceeds from the assumption
that the properties of the grammar follow from the properties
of the words in the sentence. That is, each word has a particular
lexical category that specifies how that word can combine with
other words, and what the resulting meaning will be. In addition,
CCG is surface-driven and reflects the assumption that language
is processed and interpreted directly, without appealing to an
underlying—invisible—level of representation. For one sentence,
CCG can produce multiple representations (Steedman, 1988;
Reitter et al., 2011). This allows CCG to build syntactic represen-
tations incrementally, from left to right.

The linguistic framework of OT (Prince and Smolensky, 1993)
reflects the assumption that language is processed based on con-
straints on possible outputs (words, sentences, meanings). Based
on an input, a set of output candidates is generated. Subsequently,
these potential outputs are evaluated based on hierarchically
ranked constraints; stronger constraints have priority over weaker
constraints. The optimal output is the candidate that satisfies the
set of constraints best. The optimal output may be a form (in lan-
guage production) or a meaning (in language comprehension).

Commonalities and Differences

X-bar theory, CCG, and OT have different assumptions about
how language is structured. X-bar theory builds a syntactic
structure, whereas CCG builds both a syntactic and a semantic
representation, and OT builds either a syntactic representation (in
language production) or a semantic representation (in language
comprehension). Nevertheless, these theories can all be used for
the implementation of cognitive models of language processing.
In the next section, three cognitive models of language process-
ing will be discussed in detail, with a focus on how the linguistic
approaches are implemented and how they interact with other
aspects of cognition.

COGNITIVE MODELS OF LANGUAGE
PROCESSING

In the following sections, three cognitive language models will be
described: the sentence processing model of Lewis and Vasishth
(2005), the syntactic priming model of Reitter et al. (2011),
and the pronoun processing model of Van Rij et al. (2010). The
model of Lewis and Vasishth (2005) uses a parsing strategy that
is based on X-bar theory, the model of Reitter et al. (2011) uses
CCG, and the model of Van Rij et al. (2010) uses OT. The models
will be evaluated based on their predictions of novel empirical
outcomes and how they achieve these predictions (for example
how many parameters are fitted, cf. Roberts and Pashler, 2000).
After describing the models separately, the commonalities and
differences between these models will be discussed. Based on
this, we will review how the interaction between general cognitive
resources in ACT-R and linguistic principles from specific lin-
guistic theories can be fruitful in studying cognitive assumptions
of linguistic theories.
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Modeling Sentence Processing as Skilled
Memory Retrieval

The first model that we discuss is the sentence processing model
of Lewis and Vasishth (2005). This model is a seminal model
forming the basis for many later language processing models
(a.0., Salvucci and Taatgen, 2008; Engelmann et al., 2013; Jager
etal., 2015). Lewis and Vasishth’s (Lewis and Vasishth, 2005) sen-
tenced processing model (henceforth the L&V model) performs
syntactic parsing based on memory principles: when processing
a complete sentence, maintaining the part of the sentence that
is already processed in order to integrate it with new incoming
information requires (working) memory. The aim of the L&V
model is to investigate how working memory processes play a
role in sentence processing.

Theoretical Approach

The L&V model uses left-corner parsing (Aho and Ullman,
1972), based on X-bar theory (Chomsky, 1970), to build a syn-
tactic representation of the sentence. The left corner (LC) parser
builds a syntactic structure of the input sentence incrementally,
and predicts the upcoming syntactic structure as new words are
encountered. Thus, LC parsing uses information from the words
in the sentence to predict what the syntactic structure of that
sentence will be. In doing this, LC parsing combines top-down
processing, based on syntactic rules, and bottom-up processing,
based on the words in a sentence. An example sentence is (1).

(1) The dog ran.

Left corner parsing is based on structural rules, such as those
given below as (a)-(d). These structural rules for example state
that a sentence can be made up of a noun phrase (NP) and a verb
phrase [rule (a)], and thata NP can be made up of a determiner and
a noun [rule (b)]. An input (word) is nested under the lefthand-
side (generally an overarching category) of a structural rule if that
rule contains the input on its LC. For example, in sentence (1), the
is a determiner (Det) according to structural rule (c), which itself
is on the LC of rule (b) and thus it is nested under an NP. This NP
is on the LC of rule (a). The result of applying these rules is the
phrase-structure tree shown in Figure 3.

(a) S—> NP VP
(b) NP — DetN
(c) Det — the
(d) N — dog

Importantly, the generated tree also contains syntactic
categories that have not been encountered yet (like N and VP in
Figure 3), so it contains a prediction of the upcoming sentence
structure. When the next word, dog, is now encountered, it
can be integrated with the existing tree immediately after applying
rule (d).

Implementation

The L&V model parses a sentence on the basis of guided memory
retrievals. Declarative memory is used as the short- and long-
term memory needed for sentence processing. The declarative
memory holds lexical information as well as any syntactic

S

NP

/\
the N

FIGURE 3 | A tree structure generated by left corner parsing of the word the
from Example (1) by applying rules (c), (b), and (a) consecutively [based on
Lewis and Vasishth (2005)].

structures that are built during sentence processing. The acti-
vation of these chunks is influenced by the standard ACT-R
declarative memory functions, and so their activation (and with
this their retrieval probability and latency) is influenced by the
recency and frequency with which they were used. Similarity-
based interference occurs because the effectiveness of a retrieval
request is reduced as the number of items associated with the
specific request increases.

Grammatical knowledge however is not stored in the declara-
tive memory but is implemented as procedural knowledge in
production rules. That is, the knowledge about how sentences
are parsed is stored in a large number of production rules, which
interact with the declarative memory when retrieving lexical
information or constituents (syntactic structures).

The L&V model processes a sentence word for word using the
LCparsingalgorithm describedin Section “Theoretical Approach.”
An overview of the model’s processing steps is shown in Figure 4.
After a word is attended [for example, the from Example (1),
Box 1], lexical information about this word is retrieved from
memory and stored in the lexical buffer (Box 2). Based on the
syntactic category of the word and the current state of the model,
the model looks for a prior constituent that the new syntactic
category could be attached to (Box 3). In our example, the is a
determiner and it is the first word, so a syntactic structure with
a determiner will be retrieved. The model then creates a new
syntactic structure by attaching the new word to the retrieved
constituent (Box 4). A new word is then attended [dog in Example
(1), Box 1]. This cycle continues until no new words are left to
attend.

Evaluation

Lewis and Vasishth (2005) presented several simulation studies,
showing that their model can account for reading times from
experiments. The model also accounts for the effects of the length
of a sentence (short sentences are read faster than long sentences)
and structural interference (high interference creates a bigger
delay in reading times than low interference) on unambiguous
and garden-path sentences. With a number of additions (that are
outside the scope of this review), the model can be made to cope
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FIGURE 4 | Overview of the processing steps of L&V's sentence processing model [based on Lewis and Vasishth (2005)]. The model processes one word at a time
when processing a sentence such as Example (1), first retrieving its lexical information and then retrieving a prior constituent for the new word to be attached to.
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Attach

Output:
Syntactic
structure

with gapped structures and embedded structures, as well as local
ambiguity (see Lewis and Vasishth, 2005, for more detail).

Predictions

Lewis and Vasishth (2005) compared their output to existing
experiments, rather than making explicit predictions about new
experiments. The model does however provide ideas about why
any discrepancies between the model and the fitted data occur,
which could be seen as predictions, although these predictions
have not been tested in new experiments. For example, in a
simulation comparing the L&V models’ simulated reading times
of subject relative clauses vs. object relative clauses to data from
Grodner and Gibson (2005), the model overestimates the cost
of object-gap filling for object relative clauses. The prediction
following from the model is that adjusting the latency, a standard
ACT-R parameter that influences the time it takes to perform a
chunk retrieval, would reduce the difference between model and
data. Thus, the prediction is that the retrieval latency of chunks
may be lower in this type of language processing than in other
cognitive processes.

Linguistic Principles

X-bar theory is a widely known approach to syntactic structure.
Although already previously implemented as an LC parser (Aho
and Ullman, 1972), it is interesting to examine this linguistic
approach in interaction with memory functions. Importantly,
the use of LC parsing allowed the L&V model to use a top-
down (prediction-based, cf. Chesi, 2015) as well as bottom-up
(input-based, cf. Chomsky, 1993) processing, which increases its
efficiency.

Cognitive Principles

Many of the cognitive principles used in the L&V model are taken
directly from ACT-R: memory retrievals are done from declara-
tive memory, the grammatical knowledge needed for parsing is
incorporated in production rules, and sentences are processed
serially (word by word). Memory plays a very important role
in the model, as processing sentences requires memory of the
recent past. For all memory functions, the same principles of

declarative memory are used as would be used for non-linguistic
processes. For the L&V model, the standard ACT-R architecture
was expanded with a lexical buffer, which holds a lexical chunk
after it is retrieved from the declarative memory. Thus, the model
assumes the use of general memory functions for language
processing, but added a specific attention component to store
linguistic (lexical) information that is in the focus of attention.
The speed of processing required for language processing is
achieved in the L&V model by keeping the model’s processing
down to the most efficient way to do things: the processing of a
word takes a maximum of three production rules and two memory
retrievals, serially. This however includes only the syntactic pro-
cessing, and not, for example, any semantic processing. It remains
to be investigated therefore how the model would function if
more language processing elements, that take additional time to
be executed due to the serial processing bottleneck, are added.

Limitations and Future Directions
Although the simulations show a decent fit when compared to
data from several empirical experiments, there are a number of
phenomena for which a discrepancy is found between the simu-
lation data and some of the experimental data. Specifically, the
L&V model overestimates effects of the length of a sentence and
underestimates interference effects. Lewis and Vasishth (2005)
indicated that part of this discrepancy may be resolved by giv-
ing more weight to decay and less weight to interference in the
model, but leave the mechanisms responsible for length effects
and interference effects open for future research.

Lewis and Vasishth (2005) acknowledged that the model is
a first step to modeling complete sentence comprehension and
indicated that future extensions might lie in the fields of semantic
and discourse processing, the interaction between lexical and
syntactic processing, and investigating individual performance
based on working memory capacity differences. Indeed, this
sentence processing model is an influential model that has served
as a building block for further research. For example, Engelmann
et al. (2013) used the sentence processing model to study the
relation between syntactic processing and eye movements,
Salvucci and Taatgen (2008) used the model in their research of
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multitasking, and Van Rij et al. (2010) and Vogelzang (2017) build
their OT model of pronoun resolution on top of L&V’s syntactic
processing model.

Modeling Syntactic Priming in Language
Production
A second model discussed in this paper is the ACT-R model of
Reitter et al. (2011). Their model (henceforth the RK&M model)
investigates syntactic priming in language production. Speakers
have a choice between different words and grammatical structures
to express their ideas. They tend to repeat previously encountered
grammatical structures, a pattern of linguistic behavior that is
referred to as syntactic or structural priming (for a review, see
Pickering and Ferreira, 2008). For example, Bock (1986) found
that when speakers were presented with a passive construc-
tion such as The boy was kissed by the girl as a description of a
picture, they were more likely to describe a new picture using a
similar syntactic structure. Effects of priming have been detected
with a range of syntactic constructions, including NP variants
(Cleland and Pickering, 2003), the order of main and auxiliary
verbs (Hartsuiker and Westenberg, 2000), and other structures,
in a variety of languages (Pickering and Ferreira, 2008), and in
children (Huttenlocher et al., 2004; Van Beijsterveldt and Van
Hell, 2009), but also syntactic phrase-structure rules in general
(Reitter et al., 2006; Reitter and Moore, 2014).

In the literature, a number of factors that interact with priming
have been identified:

o Cumulativity: priming strengthens with each copy of the
primed construction (Jaeger and Snider, 2008).

o Decay: the probability of occurrence of a syntactic construc-
tion decays over time (Branigan et al., 1999).

o Lexical boost: lexically similar materials increase the chance
that priming will occur (Pickering and Branigan, 1998).

o Inverse frequency interaction: priming by less frequent con-
structions is stronger (Scheepers, 2003).

Besides these factors, differences have been found between
fast, short-term priming and slow, long-term adaptation, which
is a learning effect that can persist over several days (Bock et al.,
2007; Kaschak et al.,, 2011b). These two different priming effects
have been suggested to use separate underlying mechanisms
(Hartsuiker et al., 2008), and as such may rely on different cogni-
tive resources.

Syntactic priming is seen as an important effect by which to
validate models of syntactic representations and associated learn-
ing. Several other models of syntactic priming were proposed
(Chang et al., 2006; Snider, 2008; Malhotra, 2009), but none of
these are able to account for all mentioned factors as well as short
and long term priming. The goal of the RK&M model is thus
to account for all types of syntactic priming within a cognitive
architecture.

Theoretical Approach

The RK&M model is based on a theoretical approach that
explains priming as facilitation of lexical-syntactic access. The
model bases its syntactic composition process on a broad-cov-
erage grammar framework, CCG (see Linguistic Approaches,

Steedman, 1988, 2000). Categorial Grammars use a small set of
combinatory rules and a set of parameters to define the basic
operations that yield sentences in a specific language. Most
specific information is stored in the lexicon. With the use of
CCG, the RK&M model implements the idea of combinato-
rial categories as in Pickering and Branigans (Pickering and
Branigan, 1998) model.

In CCG, the syntactic process is the result of combinations
of adjacent words and phrases (in constituents). Unlike classical
phrase-structure trees, however, the categories that classify each
constituent reflect its syntactic and semantic status by stating
what other components are needed before a sentence results. For
example, the phrase loves toys needs to be combined with a NP to
its left, as in Example 2. This phrase is assigned the category S\NP.
Similarly, the phrase Dogs love requires a NP to its right to be
complete, thus, its category is S//NP. Many analyses (derivations)
of a given sentence are possible in CCG.

(2) Dogs love toys.

Combinatory Categorial Grammar allows the RK&M model
to generate a syntactic construction incrementally, so that a
speaker can start speaking before the entire sentence is planned.
However, it also allows the planning of a full sentence before a
speaker starts speaking. CCG is generally underspecified and
generates more sentences than would be judged acceptable. The
RK&M model at least partially addresses this over-generation by
employing memory-based ACT-R mechanisms, which also help
in providing a cognitively plausible version of a language model.

Implementation

In the RK&M model, lexical forms and syntactic categories are
stored in chunks in declarative memory. The activation of any
chunk in ACT-R is determined by previous occurrences, which
causes previously used, highly active chunks to have a higher
retrieval probability, creating a priming effect.

The RK&M model additionally uses spreading activation
to activate all syntax chunks that are associated with a lexical
form, creating the possibility to express a meaning in multiple
ways. Some ways of expressing a meaning are more frequent in
language than others, and therefore the amount of spreading
activation from a lexical form to a syntax chunk is mediated by
the frequency of the syntactic construction. This causes more
frequent forms to have a higher activation and therefore to be
more likely to be selected. However, a speaker’s choice of syntactic
construction can vary on the basis of priming and noise.

To make its theoretical commitments to cue-based, fre-
quency- and recency-governed declarative retrieval, as well as its
non-commitments to specific production rules and their timing
more clear, the RK&M model was implemented first in ACT-R 6,
and then in the ACT-UP implementation of the ACT-R theory
(Reitter and Lebiere, 2010).

Syntactic Realization

The RK&M model takes a semantic description of a sentence as
input and creates a syntactic structure for this input. The serially
executed processing steps of the model are shown in Figure 5 and
will be explained on the basis of Example (3).
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FIGURE 5 | Overview of the processing steps of RK&M’s syntactic priming model, which produces the syntactic structure of a sentence such as Example (3) [based
on Reitter et al. (2011)]. First, retrievals of the lexical form of the head and a thematic role are done. Then, the model selects an argument for the thematic role and
retrieves a syntax chunk before combining the information according to combinatorial rules of Combinatory Categorial Grammar in the adjoin phase.

(3) Sharks bite. respectively. By simulating a restricted form of incremental lan-
guage production, it accounts for (a) the inverse frequency inter-
action (Scheepers, 2003; Reitter, 2008; Jaeger and Snider, 2013);
(b) the absence of a decay in long-term priming (Hartsuiker and
Kolk, 1998; Bock and Griffin, 2000; Branigan et al., 2000; Bock
et al., 2007); and (c) the cumulativity of long-term adaptation
(Jaeger and Snider, 2008). The RK&M model also explains the
lexical boost effect and the fact that it only applies to short-term
priming, because semantic information is held in short-term
memory and serves as a source of activation for associated syn-
tactic material.

The model uses lexical-syntactic associations as in the
residual-activation account (Pickering and Branigan, 1998).
However, learning remains an implicit process, and routinization
(acquisition of highly trained sequences of actions) may still
occur, as it would in implicit learning accounts.

The RK&M model accounts for a range of priming effects, but

despite providing an account of grammatical encoding, it has not
been implemented to explain how speakers construct complex
sentences using the broad range of syntactic constructions found
Priming in a corpus.
Within the language production process, syntactic choice points
(Figure 5, Box 4) will occur, during which a speaker decides
between several possible syntactic variants. The model needs to
explicate the probability distribution over possible decisions at
that point. This can be influenced by priming.

The time course of priming is of concern in the RK&M model.
Immediately after a prime, repetition probability is strongly
elevated. The model uses two default ACT-R mechanisms,
base-level learning and spreading activation, to account for long-
term adaptation and short-term priming. Short-term priming
emerges from a combination of two general memory effects: (1)
rapid temporal decay of syntactic information and (2) cue-based
memory retrieval subject to interfering and facilitating semantic
information (Reitter et al., 2011). Long-term priming effects in
the model emerge from the increase in base-level activation that
occurs when a chunk is retrieved.

First, the model retrieves a lexical form for the head of the
sentence (Box 1). In Example (3), this head will be the verb bite.
Then the most active thematic role is retrieved from memory
(Box 2), which would be the “agent-role” in our example. If no
next thematic role can be retrieved, the entire sentence has been
generated and an output can be given. The model then identifies
the argument associated with the retrieved thematic role and
retrieves a lexical form for this argument (Box 3). In the case
of the agent-role in Example (3), this will be sharks. Following,
the model retrieves a syntax chunk that is associated with the
retrieved lexical form (Box 4). The lexical form was sharks, and
the corresponding syntax chunk will thus indicate that this is
an NP, and that it needs a verb to its right (S/VP). Finally, the
model adjoins the new piece of syntactic information with the
syntactic structure of the phrase thus far (Box 5), according to
the combinatorial rules of CCG. The model then goes back to
retrieving the next thematic role (Box 2) and repeats this process
until the entire sentence has been generated.

Predictions
Because semantic information is held in short-term memory and
serves as a source of activation for associated syntactic material,
the RK&M model predicts that lexical boost occurs with the rep-
etition of any lexical material with semantic content, rather than
just with repeated head words. This prediction was confirmed
with corpus data (Reitter et al., 2011) and also experimentally
(Scheepers et al., 2017). The RK&M model also predicts that only
content words cause a lexical boost effect. This prediction was not
tested on the corpus, although it is compatible with prior experi-
mental results using content words (Corley and Scheepers, 2002;
Schoonbaert et al., 2007; Kootstra et al., 2012) and semantically
related words (Cleland and Pickering, 2003), and the insensitiv-
ity of priming to closed-class words (Bock and Kroch, 1989;
Pickering and Branigan, 1998; Ferreira, 2003).

The model predicted cumulativity of prepositional-object

Evaluation construction priming, and it suggested that double-object con-
In the RK&M model, base-level learning and spreading activa- structions are ineffective as primes to the point where cumula-
tion account for long-term adaptation and short-term priming,  tivity cannot be detected. In an experimental study published
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later by another lab (Kaschak et al., 2011a), this turned out to
be the case.

Linguistic Principles

An important aspect of the RK&M model is that it uses CCG.
This allows the model to realize syntactic constructions both
incrementally and non-incrementally, without storing large
amounts of information. CCG can produce multiple representa-
tions of the input at the same time, which reflect the choices that
a speaker can make. CCG has enjoyed substantial use on large-
scale problems in computational linguistics in recent years. Still,
how much does this theoretical commitment (of CCG) limit the
model’s applicability? The RK&M model relies, for its account of
grammatical encoding, on the principles of incremental planning
made possible by categorial grammars. However, for its account
of syntactic priming, the deciding principle is that the grammar is
lexicalized, and that syntactic decisions involve lower-frequency
constructions that are retrieved from declarative (lexical)
memory. Of course, ACT-R as a cognitive framework imposes
demands on what the grammatical encoder can and cannot do,
chiefly in terms of working memory: large, complex symbolic
representations such as those necessary to process subtrees in
Tree-Adjoining Grammar (Joshi et al., 1975), or large feature
structures of unification-based formalisms such as Head-driven
Phrase Structure Grammar (Pollard and Sag, 1994) would be
implausible under the assumptions of ACT-R.

Cognitive Principles
The RK&M model’s linguistic principles are intertwined with cog-
nitive principles in order to explain priming effects. Declarative
memory retrievals and the accompanying activation boost cause
frequently used constructions to be preferred. Additionally, the
model uses the default ACT-R component of spreading activation
to give additional activation to certain syntax chunks, increasing
the likelihood that a specific syntactic structure will be used.
Working memory capacity is not specified in the RK&M model.
The RK&M model is silent with respect to the implementation
of its grammatical encoding algorithms. Standard ACT-R pro-
vides for production rules that represent routinized skills. These
rules are executed at a rate of one every 50 ms. Whether that is fast
enough for grammatical encoding when assuming a serial pro-
cessing bottleneck, and how production compilation can account
for fast processing, is unclear at this time. Production compila-
tion, in ACT-R, can combine a sequence of rule invocations and
declarative retrievals into a single, large and efficient production
rule. An alternative explanation may be that the production rule
system associated with the syntactic process is not implemented
by the basal ganglia, the brain structure normally associated with
ACT-R’s production rules, but by a language-specific region such
as Broca’s area. This language-specific region may allow for faster
processing.

Limitations and Future Directions

Some effects related to syntactic priming remain unexplained by
the RK&M model. For example, the repetition of thematic and
semantic assignments between sentences (Chang et al., 2003)
is not a consequence of retrieval of lexical-syntactic material. A

future ACT-R model can make use of working memory accounts
(cf. Van Rij et al.,, 2013) to explain repetition preferences leading
to such effects.

Modeling the Acquisition of Object

Pronouns

The third and final model that is discussed, is Van Rij et al’s (2010)
model for the acquisition of the interpretation of object pronouns
(henceforth the RR&H model). In languages such as English and
Dutch, an object pronoun (him in Example 4) cannot refer to
the local subject (the penguin in Example 4, cf. e.g., Chomsky,
1981). Instead, it must refer to another referent in the context, in
our example the sheep. In contrast, reflexives such as “zichzelf”
(himself, herself) can only refer to the local subject.

(4) Look, a penguin and a sheep. The penguin is hitting him/
himself.

Children up to age seven allow the unacceptable interpretation
of the object pronoun “him” (the penguin), although children
perform adult-like on the interpretation of reflexives from the
age of four (e.g., Chien and Wexler, 1990; Philip and Coopmans,
1996). Interestingly, children as early as 4 years old show adult-
like production of object pronouns and reflexives (e.g., De Villiers
et al., 2006; Spenader et al., 2009). The ACT-R model is used to
investigate why children show difficulties interpreting object
pronouns, but not interpreting reflexives or producing object
pronouns or reflexives.

Theoretical Account

To explain the described findings on the interpretation of object
pronouns and reflexives, Hendriks and Spenader (2006) proposed
that children donotlack thelinguisticknowledge needed for object
pronoun interpretation but fail to take into account the speaker’s
perspective. According to this account, formulated within OT
(Prince and Smolensky, 1993, see Linguistic Approaches), object
pronouns compete with reflexives in their use and interpretation.

In the account of Hendriks and Spenader (2006), two gram-
matical constraints guide the production and interpretation of
pronouns and reflexives. “Principle A” is the strongest constraint,
which states that reflexives have the same reference as the subject
of the clause. In production, Hendriks and Spenader assume a
general preference for producing reflexives over pronouns, which
is formulated in the constraint “Avoid Pronouns.”

Hendriks and Spenader (2006) argue that the interpretation
of object pronouns is not ambiguous for adults, because they
take into account the speakers’ perspective: if the speaker wanted
to refer to the subject (e.g., the penguin in Example 4), then the
speaker would have used a reflexive in accordance with the
constraint Principle A. When the speaker did not use a reflexive,
therefore, an adult listener should be able to conclude that the
speaker must have wanted to refer to another referent. Although
this account can explain the asymmetry in children’s production
and interpretation of object pronouns, it does not provide a theory
on how children acquire the interpretation of object pronouns. To
investigate this question, the theoretical account of Hendriks and
Spenader was implemented in ACT-R (Van Rijj et al., 2010; see
also Hendriks et al., 2007).
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Implementation

An overview of the RR&H model is presented in Figure 6. The
process of finding the optimal meaning for a form (in comprehen-
sion) or finding the optimal form for a meaning (in production)
was implemented in ACT-R as a serial process. To illustrate the
process, consider the interpretation of the pronoun him.

Using Grammatical Constraints

When interpreting a pronoun, two consecutive production rules
request the retrieval of two candidate interpretations from the
model’s declarative memory (Box 1 and Box 2 in Figure 6). The
two candidate interpretations are the co-referential interpretation
(i.e., reference to the referent expressed by the local subject, e.g.,
the penguin in Example 4) and the disjoint interpretation (i.e.,
reference to another referent in the discourse, such as the sheep
in Example 4). Consequently, a production rule requests the
retrieval of a grammatical constraint from declarative memory.
The chunk that represents the constraint Principle A has the high-
estactivation because it is the strongest constraint and is retrieved
from memory first (see Box 3).

On the basis of the retrieved constraint, the two candidate
interpretations are evaluated (Box 4 and 5). If one of the candi-
dates violates the constraint, the RR&H model tries to replace that
candidate by a new candidate (Box 4 and Box 2). If it cannot find
a new candidate in memory, the remaining candidate is selected
as the optimal interpretation.

If the input was a pronoun, however, none of the candidate
interpretations violates Principle A. Therefore, both candidate
interpretations are still possible (Box 5). In this situation, the

RR&H model retrieves a new constraint (Box 3), Avoid Pronouns.
This constraint cannot distinguish between the two candidate
meanings either, because it only applies to forms. As both the
co-referential and the disjoint interpretation are still possible, the
model randomly selects one of the two candidates as the optimal
interpretation. The random choice between two optimal candi-
dates reflects children’s behavior in the interpretation of object
pronouns.

Perspective Taking

After selecting the optimal interpretation, the RR&H model takes
the speaker’s perspective to verify whether the speaker indeed
intended to express the selected interpretation (see Figure 7).
Taking the speaker’s perspective, the model uses the same opti-
mization mechanism, but now the input is the meaning (optimal
interpretation) selected in the previous step when taking the
listener’s perspective (m,), and the output is the optimal form to
express that meaning (f).

Continuing with the example of processing an object pronoun,
the model could have selected the co-referential interpretation
as the interpretation of the object pronoun when taking the lis-
tener’s perspective. In that situation, the input (m,) for the second
optimization step, using the speaker’s perspective, would be the
co-referential interpretation. The output of the second optimiza-
tion step (f;) is the reflexive form, because the constraint Avoid
Pronouns favors the use of a reflexive over a pronoun.

After the two optimization steps, a new production rule fires
that compares the initial input (the object pronoun) with the out-
put (a reflexive, Figure 7 Box 3). As these forms are not identical

Iteratively

e

Evaluation
CnhzC,
. 1 2
Input: Retrieve Retrieve Retrieve
Form or candidate C,, candidate C,, constraint
meaning (5 )
as Ry Evaluation
LEE T L A :‘ Ch=C,
“ \ J
Output: *e, .
Optimal T
candidate

FIGURE 6 | The optimization process as implemented in the RR&H model to determine the optimal meaning for a form such as him in Example (4) (in
comprehension), and the optimal form for a meaning such as co-reference [(in production), based on Van Rij et al. (2010)].

“__..---
o*

2

Input:
Form f,

Listener's
perspective

Meaning my

on Van Rij et al. (2010)].

Speaker's
perspective

es Output:
Evaluation ...y.....> optigml
f=f, meaning

FIGURE 7 | An optimization process from the perspective of the listener as well as an optimization process from the perspective of the speaker is performed [based

Frontiers in Communication | www.frontiersin.org

111

September 2017 | Volume 2 | Article 11


http://journal.frontiersin.org/journal/communication
http://www.frontiersin.org
http://www.frontiersin.org/Communication/archive

Vogelzang et al.

Cognitive Models of Language Processing

in our example, the model concludes that a co-referential inter-
pretation is not intended by the speaker: the speaker would have
used a reflexive rather than a pronoun to express a co-referential
interpretation. As a consequence, the model will take an alterna-
tive candidate interpretation, the disjoint interpretation, and will
check if the speaker could have intended a disjoint interpretation.

Alternatively, if the model had selected a disjoint interpretation
for a pronoun during the first optimization step, the input for the
speaker’s perspective (m;) would be a disjoint interpretation. The
constraint Principle A would cause the model to select a pronoun
rather than a reflexive for expressing the disjoint interpretation
(f2). As the original input (fi, a pronoun) and the output (f;, also
a pronoun) are identical, the model concludes that the speaker
indeed intended a disjoint interpretation.

Although children are expected to use the same perspective
taking mechanism as adults, it is assumed that children’s process-
ing is initially too slow to complete this process. The time for
pronoun resolution is limited: When the next word comes, the
model stops processing the pronoun and redirects its attention to
the new word. Gradually however, children’s processing becomes
more efficient due to ACT-R’s default mechanism of production
compilation (Taatgen and Anderson, 2002). This way, the process
becomes more efficient, and over time it is possible to take the
perspective of the speaker into account in interpretation.

Evaluation

The RR&H model explains the delay in object pronoun acquisi-
tion as arising from the interaction between general cognitive
principles and specific linguistic constraints. The model simula-
tions show that children’s non-adult-like performance does not
necessarily arise from differences in linguistic knowledge or dif-
ferences in processing mechanism but may arise because children
lack processing efficiency.

Predictions

From the RR&H model simulations, a new prediction was
formulated: when children receive sufficient time for pronoun
interpretation, they will show more adult-like performance on
object pronoun interpretation. Van Rij et al. (2010) tested this
prediction by slowing down the speech rate. They found that chil-
dren indeed performed significantly more adult-like on object
pronoun interpretation when they were presented with slowed-
down speech compared to normal speech. A second prediction of
the RR&H model is that the use of perspective taking in pronoun
interpretation is dependent on the input frequency of pronouns.
With higher input frequency, the process becomes more efficient
in a shorter time (Van Rij et al., 2010; Hendriks, 2014).

Linguistic Principles

The linguistic principles incorporated in the RR&H model is
rooted in OT. The underlying idea in OT is that an in principle
infinite set of potential candidates is evaluated on the basis of
all constraints of the grammar. The serial optimization mecha-
nism implemented in the model is a more constrained version
of optimization: the two most likely candidates are compared
using the constraints that are most relevant in the context. In this
respect, the optimization mechanism could be applied to other

linguistic (and non-linguistic) phenomena and is thus potentially
generalizable.

Cognitive Principles

Several general cognitive principles are used in the RR&H model.
Production compilation learning allowed the model to gradually
derive an efficient variant of the general cognitive skill of perspec-
tive taking that is specialized for object pronoun interpretation.
This specialization mechanism has been applied to model other
linguistic and non-linguistic phenomena (e.g., Taatgen and
Anderson, 2002). Through the increased efficiency of production
rules, as well as through increasing activation of candidates and
constraints that were used for pronoun interpretation, the model’s
processing speed increases over time.

The RR&H model uses ACT-R’s declarative memory for the
storage and retrieval of candidates and constraints. However, no
discourse processing was included in the model, and no working
memory component was used. Therefore, a remaining ques-
tion is whether, contrary to what is assumed in other research
(Christiansen and Chater, 2016), processing speed limitations on
pronoun processing are not imposed by working memory limita-
tions, but by processing efficiently limitations (cf. Kuijper, 2016).

RR&H’s account of the difference between childrens and
adults’ processing of pronouns crucially follows from the serial
processing bottleneck assumption, as it assumes that children
have the knowledge necessary to use bidirectional optimization,
including all relevant linguistic knowledge, but cannot make use
of it due to time limitations. Proceduralization is used as the
explanation for how children arrive at adult performance given
the serial processing bottleneck.

Limitations and Future Directions
A potential limitation of RR&H’s object pronoun processing
model is that it is not yet clear how to determine the two most
likely candidates or how the model can decide what the most rel-
evant constraint is. Another simplification is that both candidate
referents were introduced in the previous sentence. An interest-
ing extension of the model would be one in which the discourse
status of the referents would also be taken into account (cf. Van
Rij etal., 2013). The extended model would need to integrate fac-
tors such as first-mention, frequency, recency, grammatical role
and role parallelism (Lappin and Leass, 1994), and semantic role
(Kong et al., 2009) to account for topicality and the discourse
prominence of referents (Grosz et al., 1995), which plays an
important role in pronoun resolution (Spenader et al., 2009).
Another future direction for this research would be to inves-
tigate why children as early as 4 years old in languages such as
Italian and Spanish do not allow unacceptable reference to the
local subject for object pronouns (Italian: McKee, 1992; for an
overview on Italian see Belletti and Guasti, 2015; Spanish: Baauw,
2002), in contrast to children in languages such as English and
Dutch. Thus, this cognitive model could be applied to investigate
cross-linguistic variation.

Commonalities and Differences
In the previous sections, we discussed three language process-
ing models in ACT-R that were based on different linguistic
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approaches. The models were all implemented in the same
cognitive architecture, so they are all constrained by the same
limitations on cognitive resources. This allows for their compari-
son, which can provide information about how different aspects
of language processing interact with non-linguistic aspects
of cognition, and how models addressing different linguistic
phenomena can be integrated. In this section, we will discuss the
commonalities and differences between these models in more
detail, so it can be examined to which extent assumptions about
general cognitive resources influence implementations of these
specific linguistic approaches. Additionally, their comparison
will provide an overview of some choices that can be made
when implementing a language processing model, such as how
to represent (grammatical) knowledge, and how these choices
can directly impact how cognitive resources influence the model.
The models’ main differences lie in (1) the language modality,
(2) the linguistic approach they take, and (3) how grammatical
knowledge is represented.

As for the different language modalities investigated in the
three models, the model of Lewis and Vasishth (2005) focuses
on sentence interpretation and builds the syntactic representa-
tions needed for interpretation. In contrast, the model of Reitter
et al. (2011) focuses on sentence production. The model of Van
Rij et al. (2010) again focuses on sentence interpretation but
includes a sentence production component in its implementation
of perspective taking. So, the selected models show that cogni-
tive models can perform both sentence processing as needed for
interpretation and sentence processing as needed for production.
As the selected models are merely example implementations of
linguistic approaches, this shows how versatile cognitive mod-
eling can be.

A second difference between the three models is that the mod-
els all take a different linguistic approach, as Lewis and Vasishth
(2005) used LC parsing based on X-bar theory, Reitter etal. (2011)
used CCG, and Van Rijj et al. (2010) used OT. Although a work-
ing cognitive model does not prove the necessity of a particular
linguistic approach, it shows its sufficiency: the model of Lewis
and Vasishth (2005), for example, shows that LC parsing is suf-
ficient to account for experimental data on sentence processing.
It should be noted that the three linguistic approaches need not
be mutually exclusive. For example, it is conceivable that a model
processes sentences based on LC parsing and uses OT to inter-
pret ambiguous pronouns (cf. Van Rij, 2012; Vogelzang, 2017).
Additionally, it should be noted that all three theories have been
treated as approaches that have remained unquestioned, whereas
variations of these approaches may be worth while to consider
(cf., e.g., Osborne et al., 2011).

A final important difference between the models is how gram-
matical knowledge is represented. In Lewis and Vasishth’s (Lewis
and Vasishth, 2005) model, lexical information and syntactic
structures are stored in declarative memory, but grammatical
rules are incorporated as procedural knowledge in production
rules. Therefore, their grammatical rules are not subject to the
activation functions associated with the declarative memory but
are subject to the time constraints of production rule execution.
This is different from the model of Reitter et al. (2011), which
stores lexical forms as well as syntactic categories as chunks in

the declarative memory, and therefore also incorporates the
grammatical rules in the declarative memory. The model of
Van Rij et al. (2010) incorporates grammatical rules as chunks
in the declarative memory. So, the models incorporate gram-
matical knowledge in different ways, which has consequences
for the influence of general cognitive resources on grammatical
knowledge. Specifically, knowledge stored in declarative memory
is subject to ACT-R’s principles concerning memory activation
and retrieval time, whereas knowledge stored in procedural
memory is subject to ACT-R’s principles concerning production
rule execution time.

Although the three models differ in several respects, they
also have a number of important features in common. The most
important ones that we will discuss are (1) the restrictions placed
on the model performance by general cognitive resources, (2) the
assumption of a serial processing bottleneck, and (3) the genera-
tion of quantitative predictions.

As all models were implemented in ACT-R, the performance
of all models is constrained by the same restrictions on cognitive
resources. So, although the models focus on different linguistic
phenomena and use different representations, they all use, for
example, the same functions of declarative memory for the acti-
vation of chunks. Furthermore, they all use the same distinction
between procedural and declarative memory and incorporate
the constraint that information can only be actively used by
the model once it is retrieved from declarative memory. Using
the same cognitive architecture therefore makes these different
models comparable with regard to how the representations are
influenced by cognitive resources.

Another constraint within all the models, also imposed by
the cognitive architecture, is the serial processing bottleneck
(Anderson, 2007). In ACT-R, only one production rule execution
or memory retrieval can be performed at a time. Using serial pro-
cessing increases the time it takes to perform multiple processing
steps. Therefore, the serial processing bottleneck creates timing
constraints for the models, influencing predictions about perfor-
mance. We will discuss the implications of this serial processing
bottleneck in more detail in the Section “Discussion”

Finally, the last commonality is that all models can generate
quantitative predictions. In general, linguistic theories only
discuss competence and do not address performance and do
not explain why the observed performance may not match the
competence. Thus, linguistic theories do not explain, for example,
why speakers may use a certain form in 80% of the cases, but
a different form in the other cases. By implementing theoretical
approaches in cognitive models, quantitative predictions about
why performance does not match competence can be generated.

DISCUSSION

In this review, we investigated to what extent general cognitive
resources influence concretely implemented models of linguistic
competence. To this end, we examined the language processing
models of Lewis and Vasishth (2005), Reitter et al. (2011), and
Van Rij et al. (2010). In this section, we will discuss the benefits
and limitations of using a cognitive architecture to implement
and investigate theories of linguistic competence, and to what
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extent general cognitive resources influence performance on the
basis of these theories.

Cognitive architectures provide a framework for implement-
ing theories of linguistic competence in a validated account of
general cognitive resources related to learning and memory. The
three specific models that we discussed showed that the cognitive
architecture ACT-R on the one hand provides sufficient freedom
to implement different linguistic theories in a plausible manner,
and on the other hand sufficiently constrains these theories to
account for several differences between linguistic competence
and performance. Implementing a linguistic theory in a cognitive
architecture forces one to specify, among other things, assump-
tions about how lexical, syntactic, and semantic knowledge is
represented and processed in our mind. These specifications are
necessarily constrained by general cognitive resources. Therefore,
general cognitive resources such as memory and processing speed
also constrain performance on the basis of linguistic theories and
are crucial for investigating this performance in a cognitively
plausible framework.

By implementing a theory of linguistic competence in a
cognitive model, it can be evaluated whether a linguistic theory
can account for experimental performance data. The distinc-
tion between competence and performance is an advantage of
cognitive models over abstract linguistic theories (reflecting
competence) and standard experimental measures (measuring
performance). A cognitive model thus can not only be used
to model performance but can also be used to investigate the
reason why full competence may not be reached (e.g., because of
memory retrieval limitations: Van Maanen and Van Rijn, 2010,
processing speed limitations: Van Rij et al., 2010, or the use of
an incorrect strategy: Arslan et al., 2017). As such, cognitive
models can account for patterns of linguistic performance that
were traditionally accounted for by positing a separate parsing
module in the mind specifically for language processing (e.g.,
Kimball, 1973; Frazier and Fodor, 1978). This line of argu-
mentation has also been explored by Hale (2011), who argues
that linguistic theories need to be specified not just on Marr’s
computational level, but that it is necessary to specify theories at
a level of detail so that they can be implemented, step-by-step,
in an algorithmic-level framework and yield precise predictions
about behavior. The comparison of models described in this
review makes explicit which assumptions have to be made in
the cognitive model to incorporate particular linguistic theories.
All three cognitive models discussed in this review have been
applied to fit human data. In many of these cases, the model
could account for the general trends in the data, if not the
complete data set. As such, all three models provided an explicit
relation between data, theory, and explanation. Although
not all models made novel predictions that could be tested in
new experiments, this is a strength of cognitive modeling and
therefore something every paper on cognitive modeling should
include. Adding novel predictions shows that (1) the model was
not just fitted to existing data and (2) the model is falsifiable. The
latter is important, because falsifiable models allow a theory to
be disproven. Providing novel predictions allows other research-
ers to test these, and gather either support for or evidence against
a specific theory.

An additional benefit of cognitive modeling is that individual
differences can be investigated. By manipulating, for example,
the amount of experience (Van Rij et al., 2010), the amount of
working memory capacity (Van Rij et al., 2013), or the rate of
forgetting in memory (Sense et al., 2016), different performance
levels can be achieved. This way, different individuals can be mod-
eled and it can be investigated why certain mistakes may be made
(explanations could be, for example limited experience, limited
memory capacity, limited attention span). By combining different
simulated individuals, group effects may be explained (Van Rij
etal., 2010).

There are, however, also some limitations to modeling
language processing in a cognitive architecture. First, all three
models that were discussed can account for specific linguistic
phenomena, but these only form a small part of language.
Scalability is an issue for many models, as expanding their
coverage and making them more complex (for example, by
combining a model that performs full semantic processing
with a model that performs full syntactic processing) will make
models slower in any architecture that assumes serial process-
ing. Specifically, although the model of Van Rij et al. (2010)
uses the serial processing bottleneck explicitly to account for
children’s performance errors, both Lewis and Vasishth (2005)
and Reitter et al. (2011) suggest that their models may strug-
gle with this assumption when expanded. It is thus important
to keep in mind that the discussed, relatively small, serially
implemented models of language processing were sufficient to
fit to experimental data, but the serial processing bottleneck
may prove to be too strict for sentence processing when a
complete language processing model is developed. Moreover,
the discussed models are abstractions and simplifications of
reality and take into account neither additional internal fac-
tors influencing language processing, such as attentional state
or focus (Lappin and Leass, 1994; Lewis et al., 2006), emotion
(Belavkin et al., 1999), and motivation (Belavkin, 2001), nor
external factors such as visual context (Tanenhaus et al., 1995).
Once a model has found support for underlying mechanisms of
sentence processing, it can be used as a basis for investigating
the effects of these additional factors. Therefore, the models
discussed can be seen as a first step toward investigating such
factors in the future.

A second limitation is related to a concern that Lewis and
Vasishth (2005) raised: the degrees of freedom in cognitive models.
For any set of cognitive models to be optimally comparable, they
should be restricted by the same cognitive resources. However,
cognitive architectures provide much freedom regarding different
parameters (for example, the memory decay parameter in ACT-R
can be changed manually). Therefore, models should generally
strive to keep the quantitative parameters constant. If this is done,
any variation between models will originate from the production
rules and the content of the declarative memory, which is also
where (linguistic) theory is implemented.

As a final limitation, any cognitive architecture that does not
specify different types of memory (short-term memory, episodic
long-term memory, semantic long-term memory) will make it
difficult to model language processing in all its complexity. For
example, long-term memory is difficult to implement in ACT-R,
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because all chunks are subject to the same decay in activation
over time. Thus, it is a puzzle why people do not forget certain
pieces of knowledge that are not retrieved frequently (like, for
example, what a hedgehog is). Recent research has found that
different types of facts may actually have different decay rates
(Sense et al., 2016). This can be important for language process-
ing, because even infrequent words are not forgotten and can
still be recognized and used after a long time. A related issue
is that cognitive architectures with only one type of memory
make it challenging to implement and manipulate working
memory capacity. So, although the possibility of manipulating
cognitive resources in cognitive models can be seen as a benefit,
not restricting how these cognitive resources should be mod-
eled limits its application. As language processing is known to
be constrained by working memory capacity, manipulations of
working memory capacity would be useful in order to study its
effects on linguistic performance. Moreover, when modeling
language acquisition or language attrition, working memory
may be of great influence, as it can differ between ages (Grivol
and Hage, 2011) and in clinical populations (e.g., ADHD:
Martinussen et al., 2005; autism spectrum disorder: Barendse
et al., 2013; cochlear implant users: AuBuchon et al., 2015).
Although the function of working memory can be simulated
indirectly through other processes like spreading activation
(Daily et al., 2001), restrictions on their implementation in the
cognitive architecture would make models more comparable
and potentially more cognitively plausible.

Thus, using a cognitive architecture to investigate theories
of linguistic competence has clear benefits as well as a number
of current limitations. The main question in this review was to
what extent general cognitive resources influence concretely
implemented models of linguistic competence. An examina-
tion of the different cognitive models of linguistic performance
provides evidence that well-studied general cognitive resources
such as working memory influence language processing. In addi-
tion, less well-studied cognitive factors may also play a role, such
as number of processing steps (Lewis and Vasishth, 2005) and
processing efficiency (Van Rij et al., 2010). The influence of these
factors can differ due to differences in, for example, experience,
processing strategy, or possibly developmental disorder. Thus,
our investigation of different cognitive models emphasizes that
not only memory-related resources but also other timing-related
resources and factors influence language processing.

As stated, implementations of linguistic theories into a cog-
nitive model can, on the one hand, provide information about
whether the theory can sufficiently account for observed perfor-
mance. On the other hand, they can also be used to investigate
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This Perspective traces the evolution of certain central notions in the theory of Generative
Grammar (GG). The founding documents of the field suggested a relation between the
grammar, construed as recursively enumerating an infinite set of sentences, and the
idealized native speaker that was essentially equivalent to the relation between a formal
language (a set of well-formed formulas) and an automaton that recognizes strings as
belonging to the language or not. But this early view was later abandoned, when the focus
of the field shifted to the grammar’s strong generative capacity as recursive generation
of hierarchically structured objects as opposed to strings. The grammar is now no longer
seen as specifying a set of well-formed expressions and in fact necessarily constructs
expressions of any degree of intuitive “acceptability.” The field of GG, however, has not
sufficiently acknowledged the significance of this shift in perspective, as evidenced by the
fact that (informal and experimentally-controlled) observations about string acceptability
continue to be treated as bona fide data and generalizations for the theory of GG. The
focus on strong generative capacity, it is argued, requires a new discussion of what
constitutes valid empirical evidence for GG beyond observations pertaining to weak
generation.

Keywords: generative grammar, grammaticality, acceptability, evidence, methodology

INTRODUCTION

There exists a contradiction between the near-universal acceptance of acceptability judgments as a
source of data for Generative Grammar (GG) on the one hand and the theory’s express focus on
strong generative capacity on the other. While linguists agree on this focus, they nevertheless tend
to uncritically assume that judgments of the acceptability of strings constitute data for GG. But this
assumption is baseless, and a renewed discussion of GG’s empirical basis is in order.

EARLY IDEALIZATIONS: THE SPEAKER AS AN AUTOMATON

Chomsky (1955, LSLT) defined as the “primary concern” of syntactic theory “to determine the
grammatical sentences of any given language [...]” (57). Chomsky (1957, SS) elaborates:

“The fundamental aim in the linguistic analysis of a language L is to separate the grammatical
sequences which are sentences of L from the ungrammatical sequences which are not sentences
of L [...]. The grammar of L will thus be a device that generates all of the grammatical sequences
of L and none of the ungrammatical ones.” (SS, 13).

The set of sequences so determined “corresponds to the ‘intuitive sense of grammaticalness™ of
the native speaker” (LSLT, 95); hence, “the sequences generated by the grammar as grammatical
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sentences must be acceptable, in some sense, to the native speaker
[...]” (LSLT, 101). The adequacy of a grammar can be assessed
by “[determining] whether or not the sequences that it generates
are actually grammatical, i.e., acceptable to a native speaker” (SS,
13). Consequently, “the linguist’s task [is] that of producing [...] a
grammar [that generates] all and only the sentences of a language
[...]7 (SS, 85).

On this Early View (EV), the idealized native speaker is the
human equivalent of an automaton in the theory of formal
languages, which accepts (recognizes) or rejects a given string
depending on whether or not it is part of the set of legal
sequences. While the importance of hierarchical structures
underlying the sequences was recognized to be of central
importance, the formal systems used at the time—Post-style
rewrite rules plus transformational rules—ultimately enumerated
strings (see Lasnik, 2000).

LSLT and SS took grammaticality (or degrees thereof, as
argued in LSLT: chapter 5; also Chomsky, 1965, p. 148ff.) to
be accessible to intuition. That the matter is more complex was
explicitly acknowledged shortly after by Chomsky (1965, p. 11),
who cautions that “[t]he notion ‘acceptable’ is not to be confused
with ‘grammatical”: while the former “belongs to the study of
performance,” the latter “belongs to the study of competence
[...].” This is the standard distinction between grammaticality
and acceptability, often not drawn properly even in technical
papers (cf. Newmeyer, 1983, p. 51). A true shift in perspective,
however, took place later, when the notion of sentence,
understood as sequence in L, was eliminated altogether from the
theory.

A SHIFT IN PERSPECTIVE

Later works of Chomsky’s are explicit in rejecting the EV
and its view of the idealized native speaker as a human
automaton. Perhaps the first clear articulation of this shift
appears in Chomsky (1980), where we find the assertion that
“la GG] does not in and of itself determine the class of
what we might choose to call ‘grammatical sentences’ [...],
an unremarkable conclusion “once we recognize that the
fundamental concepts are grammar and knowing a grammar,
and that language and knowing a language are derivative”
(p. 126).

This dismissal of the view of a language as a set of sentences is
a corollary of the shift of the focus of attention from sentences to
structures:

“For each sentence, the grammar determines aspects of its
phonetic form, its meaning and perhaps more. [..] [It] is
said to ‘weakly generate’ the sentences of the language and
to ‘strongly generate’ the structural descriptions of these
sentences” (Chomsky, 1980, p. 220).

The grammar strongly generates structural descriptions (SDs),
not strings; the latter can at best be said to be generated
in some weak sense, in that the “phonetic form” associated
by the grammar with any SD has sequential properties
(Chomsky, 1990). Importantly, the grammar is now no

longer taken to generate objects of which the property
“acceptability” or “well-formedness” could be predicated (i.e.,
strings/sequences/sentences).

Chomsky goes further in suggesting that the focus on strong
generative capacity (SGC) in fact requires the generation of
“deviant” expressions, as a matter of empirical fact:

“[A] GG will not generate the set of sentences that a speaker-
hearer will regard as acceptable; indeed, it is virtually a
criterion of adequacy that it should not, since so many
different factors enter into such judgments” (Chomsky, 1980,
p- 274 fn. 54).

Chomsky (1986, p. 24) adds that “[a] GG is not a set of statements
about externalized objects constructed in some manner; to
which he refers as “E(external)-language,” as opposed to the
I(nternal)-language that constructs SDs underlying these objects
(see already Chomsky, 1959, 1963). This move replaces the EV
of the grammar as determining a set of sentences with one of
grammar as determining form-meaning correlations:

“[When a person knows a language], we do not mean that
he or she knows an infinite set of sentences [...]; rather,
what we mean is that the person knows what makes sound
and meaning relate to one another in a specific way [...]”
(Chomsky, 1986, p. 27).

Consequently, it is “meaningless to ask whether [some intuitively
“deviant” expression] is, or is not, a member of the E-language
weakly generated by L; and nothing would follow from a
discovery (or stipulation) one way or another” (Chomsky, 1990,
p. 145).

Chomsky (1986, p. 29f.) explains the motivation for the EV
with the influence of formal-language theory on the then-nascent
field of GG, an analogy now explicitly dismissed:

“In the literature of [GG], the term ‘language” has regularly
been used for E-language in the sense of a set of well-
formed sentences [...]. The misleading choice of terms was,
in part [due to] the confluence of two intellectual traditions:
traditional and structuralist grammar, and the study of
formal systems. [..] But the study of formal languages
was misleading in this regard. When we study [a formal
language], we may take it to be a ‘given’ [...] infinite class
of sentences in some given notation. Certain expressions
in this notation are well-formed sentences, others are not.
[...] It is easy to see how one might take over from the
study of formal languages the idea that the ‘language’ is
somehow given as a set of sentences [...], while the grammar
is some characterization of this infinite set [...]. The move
is understandable, but misguided; [...] the E-language is not
‘given’.”

Chomsky and Lasnik (1993, p. 508) reiterate this dismissal of the

EV:

“[A] formal language’ in the technical sense [is] a set of well-
formed formulas [...]. Call such a set an E-language [...]. In
the theory of formal languages, the E-language is defined by
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stipulation, hence is unproblematic. But it is a question of
empirical fact whether [...] I-language generates not only a set
of [structures] but also a distinguished E-language [...]. [T]he
concept of E-language [...] has no known status in the study of
language [...].”

The field of GG ostensibly followed Chomsky in shifting
the focus from strings to SDs and their properties. What
is customarily ignored, however, is that such a shift

leaves notions such as “acceptability” or “well-formed
sentence” with no immediate relevance to the theory
of SGC.

BEYOND ACCEPTABILITY

Chomsky (1986, p. 981f.) illustrates the practical effects of this
shift in focus with a concrete example. While (1), where who
is displaced from the gap position, receives a straightforward
interpretation in terms of an operator-variable dependency, (2)
cannot be interpreted in this way.

(1) (Iknow) [who [John [kissed _]]]
(“which person x is such that John kissed x”)
(2) (Iknow) [who [John [kissed Mary]]]

In (2), the wh-operator has no variable to bind, and consequently
cannot be assigned an interpretation. Importantly, we cannot
simply “neglect” the fronted wh-phrase and interpret (2) as
meaning (I know) John kissed Mary, a fact that Chomsky
attributes to the principle of Full Interpretation—an
interface condition, in current parlance. Does this mean
that we want to block generation of (2), while allowing
generation of (1)? Chomsky explicitly denies this, arguing
that such a move would redundantly replicate the effect
of Full Interpretation. Consequently, both SDs in (1)
and (2) are grammatical (generated by the grammar);
the “deviance” of (2) is due to an extraneous principle of
interpretation. But the fact that the string deriving from (2) is
“deviant” per se is of no immediate concern to the theory of
grammar.

Analogously, to use the famous example introduced in LSLT
(145), the goal of the theory is not to construct a grammar that
generates a set of well-formed formulas including Colorless green
ideas sleep furiously but excluding Furiously sleep ideas green
colorless, but to explain why the SD assigned to the latter cannot
be mapped onto an analogous interpretation. The naturalness of
the typographical or acoustic object is of no immediate relevance
to the theorist (cf. McCawley, 1982, p. 78f.). Similarly, island
constraints are not generalizations over classes of sentences
that are “unacceptable,” but describe the absence of otherwise
expectable interpretations of expressions. The fact that What does
John like apples and? is an intuitively “unacceptable” string is a
mere observation; what does constitute a relevant explanandum
for GG is solely the fact that it unexpectedly fails to mean
“which x is such that John like apples and x?” (pace Preminger,
in press).

On this Revised View (RV), the empirical success of GG
depends on its ability to correctly model the speaker’s knowledge
of sound-meaning relations, not the intuitive acceptability of
strings:

“Linguistic expressions may be ‘deviant’ along all sorts of
incommensurable dimensions, and we have no notion
of ‘well-formed sentence [..]. Expressions have the
interpretations assigned to them by the performance systems
in which the language is embedded: period” (Chomsky, 1993,
p. 27).

In later works, Chomsky entertains the idea that generation
of SDs proceeds freely via the operation Merge, with
constraints imposed only by external systems. For instance,
Chomsky (2004, p. 111) argues that “theta-theoretic failures
at the interface do not cause the derivation to crash; such
structures yield ‘deviant’ interpretations of a great many
kinds.” The relevant “theta-theoretic failures” are interface
properties of SDs that are strongly generated, regardless of
the deviance of derivative stimuli they may incur. More
generally:

“Merge can apply freely, yielding expressions interpreted at
the interface in many different kinds of ways. They are
sometimes called ‘deviant, but that is only an informal notion.
[...] The only empirical requirement is that [the interfacing
systems] assign the interpretations that the expression actually
has, including many varieties of ‘deviance” (Chomsky, 2008,
p. 144).

Chomsky (2016, p. 3f.) notes that “[f]ree application of rules
can yield deviant expressions, but that is unproblematic, in
fact required. Deviant expressions should be generated with
their interpretations [...],” as “[i]t would radically complicate the
generative procedure if [Merge] were required to yield non-
deviant structures,” “even assuming that the concept [of deviance,
D.O.] can be defined in absolute terms, which has never been
obvious” (fn. 8).

On this RV, there exists no notion of well-formedness that
is given independently of whatever is strongly generated by the
I-language. The grammar does not specify a set of legal strings
but an infinity of SDs; the only empirical success criterion is
that the SDs postulated by the theorist have the properties in
interpretation and externalization they do.

QUO VADIS?

While the field ostensibly embraced the focus on SGC and SDs
championed by Chomsky, the EV remains widely adopted in
actual practice. Grammaticality and acceptability are standardly
equated, and I-languages taken to determine sets of well-formed
strings/sentences. The following quotes, randomly culled from
popular textbooks, are representative:

“We say that an utterance is grammatical if native speakers
judge it to be a possible sentence of their language” (O’Grady
and Archibald, 2016, p. 139).
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“The psychological experiment used to get to [the speaker’s
knowledge of language] is called the grammaticality-
judgment task. The judgment task involves asking a native
speaker to read a sentence, and judge whether it is well-
formed (grammatical), marginally well-formed, or ill-formed
(unacceptable or ungrammatical)” (Carnie, 2013, p. 14).

“[A] sequence of words is called a string. Putting a star at the
start of a string is a claim that it isn’t a grammatical sentence
of the language in question” (Adger, 2003, p. 4).

“A [...] reason for using grammaticality judgments [sic] is
to obtain a form of information that scarcely exists within
normal language use at all—namely, negative information, in
the form of strings that are not part of the language” (Schiitze,
1996, p. 2).

In a survey of empirical methods, Schiitze (2011, p. 207) identifies
the assumption “that our mental grammar distinguishes at least
two kinds of strings: those that are possible sentences of our
language and those that are not” as “Chomsky’s view,” despite the
fact that Chomsky has defended the opposite for at least 40 years.

As a result of this (unconscious?) adherence to the EV,
acceptability judgments continue to take center stage in GG,
and a good deal of the literature on experimental syntax
has been devoted to refining their elicitation (Sprouse, 2013).
Sprouse (2007, p. 123) notes that experimental methods have
made it “almost trivial to detect subtle differences along
a continuous spectrum of acceptability,” which he takes to
raise the question of “whether the working assumption of
the past 40 years should be abandoned”—this being the
assumption “that grammatical knowledge is categorical—
sentences are either grammatical or ungrammatical.” He
explains that “the psychological claim underlying theories of
categorical grammaticality is that ungrammatical sentences
have no licit representation, [i.e.] cannot be constructed
from the available mental representations.” There is no
recognition of the fact that there exists no notion of
“(un)grammatical sentence” on the RV, or any argument to the
contrary.

The above remarks illustrate that the profound implications of
the RV and its focus on generation of SDs remain insufficiently
appreciated (cf. Fukui, 2015), and that the fields continuing
obsession with string acceptability betrays the lasting impact
of the EV. Technical work in GG remains strongly dominated
by the assumption that syntactic computation ought to be
virtually or entirely “crash-proof,” generating all and only those
expressions that give rise to strings that are acceptable to the
native speaker (modulo performance-related factors). This view
is most explicitly espoused by Frampton and Gutmann (2002,
p. 90), who maintain that “an optimal derivational system
[..] is a system that generates only objects that are well-
formed and satisfy conditions imposed by the interface systems.”
Note the use of the term “objects,” intended to ambiguously
cover both sentences (the focus of the EV) and SDs and
their semantic and phonological correlates (the focus of the
RV).

This conceptually confused fixation on “crash-proofness”
has given rise to a plethora of proposals that enrich the
syntactic machinery in order to avoid “overgeneration” (e.g.,
by blocking certain extractions), ignoring the fact that this
notion has no obvious relevance on the RV. A direct
outgrowth of this ideology is the extensive reliance on
highly stipulative features as licensors of structure-building
(Chomsky, 2001, p. 6), leading to a “highly baroque syntax”
(Reinhart, 2006, p. 5) employing “diacritic features that have no
detectable properties other than their ability to trigger [syntactic
operations]” (Richards, 2016, p. 1). Space precludes further
discussion of the technical literature here; see Ott and Simik
(in progress).

The methodological problem posed by acceptability
judgments, no matter how experimentally refined, is not
their informal and inherently behavioral nature (Bever,
1970), but the fact that they do not constitute explananda
for a theory of I-language (as opposed to E-language).
The shift from the EV to the RV, traced above, demands a
focus on speakers knowledge of form-meaning correlations
rather than string acceptability. Of course, in many cases
“acceptability judgments” are in fact shorthand for judgments
about such correlations—we can say that He; likes John; is
“unacceptable;” or that it lacks the intended reading; we can say
that (2) above is “deviant,” with an implicit understanding that
were referring to the absence of an interpretation analogous
to (1). This innocent informal usage aside, however, the
“(un)acceptable” status of sentences remains the de-facto
empirical benchmark for theoretical proposals within GG,
and informal observations about weak generative capacity,
clad in technical terms, are standardly elevated to the status
of generalizations to be accounted for (cf. the case of islands
mentioned above). The field must overcome these limitations
and move on to a theoretical characterization of possible SDs
(e.g., in terms of the theory of Merge) and their interface
properties (Chomsky et al, 2017). This will require the
recognition that fears of “overgeneration” are unfounded,
and more generally that GG’s object of inquiry is much
more abstract than the EV and its convenient idealizations
suggested.

CONCLUSION

The theory of GG has undergone significant conceptual shifts.
Early work construed a GG as a finitary procedure that
recursively enumerates all and only well-formed sentences of
a language. Later work abandoned this conception entirely
in favor of generation of discrete, hierarchically structured
objects (I-language). Despite this shift, the field has retained
a methodological obsession with the intuitive well-formedness
of strings and associated notions such as “overgeneration” (E-
language).

Chomsky (1965, p. 63) noted that “discussion of
weak generative capacity marks only a very early and
primitive stage of the study of [GG]. Questions of real
linguistic interest arise only when [SGC] [..] becomes

Frontiers in Psychology | www.frontiersin.org

September 2017 | Volume 8 | Article 1617


http://www.frontiersin.org/Psychology
http://www.frontiersin.org
http://www.frontiersin.org/Psychology/archive

Ott

Generative Capacity and Linguistic Theory

the focus of discussion.” It is high time that this remark
be taken seriously, which will necessitate a renewed
discussion of the fields goals and the question of which
observations can be translated into valid explananda
for the theory, as opposed to mere translation of these
observations into technical vocabulary. This will likely
require the incorporation of various forms of evidence,
from introspective to neurological, that can be hoped to
tap the human “notion of structure,” in Jespersen’s famous
formulation.
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Grammatical markers are not uniformly impaired across speakers of different languages,
even when speakers share a diagnosis and the marker in question is grammaticalized
in a similar way in these languages. The aim of this work is to demarcate, from a
cross-linguistic perspective, the linguistic phenotype of three genetically heterogeneous
developmental disorders: specific language impairment, Down syndrome, and autism
spectrum disorder. After a systematic review of linguistic profiles targeting mainly
English-, Greek-, Catalan-, and Spanish-speaking populations with developmental
disorders (n = 880), shared loci of impairment are identified and certain domains of
grammar are shown to be more vulnerable than others. The distribution of impaired loci is
captured by the Locus Preservation Hypothesis which suggests that specific parts of the
language faculty are immune to impairment across developmental disorders. Through the
Locus Preservation Hypothesis, a classical chicken and egg question can be addressed:
Do poor conceptual resources and memory limitations result in an atypical grammar or
does a grammatical breakdown lead to conceptual and memory limitations? Overall,
certain morphological markers reveal themselves as highly susceptible to impairment,
while syntactic operations are preserved, granting support to the first scenario. The
origin of resilient syntax is explained from a phylogenetic perspective in connection to
the “syntax-before-phonology” hypothesis.

Keywords: distributed morphology, grammatical marker, linguistic phenotype, syntax, Autism spectrum disorders
(ASD), Down Syndrome, specific language impairment (SLI)

INTRODUCTION

In his seminal book The Biological Foundations of Language, Eric Lenneberg made the following
observation when comparing different states of verbal behavior:

Some aphasic symptoms bear certain similarities to the common derangements of speech and language
seen in individuals in good health under conditions of mental exhaustion or states of drowsiness [...].
Clinically, we may encounter an almost kaleidoscopic combination of idiosyncratic failure or sparing
of particular skills which renders precise correlations between pathological anatomy and pathological
verbal behavior very difficult (Lenneberg, 1967, p. 222; emphasis added).
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Almost 40 years later, Phillips (2005) observed, when
comparing the underpinnings of various developmental
language impairments, that some aspects of language such as
morphosyntactic difficulties associated with tense inflection
appear to be affected across pathologies with different genetic
causes (e.g., Specific Language Impairment, autism, Williams
Syndrome, Down Syndrome, fragile X syndrome). Similarly,
many studies have identified overlaps at the phenotypic level
among different disorders: Leyfer et al. (2008) and Durrleman
and Delage (2016) for autism spectrum disorder (ASD) and
specific language impairment (SLI), Perovic et al. (2013) for ASD
and Williams Syndrome, Dykens et al. (2011) for Prader-Willi
syndrome and ASD, Eadie et al. (2002) for Down Syndrome (DS)
and SLI, and Bishop (2014b) for anterior aphasia and SLI.

Overlaps in the behavioral profile of populations with
different diagnoses have led to the claim that variation across
phenotypes (i.e., breakdowns) is constrained in a way that
renders some aspects of language processing—or more generally,
cognition—more vulnerable in all pathological conditions, while
others are consistently spared across individuals and conditions,
both acquired and developmental (Phillips, 2005; Glisky, 2007;
Kambanaros and van Steenbrugge, 2013; Benitez-Burraco and
Boeckx, 2014; Leivada, 2014, 2015; Kambanaros and Grohmann,
2015; Tsimpli et al.,, 2017a). This high vulnerability of certain
aspects of language is possibly the result of brain network
organization. Studies on the distribution of lesions at the
human connectome suggest that hubs are more likely to be
anatomically abnormal than non-hubs across many, or possibly
all, brain disorders because of their high centrality (van den
Heuvel and Sporns, 2013; Crossley et al., 2014). Furthermore,
multiple theoretical perspectives and neuroimaging research are
addressing outstand ing questions about the nature and extent of
brain connectivity aberrations in SLI vs. autism (Verhoeven et al.,
2012) and DS (Anderson et al., 2013).

At the same time, studies disagree about the status of a
grammatical marker as vulnerable or not, even when reporting
on the competence and/or performance of speakers of the
same language; for example, see Manika et al. (2010) for the
greater variability that exists between studies that report on
the status of clitics in Greek SLI. This phenotypic variability
across linguistic profiles is observed even within one pedigree,
where affected members share a diagnosis, as Bartha-Doering
et al. (2016) have shown for SLI. One could, of course, argue
that this is due to the character of SLI as a disorder that
relies on an exclusionary diagnosis. In other words, because
the criteria for diagnosing SLI are exclusionary (Reilly et al.,
2014), this inevitably forms a largely heterogeneous disorder
with diverse subtypes that encompass very different populations.
However, the same phenotypic variability can be observed in
impaired phenotypes that rely on an inclusionary diagnosis.
For instance, Fowler (1995) notes that there is tremendous
variability with respect to language function in individuals with
DS. Lecavalier (2014) raises the same observation for ASD.
Opverall, this variability could be the result of variable expressivity.
Individuals that carry a pathogenic variant of a gene can be
impaired in a non-uniform fashion and this may result in
different cognitive subtypes within an impaired phenotype (see

Syntactic derivation

|

Output (Spell-Out)

Morphology

Phonology Semantics

FIGURE 1 | Architecture of a minimalist/distributed morphology grammar
(Bobaljik, 2017, p. 1).

Geschwind, 2011 for a review of variable expressivity in ASD). In
this context, it becomes clear that the attained performance is not
necessarily homogeneous even among people that share the same
developmental disorder and speak the same language.

The picture painted by this brief overview involves a paradox.
Although specific markers are highly vulnerable and as such
prone to impairment across disorders, there still exists a lot of
variability in terms of the attested impairment both across and
within disorders. Phillips (2005) calls this state of affairs “a clear
puzzle” and presents it in the following way:

On the one hand, the effects of specific genetic disorders
on language appear to be surprisingly nonspecific. Similar
aspects of language appear to be impacted across a variety
of disorders with different genetic causes. On the other hand,
the effects of genetic disorders on language are highly specific.
[Developmental language impairments] appear to selectively
target certain subparts of language while sparing others (Phillips,
2005, p. 79; emphases added).

This picture might even include derangements of speech in
healthy, neurotypical adults, as noted in Lenneberg (1967) and
quoted above.

In the present work, it is argued that the solution to Phillips’
puzzle requires (i) a fine-grained analysis of loci of variation
across different developmental impairments, which is (ii) situated
within linguistic frameworks that put forth a clear division
of labor between the different parts of grammar, and (iii)
approached from a cross-linguistic perspective. In what follows
we present work on (i), on (ii), and in parts on (iii), through
comparing the linguistic profiles of three different types of
developmental disorders (SLI, ASD, and DS) in speakers of two
varieties of Greek (Stand ard Modern Greek and Cypriot Greek),
English, Spanish, and Catalan.

We employ the layout of grammar put forth in the framework
of Distributed Morphology (Halle and Marantz, 1993; Harley
and Noyer, 1999; Figure 1) in order to identify which aspects of
language feature the various loci of impairment. This model does
not enhance the testability of our argument—but it does facilitate
organizing the distribution of impaired markers across levels of
linguistic analysis in a transparent way. In this framework (and
minimalism at large), “syntactic derivation” refers to operations
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in syntax proper, the outcome of which feeds the other levels
of analysis: phonology (via Phonetic/Phonological Form) and
semantics (via Logical Form). Spell-out is an instruction to
transfer this outcome to the next stage of operations.

By using a theoretical linguistics model as a vehicle for
cartographing vulnerable loci across disorders, we establish
an interdisciplinary connection between theoretical linguistics
and the clinical aspects of cognitive neuroscience. Such
interdisciplinary bridges are crucial in the study of language
perhaps today more than ever, for it has been recently argued
that linguistics, once seen the key player in the field of cognitive
science, has seen its influence on closely allied disciplines fade
away over the last years (Ferreira, 2005; Hagoort, 2014). However,
one should not ignore the considerable body of literature that
establishes interdisciplinary bridges in a way that shows how
notions and primitives from theoretical linguistics can contribute
to the study of neuroscience and other closely allied disciplines
(Marantz, 2005; Sprouse and Almeida, 2013; Leivada, 2015).
Against this background, the second aim of the present work
is to offer a concrete example of how models of grammar in
theoretical linguistics can inform the study of the brain through
the investigation of pathological phenotypes. The study of the
latter offers a unique perspective into the “physical mechanisms
of the brain that correspond to the various domains of grammar
and its structure” (Terzi, 2005, p. 111).

METHODS

The case reports presented in the following are the result of
extensive database searching through PubMed, SCOPUS,
ScienceDirect, and Google Scholar, as well as probing
individual journals for results retrieved by searches for
any combination of the terms “primary/specific language

impairment,”  “autism  spectrum disorder(s); “Down(’s)
syndrome,”  “linguistic ~ phenotype,”  “impaired/atypical
phonology/morphology/syntax/semantics/pragmatics,”  “word

retrieval in SLI/ASD/DS;” and “linguistic impairment/disorder.”
Our searches were constrained in terms of a time frame
that covered the last two decades and in terms of language
groups (Greek, English, Catalan, and Spanish). In choosing
these language combinations, our aim was to cover both
monolingual (Stand ard Modern Greek, English, Spanish) and
bilectal/bilingual populations (Stand ard Modern Greek-Cypriot
Greek, Spanish-Catalan) and languages with rich morphology. A
cross-linguistic perspective is likely to shed light to the vulnerable
parts of language in a way that goes beyond language-specific
particularities. If any, it is the cross-linguistic study of the
pathologies under investigation that has the potential to uncover
the common denominator and the factors that distinguish
children with a pathological linguistic profile from their typically
developing peers (Leonard, 2014).

Specific Language Impairment (SLI)

Specific language impairment is a developmental disorder
marked by limitations in the process of language development.
It is usually assumed that these limitations occur in the absence
of neurological damage such as hearing impairment, motor skills

disorder, and low non-verbal IQ, and in the presence of otherwise
typical cognitive development (Leonard, 1998). SLI is largely
heterogeneous and many distinct subtypes have been identified
in the literature. Two common SLI subtypes are typical SLI
and pragmatic language impairment (Bishop, 2004): the former
refers to those cases that involve problems with grammatical
development (e.g., omission of paste tense morphemes in
English), sometimes referred to as G(rammatical)-SLI (van der
Lely, 2005) or Sy(ntactic)SLI (Friedmann and Novogrodsky,
2008), while the latter indicates social communication problems
(e.g., lack of coherence in conversation). In some studies,
these linguistic limitations have been grounded in cognition
rather than language per se (e.g., working memory limitations;
Gathercole and Baddeley, 1990; Dodwell and Bavin, 2008),
leading to the conclusion that SLI is not really specific to
language, as its name suggests (Engel de Abreu et al., 2014). This
has led to serious debates, and no consensus, in the literature
on terminology for defining SLI (Bishop, 2014a; Reilly et al.,
2014). Table 1 presents 44 studies that feature different language
groups and sets of tasks. These studies have been selected so as
to include representation of all domains of impairment that have
been proposed in the relevant literature on SLL

Table 1 identifies all domains of grammar as potentially
impaired in SLI populations. However, a closer look at the
relevant results suggests that only some domains of grammar are
truly atypical. It is clear that many studies report problems in
morphophonology or pragmatics as well as general processing
limitations. The nature of the impairment is less clear, though, in
studies that argue in favor of a problem in the syntactic domain.
Before showing why, we understand syntax as (the iterative
application of) the operations (internal and external) Merge and
Agree, following the definitions of Chomsky (2001). Many of
the studies reviewed refer to omissions of agreement markers or
failure to establish agreement/binding relations between different
components of structure when talking about impaired syntax
(e.g., Clahsen and Dalalakis, 1999; Tsimpli and Stavrakaki, 1999;
Lin, 2007), and we follow the assumption that syntax indeed hosts
these relations. The reason is that it is necessary to revisit the
results of these studies—and explain in what sense they are not
truly making a case for a deficient syntax—, instead of evoking
an argument that dismisses the syntactic nature of these relations
(binding/agreement) on theoretical grounds (e.g., by suggesting
that Agree takes place post-syntactically, so when a study reports
agreement errors, this does not concern syntax in the first place).

Returning to the studies in Table 1, Loeb et al. (1998) claim
that the performance of the SLI group demonstrates a problem
in syntax—yet their difference from controls is evident only
in passives and some types of transitive-intransitive alternation
responses but not in all. If the syntactic mechanisms responsible
for this production were broken, how is it possible that they
function for some types of stimuli? This variation suggests
that these mechanisms are present and operative, but the overt
realization of their output (“externalization”) might be affected
depending on many factors such as the complexity of the task
demand s (e.g., working memory overload).

Passivization is a classic example of the so-called syntactic
deficit. As Penke (2015) notes, most language-impaired
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individuals would understand better a canonical SVO structure
(e.g., “John kissed Mary”) compared to object clefts (e.g.,
“It is Mary who John kissed”) or passives (e.g., “Mary was
kissed by John”). She notes that language-impaired individuals
often misinterpret such structures by interpreting the first NP
encountered as AGENT (as in the canonical SVO) instead of
THEME. However, this is not a very concrete indication of a
syntactic deficit for the following reason: The same mistake (i.e.,
the strategy to interpret the first NP of a clause as AGENT)
is regularly observed in control groups that do not have any
language impairment whatsoever (Penke, 2015). In other words,
the same strategy is employed by healthy neurotypical subjects
that have an intact, fully functional syntactic domain. This
probably happens because the human parser establishes a
threshold for the interpretation of each chunk of input. As noted
in Leivada (2015), the strategy that Penke (2015) describes can
be connected to the Moses illusion (Reder and Kusbit, 1991),
according to which neurotypical individuals are unable to detect
distortions in the experimental stimuli such as “How many
animals of each kind did Moses take in the Ark?.” They might
fail to detect the distortion even if they do know that it was Noah
and not Moses who built the Ark. This phenomenon has been
explained in the literature through recognizing the existence of a
processing threshold by means of suggesting that a partial-match
strategy is operative when the stimuli is processed (Kamas et al.,
1996).

Pragmatic cues are very important when the parser establishes
this threshold. For example, in relation to the Moses illusion,
Moses and Noah are both biblical characters and as such loosely
associated in a way that can trick the parser; if Nixon was used
instead of Moses, it is much more likely that the distortion would
be spotted (Kamas et al., 1996). Observing that all this happens
in the case of neurotypical speakers, there is no reason not to
capture the problems in passivization in (a)typical speakers in the
same uniform way. It has been long noted that reversible passives
(e.g., “The boy is being chased by the girl” and “The girl is being
chased by the boy”) are more difficult to interpret compared to
non-reversible passives which are at least pragmatically odd when
reversed (e.g., “The task was carried out by John” and #“John was
carried out by the task”), even in instances of typical language
abilities (Rondal, 2007). Therefore, it comes as no surprise
that many atypical populations show a selective impairment of
passives: Reversible passives are impaired, while non-reversible
passives are better preserved (see Caramazza and Miceli, 1991 for
aphasia). In this context, it is somewhat expected that in atypical
populations that have processing limitations (and many studies
attest to this for SLI; see Table 1), lower accuracy will be observed
in the comprehension of some passives—not because syntax is
impaired, but because the partial-match process may operate at
an overall lower threshold level perturbing comprehension.

Returning to studies that put forth a syntactic impairment,
Marinis and van der Lely (2007) claim that children with SLI
show a particular deficit in the computational system that
affects syntactic dependencies involving syntactic movement: In
contrast to controls, children with SLI showed no priming effect
that would indicate a filler-gap dependency. At the same time,
their very high performance (ca. 90% accuracy) suggests that
they were somehow able to interpret the stimuli correctly. The

priming effect that the results of Marinis and van der Lely (2007)
showed at the verb position indicates that an association between
two different syntactic positions was indeed established, which in
turns means that the ability to form such associations remains
operative in SLI populations. This begs the question: Which
are then the factors that lead to what many studies describe as
impaired or defective syntax?

On the basis of the studies presented in Table 1, we suggest
that poor memory resources (Montgomery, 2004; Bishop and
Donlan, 2005), Theory of Mind deficits (Tsimpli et al., 2017b),
and spell-out errors (Lin, 2007; Mastropavlou and Tsimpli, 2011)
can explain why a claim for impaired syntax is put forth. For
example, Schuele and Dykes (2005) argue in their longitudinal
study that certain aspects of syntax may be developed late.
They report omissions of infinitival fo, wh-pronouns in clausal
interrogative complements, and relative markers. Importantly,
this result is cross-linguistically supported (see Mastropavlou
and Tsimpli, 2011 for omissions of such functional markers in
Stand ard Modern Greek). Still, one cannot conclude that such
omissions occur because these syntactic nodes are broken for two
reasons. The first reason is that, even if a functional element is
absent, its selectional requirements are fulfilled. The findings of
Mastropavlou and Tsimpli (2011) show exactly this pattern:

This leads to a paradoxical situation where the complementizer
may be omitted and, hence, not merged in the syntactic
position, whereas its selectional restrictions are still operative.
This is particularly relevant to the omission cases of na
which, as mentioned above, is the only complementizer which
can introduce tense-dependent verb forms, i.e., the non-past,
perfective form. [...] We must, therefore, conclude that even in
the case of omissions, children know the selectional properties
imposed by C and fail to access or spell-out the required
complementizer” (Mastropavlou and Tsimpli, 2011, p. 460).

The second reason boils down to the fact that such omissions
are never consistent; the markers in question are sometimes
produced and sometimes omitted within a single speaker’s
productions. If we accept that these omissions are due to a
retrieval problem at the level of externalization, we can explain
the variation observed across productions as the result of any of
the following factors as well as their possible interactions:

i. The presence or absence of salient pragmatic cues,
ii. Complexity and task-demand factors (that are related to
memory limitations), and
iii. The (non-)salient morphophonological substance of the
omitted markers (in line with the Surface Hypothesis, see
Montgomery and Leonard, 1998).

If, however, the locus of impairment is the inability to construct a
syntactic representation past a particular node, how is it possible
that many times this syntactic representation is constructed and
the problematic node surfaces intact? To give an example, if
one suggests that the T(ense) node is problematic in Greek SLI,
what explains that some affected persons might produce atypical
realizations of T at times, while correctly producing T (and nodes
past it) other times?
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Having analyzed 682 linguistic profiles of children with
SLI, we observe that the loci of impairment are related to
externalization: morphophonology and pragmatics. Variation is
attested in some parts of the language faculty and often appears
in the form of omissions that occur due to retrieval/spell-out
errors (Lin, 2007; Mastropavlou and Tsimpli, 2011), delayed
mastery of phonology and failure to integrate related cues in
overall processing (Kateri et al., 2005; Marshall et al., 2009), and
processing, memory, and pragmatic limitations (Montgomery,
2004; Bishop and Donlan, 2005; Tsimpli et al., 2017b).

Comparing SLI with Other Disorders: ASD
and DS

Pragmatic difficulties and morphophonological omissions are
not restricted to SLI. The literature on ASD and DS has repeatedly
highlighted the existence of such features in the linguistic profiles
of these populations.

Autism Spectrum Disorder (ASD)

Starting off with ASD, the Diagnostic and Statistical Manual of
Mental Disorders (DSM-5; American Psychiatric Association,
2013 p. 809) defines it as “characterized by deficits in two
core domains: (1) deficits in social communication and social
interaction and (2) restricted repetitive patterns of behavior,
interests, and activities.”

The existence of repetitive patterns is one of the key
characteristics of ASD language. Kanner (1943) was the first
to describe instances of “parroting,’ echolalia, and atypical
use of personal pronouns that involved pronoun repetition
in the autistic subjects of his study. Much subsequent work
has focused on pronoun reversals (i.e., use of “you” instead
of “I”) in ASD and many explanations have been offered for
this phenomenon, including that of echolalia (Kanner’s original
explanation), impaired discourse understand ing, and impaired
Theory of Mind (see Brehme, 2014 for a review). Some studies
have described such reversals as grammatical errors, a description
that may imply a deficient language module with impaired syntax
(Bartolucci and Albers, 1974; Belkadi, 2006; Wittke et al., 2017).

Apart from pronoun reversals, some ASD linguistic profiles
feature other types of grammatical errors (mainly in verbal,
nominal, and pronominal morphology) in around 27-28%
of their utterances, a result comparable to the frequency of
grammatical errors in SLI (Wittke et al., 2017). Morphology stand
s out as a vulnerable domain once more, and so do pragmatic
abilities in ASD (Lord and Paul, 1997; Volden et al., 2009; Marinis
et al., 2013).

Syntax in ASD has received mixed descriptions. On the
one hand, Bartolucci and Albers (1974, p. 131) begin their
study of tense marking in autism by postulating a syntactic
problem: “Certain characteristics of the syntactic structures
of the language of autistic children, such as their lack of
mastery of pronominalization, have been described.” On the
other hand, many reviews have concluded that ASD syntax
is not deficient, since many syntactic dependencies remain
intact especially in high-functioning individuals, but merely
follow typical development at a slower rate (Tager-Flusberg,
1981; Perovic and Janke, 2013). Other studies revealed subtle

difficulties in some syntactic measures, regardless of language
development history (Durrleman et al., 2015). Looking at the
relevant results, the notion of a processing threshold that was
earlier discussed in relation to SLI becomes relevant for ASD too.
For instance, the ASD group in Durrleman et al. (2015) obtained
lower scores in the comprehension of object relative clauses
compared to subject relative clauses. This asymmetry could boil
down to the non-canonical word order derived by the fronted
object in object relative clauses. In other words, this additional
layer of complexity could be responsible for the subject-object
asymmetry that is observed in the comprehension of relative
clauses not only in ASD and SLI, but also in neurotypical
populations, with subject relatives usually being easier to process
(see Carreiras et al., 2010 for a review and a counterexample).

Returning to the atypical use of pronouns, Kanner (1943)
and many subsequent studies indeed offer data that involve
pronoun reversals. However, they also offer examples (of the
same children, at the same stage of development) that show target
use of pronouns (Leivada, 2015). If these pronoun reversals were
the outcome of broken syntax, how is it possible that the target
performance emerges at times? Put differently, if the locus of the
deficiency is to be found in the innermost component of language
(i.e., syntax), what makes possible the externalization of the target
pattern often in a consistent fashion?

Interestingly, use of pronouns is not always atypical in ASD.
Some studies have revealed high accuracy in the comprehension
of different types of pronouns including strong pronouns, clitics,
and reflexives (Terzi et al., 2012, 2014 for Stand ard Modern
Greek). In these studies, the lowest performance was found in
the clitics condition (mean correct: 88.3%) for which the most
frequent error was theta-role reversals. Is this an indication
of deficient syntax? As Terzi et al. (2012, 2014) show, these
children had problems with producing clitic pronouns, so it is
not clear whether their low performance in the clitics condition
is the result of a problem in syntactic binding or the particular
grammar of clitics. Terzi et al. (2014) carried out a follow-up
study that aimed to clarify this issue. The results showed that
the ASD group produced a high number of clitics, yet a lower
one compared to the control group (87.39% correct vs. 97.74%
correct, respectively), thus favoring the scenario that renders
clitics and not binding responsible for the lower performance in
the clitic condition of the task.

This lower performance of the ASD group in the clitics
condition is compatible with the idea put forth in the present
work that loci of impairment are confined to certain parts of
the language faculty. We have argued that morphology and
pragmatics are shown to be vulnerable across pathologies,
languages, and elicitation tasks. Clitics are markers of
morphological agreement, licensed under specific pragmatic
conditions, and children with ASD have troubles in ascertaining
what is prominent/salient in the discourse (Terzi et al., 2016). In
a subsequent study that involved narratives instead of a highly
structured elicitation task, Terzi et al. (2017) found that the same
group of ASD children did produce clitics, a fact that highlights
the importance of the tool used to elicit data. According to
Terzi et al. (2017, p. 648), ASD children “had full control of the
discourse by contrast to the structured experiments, the nature of
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which was such that they had to take into account the discourse
representation provided by the experimenter in each condition
and trial.”

In this context, it could well be the case that pronoun reversals
in ASD do not stem from impaired language/syntax. Studies of
deaf children with autism provided below lend support for this
hypothesis. It has been suggested in the relevant literature that
what seems to be at stake in ASD is a less secure anchorage in self-
experience (Lee et al., 1994). Shield and Meier’s (2014) experiment
is instrumental in evaluating this hypothesis. They showed deaf
autistic and deaf typically developing children a picture of
themselves and a picture of the experimenter. Upon seeing a
picture of themselves and being asked “Who is this?,” the children
with ASD either signed the pronoun “me” pointing to themselves
or produced their name sign or finger-spelled their English
name. In other words, they were successful both in identifying
themselves and in using the correct pronoun, whenever a
pronoun was used. The same strategies were employed by the
typically developing group. What differentiated the two groups
is not self-identification per se or the linguistic strategy through
which self-identification was achieved, but the fact that the
typically developing children “reacted with a smile or laugh and
an emphatic point at his/her own body. The children with ASD
had no such emotional reaction.” (Shield and Meier, 2014, p.
412). As the authors note in their discussion of these findings,
forming a sense of me-ness is a key component of social behaviors
such as empathy.

This less secure anchorage in me-ness can be manifested
in ways that have nothing to do with the use of pronouns,
thereby suggesting that the pronoun-reversal problem is not
linguistic or syntactic as such (Leivada, 2015). A crucial piece
of evidence that leads to this conclusion comes from studies
of palm orientation during signing by deaf children with ASD.
Shield and Meier (2012) found that native signers of American
Sign Language with ASD showed a tendency to reverse palm
orientation on signs specified for inward/outward orientation,
whereas such errors were absent from the production of their
typically developing peers. Observing this atypical anchorage
in selfhood, one can suggest that their linguistic/grammatical
counterparts (i.e., pronoun reversals) reflect not a syntactic
problem but rather a more general cognitive problem that may
acquire a linguistic dress (Leivada, 2015). If this observation is on
the right track, syntax seems to be unimpaired in ASD, whereas
other domains of language such as morphophonology (Kanner,
1943) and pragmatics (Terzi et al., 2014) stand out as particularly
susceptible to impairment.

Down Syndrome (DS)
DS is the result of a genetic abnormality most often caused from
the presence of a third chromosome 21. One of the characteristics
of this syndrome is atypical cognitive development. When it
comes to language, our review of studies on DS suggest it is
somewhat challenging when one pursues a claim of preserved
syntax (as some studies have identified syntactic deficits in the
profile of their subjects; e.g., Perovic, 2001).

One domain of language that has been argued to be atypical in
DS is syntactic binding. Binding Theory regulates the distribution

of referentially dependent elements such as anaphors and
pronouns (Chomsky, 1981). Binding Principle A requires that
the anaphor is locally bound by an antecedent within the same
clause/domain (e.g., Mary; criticized herself;/+j). Principle B
requires that the antecedent of a pronoun be not in the same
clause/domain as the pronoun (e.g., Bill; said that John; criticized
him;+;). Principle C prohibits a referential expression from being
c-command ed by a coindexed element (e.g., He;/Bill; criticized
]Ohnj /*1)

Investigating the comprehension abilities of English-speaking
adolescents with DS using a truth-value judgment task, Perovic
(2001) found at ceiling performance on the “name-pronoun”
condition (e.g., “Is Snow White washing her?”) and high
performance (>75%) for the “quantifier-pronoun” condition
(e.g., “Is every bear washing him?”). This suggests that whatever
the syntactic deficit amounts to, it is not Principle B. The
conditions “name-reflexive” (e.g., “Is Snow White washing
herself?”) and “quantifier-reflexive” (e.g., “Is every bear washing
himself?”) elicited mixed responses with the percentage of correct
answers ranging from 12.50 to 100% correct.

Is Principle A an example of deficient syntax in DS? The
answer must be negative for a number of reasons (see Leivada,
2015 for more extensive discussion). First, would be a non-trivial
task to explain why individuals with a deficient syntax would
face difficulties with one binding principle but not with another,
given that all binding principles require the same underlying
grammatical knowledge (Perovic, 2001). Second, the results did
not show a unanimous pattern of Principle A violations. The
average number of correct responses on the “name-reflexive”
condition was above chance (56.56% correct). In turn, the
average number of correct responses on the “quantifier-reflexive”
condition was below chance (35.94% correct), but as Perovic
(2001) noted, two participants showed very poor performance
even on the control condition that involved quantified NPs and
no anaphors. It is then possible that these participants had issues
with quantification generally, which resulted in errors on some of
the tested conditions.

Tsakiridou (2006) and Christodoulou (2011) focused on
Standard Modern Greek and Cypriot Greek DS grammars,
respectively. Both showed that the deviations noted in the DS
linguistic profile were related to morphophonology: non-target
morphological markings (Tsakiridou, 2006) and phonetically or
morphophonologically conditioned differences (Christodoulou,
2011). Pragmatics in DS is also atypical. Challenges may include
initiation of topics and communicative repairs and aspects of
narratives (Martin et al., 2009).

The overall picture that emerges with respect to the linguistic
phenotype of DS is one that supports the claim that the aspects of
language which appear to be atypical are related to specific parts
of the language faculty: morphophonology and pragmatics.

The Locus Preservation Hypothesis

Having reviewed the literature on three developmental disorders,
the first observation is that certain morphological markers reveal
themselves as highly susceptible to impairment (e.g., agreement
markers and clitics). Second, syntax appears to be preserved.
Undoubtedly, some studies have identified problems in the
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SM Cl
FIGURE 2 | A minimalist architecture of the grammar (Tsimpli et al., 2017a,
p. 494).

comprehension or production of complex syntactic structures
across disorders (see Table 1 for SLI). Yet, when considering
the general processing limitations that are arguably present in
the pathologies discussed in the present work (even though,
unfortunately, not fully or equally measured in all studies), we are
facing a classical chicken and egg question (Bishop and Donlan,
2005): Do syntactic limitations lead to conceptual and memory
limitations or do conceptual and memory limitations result in an
atypical syntax?

We have argued that poor memory resources (Montgomery,
2004; Bishop and Donlan, 2005), Theory of Mind deficits
(Tsimpli et al., 2017b), and retrieval/spell-out errors (Lin, 2007;
Mastropavlou and Tsimpli, 2011) can explain why a claim for
impaired syntax is put forth at times. Observing how “linguistic”
deficits such as the incorrect use of anaphors in ASD can
derive from a general cognitive problem in establishing me-
ness in relation to the outer world, we tentatively conclude
that atypical cognitive abilities (i.e., processing impairments,
memory limitations; see Table 1) may result in what looks as
an atypical syntax. The latter is manifested mainly through
omissions, and recall that it would be wrong to conclude that such
omissions occur because the related syntactic nodes or operations
are broken. The selectional requirements of omitted functional
elements may still be operative and satisfied (Mastropavlou
and Tsimpli, 2011). Therefore, it makes more sense to describe
such omissions as spell-out errors related to the externalization
component of language.

Looking at the distribution of impaired and preserved
markers/levels of linguistic analysis, variation across pathologies
can by formally captured within the Locus Preservation
Hypothesis (see also Leivada, 2015 for an earlier formulation
based on Greek data only):

(1) Locus Preservation Hypothesis

Syntactic operations are preserved and impenetrable to
variation across developmental pathologies.

Assuming a widely accepted architecture of the grammar as
the one shown in Figure 2, the Locus Preservation Hypothesis
holds that the computational part of the human language

faculty is invariably preserved, with the operations (internal and
external) Merge and Agree applying in an intact manner all the
way to constructing the internal interface levels of Logical Form
(LF) and Phonetic/Phonological Form (PF).

The purported pragmatic deficiencies (Katsos et al., 2011)
arise post-syntactically, where the conceptual-intentional
system (CI) is accessed along with pragmatic information and
encyclopedic/world knowledge. Likewise, the externalization
difficulty observed in language production tasks and spontaneous
speech (Mastropavlou and Tsimpli, 2011) is relevant at the other
interface, the articulatory-perceptual or sensory-motor system
(SM). The fact that bound morphophonological building blocks
are often misused (Bedore and Leonard, 2001) suggests the need
for a finer distinction of the “Lexicon” than what the architecture
in Figure 2 allows.

Mapping the Locus Preservation Hypothesis to the
distribution of labor put forth in Distributed Morphology,
it seems that the first set of operations in the transition from List
A to List B are resilient to impairment across atypical cognitive
phenotypes. In contrast, morphophonological operations
and encyclopedic knowledge are consistently susceptible to
impairment across atypical cognitive phenotypes (Leivada,
2015). The results that led to this conclusion come from three
developmental disorders (SLI, ASD, DS), but there are reasons
to believe that this conclusion would hold even when one
examines the linguistic profile of acquired pathologies such
as aphasia; a topic to be pursed in future work on the Locus
Preservation Hypothesis. A more detailed model is provided in
Figure 3.

Overall, based on our review of different research studies,
not all pathologies show the same impaired markers—but the
same markers are consistently impaired across pathologies.
The Locus Preservation Hypothesis is thus pathology-
independent and can be used to support cross-linguistic
findings.

The important question is why syntactic operations are
better preserved in a consistent way across disorders with
different genetic etiology. One explanation is that the phenotypic
overlaps that we identified are in fact surface reflections of
more deeply rooted overlaps at the connectome or even the
oscillome (Benitez-Burraco and Murphy, 2016). Observing that
the hierarchy of brain oscillations has remained remarkably
preserved during mammalian evolution (Buzsaki et al., 2013),
Benitez-Burraco and Murphy (2016) suggest that language
deficits in various cognitive disorders can be traced back
to a brain syntax network. In this context, it can be argued
that syntax is preserved because it is implemented through
a network that is less novel in evolutionary terms, hence
more resilient to impairment. Less resilient networks underlie
cognitive capacities more recently evolved in phylogenetic
terms, whereby selective pressures have not yet given rise to the
development of robust compensatory mechanisms (Toro et al.,
2010; Murphy and Benitez-Burraco, 2016). This claim grants
support to another hypothesis recently explored in the language
evolution literature: the “syntax-before-phonology” hypothesis.
Based on a review of linguistic calls across species, Collier
et al. (2014) argue that syntax, which is universally present in
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List A
[Det]

Morphological Operations

Phonological Form
(Insertion of Vocabulary Items,
Readjustment, phonological rules)

List B

Vocabulary Items
/dog/: [Root] [+count] [+animate] ...
/-s/: [Num] [pl] ...
/did/: [pst] ...
elcl..

List C

Morphosyntactic features:

[1st]
[Root]

(non-linguistic knowledge)
dog: four legs, canine, pet, sometimes bites
etc... chases balls, in environment “let sleeping s
lie”, refers to discourse entity who is better left alone...

cat: four legs, feline, purrs, scratches, in

environment “the ___ out of the bag” refers
to a secret ... etc...

FIGURE 3 | Distribution of labor in distributed morphology (Harley and Noyer, 1999, p. 3).
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all languages, possibly evolved before phonology, since many
systems of communication in other species have the former but
not the latter. The Locus Preservation Hypothesis suggests that
phonology is less resilient in stark contrast to syntax—a finding
that is in line with what the ethological record reveals (Collier
etal., 2014).

CONCLUSIONS

The present work has put forth a novel hypothesis: the Locus
Preservation Hypothesis, in order to capture the distribution of
what are considered atypical linguistic markers across different
languages and pathologies. It has been argued that syntactic
operations are resilient to impairment across developmental
disorders; in contrast, morphophonology and pragmatics are
consistently impaired. This conclusion stand s in agreement with

a long line of literature that discusses overlaps in the behavioral
profile of populations with different pathologies, both acquired
and developmental (Phillips, 2005; Glisky, 2007; Kambanaros
and van Steenbrugge, 2013; Benitez-Burraco and Boeckx, 2014;
Leivada, 2014, 2015; Kambanaros and Grohmann, 2015; Tsimpli
et al., 2017a).

The Locus Preservation Hypothesis can gain more support
by expanding the range of languages and pathologies that are
examined. Once this is done, the following question to be
explored in detail is why syntax would be preserved. One
explanation we contemplated in the present work relates to
the possibility of an underlying uniform etiology across the
reviewed disorders. This uniformity can be traced back to
brain network organization (van den Heuvel and Sporns, 2013;
Crossley et al, 2014; Benitez-Burraco and Murphy, 2016).
Addressing the parallels that can be observed across different
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levels of representation (phenome, connectome, dynome, and
oscillome) from a phylogenetic perspective, we have established
a connection between the hypothesis put forth in the present
work and the “syntax-before-phonology” hypothesis of Collier
et al. (2014): Syntax is better preserved because it evolved
before other domains of language (e.g., morphology and
phonology). Therefore, syntax had more adaptation time for the
development of compensatory mechanisms, unlike more recently
evolved cognitive/linguistic capacities. Future research on the
Locus Preservation Hypothesis will elaborate on the syntax-first
hypothesis and flesh out the connections between the observed
overlap at the phenotypic level and its roots in deeper levels of
representation.
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Syntactic satiation is the phenomenon where some sentences that initially seem
ungrammatical appear more acceptable after repeated exposures (Snyder, 2000). We
investigated satiation by manipulating two factors known to affect syntactic priming, a
phenomenon where recent exposure to a grammatical structure facilitates subsequent
processing of that structure (Bock, 1986). Specifically, we manipulated () Proximity of
exposure (number of sentences between primes and targets) and (i) Lexical repetition
(type of phrase repeated across primes and targets). Experiment 1 investigated whether
acceptability ratings of Complex-NP Constraint (CNPC) and Subject islands improve
as consequence of these variables. If so, priming and satiation may be linked. When
primes were separated from targets by one sentence, CNPC islands’ acceptability was
improved by a preceding island of the same type, but Subject islands’ acceptability
was not. When prime-target pairs were separated by five sentences, we found no
improvement for either island type. Experiment 2 asked whether improvements in
Experiment 1 reflected online processing or offline end-of-sentence effects. We used
a self-paced reading paradigm to diagnose online structure-building and processing
facilitation (lvanova et al., 2012a) during processing. We found priming for Subject
islands when primes and targets were close together, but not when they were further
apart. No effects were detected when CNPC islands were close together, but there
was a localized effect when sentences were further apart. The disjunction between
Experiments 1 and 2 suggests repetition of the structure in Subject islands facilitated
online processing but did not ‘spill over’ to acceptability ratings. Meanwhile, results for
CNPC islands suggest that acceptability rating improvements in Experiment 1 may be
driven by factors distinct from online processing facilitation. Together, our experiments
show that satiation may not be a one-size-fit-all phenomenon but, instead, appears to
manifest itself differently for different types of structures. Priming is possible and may be
linked to satiation in some purportedly “unbuildable” structures (e.g., Subject islands),
but not for all types (e.g., CNPC islands). Despite this, it appears that while the types of
mechanisms targeting different island types are distinct, they are nevertheless similarly
sensitive to the proximity between individual exposures.

Keywords: satiation, syntactic priming, island effects, processing difficulty, experimental syntax, acceptability
judgments
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INTRODUCTION

Syntactic satiation is the phenomenon where some sentences that
are “initially judged ungrammatical begin to sound increasingly
acceptable” after repeated exposures (Snyder, 2000, p. 575).
Anecdotally, this phenomenon is not new; most linguists have,
at one time or another, fallen victim to “linguists’ disease.”
Experimentally, though, evidence for satiation has yielded mixed
results. So, while prior work has laid the groundwork for
investigation, a number of fundamental questions remain -
including the issue of which structures can/cannot satiate.
Consequently, answering the subsequent questions of what
mechanism and what factors underlie satiation has been
challenging.

Existing work suggests that only certain syntactic violations
satiate, while others are consistently perceived as unacceptable
despite repeated exposure (e.g., Snyder, 2000; Sprouse, 2009).
These structural asymmetries show that this poorly understood
phenomenon has far-reaching implications for linguistic
methodology (e.g., the design of acceptability judgment studies),
for linguistic theories (e.g., the relative strength and status of
syntactic violations, etc.), and for language processing theories
(e.g., how the processor mentally represents ungrammatical
sentences).

The present work investigates syntactic satiation from a new
methodological and theoretical angle by manipulating variables
known to affect a similar - though comparatively well-attested
and better-understood phenomenon - known as syntactic
priming (a.k.a. structural priming). Specifically, syntactic priming
is a phenomenon where recent exposure to a given structure
facilitates subsequent processing of that same structure (Bock,
1986; see Branigan, 2007 for a review). For instance, if a speaker
has been recently exposed to a passive sentence (e.g., ‘The cat
was chased by the dog’; the prime), she is more likely to produce
another passive sentence (the target) the next time she is faced
with a choice between an active and a passive structure (e.g., Bock,
1986).

The two phenomena of priming and satiation appear to
resemble each other: In both cases, it's exposure that influences
how structures are processed. Despite this similarity, though, the
literatures on priming and satiation have developed in relative
isolation from one another. This may be partly due to differences
in their methodological traditions. Priming, for instance, has
been investigated almost exclusively with grammatical sentences
(but see Kaschak and Glenberg, 2004; Ivanova et al., 2012a,b,
2017; etc.), often by means of production-oriented methods
where the dependent variable is the proportion of trials on
which a participant produces the primed structure. There
have also been comprehension-oriented studies of priming (see
Tooley and Traxler, 2010 for review), where the dependent
variable is often ease of processing (as measured by eye-
tracking, ERP, self-paced reading, etc.). Satiation, by contrast,
has used offline acceptability judgments to see whether increased
exposure improves the acceptability of ungrammatical sentences.
Prior work on satiation has not made any direct claims
about ease of processing for these ungrammatical sentences.
Consequently, the broader relationship between priming and

satiation has been one of ‘apples and oranges’ as the potential
relationship between these two phenomena has largely been
overlooked.

Our work makes a first attempt at bridging these fields by
using a priming-style design to investigate the mechanisms that
may underlie satiation in two structures said to be ungrammatical
in English, Complex Noun-Phrase Constraint (CNPC) islands
and Subject islands. We present two experiments which approach
satiation in a new way by manipulating two factors — namely (a)
the proximity of prime and target sentences, and (b) the type
of lexical repetition that occurs between them - known to affect
syntactic priming.

Experiment 1 applies those factors to an offline acceptability
rating task to test for rating improvements in CNPC and Subject
islands. Acceptability ratings showed that CNPC islands were
improved by a preceding CNPC structure. Subject islands, by
contrast, did not appear to be affected by our manipulations.
Moreover, improvements in CNPC islands occurred when primes
and targets were separated by one intervening sentence, but not
when sentences were separated by five interveners. Experiment
1 results suggest that priming may be linked to satiation, but
that its effects may be dependent on the type of syntactic
structure and the proximity of exposure between prime and target
sentences.

Experiment 2 used word-by-word self-paced reading times
to investigate whether acceptability rating improvements
from Experiment 1 corresponded to processing facilitation
during moment-by-moment comprehension. However, we first
conducted a stop-being-grammatical-task, in order to (i) address
potential concerns regarding the point at which readers perceive
CNPC islands and Subject islands as being ungrammatical, and
to (ii) guide the interpretation of the self-paced reading results
in Experiment 2. In Experiment 2, in contrast to the offline
acceptability ratings, online reading time measures detected
priming in Subject islands: Reading times for Subject islands
were faster when participants had just seen another Subject
island, but only when primes and targets were close together.
Surprisingly, despite offline rating improvements, we found
no priming (no reading time facilitation) for CNPC islands in
Experiment 2 when primes and targets were close together. We
observed a priming effect localized to one word when CNPC
islands were separated by five sentences.

Together, our results suggest that satiation may be a more
nuanced phenomenon than previously thought: It appears to
be dependent on the type of structure under investigation and
its observability depends on the method used to investigate
it. Consistent differences between CNPC and Subject islands
in Experiments 1 and 2 lead us to believe that what has
been viewed as a unified phenomenon of ‘satiation’ in both
CNPC and Subject islands may not be unified after all: We
may be dealing with two different phenomena that are only
be superficially similar. Based on our results, we suggest that
different mechanisms may be at work during the processing of
CNPC and Subject islands. Our results also suggest that the
proximity between individual exposures plays a role in both the
offline acceptability and online comprehension of these island

types.
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Syntactic Satiation

Work in syntactic satiation has typically focused on ‘island’
structures (ex. 3-4), wh-questions which are ungrammatical in
English because they are said to violate constraints governing the
movement of wh-phrases in English.

(1) Who does Mary believe that John likes ?
(2) What does John know fell on the floor?
(3) *Who does Mary believe [the claim] that John likes ?

[CNPC Island]
(4) *What does John know (that) [a bottle of ] fell on the
floor? [Subject Island]

More specifically, well-formed English questions (ex. 1-2)
involve the creation of a ‘iller-gap dependency’ between the
pronounced (the filler) and interpreted (the gap) wh-phrases.
Though this dependency can span across multiple clauses, there
are nevertheless conditions that govern the formation of the filler-
gap dependency. When these conditions are violated, movement
of the wh-filler to the front of the sentence is disallowed. In
example (3), for instance, introducing a noun phrase (‘the claim’)
between the filler and the gap embeds the wh-gap within a noun
phrase from which wh-movement is not possible. Likewise, when
the wh-gap appears within a subject phrase (‘a bottle of”), as in (4),
the resulting sentence is ungrammatical. Because these phrases —
namely, complex noun phrases and subjects, respectively — block
the formation of wh-dependencies, they are considered ‘islands’
to extraction (here represented using brackets).

In the first experimental investigation of satiation, Snyder
(2000) asked native English speakers to rate the grammaticality
of several types of island structures.' Participants rated each
sentence type a total of five times. To determine whether
there had been any improvement in ratings, the number of
‘grammatical/acceptable’ responses in the first two vs. the last
two exposures was compared. Sentences were said to improve,
or ‘satiate; if there were more ‘grammatical/acceptable’ responses
in the second half than in the first half of the study.

Notably, Snyder (2000) found that while some ungrammatical
structures satiated, others did not.> However, more recent work
has been unable to replicate some of these original findings.
For instance, the satiation effects initially observed for CNPC
islands have been replicated by some (e.g., Sag et al., 2007;
Hofmeister and Sag, 2010; Goodall, 2011; Snyder, 2017 using
acceptability ratings), but not by others (Hiramatsu, 2000 using
Likert scale ratings; Sprouse, 2009 using magnitude estimation).
In addition, related work by Sag et al. (2007) and Hofmeister and
Sag (2010) investigated CNPC islands using self-paced reading
where participants were asked to read two types of CNPC islands
word-by-word: In the first type, wh-fillers were bare wh-phrases
(e.g., ‘who’ or ‘what’), whereas in the second type, the wh-fillers
were more informative which-NP phrases (e.g., ‘which convict),

'Snyder (2000) tested seven different structures, finding satiation for whether-
islands as well. But, because they do not allow us to incorporate repetition type
as a factor, we exclude them from the current study. Snyder did not find satiation
in want-for, that-trace, adjunct islands, or left branch sentences.

2Ross (1967) distinguishes between two sub-categories of CNPC violations:
extraction out of a relative-clause NP and extraction out of a sentential complement
NP. Following Snyder (2000) and others, we focus on only sentential complements.

which have been shown to be more acceptable (Karttunen,
1977; Maling and Zaenen, 1982; Pesetsky, 1987, 2000; etc.).
Both Sag et al. (2007) and Hofmeister and Sag (2010) reported
a similar result. Participants rated which-NP CNPC islands
more acceptable than CNPC islands with bare wh-phrases.
Additionally, reading times for CNPC islands with which-NPs
did not differ from their grammatical, non-island counterparts.
Results from both these studies were taken as evidence that under
some circumstances, processing costs for CNPC islands could be
drastically attenuated strictly by manipulating a single processing-
related factor [(namely, the informativeness of the wh-element;
but see Goodall (2015) for evidence of residual island effects even
with highly informative filler phrases)]. We return to this point in
the discussion.

Subject islands have been under similar debate. Although
Snyder (2000) only showed a marginally significant effect of
satiation, Hiramatsu (2000), Francom (2009), and Chaves and
Dery (2014) have found significant satiation effects for Subject
islands. Work by others, however, either replicated Snyder’s
(2000) marginal effects (e.g., Snyder, 2017) or failed to detect
satiation effects in these island types (e.g., Sprouse, 2009; Goodall,
2011; Crawford, 2012; etc.).

In sum, at issue is not only the question of (i) what
mechanisms underlie satiation, but also the more fundamental
question of (ii) whether what has been termed ‘satiation’ in
CNPC and Subject islands is even the same phenomenon. In part
because the basic facts of satiation remain unclear (e.g., there is
no consensus regarding which structures do and do not satiate),
it has been difficult to interpret what satiation as a phenomenon
means both for experimental and for theoretical linguistics.

At a minimum, investigations into the phenomenon of
satiation represent a methodological question for the design
of acceptability judgment studies. For instance, a better
understanding of the factors underlying satiation may have
consequences for understanding individual variation in
judgments, the number of times target items may be repeated,
proximity of individual target items to each other, etc. Beyond
that, satiation potentially implicates the interaction between
grammatical constraints and how those constraints are mentally
represented. This is particularly true in the case of grammatical
violations, like CNPC and Subject islands, whose status in both
the experimental and theoretical literature is still under debate.

Syntactic Priming

Unlike satiation, syntactic priming - where exposure to a
syntactic structure can facilitate subsequent processing of that
same structure (Bock, 1986) - is a well-known and well-attested
phenomenon. A large body of work (e.g., Bock, 1986; Branigan
etal., 1995; Pickering and Branigan, 1998; Bock and Griffin, 2000)
in priming has shown that speakers are better able to access
structures (e.g., passive sentences) that they’ve previously been
exposed to. And, though most of the research in priming focuses
on production, similar priming effects have also been found in
studies of comprehension. In general, the ability to facilitate
access to recently exposed structures has been attributed to
two complementary mechanisms that are not mutually exclusive
(Hartsuiker et al., 2008): (1) residual activation of combinatorial
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nodes in a syntactic structure (often lexically based), resulting in
a short-lived priming effect (e.g., Pickering and Branigan, 1998;
Branigan et al., 1999) and (2) Implicit learning of mappings
between message-level representations and syntactic structures,
resulting in a longer-term priming effect (Bock and Griffin, 2000;
Chang et al., 2006; inter alia).

Residual activation accounts typically locate priming in the
lexical units which connect to the larger syntactic structure (e.g.,
Pickering and Branigan, 1998; Branigan et al., 1999; Pickering
et al., 2000; though see Scheepers, 2003). Since recent exposure
momentarily increases the activation level of syntactic structures,
priming occurs when the parser selects structures which are
more active in memory, e.g., structures with higher residual
activation levels. Because these accounts attribute priming to
the moment-by-moment activation levels of particular lexicon-
to-structure combinations, they also predict a short-term time
course for priming (e.g., Roelofs, 1992; Pickering and Branigan,
1998). In particular, because the activation of lexical units is
believed to decay quickly and automatically, priming effects are
short-lived. Further, because residual activation accounts take
priming to involve the links between lexical units and their
larger syntactic structure, this account also predicts a stronger
priming effect when prime and target sentences share lexical
items (e.g., Pickering and Branigan, 1998; Cleland and Pickering,
2003). Indeed, this ‘lexical boost  effect has been replicated in
a number of production studies (e.g., Pickering and Branigan,
1998; Cleland and Pickering, 2003; Bernolet et al., 2013) and
in nearly all comprehension studies (see Tooley and Traxler,
2010 for review).” But, other work has shown that priming can
still occur absent lexical repetition in production (e.g., Pickering
and Branigan, 1998; Scheepers, 2003; Kaschak and Glenberg,
2004; Hartsuiker et al., 2004) and comprehension (e.g., Luka and
Barsalou, 2005; Thothathiri and Snedeker, 2008a,b; Traxler, 2008;
Ivanova et al., 2012a,b).

A second mechanism contributing to structural priming -
implicit learning - attributes priming to changes that occur
independent of the lexicon; so, lexical repetition between prime
and target sentences is not predicted to influence the strength
of priming (Bock and Griffin, 2000; Chang et al., 2000, 2006;
Bock et al, 2007). Rather, priming occurs as the result of
cumulative, lasting learning from experience: Encountering a
given message with a given structure reinforces learning of
that meaning-to-message mapping. Consequently, the structure
becomes more accessible the next time the processing system
encounters the same type of message. Because priming under this
account is the by-product of cumulative changes at the abstract
structural level, priming is predicted to be relatively long-lasting
(e.g., Hartsuiker and Kolk, 1998; Bock and Griffin, 2000; Bock
et al., 2007; Hartsuiker et al., 2008). Work by Bock and Griffin
(2000) measured the proportion of prepositional datives that
participants produced after hearing a prepositional dative prime

*While numerous production-based studies found priming even in the absence
of lexical repetition, most comprehension-based studies found priming only when
the prime and target have lexical overlap. An open question is whether this
difference stems from the different tasks used to study priming in the two
modalities or whether priming mechanisms in production and comprehension are
fundamentally distinct (see Tooley and Traxler, 2010 for review).

(e.g., “A boy is giving an apple to a teacher.”) or a double-
object prime (e.g., “A boy is giving a teacher an apple.”). To test
the longevity of priming, they varied the number of unrelated
sentences intervening between the prime and target structures.
Consistent with prior work hinting at the persistence of priming,
they found that effects could persist through as many as 10
intervening sentences.

The role of ungrammatical structures, though, is unclear.
Most work in priming has focused on structural facilitation in
the context of fully grammatical sentences - sentences whose
structures can be mentally represented by the comprehender.
Some researchers argue against the possibility of priming in
ungrammatical sentences. For example, Sprouse (2007) suggests
that priming “is predicated upon the existence of a licit
representation. Given that ungrammatical structures have no licit
representation. . . there should be no syntactic priming effect for
ungrammatical structures” (Sprouse, 2007, p. 128). In contrast,
other work (Kaschak and Glenberg, 2004; Luka and Barsalou,
2005; Ivanova et al, 2012a,b, 2017; etc.) has suggested that
priming need not be limited to fully grammatical sentences.

At the lexical level, a series of experiments by Ivanova et al.
(2012a,b, 2017) investigated if and how comprehenders build
syntactic representations for anomalous ditransitive sentences
(ex. 5a-b), when the verb is (a) a nonce word void of any semantic
meaning, (b) a grammatically unacceptable verb, or (c) missing
altogether. These anomalous sentences were compared against a
fully grammatical counterpart (d).

(5a) The waitress brunks the book to the monk/The waitress

brunks the monk the book.

(5b) The waitress exists the book to the monk/The waitress exists
the monk the book.

(5¢) The waitress the book to the monk/The waitress the monk
the book.

(5d) The waitress gave the book to the monk/The waitress gave
the monk the book.

Crucially, Ivanova et al. (2012a, 2017) wused the

presence/absence of syntactic priming effects (assessed via
the proportion of participant-produced sentences matching the
structure of the prime) to diagnose whether comprehenders had
built syntactic representations for anomalous sentences.* They
found evidence of structural priming — and thus the presence of
abstract syntactic structure — with nonce-verb primes (5a), with
illicit verb primes (5b) and even when the prime contained no
verb (5¢). Thus, work by Ivanova et al. (2012a, 2017) suggests
that even when comprehenders encounter incomplete and/or
ungrammatical sentences, they do not “abandon” the syntactic
route altogether. In addition to using other available information,
comprehenders do attempt to construct a representation for the
sentence via syntax.

An open question, though, is whether findings from Ivanova
et al. (2012a,b, 2017) can be straight-forwardly extended to

4Tvanova et al. (2012a, 2017) also found that there was a priming ‘boost” when
verbs were the same. However, because priming was observed even when there
was no lexical overlap, they concluded that even priming of anomalous sentences
was lexically independent (but see Ivanova et al., 2012b).
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account for structures as degraded as island structures (ex. 3-4).
Anomalies in those works were largely localized to a single, albeit
structurally important, lexical item — namely, the verb. Indeed,
Ivanova et al. (2012b) themselves raise the question of whether
their results may generalize to sentences where the locus of
ungrammaticality extends beyond the level of individual lexical
items - e.g., as in island structures (Ivanova et al., 2012b, p. 367).

Earlier work by Kaschak and Glenberg (2004) and Luka
and Barsalou (2005) provide insights into what happens on
the sentence level, although they did not test island structures.
Specifically, Kaschak and Glenberg (2004) found priming-like
effects in structures like “These vegetables need cooked., which
are acceptable in some dialects, but ungrammatical in standard
American English. In their experiment, half of the participants
were exposed to the ‘needs’ structure during an initial training
phase while the other half did not undergo training. Afterward,
all participants were asked to read structurally similar sentences,
such as ‘The valiant hero wants recognized for his courageous
actions.” Kaschak and Glenberg (2004) found faster word-by-
word reading times for the novel ‘wants’ structures only for
participants who had participated in the training session. This,
they argued, provided evidence that participants were “learning
to comprehend” the novel structure via a new meaning-to-
message mapping (e.g., through implicit learning). Similar work
by Luka and Barsalou (2005) investigated priming in a variety
of moderately ungrammatical structures (e.g., T miss having
any time to do anything, ‘Who did you hire because he
said would work hard?’). Participants first read sentences that
were structurally similar to the target sentences, and after a
5-min break, rate the acceptability of the target sentences.
Luka and Barsalou (2005) found acceptability improvements
in as little as one prior exposure to a structurally similar
sentence.

Taken together, these results indicate that priming may,
indeed, be possible even with structures that initially seem
unacceptable. Nevertheless, because work examining priming
with ungrammatical sentences is relatively new, the limits of
this priming effect are still unclear and the mechanisms and/or
processes that underlie priming in ungrammatical sentences
are not yet well-understood. Moreover, prior work has tended
to either look at only one specific kind of anomaly, or has
grouped together various types of ungrammatical sentences
without comparing them systematically. Thus, it is not yet known
how generalizable prior findings are, or whether different kinds
of ungrammaticality may pattern differently with regard to the
possibility of priming.

The Current Study

The current work uses methods established in priming research
to guide investigations into satiation, and in so doing, aims to
shed light on broader issues related to the representation of
ungrammatical sentences. Given the parallels between syntactic
satiation and syntactic priming — namely, that both are linked
to increased exposure - it may be possible for the underlying
mechanism(s) responsible for satiation to be related to those
in priming. The current work aims to contribute to our
understanding of satiation and priming in three ways:

(1) Traditional approaches to satiation compared acceptability
judgments over the course of an entire experiment, looking
at cumulative effects on a ‘global’ level. By contrast, we
test for improvements between prime and target pairs -
‘local; exposure-by-exposure comparisons — to see how single
exposures to an ungrammatical prime can influence the
acceptability of the subsequent target. Given that satiation
effects have been notoriously difficult to replicate, even
when studies have used similar materials, similar methods,
and/or similar analyses (see Syntactic Satiation), looking
at satiation through the lens of priming may provide
independent evidence for how to interpret the facts of
satiation.

(2) Whether structure-building is possible at all for
ungrammatical, potentially —‘unrepresentable’ sentences
like CNPC and Subject islands is an open question. Following
Ivanova et al. (2012a,b, 2017), we use the presence of syntactic
priming as a diagnostic for syntactic representation-building
in cases where the input may be extremely degraded. In
doing so, we examine not only the limits of representation-
building, but also the ability of the processor to adapt to highly
degraded input. Thus, our results also have implications for
our understanding of the mental representations that underlie
syntax, especially in the context of structures that may not be
fully represented/representable in comprehenders’ minds.

(3) Finally, if comprehenders do, indeed, build syntactic
representation of ungrammatical island sentences, an open
question is to what extent processing of those representations
may be similar to processing grammatical representations. We
therefore “import” factors known to affect priming into our
investigation of satiation to investigate the comparability of
these two phenomena.

EXPERIMENT 1: ACCEPTABILITY
RATINGS

If proximity of exposure and lexical repetition — two factors
known to modulate priming effects - can also increase the
acceptability of CNPC and Subject islands, this might provide
initial evidence that the same mechanisms underlying processing
of grammatical sentences may play a role in how comprehenders’
evaluate notions of “(un)acceptability.” In other words, given that
satiation is traditionally defined as increased acceptability, testing
whether offline measures are influenced by processing-related
factors is a key first step in determining whether priming and
satiation are related.

Prior work in priming has shown that altering the number of
sentences intervening between a prime and target can provide
some insight into the mechanisms that contribute to priming.
Because residual activation of a syntactic representation is short-
lived, priming via this mechanism occurs when prime-target
pairs are proximate, but not when they are further apart.
By contrast, priming as an implicit learning effect appears to
be long-lived (see Syntactic Priming). Thus, manipulating the
proximity between prime and target sentences can shed light
on one aspect of the underlying mechanism for satiation. We
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operationalize this by changing the number of sentences (either
one unrelated sentence, referred to as Lagl, or five unrelated
sentences, referred to as Lag5) that intervene between a prime
(the initial exposure sentence) and its target (the subsequent test
sentence). Additionally, residual activation and implicit learning
accounts with respect to the presence of a ‘lexical boost’ when
primes and targets share lexical items critical to the syntactic
structure (e.g., phrase heads, see Syntactic Priming). Therefore,
we also manipulate lexical repetition between prime and target
sentences by comparing repetition of a phrase crucial to the
island-forming structure vs. repetition of lexical items unrelated
to the island itself.

Materials and Methods

Participants

Eighty-four adult American English speakers, recruited via
Amazon Mechanical Turk and paid $2 (Lagl group) or $3
(Lag5 group), were included in the final analyses (np,5 = 40,
NLags = 44%),

Procedure

Participants saw sentences one at a time and rated how “natural
or unnatural” each sentence “intuitively” sounded to them using
a scale of 1 = “Completely Unacceptable” to 5 = “Completely
Acceptable.” They were asked to rate sentences without reference
to previously seen items and backtracking was disabled. The
study was conducted using Qualtrics® (version 2015; Qualtrics,
Provo, UT).

Design

The number of sentences separating each prime from its
subsequent target was varied between subjects: Prime-target pairs
were separated either by one unrelated sentence (Lagl) or by
five unrelated sentences (Lag5). Crucially, the total number of
prime-target pairs was the same across both Lagl and Lag5
versions; only the number of sentences intervening between
primes and their targets varied. Specifically, participants rated
three sets of prime-target pairs per condition (Table 1), for
a total of six pairs in each sentence type and 12 prime-
target pairs altogether. Additionally, participants rated 54 or 126
filler/intervener sentences in Lagl and Lag5, respectively; these
did not include island-related violations. Moreover, to address
concerns that participants might “give up on” or adopt a response
equalization strategy (Sprouse, 2009), participants rated a roughly
equal number of ungrammatical and grammatical sentences over
the course of entire study.

For each sentence type, targets were held constant but
prime sentences were manipulated such that primes and targets
either lexically repeated (i) the island-forming DP blocking
wh-extraction or (ii) a phrase unrelated to the island (the matrix
verb in CNPC islands and adjunct expressions in Subject islands).
These four repetition conditions (Table 1) were varied within

SWe also excluded 11 participants who were either inattentive or did
not understand the task. These participants responded to more than one
comprehension questions incorrectly, rated grammatical fillers as ‘Completely
Unacceptable, and/or were very slow in completing the experiment.

Chttp://www.qualtrics.com

subjects and rotated using a standard Latin Square design.
(Note that repetition types are not compared to a no-repetition
baseline).

Finally, in order to prevent the possibility that a ‘target’
could also function as a ‘prime for subsequent sentences,
individual pairs of primes and targets were separated by at
least 10 unrelated sentences. Comprehension questions were also
interspersed throughout the experiment to further increase the
distance between pairs of primes and targets (and to ensure
people paid attention).

We now make several notes regarding the construction
of our materials. First, complex-NP phrases can sometimes
be reanalyzed as a single constituent (e.g., “make the claim”
can be reanalyzed as “claim”). In cases of reanalysis, these
ungrammatical sentences become fully grammatical because the
wh-filler is no longer extracted from within a CNPC island
(Cinque, 1990; Davies and Dubinsky, 2003; etc.). To minimize
the possibility of reanalysis, we chose TP-complements to the VP
that did not seem easily reducible to a single VP. Additionally,
work by Phillips (2006) has shown that positing a gap inside
of Subject islands (parasitic gaps) is not only possible inside
island structures but can also “rescue” otherwise ungrammatical
sentences. However, as noted by Phillips, parasitic gapping may
be limited to infinitivals, so we test only finite clauses where
“gap creation [is] not attempted” (Phillips, 2006, p. 813). Finally,
given that prior work has shown satiation even with bare wh-
phrases (Chaves and Dery, 2014), we use only bare wh-phrases
to avoid additional processing confounds associated with more
informative wh-fillers (Sag et al., 2007; Hofmeister and Sag,
2010).

Predictions

If the same factors known to influence priming - namely, the
proximity between individual (prime-to-target) exposures and
the type of lexical overlap between structures — produce higher
acceptability ratings for target sentences than for primes, this
suggests that acceptability ratings may be sensitive to the same
factors that affect processing. Such a finding would provide
reason to suspect that priming and satiation can be linked to
the same underlying mechanisms. Alternatively, if we observe no
rating improvements between primes and targets, this would not
rule out the possibility of a relationship between satiation and
priming, but would make any such relationship indirect.

In priming, the proximity of exposure between prime-target
pairs has been used to distinguish between effects arising
from short-term residual activation decay and/or longer-term
effects arising from implicit learning. We use this same logic
to investigate whether rating improvements (satiation) may be
short- or long-term. If acceptability ratings from prime to target
sentences improve (i.e., satiate) when primes and targets are
close together (Lagl; one intervening sentence), but show small
improvements or no improvements when they are far apart
(Lag5: five intervening sentences), this may point to satiation
being a short-lived effect that decays over time. But, if both
lags show comparable rating improvements, this could point to
satiation as a long-term effect analogous to implicit structure-
learning.
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TABLE 1 | Sample sentences (primes and targets) used in Experiments 1 and 2.

Sentence type Repetition type Trial type Example sentences
CNPC Island Prime Who did Richard dispute the_claim that the paparazzi stalked?
Target Who did John deny the claim that the princess married?
Unrelated Prime Who did Richard deny the allegation that the paparazzi stalked?
Target Who did John deny the claim that the princess married?
Subject Island Prime What did opponents of hang a giant banner at the capitol?
Target What did opponents of start a violent riot outside the mall?
Unrelated Prime What did fans of hang a giant banner outside the mall?
Target What did opponents of start a violent riot outside the mall?

Finally, lexical repetition often elicits a (short-lived)
strengthening of the priming effect. According to residual
activation accounts, this is because lexical repetition facilitates
access to previously built syntactic structures. If acceptability is
also sensitive to lexical repetition, we might find an analogous
acceptability-rating ‘boost’ in Lagl (primes and targets are
close together) when prime-target pairs share lexical items. In
particular, we may see stronger effects when the head of the
syntactic island is repeated — given the significance of the head
noun in the island structure - than when phrases unrelated to
the island are repeated.

Results

Data Analysis

We measured changes in acceptability ratings (on a five-
point scale) from prime to target sentences in CNPC and
Subject islands. All statistical analyses were performed on
z-scores computed from each participants mean response to
all experimental items. This helped control for differences in
how individual participants would approach the five-point scale.
However, analyses over raw ratings showed the same basic
pattern of results. For ease of visual interpretation, graphs show
raw ratings, not z-scores.

Statistical analyses were done in R (version 3.3.2; R Core
Team, 2016) using linear mixed-effects regression models from
the Ime4 package (Bates et al., 2015). The Lagl and Lag5 groups
were compared independently. In all analyses, we included
Sentence type (CNPC or Subject islands), Repetition Type (head
of the island or an unrelated phrase), and Trial Type (prime
vs. target sentence) as well as their interactions as fixed effects.
We also incorporated by-subjects and by-items adjustments to
the slopes and intercepts, which were reduced using model
comparison.” Effects were judged to be significant if |t| > 2.

Acceptability Ratings for Lag1

Mean ratings for sentences in the Lagl group are shown in
Figure 1. Overall, CNPC islands were rated significantly higher
than Subject islands (b = 0.09, SE = 0.03, |t| = 2.82). Moreover,
ratings for CNPC target sentences were higher than for primes

7Random effects started out fully crossed and fully specified; they were reduced
(starting with by-item effects) via model comparison, wherein only random effects
that contributed significantly to the model (p > 0.05) were included (Baayen et al.,
2008).

regardless of repetition type. By contrast, ratings for prime and
target Subject island sentences do not differ.

Statistically, there was a significant effect of trial type (8 = 0.05,
SE = 0.02, |t| = 2.3), but this was modulated by a marginal
sentence-by-trial interaction (§ = 0.09, SE = 0.05, |t| = 1.81). The
presence of the interaction effect suggests that priming does not
occur across the board: Target sentences were more acceptable
than primes in CNPC islands (B = 0.1, SE = 0.04, |t| = 2.67), but
not Subject islands (f = 0.01, SE = 0.03, |t| = 0.40).

There was no significant main effect of repetition type
(B = —0.01, SE = 0.02, |t| = 0.41) and no significant interactions
(Jt|'s < 0.36) involving repetition type: Lexically repeating the
head noun of the island itself vs. a phrase unrelated to the island
did not affect ratings.

Acceptability Ratings for Lagb

Ratings for prime and target sentences in Lag5 are shown in
Figure 2. Mean ratings for CNPC islands were higher than for
Subject islands, but this difference was only marginally reliable
(B = 0.08, SE = 0.04, |t| = 1.91). Unlike in Lagl, there was no
significant effect of trial type (8 = 0.03, SE = 0.02, |t| = 1.62) and
no significant sentence-by-trial interaction (f = 0.04, SE = 0.05,
[t| = 0.91): Ratings for target sentences did not significantly differ
from prime sentences, either in CNPC or Subject islands. Lag5
also showed no main or interaction effects involving repetition
type (|t|'s < 1.15). Thus, in contrast to the improvements that we
observed for CNPC islands in Lagl, no rating improvements were
observed in Lag5, where primes and targets are separated by five
intervening sentences.

Discussion

Experiment 1 investigated acceptability rating improvements for
CNPC and Subject islands in prime-target pairs. While prior
work in satiation has compared rating improvements over the
course of an entire study, our priming-style (prime-target) design
allowed us to test whether factors known to affect priming might
also affect satiation similarly. If so, this might provide reason to
suspect that priming and satiation share underlying mechanisms.
We tested two factors: (1) lexical repetition and (2) proximity
of exposure between the prime and target sentences. We varied
lexical repetition such that primes and targets shared either the
head of the island phrase or a phrase unrelated to the island.
We predicted that repetition of the head of island phrases might
produce a priming ‘boost’ akin to ‘lexical boost’ effects that have
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FIGURE 1 | Mean ratings for Complex-NP Constraint (CNPC) and Subject islands in Lag1. Raw scores are presented on a 5-point scale, where 1 = Completely
Unacceptable and 5 = Completely Acceptable. Error bars represent 1 standard error. For visibility, we show only 1-3 points on the scale.
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FIGURE 2 | Mean ratings for CNPC and Subject islands in Lag5. Raw scores are presented on a 5-point scale, where 1 = Completely Unacceptable and
5 = Completely Acceptable. Error bars represent 41 standard error. For visibility, we show only 1-3 points on the scale.
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been observed in priming work. In addition, we varied proximity
of exposure by manipulating the number of unrelated sentences
(one vs. five) between primes and targets, to probe whether
potential acceptability improvements are short-term (e.g., from
activation decay of structural representations) or long-term (e.g.,
as a result of implicit structural learning).

Lexical Repetition

We found no effects involving the type of lexical items repeated
across prime and target sentences. The finding that acceptability
ratings show no lexical repetition effects might point to a
fundamental difference in the mechanisms underlying satiation
and priming. However, as previously mentioned in (see Design),
we do not compare the types of lexical repetition to a baseline
condition where primes and targets do not share any lexical
items. Therefore, our results do not show that there is no effect

of lexical repetition - rather, our results provide evidence that
the type of phrase that is lexically repeated does not affect
the strength of priming for these sentence types. Furthermore,
given that other work, including studies that examine priming
in ungrammatical sentences (e.g., Kaschak and Glenberg, 2004;
Luka and Barsalou, 2005; Ivanova et al., 2012a,b, 2017), found
priming effects independent of ‘lexical boost’ effects, this should
not be taken as evidence that priming is impossible either for
CNPC or Subject islands.

Overall Differences in Prime-to-Target Proximity

When primes and targets were separated by only one unrelated
sentence (Lagl), participants rated CNPC targets as significantly
more acceptable than their primes. But, when these same
island types were separated by five sentences (Lag5), we found
no effect of previous exposure. In other words, acceptability
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ratings for CNPC islands satiated when sentences were close
together, but not when they were further apart, suggesting that
satiation is a short-lived effect that parallels what is predicted
by lingering-activation accounts of syntactic priming (e.g.,
Pickering and Branigan, 1998; Branigan et al., 1999). Results from
Experiment 1 therefore suggest that one factor that contributes
to satiation may be a short-term priming effect that involves
the lingering activation of structural representations which decay
over time.*

Overall Differences between CNPC and Subiject
Islands

We found that CNPC islands were generally more acceptable
than Subject islands. More importantly, though, we also found
that CNPC islands’ acceptability ratings were improved by a
proximate, preceding island (in Lagl), whereas Subject islands
were not.

Our results provide initial evidence that satiation may be
sensitive to the same factors known to affect priming. In
other words, despite the indirect relationship between priming
(a metric of processing ease) and acceptability ratings (a metric of
well-formedness), there nevertheless appears to be a link between
the two. However, our results also suggest that factors that affect
priming do not seem to affect ratings across the board: They
are in some way modulated by syntactic structure (e.g., CNPC
island vs. Subject island). While CNPC islands were judged more
acceptable in the context of a previously seen CPNC island,
Subject islands did not benefit from a preceding Subject island.

Differences between CNPC and Subject Islands: The
Stop-Being-Grammatical Task

The results of Experiment 1 suggest that rating improvements
(satiation) in CNPC islands are affected by the same factors
that affect priming whereas ratings for Subject islands are not.
However, so far we have focused on end-of-sentence acceptability
ratings, which may not reflect the processes that occur as
comprehenders incrementally process CNPC and Subject islands.
To gain insights into the online, incremental processing of these
two islands types, we used the self-paced reading paradigm
in Experiment 2. But before turning to the reading-time data,
we need to address a difference between CNPC islands and
Subject islands that can have implications for our interpretation
of the data — namely, the relative distance between the wh-
gap and the head of the island phrase in CNPC vs. Subject
islands. Specifically, in CNPC islands (ex. 3, repeated here as 6a),

8Even though we discuss numerical differences between Lagl and Lag5, between-
group effects were not compared directly. Because our study is the first of its
kind to explore the links between satiation and priming in this way, while also
comparing different island types, it was not designed with the statistical power to
detect a 3-way, between-subjects interaction. Between-subjects effects are difficult
to detect, especially without sufficient statistical power. The situation is further
complicated by the well-known observation that structural priming effects are
relatively small, and the fact that the effect of interest is a three-way interaction
between sentence type, trial type and lag. Even though our sample size is in line
with current psycholinguistic work, we do not expect to be able to detect this kind
of interaction. Additional exploratory analyses suggest that doing so would require
a sample size much larger than what is standard in psycholinguistics. Nevertheless,
we acknowledge that further work requires a more vigorous focus on effect sizes,
power, and sufficient sample size.

the parser encounters the island-producing phrase (‘the claim’)
earlier than the wh-gap (marked with ) at the end of the
clause. In contrast, in Subject islands (ex. 4, repeated here as 6b),
the island phrase (‘a bottle of ___’) and the wh-gap (marked with
__ ) are fundamentally one and the same.

(6a) CNPC Island: Who does Mary believe [the claim] that John
likes ?
(6b) Subject Island: What does John know (that) [a bottle of
] fell on the floor?

If it is the presence of the gap site - not the island-
producing phrase itself - that signals “ungrammaticality”, then
comprehenders may treat CNPC islands as fully grammatical
until they reach the sentence-final wh-gap. In other words, it
could be that rating improvements observed for CNPC islands -
and absent for Subject islands — may not be attributable to any
theoretical differences between the two islands, but simply to
the fact that CNPC islands effectively appear grammatical for a
longer amount of time.

To test this possibility, we investigate the earliest point
at which comprehenders perceive CNPC islands to be
ungrammatical. At the same time, this ‘stop-being-grammatical’
task also contributes to our broader goal of probing the
relationship between what has been a predominantly off-line
phenomena (satiation) and online facilitation effects, by proving
new information about acceptability judgments at different
points over the course of the sentence.

Twenty-seven native American English speakers were
recruited via Amazon Mechanical Turk to participate in the stop-
being-grammatical task, modeled after the stop-making-sense
task (Boland et al., 1990, 1995; etc.) in Qualtrics® (version 2017;
Qualtrics, Provo, UT).

Two CNPC and two Subject islands and six filler sentences
were randomly selected from Experiment 1. (Note that while
Subject islands are included, they are not of interest because of
the island and wh-gap essentially occur simultaneously. They are
shown for comparison in Figure 3, but statistics are reported only
for CNPC islands). Sentences were presented to participants in
successive fragments, such that each new fragment added one
more word to the end of the sentence. The initial fragment
consisted of the first two words (e.g., ‘Who did, or ‘What did’) and
subsequent fragments increased by one word. So, if participants
initially saw “Who did Brandon,” the next fragment would be
“Who did Brandon make”; the fragment after would contain
one more word until the last word of the sentence was reached.
Participants had 45 s to determine (‘Yes/'No’) whether each
fragment could be continued to make an “acceptable’/“possible”
sentence of English.

Figure 3 shows the cumulative percentage of No’ responses
at each word position.” At word 5 (determiner ‘the’ in CNPC
islands, matrix verb in Subject islands), the number of ‘No’

“http:/fwww.qualtrics.com

The cumulative percentage of responses at any position is fundamentally
dependent on the number of ‘No’ responses prior to that position. To minimize
this dependence, we also calculate adjusted percentages such that the number of
‘No’ responses was out of the total of “remaining possible no” at each position
(Boland et al., 1990). Adjusted percentages showed the same pattern.
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Figure 3: Cumulative percentage of 'No' (fragment is ungrammatical) at each word in the

FIGURE 3 | Cumulative percentage of ‘No’ (fragment is ungrammatical) at each word in the stop-being-grammatical task.

responses increases for both sentence types; but at different
rates for Subject vs. CNPC islands. Notably, at word 5, 70%
of participants judge Subject islands to be ungrammatical with
90% of participants concurring by word 6. By contrast, although
some participants judge CNPC islands to be ungrammatical at
word 5, the majority do not until word 7 (complementizer ‘that’).
Responses were analyzed using logistic mixed-effects regressions
with random intercepts for subjects and items. We first compared
responses word 4 (low rates of unacceptability) against responses
at words 5 and 6 (increasing rates of unacceptability). We found
a significant effect of word position for both CNPC (f = —1.88,
SE = 0.71, |z| = 2.65) and Subject islands (B = —4.56, SE = 0.93,
|z| = —4.92), meaning that the proportion of ‘No’ responses (i.e.,
ungrammatical responses) at word 4 was significantly lower than
at words 5 and 6 for both island types. Contrasting words 5 and
6 yielded no significant differences for CNPC islands (8 = 0.45,
SE = 0.68, |z| = 0.67), but we did find a significant increase
from word 5 to word 6 in Subject islands (3 = —2.18, SE = 0.78,
|z| = —2.79)."

Results from the stop-being-grammatical task suggest that
judgments of (un)acceptability, like sentence processing itself,
may proceed incrementally and ‘unacceptability’ is expected to
begin around word 5 for both Subject and CNPC islands. More
importantly, even if CNPC islands are arguably fully grammatical
until the sentence-final wh-gap, comprehenders begin perceiving
CNPC islands to be ungrammatical much earlier (around word
5, with a majority of comprehenders concurring by word 7).
These findings argue against the potential concern that the
CNPC-Subject island asymmetry in Experiment 1 was due to
CNPC islands being perceived as grammatical/acceptable until

'While a the statistically significant difference between words 5 and 6 in Subject
islands is interesting, it is ultimately irrelevant to the central aims of the stop-
being-grammatical task. Namely, to determine the first point at which the sentence
becomes ungrammatical. Therefore, we do not discuss reasons for difference
between words 5 and 6 in Subject islands.

the gap site at the end of the sentence. Our results suggest that
comprehenders do not wait for the wh-gap to ‘decide’ whether a
sentence is ungrammatical.

EXPERIMENT 2: SELF-PACED READING

Experiment 1 provided initial evidence that acceptability
ratings might be tuned to the same factors that have been
found to affect online processing. However, given that prior
work on satiation has mainly used acceptability ratings it
is not yet known whether (i) it is end-of-sentence, meta-
linguistic reflection that causes rating improvements to ‘kick
in’ or whether (ii) rating improvements reflect incremental,
processing facilitation. For instance, in contexts as structurally
degraded as island sentences, comprehenders may rely primarily
on processes outside of syntactic structure-building (e.g.,
plausibility, discourse context, word order, etc.). If so, rating
improvements may not correspond to the type of facilitation
characteristic of structural priming. Alternatively, in line with
what has observed in structure-building for anomalous sentences
(Ivanova et al., 2012a,b, 2017), comprehenders may nevertheless
engage structural (re)integration processes even despite the type
of ungrammaticality presented by island structures.

Therefore, Experiment 2 builds on Experiment 1 and the stop-
being-grammatical task by directly testing whether the online
processing of CNPC and Subject islands can be facilitated by
a prior exposure. We use the self-paced reading paradigm to
probe reading time slowdowns, which often stem from processing
difficulty. In doing so, we probe the source of the rating
improvements observed in Experiment 1, and by extension,
determine whether offline rating improvements (i.e., satiation)
correspond to online processing facilitation effects (i.e., priming).
If recent exposure to ungrammatical structures can decrease the
processing costs associated with ungrammatical structures, we
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might expect faster reading times for target sentences relative to
their prime counterparts, which would not have the benefit of a
recent facilitating exposure.

Predictions

Lexical Repetition

Experiment 1 showed no effect of lexical repetition, so we do
not expect differences here. We collapse repetition types in
Experiment 2 to increase statistical power."

Proximity of Exposure

Experiment 1 found that for CNPC islands, acceptability ratings
improved when primes and targets were proximate (Lagl) but
not when they were further apart (Lag5). This suggests that
satiation may be a by-product of short-term lingering activation.
If these short-term effects can be linked to those observed in
short-term priming, we expect reading times to improve from
primes to targets when sentences are close together (Lagl), but
not when they are further apart (Lag5). But, it may also be
possible that while rating improvements (satiation) are short-
term, online facilitation in island sentences is the result of a more
long-term priming mechanism, such as implicit learning. In the
latter case, we expect prime-to-target reading time improvements
regardless of whether prime and target sentences are separated by
one or by five intervening sentences (Lagl and Lag5).

Sentence Types

Based on prior work (Kluender and Kutas, 1993; Phillips, 20065
Sag et al, 2007; Hofmeister and Sag, 2010; etc.), we expect
processing difficulty (gauged via reading time slowdowns) to
arise at word 5 for CNPC and Subject islands (see Table 2),
but crucially, for different reasons. In both cases, the parser
begins actively searching for a wh-gap as soon as it encounters
the sentence-initial wh-phrase (‘Who’/What'; Crain and Fodor,
1985; Frazier and Clifton, 1989; Gibson and Hickok, 1993; etc.).
In CNPC islands, the processing difficulty expected at word 5 can
be attributed to what is known as the filled-gap effect: The parser
posits a gap for the wh-filler at the first possible position, word 5
(Table 2); but, when it encounters the head of the island phrase
(‘the’) here, the parser realizes that this is not a possible position
for the wh-gap and must revise its initial parse. We also expect
a secondary site of processing difficulty at word 7, where the
parser encounters the complementizer (e.g., ‘that’). Here, because
the complementizer signals the end of the previous clause and
because there was no available gap position in the initial clause,
the parser should recognize that the wh-filler has been extracted
from within an embedded clause headed by a complex-NP - in
other words, that the wh-filler has been extracted from within a
CNPC island. Thus, the expected processing difficulty at word 7
would correspond to the point where the parser has recognized
the illicit, ungrammatical extraction. Indeed, these predictions
are in line with what we observe in the stop-being-grammatical

12 At the request of a reviewer, additional analyses were carried out with repetition
type as a fully crossed fixed effect. It was also included in the by-subject and by-item
random effect structures. Model reduction was done as previously described. In
both Lagl and Lag5, there were no significant main or interaction effects involving
repetition type during any portion of our region of interest.

task (see Differences between CNPC and Subject Islands: The Stop
Being Grammatical Task): Some comprehenders begin perceiving
CNPC islands as unacceptable at word 5 with the majority of
comprehenders judging CNPC islands to be unacceptable by
word 7.

In the case of Subject islands, we also expect processing
difficulty to begin at word 5. However, because the parser does not
postulate gaps within finite islands (Phillips, 2006), any potential
processing difficulties observed here cannot be due to the filled-
gap effect. In Subject islands, word 5 is the point where the
parser begins to recognize the ungrammatical extraction: When
the parser encounters the preposition (‘of”) at word 4, it expects
that another noun phrase will follow. When it instead encounters
a verb (‘start’), the parser realizes that the wh-filler has been
extracted from within a subject phrase (i.e., a Subject island).
Again, this is in line with where the majority of comprehenders in
the stop-being-grammatical task (see Differences between CNPC
and Subject Islands: The Stop Being Grammatical Task) judge
Subject islands to be unacceptable.

Experiment 1 found lower ratings for Subject than for CNPC
islands. Given this, one might be tempted to also predict that
Subject islands might be read slower than CNPC islands. But,
due to overall differences between the two sentences (e.g.,
word length, word frequency, etc.), we cannot compare the two
sentence types directly. Rather, our comparison of interest is a
sentence-by-trial interaction, measuring priming in CNPC vs.
Subject islands that would signal this asymmetry in processing.
In other words, finding that Subject and CNPC islands have
different reading times (a main effect of sentence type) cannot
help us to determine whether satiation and priming are linked
to the same mechanisms. What is relevant is whether the
same pattern of asymmetrical improvements between CNPC
vs. Subject islands that was observed in Experiment 1 will also
be present using in online metric. Only a sentence-by-trial
interaction can speak to this asymmetry.

Materials and Methods

Participants

Thirty-four (n1ag1 = 18; nLags = 16) native speakers of American
English from the University of Southern California participated
in Experiment 2. Participants received course credit or $10 for
participation. The experiment lasted roughly 45 min.

Procedure

The study was conducted in a quiet room at the University
of Southern California. Sentences were presented using Linger
(D. Rohde, MIT; Rohde, 2010).

Participants were told that sentences would start out
completely masked by dashes. They were instructed to read the
sentences as quickly and carefully as possible, using the ‘space
bar’ to reveal each word in the sentence one-by-one. After
reading the last word in the sentence, participants saw a scale
ranging from 1 (Completely Unacceptable) to 7 (Completely
Acceptable), where they used the mouse to rate how each
sentence “intuitively” sounded to them. Participants would
intermittently see a comprehension question about the sentence
they just read.
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TABLE 2 | Sample Complex-NP Constraint (CNPC) and Subject island sentences with corresponding word numbers. Shaded region denotes region of interest.

Word number wi w2 w3 w4 w5 w6 w7 w8 w9 w10 wii
CNPC: Who did John deny the claim that the princess married?

Subj: What did opponents of start a violent riot outside the mall?
Design (B = 22.80, SE = 20.69, |t| = 1.10) or a significant sentence-by-

Experiment 2 used the same materials as Experiment 1. Again,
two versions of the study (Lagl vs. Lag5) were tested between-
subjects. To ensure that participants were paying attention, we
asked them to provide acceptability ratings for every sentence
presented. However, given the extreme task differences in
Experiment 1 vs. Experiment 2, we did not expect results from
this rating task to be meaningful or comparable (Sag et al., 2007;
Hofmeister and Sag, 2010; Hofmeister et al., 2012a,b; etc.).” We
report acceptability ratings for the sake of completeness, but they
are not discussed further.

Results

Data Analysis

Reading times below 100 ms, above 3000 ms, and more than three
standard deviations above the positional mean for each condition
were excluded, affecting 2 and 1.7% of the data in Lagl and Lag5,
respectively. Our region of interest began at word 5 (Table 2)
and extended for three additional words. Because the structure
of CNPC and Subject islands do not parallel each other, we do
not compare them directly. Consequently, our comparison of
interest is a sentence-by-trial interaction that compares the degree
to which reading times are facilitated across island types.

Results from Lagl and Lag5 were analyzed independently
using linear mixed-effects models (Bates et al., 2015) in R (R Core
Team, 2016). We included sentence type, trial type, and their
interaction as fixed effects predictors. Random effect structure
was determined as in Experiment 1.

Results from Lag1

Figure 4 and Table 3 show reading times for prime and target
sentences in CNPC and Subject islands in Lagl. Except at w7,
we find a significant main effect of sentence type (w5: p = 57.04,
SE = 22.47, |t| = 2.54; w6: B = 64.26, SE = 21.48, |t| = 2.99; w7:
B = 27.64, SE = 1831, || = 1.51; w8 B = 47.01, SE = 13.91,
|t| = 3.38), meaning that both primes and targets for Subject
islands are read slower than CPNC islands. While expected,
this effect is not informative given that differences between
these islands can range from individual lexical items to broader
structural differences.

At word 5, CNPC islands do not show any reading
time slowdowns, even though results from our stop-being-
grammatical task predicted a reading time increase at this point
in the sentence. Reading times for Subject islands increase at
w5, consistent with results from the stop-being-grammatical task.
However, we do not detect a significant main effect of trial type

BParticipants in Experiment 1 were shown the full sentences during the rating task.
Participants in Experiment 2, however, first read the sentence word-by-word and
then rated the sentence from memory after the sentence had disappeared from the
screen.

trial interaction (B = —15.51, SE = 24.12, || = 0.64), meaning
that reading times for primes and targets did not differ for either
sentence type.

At words 6 and 7, reading times for Subject islands improve
as a result of recent exposure (i.e., priming) in Subject islands
(w6: A = 75.08 ms; w7: A = 61.50ms) but not for CNPC
islands (w6: A = 9.49 ms; w7: A = 8.30 ms). This asymmetry
in priming is corroborated by a significant sentence-by-trial
interaction (w6: B = 59.16, SE = 30.40, |t| = 1.95; w7: B = 50.89,
SE = 25.79, |t| = 1.97). Thus, seeing an initial Subject island
facilitated processing of the subsequent Subject island. In CNPC
islands, reading times for primes and targets did not differ from
each other regardless of whether or not comprehenders had
seen a preceding prime. Interestingly, even though a majority of
participants in the stop-being-grammatical task (see Differences
between CNPC and Subject Islands: The Stop Being Grammatical
Task) rated CNPC islands as “ungrammatical” by word 7, we also
find no reading time slowdown here.

After w8, reading times for Subject islands converge and
appear indistinguishable. At wll, reading times increase,
presumably as a result of sentence-final wrap-up effects. In CNPC
islands, sentence-final wrap-up effects emerge at w10.

Recall that participants in the self-paced reading study were
also asked to rate the acceptability of the sentences on a 7-point
scale, to ensure they were playing attention. However, given
the extreme task differences in Experiment 1 vs. 2, we did not
expect these results to be meaningful (see Design). Analyses
were conducted on z-scored acceptability ratings, but for ease
of interpretability, we discuss raw scores.”* Mean ratings for
CNPC island primes and targets were 2.01 and 2.11, respectively;
ratings for Subject island primes and targets were 1.88 and 1.75,
respectively. As expected, there were no differences between
CNPC and Subject islands overall (3 = —0.08, SE = 0.08,
|t| = 1.06), no differences between primes vs. targets (§ = 0.02,
SE = 0.04, |t| = 0.46), and no sentence-by-trial interaction
(B = 0.09, SE = 0.08, |¢| = 1.19).

Results from Lag5

Figure 5 and Table 4 show results for reading times in Lag5.
At word 5, reading times for both Subject and CNPC islands
increase, but they do not differ from each other (§ = 19.35,
SE = 16.73, |t| = 1.16). (Recall that a main sentence type effect
would not be interpretable in any case). However, we did find
a significant main effect of trial type at word 5 (B = 32.65,
SE = 16.68, |{| = 1.96), meaning that Subject and CNPC
prime sentences were read significantly slower than their target
counterparts. There was no sentence-by-trial interaction at word

1In all cases, analyses performed over raw score ratings showed the same pattern
as z-scored ratings.
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FIGURE 4 | Mean reading times (ms) for CNPC and Subject islands in Lag1. Error bars represent &1 standard error.
TABLE 3 | Lag1 mean reading times for words in the region of interest.
Lag1: Reading times (ms)
Word 5 Word 6 Word 7 Word 8
CNPC_prime 382.44 374.73 368.03 353.16
CNPC_target 360.18 365.24 359.73 353.35
Subj_prime 423.68 502.69 447.52 376.10
Subj_target 418.54 427.61 386.02 399.23
Sig. effects detected *Sentence Type *Sentence Type *Sentence x Trial *Sentence Type

*Sentence x Trial

Times are shown in milliseconds.

5 (B = —21.44, SE = 23.69, [t| = 0.91), meaning that reading
time differences between primes and targets were of the same
magnitude regardless of sentence type.”

For all other words in the region of interest (w6-w8), we
find only a significant effect of sentence type (w6: § = 81.33,
SE = 26.39, |t| = 3.08; w7: p = 56.21, SE = 18.61, |t| = 3.02; w8:
B = 51.63, SE = 16.77, |t| = 3.08), meaning that Subject islands
were read slower than CNPC islands. However, as previously
noted, this comparison is not central to the aims of Experiment
2. We also find no main effect of trial type (|t|’s < 1.04), meaning
that the difference in prime and target reading times observed
at word 5 disappeared quickly. Crucially, the sentence-by-trial
interaction previously observed in Lagl was no longer detected
from w6-w8. (Despite apparent graphical differences at word 6,

1At the request of an reviewer, we performed separate analyses for CNPC and
Subject islands at w5 with the hunch that prior analyses were insufficiently powered
to detect the interaction effect. This subsequent analysis showed that main effect of
trial type was primarily driven by CNPC islands. However, this does not impact
the main claims of this paper. We provide additional discussion of the localized
one-word priming effect for CNPC islands in Section “Discussion.” The lack of an
effect for Subject islands at w5 is consistent with our claims that priming does not
occur when primes and targets are further apart.

the sentence-by-trial interaction is not significant; it approaches
marginal significance: p = 60.14, SE = 37.26, |¢t| = 1.614. For all
other words, |f['s < 1.44). At w10 and w11, reading times rise,
presumably as a result of sentence-final wrap-up effects.

When we look at acceptability ratings in Lag5, we find that
CNPC island ratings for primes and targets averaged 2.32 and
2.13, respectively, while Subject island ratings for primes and
targets averaged 1.96 and 1.84, respectively. Unsurprisingly,
CNPC and Subject islands did not differ from each other
(B = —0.13, SE = 0.09, |t| = 1.44); nor did primes and targets
(B = 0.07, SE = 0.05, |t| = 1.44). There was no sentence-by-trial
interaction (8 = —0.03, SE = 0.09, |¢t| = 0.29).

Discussion
Experiment 2 used an online measure - self-paced reading
times - to investigate whether the acceptability rating

improvements in Experiment 1 were related to on-line island
processing effects. We tested for the presence of reading time
improvements, indicative of processing facilitation, for CNPC
and Subject islands when primes and targets were close together
(Lagl) and when they were further apart (Lag5). Based on
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FIGURE 5 | Mean reading times (ms) for CNPC and Subject islands in Lag5. Error bars represent &1 standard error.
TABLE 4 | Lag5 mean reading times for words in the region of interest.
Lag5: Reading times (ms)
Word 5 Word 6 Word 7 Word 8
CNPC_prime 378.66 396.12 366.34 354.13
CNPC_target 344.92 370.02 347.71 353.96
Subj_prime 372.49 537.87 431.00 376.46
Subj_target 360.43 451.67 402.53 406.34
Sig. effects detected *Trial Type *Sentence Type *Sentence Type *Sentence Type

Times are shown in milliseconds.

results from Experiment 1, we predicted that if the acceptability
rating improvements found in CNPC islands (but not Subject
islands) reflected online processing facilitation, we should find
corresponding prime-to-target reading time facilitation in CNPC
islands (but not Subject islands) in Experiment 2. We also
investigate whether online facilitation effects in Experiment
2 were short- or long-term. If target sentences are read faster
than prime sentences in Lagl, but not in Lag5, this would point
toward a short-lived priming effect. But if reading times for
targets in both Lagl and Lag5 are faster than their primes, this
would suggest a long-lasting effect.

Unlike in Experiment 1, which found no rating improvements
for Subject islands regardless of proximity between prime and
target sentences, Experiment 2 found faster reading times for
target sentences when Subject islands were separated by only
one intervening sentence (Lagl). This effect lasted through
several words in our region of interest. When sentences were
further apart (Lag5), we found a prime-to-target facilitation
localized to only one word in the region of interest. The
finding that reading times for target sentences are facilitated
by a preceding prime suggests that comprehenders are able to
build representations of ungrammatical Subject islands and then

draw on those representations to facilitate later processing of
that same structure. In other words, Experiment 2 suggests that
priming is possible in Subject islands. Moreover, the pattern of
differences between Lagl and Lag5 suggests that the type of
priming observed for Subject islands may be attributed to rapid
decay of lingering structural activation. This is similar to what has
been proposed to account for short-term priming in grammatical
sentences.

Conversely, reading times between prime-target pairs in
CNPC islands did not appear to differ in Lagl. Despite results
from the stop-being-grammatical task (see Differences between
CNPC and Subject Islands: The Stop Being Grammatical Task), we
find no reading time slowdowns associated with either the word
signaling the filled-gap (w5) or the point where the processor
recognizes the illicit extraction (w7) when sentences were close
together. Surprisingly, we did observe a localized one-word
priming effect (w5) for CNPC islands when primes and targets
were far apart (i.e., in Lag5).

The reading time pattern presented by CNPC islands is
difficult to interpret because no prior work has predicted a
structural priming effect that only surfaces at longer intervals
(Lag5) between prime and target. Even implicit learning accounts
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of priming, which predict a long-lasting effect, do not do so
in the absence of short-term ones. Moreover, reading times
for CNPC islands did not behave as one might have expected
based on the stop-being-grammatical task. Results from the
stop-being-grammatical task (see Differences between CNPC and
Subject Islands: The Stop Being Grammatical Task) showed
that comprehenders begin perceiving CNPC islands to be
ungrammatical as early as the fifth word in the sentence (with
most comprehenders concurring by the seventh word). Thus,
comprehenders seem aware of the ungrammaticality of CNPC
islands relatively early in the sentence. Yet, we do not detect
processing difficulty (reading time slowdowns) at any point in
CNPC sentences when prime and target are close together (Lag1).

It is worth noting that the reading time patterns we found for
CNPC islands do resemble those reported for this same island
type by Sag et al. (2007) and Hofmeister and Sag (2010). They
investigated different issues, but used the same self-paced reading
paradigm and found that reading times for CNPC islands did
not differ from those in fully grammatical sentences. Crucially,
their results showed that manipulating a single processing-related
factor (bare wh-phrases vs. which-phrases, see Syntactic Satiation)
was sufficient to effectively produce a reading-time ‘floor effect’
in CNPC islands. Though it may be possible that reading times
for CNPC islands in Experiment 2 also exhibited a similar floor
effect, this account provides little explanation for why reading
times slowdowns were not detected for CNPC primes, which are
not facilitated by prior exposure. At the moment, we leave the
question of why CNPC islands did not show expected reading
time slowdowns as a question for future work.

In sum, Experiment 2 leads us to conclude the following:
First, reading time facilitation effects from primes to targets in
Subject islands suggest that comprehenders are able to build a
syntactic structure for this purportedly ungrammatical island-
violation structure in real time, and that this structure can
facilitate subsequent processing. Second, the results for CNPC
islands suggest that structure-building for island sentences may
be limited: If, following Ivanova et al. (2012a,b, 2017), we treat
processing facilitation as a diagnostic for structure-building, our
results indicate that comprehenders only build structures for
some ungrammatical sentences. Thus, the different patterns of
priming observed for Subject vs. CNPC islands reinforce the
idea that the mechanisms involved in facilitating comprehension
of ungrammatical sentences may not be a uniform, across-the-
board phenomenon. Third, our results suggest that the proximity
between prime and target sentences can affect online processing
of Subject and CNPC islands, though the effect manifests itself
differently for the two island types."®

GENERAL DISCUSSION

The goal of this work was to investigate the extent to which
syntactic satiation (exposure-induced rating improvements in
ungrammatical sentences) could be linked to syntactic priming

16 Again, numerical differences between Lagl and Lag5 were not compared directly,
as discussed in footnote 7.

(processing facilitation as a consequence of prior exposure).
We focused on two types of island structures - Complex-NP
Constraint (CNPC) and Subject islands. Our work departed from
traditional approaches in satiation, where rating improvements
are compared over the entire course of the study, and instead
focuses on improvements between exposure-to-exposure pairs
(i.e., primes vs. targets). This type of comparison allowed us
to investigate whether factors known to affect online sentence
processing, such as proximity of exposure and (less reliably)
lexical repetition, could affect judgments of sentences similarly.
If so, it may be possible to link priming and satiation to similar
underlying mechanisms. Experiment 1 found that ratings for
CNPC islands were improved by a preceding CNPC prime
but only when primes and targets were separated by only
one intervening sentence; when prime and target sentences
were separated by five interveners, this effect was no longer
detected. Subject islands, by contrast, saw no rating improvement
either when prime-target pairs were close together, or when
they were further apart. We further probed differences between
CNPC and Subject island using the stop-being-grammatical task
(see Differences between CNPC and Subject Islands: The Stop
Being Grammatical Task). These results showed that differences
between island types were not due to superficial differences in the
position of the wh-gap (sentence-finally in CNPC vs. immediately
after the head of the island phrase in Subject islands).

Given the results of Experiment 1, we then asked whether
rating improvements simply reflected end-of-sentence, meta-
linguistic judgment processes or whether they reflected online
incremental comprehension processes for ungrammatical
sentences. To do this, we used an online metric, reading
time, to tap into structure-building and processing facilitation
during the course of ungrammatical sentence comprehension.
In Experiment 2, Subject islands showed reading times
improvements over several words in our region of interest
when primes and targets were close together (Lagl). However,
when sentences were further apart (Lag5), these improvements
persisted over only a single word in the region of interest. We
also found that reading times for CNPC islands did not differ
from each other in Lagl, suggesting that seeing one CNPC island
did not facilitate CNPC processing when sentences were close
together. But, when CNPC sentences were further apart, we
did detect a (unexpected) single-word priming effect for CNPC
islands such that target sentences were read slower than their
prime counterparts.

Crucially, our results revealed a disjunction between
Experiment 1 (acceptability ratings) and Experiment 2 (reading
times) for both Subject and CNPC islands: Though we found
no prime-to-target rating improvements for Subject islands
in Experiment 1, we did find facilitated reading times in
Experiment 2. This suggests that the processing of Subject islands
can be facilitated (i.e., primed) by prior exposure during online
comprehension, but that facilitation may not be sufficiently
powerful to spill over to participants’ end-of-sentence oftline
acceptability ratings (see also Phillips, 2013 for a discussion of
processing difficulty vs. well-formedness).

Meanwhile, CNPC islands did show prime-to-target rating
improvements from a local exposure in Experiment 1, but
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those improvements did not correspond to online reading
time/processing improvements in Experiment 2. The lack of
reading-time priming effects in CNPC islands may suggest
that comprehenders do not construct a syntactic representation
for CNPC islands in real time. Instead, we suggest that the
acceptability rating improvements we observed with CNPC
islands may be attributable not to structural priming, but to
a different type of adaptation by the processor. For example,
prior work on the processing of ungrammatical sentences
has shown that there are many non-syntactic alternatives —
based on frequency (e.g., Hare et al.,, 2003), discourse context
(e.g., Spivey-Knowlton et al., 1993), plausibility (e.g., Ferreira,
2003), and simple word order heuristics (e.g., Ferreira, 2003) -
through which comprehenders might choose to interpret an
anomalous structure (see Pickering and van Gompel, 2006
for review). If alternative routes are more accessible than
the syntactic structure-building route when comprehenders
encounter a CNPC island, they will presumably opt for a non-
syntactic approach. Thus, our failure to detect online facilitation
effects with CNPC islands may be related to the viability of a
non-structural processing route. Further research is needed to
investigate this more directly. Under this view, the reading time
slowdowns that we detected in the Lag5 group for CNPC islands
hint that facilitation effects — even when not structurally driven —
may be sensitive to the distance between exposures.

Taken together, our work points to some links between
satiation (improvements in acceptability) and priming
(facilitation in processing). First, we find that priming -
and by extension, structure building - may be possible in Subject
islands. And, while online processing effects were not reflected in
end-of-sentence rating improvements, the presence of an online
facilitation effect suggests that we cannot rule out the possibility
of priming in ungrammatical sentences. Further, improvements
observed for Subject and CNPC islands appear to be sensitive
to the distance between prime and target sentences. Specifically,
improvements - in terms of ratings (Experiment 1) or reading
times (Experiment 2) — that emerged as a result of prior exposure
were present when sentences are close together (Lagl), but
absent when exposures are further apart (Lag5). One possibility,
then, may be that both satiation and priming are linked to a
short-term mechanism such as residual activation of structural
representations that decay rapidly. Importantly, our results do
not suggest that satiation should simply be equated with priming.
While some of the results here may be compatible with ‘satiation
as priming; it is premature at this stage to equate the two without
further investigating factors such as the role of lexical repetition,
(the absence of) long-term priming effects, etc.

Implications for Theories of Island

Constraints

Prior work has sought to directly address which factors might
contribute to the different patterns of satiation across island types
(cf. Hiramatsu, 2000; Kluender, 2004; Sag et al., 2007; Crawford,
2012; Chaves and Dery, 2014; inter alia). That issue is not the
main focus of the experiments reported in this paper. However,
both Experiments 1 and 2 suggest that Subject islands and CNPC

islands behave differently. Therefore, it may be reasonable to
suggest that what has been grouped under the same ‘satiation’
umbrella may actually be two different underlying mechanisms,
targeting different kinds of island violations, that happen to yield
superficially similar consequences.

Prior work has attempted to classify island constraints under
different syntactic (e.g., Ross, 1967; Huang, 1982; Chomsky,
1986; Rizzi, 1990) or semantic (e.g., Szabolcsi and Zwarts, 1993)
mechanisms. To date, though, these typologies (e.g., “strong”
vs. “weak” island effects) are neither very straight-forward nor
fully agreed-upon (Szabolcsi and den Dikken, 2003; Szabolcsi,
2006; etc.). However, theories (Ross, 1967; Kluender, 1998, 2004;
Hiramatsu, 2000; etc.) that suggest a typological distinction
between CNPC and Subject islands may be able to capture the
pattern of results presented here. For instance, some accounts
consider CNPC islands to be “weak” and Subject islands to be
“strong” by virtue of the severity of the violation (quantified
in terms of subjacency violations).” Though our work cannot
speak to the validity of these classifications, it is worth noting
that our results do provide evidence against grouping CNPC and
Subject islands as a natural class. Clearly, further work is required
to pinpoint what precisely defines the asymmetric satiation and
priming effects that we observe.

The different pattern of behaviors for CNPC and Subject
islands may also speak to an ongoing debate concerning the
status of island violations in general. On one hand, with
CNPC islands we (unexpectedly) found reading time differences
between primes and targets when primes and targets were far
apart but not when they were close together. This could be
argued to lend support to accounts that primarily attribute island
effects to processing effects (e.g., Kluender and Kutas, 1993;
Kluender, 1998, 2004; Sag et al., 2007; Hofmeister and Sag, 2010;
Pearl and Sprouse, 2012, 2015; but see Phillips, 2013). On the
other hand, online facilitation effects for Subject islands were not
strong enough to ‘spill over’ to acceptability improvements. This
suggests that while the acceptability of island sentences may be
affected by processing-related factors, attempts to locate island
effects wholly outside the grammar are insufficient (Ross, 1967;
Chomsky, 1986; Sprouse et al., 2012a,b; Phillips, 2013; Yoshida
et al,, 2014). As in the case of satiation, it may be that the role
of processing-related factors may affect these two island types
differently.

Implications for Methodology

Traditional measures of satiation have relied on acceptability
judgments, which is a consequence of how satiation as a
phenomenon has been defined. However, our results show that
there is a benefit to looking at satiation using multiple methods.

7In other accounts, both CNPC and Subject islands are considered “strong”
islands; but, these accounts cannot explain the difference between island types
observed here. We, therefore, use the terminology “weak” and “strong” here simply
to follow the convention that was used by the relevant work (Kluender, 1998, 2004;
Hiramatsu, 2000; etc.). Though, as noted above, the distinction between “weak” and
“strong” islands is not straightforward and still an open question (Szabolcsi and den
Dikken, 2003; Szabolcsi, 2006; etc.). What is critically relevant is that — regardless of
terminology — prior work which has independently suggested a distinction between
CNPC and Subject islands has the potential to account for differences observed
here.
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Ratings from the acceptability judgment task (Experiment 1)
provide a ‘first look’ into the potential link between satiation
and priming. Strikingly, once we adapted the task to an online
measure (Experiment 2), it became apparent that acceptability
ratings alone did not allow us to fully differentiate between
the mechanisms targeting the two different sentence types. The
emerging picture is admittedly complex, but adds new empirical
evidence to a subfield of linguistics - satiation research - that has
been characterized by a lack of consensus from the outset.

Finally, while prime-target proximity effects have been
thoroughly investigated in the priming literature, our work
is the first (to our knowledge) to take some initial steps
toward investigating proximity in studies of acceptability ratings.
Therefore, an independent contribution of our work is to
highlight the need to control for distance between targets in
acceptability judgment tasks.
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An integrated science of language is usually advocated as a step forward for linguistic
research. In this paper, we maintain that integration of this sort is premature, and
cannot take place before we identify a common object of study. We advocate instead a
science of language that is inherently multi-faceted, and takes into account the different
viewpoints as well as the different definitions of the object of study. We also advocate
the use of different data sources, which, if non-contradictory, can provide more solid
evidence for linguistic analysis. Last, we argue that generative grammar is an important
tile in the puzzle.

Keywords: generative grammar, minimalism, biolinguistics, construction grammar, functionalism, cognition,
linguistic data

INTRODUCTION

In a recent article, Christiansen and Chater (2017) (henceforth CC) argue in favor of an ‘integrated
science of language.” Just as “integration and interaction between levels of analysis and diverse
data is ubiquitous [in] the physical and biological sciences,” progress in linguistics can only be
guaranteed by taking into account a wide variety of data from a range of different sources.

We suspect there are not many linguists who would disagree with the observation that attempts
to integrate knowledge and to facilitate interaction between students of language working at
different ‘levels of analysis’ would probably be beneficial to the field. Clearly, the number and
variety of empirical sources that have become available in recent decades for anyone interested in
the topic of human language has broadened considerably, and continues to do so: from ultrasound
measurements to automatic exploration of large amounts of words used on social media, and from
fieldwork notes on Amazonian languages that are already extinct to neurolinguistics data on people
learning artificial languages while in an MRI machine - all of these can potentially shed light on
the question what human language is and how it works. It is regrettable indeed that the boundaries
between the people studying all these different types of data are seldom crossed.

CC, however, see one major obstacle in this integration: ‘Chomskyan’ linguistics. They state:
“Many of the phenomena that have become the focus of syntactic theory are so abstract that they
are often difficult to connect even with specific linguistic phenomena, let alone with experiments on
how people process language or observations of how children learn their native tongue.” For this
reason, they propose replacing generative grammar with construction grammars (for which they
cite Goldberg, 2006; strangely, they do not cite any reference for generative grammar), because
their “quasi-regular nature [...] allows them to capture both the rule-like patterns as well as the
myriad of exceptions that often are excluded by fiat from the old view built on abstract rules.”
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They do not give precise details about how construction grammar
makes better predictions than generative grammar.

The structure of CC’s argument is very similar to that
put forward by Levinson and Evans (2010) (henceforth LE),
although CC do not mention that earlier paper. LE state that
“[generativists] draw on a very small subset of the data -
especially, intuitions about complex clauses. Meanwhile, the
available data types (corpora, typological databases, multimedia
records), and the range of data over the languages of the world,
has vastly increased in recent years, as has the scientific treatment
of grammatical intuitions” and they contrast this with “the vastly
increased quantity, quality and types of data now available to
the descriptive and comparative linguist.” Like CC, LE seem to
argue for an integrated science of language, in which everybody
is welcome to contribute, except for the Chomskyans.

We believe that CC and LE misrepresent the range of
methodologies that are used by scholars sympathetic to the
generative paradigm, in which many kinds of data have also been
studied recently, and sometimes with considerable success. We
agree with them that the question of how the body of ideas that
constitutes generative grammar should relate to the wealth of data
that is available to us is important, as is whether there is any
place for generative inquiry/biolinguistics (Jenkins, 2000) in an
integrated science of language. We want to discuss both of these
questions in this short contribution.

THE ONTOLOGY OF LANGUAGE IN
GENERATIVE GRAMMAR

Anybody who seriously aims to undertake an integrated study
of language should first note that there is very little agreement
about the ontology of the object of study among linguists. One
clear opposition is that which could be referred to as Chomsky
vs. Saussure. In the first line of thought, language is seen as
a cognitive object, something which resides in the mind of an
individual speaker (Chomsky, 1957, 1965 ff.), and communities
present chaotic mixtures of these idiolects. The other line is the
Saussurean view (also foundational to, e.g., Labovian linguistics)
in which language resides in a community, and the language
production of individual speakers is an imperfect reflection of
those speakers. Both of these positions seem coherent in their
own right, and work from both schools can be combined,
although they obviously conflict in their ultimate vision of what
language is. There are also other visions available, such as the
Platonic view (Postal, 2009) which sees language as “a purely
abstract object, on a par with those of mathematics.”

It is important to point out that such approaches are not
easily reconciled, as they seem incommensurable in the well-
known sense of Kuhn (1962): they are different in scope. This
does not mean that data or even insights cannot be transferred
from one to the other; witness successful work that has been done
over the years that shows otherwise (see for instance Kroch’s,
1994; Cornips and Corrigan’s, 2005; and Adger’s, 2016 work
on “socio-syntax,” to use Adger’s term). Such interactions are,
however, more complicated than different ‘levels of analysis’ (say,
the subatomic level to the atomic level) in physics; the linguistic

disciplines are simply not easily integrated in any reasonable
sense of that word.

It is not clear where CC and LE stand in this debate
about the ontology of language. On the one hand, there is a
certain sympathy in both papers for so-called cognitive grammar
(of which construction grammar is usually seen as a variant,
i.e., Cognitive Construction Grammar, inspired by Goldberg,
1995 ff.), although both papers occasionally refer to ‘culture’
and ‘communication’ as sources of explanation, leaving open the
question of how these different modalities relate to each other
(whether they are to be seen as ‘different levels of analysis’). At
first sight, the first victim of a revolutionary ‘integration’ along
the lines of LE and CC seems to be the Saussurian/Labovian view
of language rather than the Chomskyan view. In any case, there
seems to be no attempt to reconcile these different views with one
another, or with the Platonic view (but see Watumull, 2013 on the
potential compatibility of Platonism and biolinguistics).

CC make use of a very salient metaphor: language is like
a crossword, where figuring out one clue will help figure out
the next clue. They describe the way that language acquisition
takes place in a crossword-like fashion. Children are sensitive
to “multiple sources of probabilistic information available in the
linguistic input: from the sound of words to their co-occurrence
patterns to information from semantic and pragmatic contexts.”
According to CC, there is no need to postulate an innate set of
pre-existing categories, for instance: children can infer categories
from statistical analyses of distribution. The construction
grammar approach accounts very well, CC maintain, for the
diversity of the world’s languages.

The first observation that comes to mind is that this view of
generative grammar is inaccurate: many generative approaches
do not postulate pre-existing categories (see the work of
Wiltschko or Biberauer on emergentist features). Then, it seems
to us that construction grammar lacks predictive power: much
like the old transformational grammar rules, in construction
grammar everything goes, as long as there is evidence for it.
No restriction is imposed on structures because of the system
itself. We know that this is not accurate. Although many of
the macro-parametric approaches have proved unsuccessful,
some generalizations on co-occurring structural properties across
languages cannot be easily denied.

Keeping the empirical coverage aside for the moment, we
submit that, using CC’s metaphor, integration is impossible,
because the clues are not for the same crossword. It is possible
that convincing theories will be developed in which a link can
be found between the psychological and the sociological, and
between each of these and the abstract, in which case we could
hope to build a truly integrative framework for the language
sciences. None of this means that one particular view (of those
mentioned) on this issue on this is inherently superior. As
Chomsky (2001:34) phrased it:

Internalist biolinguistic inquiry [Chomsky’s term for
what we call Chomskyan linguistics here] does not, of
course, question the legitimacy of other approaches to
language, any more than internalist inquiry into bee
communication invalidates the study of how the relevant
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internal organization of bees enters into their social
structure. The investigations do not conflict; they are
mutually supportive. In the case of humans, though not
other organisms, the issues are subject to controversy, often
impassioned, and needless.

It should be added that Chomsky’s practice or that of his
followers may not always have conformed to this dictum, and
have sometimes suggested that the only way of doing linguistics
is by doing generative grammar, or that ‘language’ is a synonym
for ‘the innate capacity to acquire language.’

We propose, then, that rather than attempting a premature
integration of different branches of linguistics, we should
maximally profit from the mosaical nature of the field: the many
different viewpoints that are taken on subject matters that have
many things in common. Integration, as proposed in CC and
LE, would lead to severe impoverishment of those points of
view, forcing all linguistics to work in one frame (construction
grammar) that was never designed to answer all questions and
that has not had the time to be sufficiently tested. To borrow
another set of terms from Kuhn, it is as if CC and LE want to
move immediately from a period of (perceived) crisis to normal
science, without wanting to go through the stage of paradigm
shift. We think linguistics is not yet ready to be a coherent
normal science, and it would be detrimental to pretend that it is:
one can obviously always carry out numerous ‘empirical studies,
but without a solid base it is impossible to achieve the kind of
cumulative effect that is so typical of ‘real science.’

Generative grammar, or more precisely a form of
biolinguistics, based on a view in which language is primarily
an internal tool for thought or expression of thought, cannot be
excluded from such a multifaceted way of studying language.
One can argue, if one sees reasons to do so, that current work on
this matter is not satisfactory or is even wrong, but one cannot a
priori deny that there are reasons to engage in such an enterprise.

A mosaical view on linguistics, we find, is a better metaphor
than a crossword: we have tiles of different shapes, different
colors, and differing importance. Inserting one tile in the mosaic
will only give us a clue about what comes next, what is adjacent.
Only the combination of all tiles allows us to see the full picture.
If some tiles are missing, we will be able to figure them out. But,
importantly, tiles do not resemble crossword clues, as they are
not uniform in nature. Insights from different disciplines can
all contribute tiles. The combination of all these tiles, including
those regarding structural dependencies coming from generative
grammar, will give us a picture of language.

THE DATA FOR GENERATIVE GRAMMAR

This, then, seems to us the most reasonable position for
generative grammar among the language sciences: as an approach
to understanding what is specific about human language (in
particular syntax) and to specifying what computational capacity
the human mind needs to be able to acquire and use syntax.
In no way should this prevent generative grammarians from
collaborating with scholars working on other aspects, sometimes
even within a completely different paradigm. We have already

mentioned above work on the crossroads with sociolinguistics
above, but we should also consider work such as that by
Andrea Moro on neurolinguistics, by George Walkden and David
Lightfoot on diachronic linguistics, and by William Snyder, Maria
Teresa Guasti, and Jason Rothman on psycholinguistics and
acquisition.

It follows from this list that CC and LE’s view of the range
of types of data on which generative work is based is too
pessimistic. There is also no reason why it could not widen more.
For instance, the fact that intuitions often lack a quantitative
component does not make them inherently less valuable, as Labov
(1987), one of the fathers of quantitative linguistics, reminds us:

But the qualitative is not easily displaced. Many forms of
linguistic behavior are categorically invariant. Furthermore,
the number, variety and complexity of linguistic relations
are very great, and it is not likely that a large proportion
can be investigated by quantitative means. At present, we
do not know the correct balance between the two modes of
analysis.

On the contrary, any kind of scientific enterprise can only
benefit from including as much empirical evidence as possible. As
the eventual goal of generative grammar is to discover properties
of the human mind, there is no such thing as direct evidence for
this; there is no golden path. Intuitions have the advantage of
being cheap and easy to acquire, but since they have their own
inherent problems (they are not always as clear as we would want
them to be; there can easily be interference with external norms
on language, etc.), it seems that extending the empirical basis can
only be a good thing.

For this we could follow, for instance, the taxonomy offered
in van Oostendorp (2013), which was made for phonology, but
can be easily extended to syntax: this taxonomy recognizes four
types of evidence: traditional evidence (such as judgments, or
the Wug tests); experimental evidence (such as that acquired in
psycholinguistic of neurolinguistics laboratories); evidence from
large databases and corpora (whether found in historical archives
or tagged collections of modern text); and formal evidence (the
results of computer modeling, analysis of formal elegance, etc.).
All of these general types of data can be helpful beyond what
we can establish from judgments alone. For instance, artificial
language learning experiments (Moro, 2016) have shown that
‘crazy patterns, predicted not to exist by current theories, involve
a different part of the brain than ‘realistic patterns.” Automatic
searching of large corpora can lead us to find patterns that an
analyst would never have thought of independently. Computer
modeling helps to make theories maximally explicit and thereby
exposes hidden flaws.

None of these data can give us direct access to what we are
really interested in - an object of considerable abstractness. We
can therefore only aim to find convergent evidence from many
different sides. The work on these types of data can of course
take place in cooperation with researchers with a slightly different
focus, which can in fact improve the way we approach the object
of study. It does not necessarily mean that one has to share the
same view on what should be studied.
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Finally, it should also be kept in mind that even people
who consider themselves practitioners of Chomskyan generative
syntax do not necessarily have the same interests. We feel
that there is a rather wide consensus that there are at least
two types: those working in some version of what used to be
called Government and Binding Theory (Chomsky, 1981), taking
an interest mostly in trying to explain patterns in individual
language varieties; and those subscribing whole-heartedly to the
Minimalist Program (Chomsky, 1995). The former will typically
be closer to types of data such as those just listed, whereas for
the latter, the analyses formed by G&B count as data of some
kind. This is the kind of work that presumably led CC to their
complaint that the analyses are “so abstract that they are often
difficult to connect even with specific linguistic phenomena.” We
hope to have shown by now that this vision is too narrow, as it
presupposes that there is some non-theoretical way of deciding
what “specific linguistic phenomena” are. However, all ‘linguistic
phenomena’ are theory-laden and dependent on one’s ontology of
language. Suggesting otherwise, and operating on the assumption
that we have some pre-theoretical conception of the subject
matter is, in our view, not going to lead linguistics very far.

CONCLUSION

As sympathetic as it may sound at first sight, calls for ‘integration’
of the language sciences, such as those by CC and LE, do
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language.
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The clinical significance of sentence repetition tasks (SRTs) for assessing children’s
language ability is well-recognized. SRT has been identified as a good clinical marker for
children with (specific) language impairment as it shows high diagnostic accuracy levels.
Furthermore, qualitative analysis of repetition samples can provide information to be used
for intervention protocols. Despite the fact that SRT is a familiar task in assessment
batteries across several languages, it has not yet been measured and validated in bilectal
settings, such as Cypriot Greek, where the need for an accurate screening tool is urgent.
The aims of the current study are three-fold. First, the performance of a group of (Cypriot)
Greek-speaking children identified with SLI is evaluated using a SRT that elicits complex
morphosyntactic structures. Second, the accuracy level of the SRT for the identification
of SLI is explored. Third, a broad error analysis is carried out to examine and compare
the morphosyntactic abilities of the participating children. A total of 38 children aged
5-9 years participated in this study: a clinical group of children with SLI (n = 16) and
a chronological age-matched control group (n = 22). The ability of the children to
repeat complex morphosyntactic structures was assessed using a SRT consisting of
24 sentences. The results showed that the SRT yielded significant differences in terms
of poorer performance of children with SLI compared to typically developing peers. The
diagnostic accuracy of the task was validated, since regression analysis showed that
the task is sensitive and specific enough to identify children with SLI. Finally, qualitative
differences between children with SLI and those with TLD regarding morphosyntactic
abilities were detected. This study showed that a SRT that elicits morphosyntactically
complex structures could be a potential clinical indicator for SLI in Cypriot Greek. The
task has the potential to be used as a referral criterion in order to identify children whose
language needs to be evaluated further. Implications for speech-language therapists and
policy-makers are discussed.

Keywords: screening, clinical marker, referral criterion, bilectalism, Cypriot Greek

INTRODUCTION

Identifying and diagnosing children with specific language impairment (SLI) is characterized
internationally by both clinicians and researchers as an exceptional challenge. The principal goal
of the present study is to determine whether a sentence repetition task (SRT), which includes
different morphosyntactic structures, can serve as an accurate screening task, and as such as a
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referral criterion, for the early identification of SLI in Cypriot
Greek-speaking children. In the long term, this will ensure
access to early and comprehensive assessment for individuals
with SLI and their families. The study also aims to examine
whether sentence repetition can yield differences between groups
of language-impaired vs. non-impaired participants in terms of
morphosyntactic errors.

Whilst language acquisition is one of the most robust, yet
largely intrinsically driven, processes of early childhood (e.g.,
Lenneberg, 1967; Chomsky, 1986), not all children acquire
language fully or even effortlessly. The term SLI is applied to
children that exhibit a significant deficit in language ability and
yet, display normal hearing, have non-verbal intelligence in the
broad range of normal with no obvious signs of neurological
damage or social-emotional deprivation (Leonard, 1998; Bishop,
2014). We acknowledge that there is no consensus regarding
the criteria for classification and the related terminology (Bishop
etal., 2016), but an in-depth discussion on this matter is beyond
the scope of this paper; we will subsequently employ the term
SLI, noting that the “S” part may be debatable. The description of
deviant or inferior language ability in SLI is usually based on (i)
characteristics of children’s spontaneous speech output and (ii)
children’s performance on linguistic tasks tapping into different
language components (such as morphology, phonology, syntax,
semantics, and pragmatics as well as the lexicon). There is now
increasing evidence to suggest that children with SLI can present
with different patterns of impairment based on which modules of
the language system are impaired or spared, hence the absence of
homogeneity in the disorder (e.g., Leonard, 1998; van der Lely,
2003; Friedmann and Novogrodsky, 2008).

Sentence repetition (also referred to as “sentence recall and
sentence imitation”) taps into an individual’s ability to repeat
the exact wording of what was just heard. In the more recent
past, research interest has turned to the diagnostic accuracy
of the task. Studies have revealed that sentence repetition is
a good psycholinguistic indicator of SLI in that consistently
high diagnostic accuracy levels have been shown. For English,
the observed positive correlation between sentence repetition
with a number of language tests that are used widely, such as
the Preschool Language Scale-3 (Boucher and Lewis, 1997), the
Receptive and Expressive One Word Picture Vocabulary Test
(Brownwell, 2000), and the Sentence Recall Subtest of the CELF
(Wiig et al., 1992), has led to the assumption that the task can be a
clinical marker for language impairment (Chiat and Roy, 2008).
The term “clinical marker” refers to a particular structure that
denotes SLI and for the purposes of this study it will be used for a
task that includes different structures in accordance with similar
research in the field (e.g., Conti-Ramsden et al., 2001; Stokes
et al,, 2006; Riches et al., 2010; Leclercq et al., 2014). Building on
previous research, Riches et al. (2010) claimed that a SRT serves
as an important tool in the diagnostic process of SLI. However,
it is imperative to highlight that its validity as a potential
clinical marker has not yet been evaluated systematically and
fully.

While widely incorporated in language assessment tests
(Dockrell and Marshall, 2015), the diagnostic accuracy of SRT
s has not been investigated for many languages, such as Greek,

including the Cypriot variety spoken in the Republic of Cyprus.
Kambhi et al. (1984) already suggested that sentence repetition
might produce more robust effects than spontaneous speech, and
Everitt (2009) showed that it predicts later expressive abilities.
This proposition followed the observation that children control
their language productions by avoiding complex structures
that are hard for them during spontaneous conversation.
Consequently, in line with Seeff-Gabriel et al. (2010), we take it
that a repetition task can be informative in terms of providing
the full picture of children’s linguistic strengths and weaknesses.

During the last two decades, researchers have turned their
interest to the diagnostic utility of the SRT and found that it is
a good indicator of SLI, showing high levels of sensitivity and
specificity for children speaking English (Conti-Ramsden et al.,
2001), Cantonese (Stokes et al., 2006), French (Thordardottir
et al, 2011; Leclercq et al, 2014), and dialects of English
(Oetting et al., 2016). For example, Conti-Ramsden et al. (2001)
investigated whether sentence repetition—along with a third
person singular task, tense marking, and non-word repetition—
could be a clinical marker for the identification of SLI in English.
They found that the strongest marker among those examined
was sentence repetition, with sensitivity and specificity values for
sentence repetition at 90 and 85%, respectively.

A similar result was revealed by Stokes et al. (2006), who
examined Cantonese-speaking children. Specifically, they found
that sentence repetition can accurately differentiate children with
SLI from their typically developing peers. Moreover, significant
differences between a group of 20 children identified with SLI
(aged 7.2-13.0) and two groups of typically developing children
(chronologically matched and language-matched) were found by
Briscoe et al. (2001). Furthermore, Botting and Conti-Ramsden
(2003) investigated four groups of language-impaired children,
including children with SLI, and concluded that sentence
repetition discriminates children with SLI from the other groups,
including typically developing children, better than non-word
repetition and past tense tasks do.

Thordardottir et al. (2011) examined the accuracy levels in
SLI identification for 5-year-old French-speaking children and
showed that the SRT used was sensitive (86%) and specific
(92%). Similarly, the accuracy of a SRT used by speech-
language therapists for SLI identification in French was examined
(Leclercq et al., 2014) and yielded high accuracy levels were
yielded. In particular, the study showed that 97.1% of children
with SLI and 88.2% of typically developing children were
classified correctly. Riches et al. (2010) extended the populations
under investigation in their study and examined three groups: a
group of 14 adolescents with SLI (mean age: 15.3), a group of 16
autistic children who exhibited language impairment (mean age:
14.8), and a group of 17 typically developing adolescents (mean
age: 14.4). The research demonstrated that sentence repetition
serves as a sensitive marker for language impairments in both
clinical populations, adolescents with SLI and autism spectrum
disorder.

The importance of meaningful diagnostic accuracy levels is
discussed by Komeili and Marshall (2013) who support that tests
with high specificity and sensitivity can minimize misdiagnosis,
in terms of both under- and over-diagnosis. A further issue
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comes to light concerning the discrimination power of the task
regarding age. Children between 3-6 and 6-11 years of age
were tested on a repetition task and the results suggested that
the younger children with SLI can be accurately identified in
contrast to older children (Vender et al., 1981). Those findings
were confirmed by research indicating that sentence repetition
could be a sensitive clinical marker for younger children whose
language abilities are incomplete, rather than for older children
(Devescovi and Caselli, 2007). In contrast, the inclusion of
complex sentences in a repetition task by Riches et al. (2010)
showed that language-impaired individuals are identified even
when they are adolescents. Other salient outcomes are those of
Poll et al. (2010), who showed that sentence repetition is a good
clinical marker of SLI in young adults.

Additionally the type of sentences included in a SRT has
generated much discussion in the literature. Bernstein Ratner
(2000) early on suggested that “[s]entences constructed at a level
slightly above that observed in the child’s spontaneous speech
are regularized in ways that reflect both the child’s extraction of
form and meaning and the child’s linguistic capacity” (p. 293).
She presupposes that for the construction of a task, researchers
need to take into account not only the age of the children under
investigation per se, but their language development stage as well.
However, this is not always possible because for a considerable
number of languages, no clear developmental trajectories are
available regarding how children acquire sentence structures—
and this includes Greek generally, and in particular the variety of
interest in the current study, Cypriot Greek.

For the purposes of this study, complex morphosyntactic
structures were selected for investigation under the assumption
that children have already acquired simple structures. When
sentences are long enough, the participant cannot simply copy
them. As a result, they resort to the grammatical system in
order to be able to repeat the sentences by processing, analyzing,
and reconstructing their meaning. This can only happen if
the participant has already acquired the grammatical structures
(Marinis and Armon-Lotem, 2015), hence relatively long and
complex sentences are used in a SRT. In other words, in
order to repeat a sentence, a child has to know its syntax.
Polisenskd et al. (2015) confirmed that performance on sentence
repetition depends on language ability and in particular, in
the areas of morphosyntax and lexical phonology. However, a
child will not repeat a sentence if it is not fully understood
either (Vinther, 2002). Therefore, the grammatical structure
needs to be acquired first in order to be comprehended and
expressed.

The findings regarding the use of complex syntactic structures
in SRTs are not surprising given the well-documented difficulties
in using those structures in SLI (e.g., Leonard, 1998; van der Lely
and Battell, 2003; Novogrodsky and Friedmann, 2006). Indeed,
there are syntactic structures that are not easy to elicit (Seeft-
Gabriel et al., 2010), such as question structures and passives,
and consequently they have not yet been evaluated. Despite the
known utility of the tasks regarding the elicited data, SRTs that
include these structures have been subject to scant investigation
(Riches et al., 2010).

Some Background on Cypriot Greek

The Greek-speaking Republic of Cyprus, as it is summarized
in Theodorou and Grohmann (2015), is generally described as
“diglossia” (reviewed in Rowe and Grohmann, 2013), where
the sociolinguistically “high” variety is typically accepted to be
Standard Modern Greek (SMG), whereas the “low” variety is
the vernacular Cypriot Greek (CG), of which Greek Cypriot
is a native speaker. As can be accepted, the differences
between the two varieties go far beyond the obvious aspects
language such as vocabulary, pronunciation, and prosody.
Distinct differences between CG and SMG are lexical, phonetic,
and (morpho)phonological properties of the language (a host
of research since the seminal study of Newton, 1972). With
regard to the morphosyntactic level are among others personal
pronominal clitics, which precede the finite verb in SMG while
CG employs enclisis in indicative declarative clauses (much work
since Agouraki, 1997). For recent research on the syntax of CG-
speaking children’s (a)typical language development, see among
others Theodorou and Grohmann (2012) on relative clauses and
Grohmann (2014a) for a review on clitics.

Because of the complex linguistic situation in Cyprus, the
language status of Greek Cypriot children in this study is referrer-
to as “bilectals,” as by adopted Rowe and Grohmann (2013), a
term that has been used by various other researchers in recent
research on language acquisition and subsequent development
(e.g., Kambanaros et al., 2013; Grohmann, 2014b; Antoniou et al.,
2016; Theodorou et al., 2016; Grohmann et al.,, 2017). In this
context, bilectalism is used to characterize the linguistic situation
in Greek-speaking Cyprus: Children of Greek Cypriot parents,
with CG-speaking family and friends, grow up with CG from
birth and yet, are exposed to SMG from an early age. This usually
comes first through children’s programme on TV, for example,
and later through formal language instruction and interaction in
public schools in all levels in SMG (though not necessarily in
reality, as shown in Sophocleous, 2011; see also Leivada et al.,
2017), thus enforcing exposure to SMG in a systematic way.
Consequently, we further believe that language development in
a bilectal context differs from very early on (Taxitari et al., 2015,
2017), both from monolinguals and bilinguals (Antoniou et al.,
2016; Grohmann and Kambanaros, 2016).

The identification of language-impaired children in bilectal
settings is not straightforward, since there are no screening
or assessment tools specifically designed to diagnose impaired
language in children who are CG-speakers (Kambanaros and
Grohmann, 2013; Theodorou et al., 2016). Speech and language
therapists (SLTs) as well as researchers usually rely on informal
assessment measures, spontaneous language sampling, and
clinical judgment to support the diagnostic process when formal
diagnostic practices are not in place, a common phenomenon
across a large number of EU countries (see Thordardottir, 2015).
The diagnostic procedure becomes difficult not only because of
the absence of appropriate screening and diagnostic tools for
CG, it also creates confusion among policy-makers, teachers, and
clinicians who may conceptualize both the language impairment
itself and the need for speech and language services differently
(Kambanaros and Grohmann, 2013).
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In a more recent study (see also Theodorou, 2013; Theodorou
et al.,, 2013), Theodorou et al. (2016) examined a number of
norm-referenced tests published for SMG that assess the language
abilities of monolingual children in Greece. These tests were
modified into CG to address dialectal differences. The full
assessment battery included measures of receptive vocabulary,
comprehension and production of morphosyntax, metalinguistic
concepts, sentence repetition, narrative retelling, articulation and
phonological processing, word definitions, sound distinctions,
and word finding. The study suggests that a combination of
existing diagnostic tools support the diagnostic procedure when
modified for CG on the basis of acceptable accuracy levels.
This in turn allows the assumption that, if clinicians adopt the
combinations suggested in that study, the likelihood for a correct
diagnosis increases. The importance of accurate detection reflects
on appropriate intervention, which has been acknowledged by
several researchers (Fey and Cleave, 2008; Gallagher and Chiat,
2009).

This study addresses the question whether a SRT that
elicits complex syntactic structures can serve as an accurate
screening task for the identification of children who need further
language assessment. Secondly, it will be evaluated whether there
are qualitative differences in terms of morphosyntactic errors
produced by children.

METHODS AND MATERIALS

Participants

Participants were 38 CG-speaking children aged 5-9 years who
completed a SRT as part of a larger study about diagnosis of
SLI in CG (e.g., Theodorou and Grohmann, 2015; Theodorou
et al., 2016). The children were divided into four groups. Nine
children were included in the younger group of children with
SLI (SLI-Y: 7 boys and 2 girls, mean age 5.6, SD 0.3), and seven
in the older group (SLI-O: 3 boys and 4 girls, mean age 7.8, SD
0.8). Ten participants were included in the younger group of
TLD children (TLD-Y: 6 boys and 4 girls, mean age 5.8, SD 0.6)
and twelve in the older group (TLD-O: 6 boys and 6 girls, mean
age 7.10, SD 0.6). Building on our previous work (Theodorou
et al., 2016), we compare the two groups of children with SLI
to chronological age-matched groups following the proposed
practice in assessing the accuracy of clinical markers (Plante
and Vance, 1994; Bortolini et al., 2002, 2006). The background
information on the 38 participating children is reported in
Table 1.

TABLE 1 | Participant details.

Group Age range Number of Mean Stand. dev. Gender
participants

TLD-Y 4.5-6.6 10 5.8 0.6 6M, 4F

TLD-O 6.7-8.7 12 7.10 0.6 6M, 6F

SLI-Y 4.11-5.11 9 5.6 0.3 ™, 2F

SLI-O 6.7-8.1 7 7.8 0.8 3M, 4F

TLD, children with typical language development; SLI, children with specific language
impairment; Y, younger; O, older.

Subject selection criteria included: (i) CG-speaking
background, (ii) no history of neurological, emotional,
developmental, or behavioral problems, (iii) hearing and
vision adequate for test purposes, (iv) performance within a
broad range of normal on a measure of non-verbal intelligence
(Raven’s Coloured Progressive Matrices, Sideridis et al., 2015),
and (v) no gross motor difficulties. All information was obtained
either from speech therapists and teachers or from their parents.
The children came from families with a medium to high
socioeconomic status as measured by mother’s education level
using the European Social Survey (2010) database. Background
information on the participating children is reported in Table 2.

Adopting the notion of “(discrete) bilectalism” from Rowe
and Grohmann (2013), we consider “monolingual” children
in diglossic speaker communities to be (at least) bilectal in
the “high” and “low” varieties (see Kambanaros et al, 2013
for the first published study on child language implementing
this term). With respect to the children participating in the
present study, however, we can confidently state that they were
all bilectal in CG (the native variety, spoken at home) and
SMG (introduced formally in preschool; language of media and
communication)—as understood through the works just cited. In
particular, no children were simultaneous or sequential acquirers
of an additional language and no child was a native speaker of
SMG or received, to the best of our knowledge, any more input
of strict SMG than any other.

Table 3 illustrates the performance of the children on the
Raven’s Progressive Matrices test (non-verbal IQ test) (Raven
et al., 1998; Sideridis et al., 2015). Subject selection criteria
included normal performance on the non-verbal IQ test. This
requirement is satisfied for each child separately and there are no
statistically significant differences in non-verbal IQ between the
SLI groups and the controls.

Children with SLI were recruited through private speech
therapy clinics based on a protocol that included the previous
identification of the participants by certified SLTs based on
case history information, informal testing of comprehension
and production, analysis of spontaneous language samples,
and clinical observation. The diagnosis was later confirmed
by a battery of tests developed for the assessment of SLI in
Cyprus (Theodorou et al., 2016). The full assessment battery
included measures of receptive vocabulary, comprehension and
production of morphosyntax, metalinguistic concepts, sentence
repetition, narrative retelling, articulation and phonological
processing, word definitions, sound distinctions, and word
finding. The groups’ results on those tests are tabulated in
Appendix A in Supplementary Material. The reader can find a
detailed description of the recruitment procedure and complete
descriptions of the tests in Theodorou et al. (2016).

Sentence Repetition Task (SRT)

The ability of children to repeat syntactically complex sentences
was assessed with an SRT, thus adopting the suggestion
(Redmond, 2005; Stokes et al., 2006) that the stimuli of such a
task should be complex in order to avoid ceiling performance.
Accordingly, complex structures that are used frequently in CG,
as in SMG were chose for inclusion. Indeed, it is important
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TABLE 2 | Participants’ details.

Group Age range No. of Mean (SD) Sig. (2-tailed)-Age Gender Mo’s ed. (SD) Sig. (2-tailed)-Mo’s ed.
participants

TLD 4.5-8.7 22 6.10 (1.3) 0.29 12M, 10F 3.95(1.1) 0.06

SLI 4.11-8.1 16 6.2(1.3) 10M, 6F 3.37 (0.69)

"The mean difference is significant at the 0.05 level. SD, standard deviation; TLD, children with typical language development; SLI, children with specific language impairment; Y, younger;
O, older; M, male; F, female; Mo’s ed., mother’s education (0 = did not complete primary education, 1 = completed primary education, 2 = competed high school, 3 = completed
lyceum, 4 = diploma, 5 = university degree, 6 = master qualifications, 7 = PhD qualification).

TABLE 3 | Means, standard deviations, and significant levels of all groups
(Raven’s).

Mean scores Sig. (2-tailed)
(standard deviation)
Groups TLD (n =10) SLI(n=9)
Younger 90 (12.47) 100.56 (12.86) 0.087
TLD (n =12) SLI(n=7)
Older 94.58 (9.64) 95.71 (17.66) 0.880

TLD, children with typical language development; SLI, children with specific language
impairment.

to note that for task construction and grading of structural
difficulty, no model was adopted, because there is no relevant
literature either for CG or for SMG. However, the items included
represent structures that can be produced by typically developing
children that are SMG speakers, as shown in corpora studies.
Summing up, Mastropavlou and Tsimpli (2011) conclude that
na-clauses can be produced even at the age of 2. Emergence of
pu-relatives and oti-clauses follow later. Further, the structures
included are those that have been found to be problematic for
children with SLI either in Greek (including CG) (Stavrakaki,
2001; Theodorou and Grohmann, 2012) or in other languages,
as the international literature (e.g., Leonard, 2001; Friedmann
and Novogrodsky, 2004; Kunnari et al., 2014) suggests. The test
consists of 24 items exploring the imitation of structures within
six syntactic categories with four examples of each type: object
relative clauses (1), subject relative clauses (2), embedded oti
“that”-clauses (3), adjunct giati “because’-clauses (4), negative
den-sentences (5), and subjunctive na-clauses (6).

(1) Vlepo tiYgota pu aVgafazi i yata.
I am watching the hen that the cat is hugging.
(2) Akouis to ma#iti pu lali tin istoria.
You are hearing the pupil who is telling the story.
(3) Ipesotiijajaemairepse su to fai.
You said that granny cooked your food.
(4) I daskala tu egirokrotise "don jati itan Ocevazmenos.
His teacher applauded him because he was studious.
(5) O mixalis e “do epline to proi.
Michalis didn’t wash it in the morning.
(6) Prepi na mu to docis sto parko.
You must give it to me at the park.

Specific language properties of CG were taken into consideration
for the test design, including syntactic (e.g., clitics appear

post-verbally: ecirokrotise”don in CG, ton ¢irokrotise in SMG),
phonological (e.g., consonant deletion: emairepse in CG,
majirepse in SMG), and morphological aspects (e.g., syllabic
augment [e] in past tense: e¢irokrotise in CG, girokrotise in SMG),
among others (see Appendix B in Supplementary Material). The
length of the sentences was between 9 and 13 syllables (mean:
15.54, SD: 4.34), which resembles sentences appearing in fairy-
tales for pre-primary school level as well as the length of sentences
appearing in text books grade 1. As for the vocabulary used, every
day words and words that are frequently used in fairy tales and in
the text books of grade 1 were selected, to avoid the vocabulary
content having an undue influence on the sentence repetition
ability (Polisenska et al., 2015). In particular, nouns and verbs
were restricted to early-acquired words, such as “mum,” “granny,”
“baby,” “food,” “want,” “say,” and “wash.”

Procedure

The participants were asked to listen to 24 pre-recorded
sentences. After each sentence, they were asked to repeat it
as close to the original as possible. The stimuli were audio-
recorded to ensure that all participants heard the sentences in
the same way and presented via a PC in a fixed order using
Power Point. The children were tested individually by trained
research assistants. The examiner sat at a table either next to
or opposite the children and said: “You are going to hear a
sentence while you are watching the computer screen. You have
to say exactly what you have heard.” On the computer screen a
green circle would appear in order to keep the attention of the
child away from other distractions in the room. No feedback
was provided during the actual experiment, but encouragement
was given when deemed necessary. Children’s responses during
the administration of the experimental task were audio-recorded
using an Olympus WS-311M digital voice-recorder with a high-
quality built-in microphone. These recordings were used to
transcribe the children’s responses for subsequent scoring.

Scoring

Two different methods of scoring were examined. This decision
was driven by Redmond’s (2005) claim that in order for a
task to be included in a battery aiming to detect SLI, a
more refined scoring procedure is required. Consequently, the
responses first were scored as correct (1 point) when a sentence
was repeated exactly, with all the sentence elements included
(hereafter Scoring Method 1). Scoring Method 1 mirrors that
used for the TOLD-P3 Sentence Imitation subtest (Newcomer
and Hammill, 1997) as well as the method adopted by Stokes
et al. (2006) and Rispens (2004). Hence, the possible score
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range using this method was 0-24. For the second scoring
method (hereafter Scoring Method 2), responses were scored
according to the number of errors made in each sentence
in agreement with the system developed for CELF-R (Semel
et al, 1989), which was also used by Conti-Ramsden et al.
(2001). That is, items were scored on a 0-3 scale, with 3
representing an exact repetition, 2a sentence repetition with
1 error, 1 with 2 or 3 errors, and 0 with more than three
errors. The maximum possible score using Scoring Method 2
was thus 72. For both scoring methods, phonological errors
were not taken into consideration since the vast majority of the
children with SLI exhibited some phonological difficulties as their
performances for the phonological test indicate (see Appendix
A in Supplementary Material). At this point, it is important
to clarify that phonological processes used by our participants
did not interact with calculated errors. For example, a common
phonological process used was syllable deletion in multisyllabic
words (e.g., [epakolubusan] instead of /eparakolubusan/ “they
were watching”).

Error Analysis

In order to get some qualitative insights with regards to the
morphosyntactic errors made by the participants a broad error
analysis was followed. That is, each of the sentences produced was
classified as syntactically correct either identical to the prompt
or not. Then the errors or alternatives provided were classified
as omission (7), substitution (8), addition (9), and change of
word order (10) (Note that if the substitution resulted due to
a phonological process only, it was not considered an error).
A more detailed analysis followed to determine the affected
linguistic element. Specifically, whether the error concerned a
content word (7), free-standing morpheme (8), or an inflectional
grammatical morpheme (11).

Target sentence: Vlepo tin Ygota pu a"galiazi i yata.
“I am watching the hen that the cat is hugging.”

Produced sentence:

(7) Vlepo tin (omission/content word) pu a"galiazi i yata.
(8) Vlepo tin Ygota na (substitution/free-standing morpheme)
a"galiazi i yata.
(9) Vlepo tin Pgota pu tin (addition/free-standing morpheme)
a"galiazi i yata.
(10) Tin Ygota vlepo (change of the word order) pu a"galiazi i
yata.
(11) Vlepo tin Ygota pu a"galiaze (substitution/free-standing
morpheme) i yata.

RESULTS

Group Differences
The performance of the four groups was compared according to
the two scoring methods, provided in Table 4.

The differences on performance between children with SLI
and TLD peers, with SLI scoring lower than TLD for both scoring
methods, is graphically depicted in Figure 1 (Scoring Method 1)
and Figure 2 (Scoring Method 2). To examine whether the task
yielded significant differences between the groups, a one-way

TABLE 4 | Group performances on the SRT.

Scoring method Group Mean SD

1 (out of 24) TLD-Y 14.6 3.098
TLD-O 18.2 4.366
SLI-Y 7.9 3.790
SLI-O 11.0 5.164

2 (out of 72) TLD-Y 57.6 5.777
TLD-O 63.5 7.379
SLI-Y 40.2 13.890
SLI-O 49.9 9.668

TLD, children with typical language development; SLI, children with specific language
impairment; Y, younger; O, older.

ANOVA was conducted. The test revealed significant differences
between the groups for both methods, Scoring Method 1 [F(3, 34
= 1192, p = 0.00] and Scoring Method 2 [F(3 34y = 11.47,
p=10.00].

A two-way ANOVA was conducted to examine the effects
of age (Old vs. Young) and language group (TLD vs. SLI) on
the two scoring methods. For the first scoring method, both the
main effect of age [F(;, 34y = 6.072, p = 0.019] and the main
effect of language group [F(j, 34y = 26.226, p < 0.001] were
significant. These results indicate that the TLD participants (M
= 6.10, SD = 1.3) performed significantly higher than the SLI
participants (M = 6.2, SD = 1.3). A non-significant interaction
[Fq, 34y = 0.028, p = 0.867] implies that the effect of language
group was the same across the old and young participants.

Similar results apply for the second scoring method. Both the
main effect of age [F(, 34y = 6.247, p = 0.017] and the main effect
of language group [F(;, 34y =24.907, p < 0.001] were significant
and their corresponding interaction was not significant [F(;, 34)
= 0.361, p = 0.552]. Again, the TLD participants (M = 6.2,
SD = 1.3) performed significantly better than the SLI participants
(M = 6.10, SD=1.3) and the effect of language group was
the same across the old and young participants. Interactions
for scoring method 1 and scoring method 2 are illustrated in
Figures 3, 4, respectively.

Summarizing so far, in line with other studies, CG-speaking
children with SLI performed significantly below the TLD groups,
rendering the SRT a potential clinical marker. Interestingly,
the children’s performance did not differ as a function of age,
thus permitting the treatment of the participants as two groups,
children with SLI and TLD children, for the remainder of the
analysis.

Specificity and Sensitivity

It is already known that the significant differences between
the groups are not reliable enough to characterize the SRT as
an accurate tool for the detection of the impairment (Plante
and Vance, 1994). Consequently, we proceeded to evaluate the
sensitivity and specificity of the task used by conducting binary
logistic regression analysis. More specifically, the analysis was
carried out in order to show whether the children can be
classified as children with SLI or TLD children, according to their
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FIGURE 2 | Significant differences for Scoring Method 2.

performance in this task, for either of the two scoring methods or
a combination of the two.

The results of the logistic regression analyses are tabulated
in Table 5, where the percentages and the number of children
that were correctly classified are shown for all three scoring
arrangements.

Scoring Method 1 seems to be more accurate than Scoring
Method 2, whilst the combination of the two scoring methods
reveals an identical accuracy level to Scoring Method 1. It appears
that Scoring Method 1 can classify TLD children, as such, with
81.8% specificity, but it cannot classify SLI children equally well,
as the reported sensitivity level is only 75%. Moreover, Scoring
Method 1 can classify children with SLI at 78.9% accuracy.
Summarizing so far, it is observed that Scoring Method 1 is
an accurate discriminator for CG-speaking children with SLI,
although the sensitivity level, in line with Plante and Vance
(1994), cannot be characterized as adequate.

2404
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FIGURE 3 | Interactions for Scoring Method 1.
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FIGURE 4 | Interactions for Scoring Method 2.

However, there is an issue that needs to be taken into
consideration. One child belonging to the group of older children
with SLI scored very high on this task, in contrast to his low
performance in the other tasks, included in the diagnostic battery.
This participant was a boy of 8.6 years who scored 22 out of 24
for Scoring Method 1 and 70 out of 72 for Scoring Method 2.
His performance stands in stark contrast to the other children’s
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performance included in the group, given the fact that the child
whose performance followed his scored 12 and 53 on the two
methods, respectively. Given this observation, we treated this
particular child as an outlier and ran the regression analysis once
more excluding him. Table 6 illustrates the percentages and the
numbers of children that were correctly classified for each of the
scoring methods as well for the combination of the methods as
well, after the child was dropped from the analysis.

It is interesting to note that the accuracy levels shifted slightly
upwards. Table 6 shows that both scoring methods can classify
accurately (81.1%) both groups, the children with SLI (sensitivity:
80%) and TLD children (specificity: 81.8%). However, with
regards to the combination of the two methods, a slight reduction
in the accuracy level is noted. A general outcome is that SRT can
serve as a screening task for SLI identification. However, more
research is needed, with more attention due to the design of the
experiment.

Morphosyntactic Structures

The performance of children with SLI and their TLD peers in
terms of correct raw scores on sentence repetition according
to grammatical structure are graphically depicted in Figure 5
(individual results appear in Appendix C in Supplementary
Material). It is observed that TLD children do not perform ceiling
on the SR task. This is expected given that the stimulus included
in the task are complex. Furthermore, and at least for research on
relative clauses in CG (Theodorou and Grohmann, 2012), TLD
children have not fully acquired them even at the age of 9 years
old.

To examine whether significant differences yield between
TLD children and children with SLI, t-tests were conducted.
The analysis shows significant differences for the younger
groups, between TLD-Y and SLI-Y, in object relative clauses
[Taz) = 2918, p = 0.01], subject relative clauses [T(j7) =
5.178, p = 0.00], embedded oti “that’-clauses [T(;7) = 3.444,

TABLE 5 | Percentages (and number of children) correctly classified by each
scoring method.

Scoring Children with TLD children Overall accuracy
method SLI (sensitivity) (specificity)

1 12/16 (75%) 18/22 (81.8%)" 30/38 (78.9%)

2 12/16 (75%) 17/22 (77.3%) 29/38 (76.3%)
142 12/16 (75%) 18/22 (81.8%)" 30/38 (78.9%)

“Good discriminant level, *Fair discriminant level.

TABLE 6 | Revised percentages (and number of children) classified by each
scoring method.

Scoring Children with TLD children Overall accuracy
method SLI (Sensitivity) (Specificity)

1 12/15 (80%)* 18/22 (81.8%)* 30/37 (81.1%)

2 12/15 (80%)* 18/22 (81.8%)* 30/37 (81.1%)
1+2 11/15 (73.3%) 18/22 (81.8%)" 29/37 (78.4%)

“Good discriminant level, *Fair discriminant level.

p = 0.003], negative den-sentences [T (;7) = 2.109, p = 0.05], and
subjunctive na-clauses [T(17) = 3.820, p = 0.001]. As for the
older groups, significant differences were found between TLD-O
and SLI-O in object relative clauses [T(;7y = 2.846, p = 0.011],
embedded oti “that’-clauses [T'(17) =3.259, p = 0.005], negative
den-sentences [T(;7y = 2.342, p = 0.032], and adjunct giati
“because”-clauses [T'(j7) = 2.712, p = 0.015]. Analysis was carried
out to examine whether significant differences were revealed
between younger and older groups of children. A significant
difference was detected between TLD-Y and TLD-O in terms
of object relative clauses [T(z9) = —2.428, p = 0.025]. As for
the comparisons between SLI-Y and SLI-O, analysis showed that
there are significant differences in subject relative clauses [T 14) =
—2.191, p = 0.046] and subjunctive na-clauses [T'(14) = —2.138,
p=0.051].

Error Analysis

Acknowledging that sentence repetition allows for a collection of
qualitative information about different language levels (Komeili
and Marshall, 2013), for the purposes of the current study we
investigate the errors made in terms of quantity. This is because
of the main aim of the study, which is the evaluation of the
SRT as a language-screening tool for CG-speaking children.
Consequently, one of the scoring procedures followed by Stokes
et al. (2006) was broadly applied, where the core elements of
a sentence are isolated and then scored accordingly. First, the
sentences produced were classified as syntactically correct or
incorrect independently from the target sentences such as (12).

(12) Target sentence: Akuis to mathiti pu lali tin istoria.
“You are listening to the pupil who is
telling the story.”

Produced sentences: Akuis ena mathiti pu lali tin istoria.
“You are listening to a pupil who is telling
the story.”

A one-way ANOVA was conducted which shows significant
differences between the groups [F(3 34 = 9.682, p = 0.00].
In order to find out whether there was a difference among
the groups, a post-hoc Scheffé test was applied. The results
show significant differences between younger children with SLI
and younger TLD children (p = 0.004), whereas the difference
between older children with SLI and older TLD children is not
significant (p = 0.073).

Moving to a more detailed analysis, the errors made were
classified as Omissions, Substitutions, Additions, and Word
Order Error. As Figure 6 illustrates, differentiation between
groups can be observed. To examine whether errors made yielded
significant differences between the groups, a one-way ANOVA
was conducted. The test reveals significant differences for all
four types of errors [Omissions: F(3 34y =10,059, p = 0.00;
Substitutions: F(3 34 = 8,170, p = 0.00; Additions: F(3 34 =
5,732, p = 0.003; and Word Order Errors: F(3 34y = 3,864,
p=0.018].

In order to discover the groups that differ significantly, a
post-hoc Scheffé test was conducted. Regarding Omissions, a
significant difference was yielded between younger children with
SLI and younger TLD children (p = 0.004) as well as between
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FIGURE 6 | Distribution of errors made by the two groups of children.

younger children with SLI and older TLD children (p = 0.000).
Significant differences are also observed between younger TLD
children and younger SLI (p = 0.004) and between younger SLI
and older TLD (p = 0.001) in terms of Substitutions. In relation to
Additions, the analysis shows significant difference only between
younger children with SLI and older TLD children (p = 0.003).
Moreover, older children with SLI differ significantly from older
TLD children in terms of Word Order Errors (p = 0.02). It is
highlighted here that no significant difference is detected between
younger and older children in both cases, i.e., children with SLI
and TLD children do not differ within the age groups for any of
the error types.

Obj RC Subj RC Oti_embed Den_negative Na_subjunctive Giati_clause
FIGURE 5 | Sentence repetition in terms of grammatical structures.

Going a step further, we examined which morphological
elements are affected in the produced sentences. To this end,

TLD-Y .
20 By the affected element—content word, free-standing morpheme,

TLD-O . . .

stko inflectional morpheme—was determined for each error. Table 7

presents the mean and standard deviation of the affected
elements for each type of errors for all groups.

A one-way ANOVA was conducted to examine whether the
affected elements are different for each group of participants.
Significant differences were yielded between the groups for
omission of content words [F(3, 34) = 7.444, p = 0.001], omission
of free-standing morphemes [F3 34y = 10.515, p = 0.00],
substitution of content words [F(3 34 = 6.117, p = 0.002],
substitution of inflectional morphemes [F(3 34y = 7.902, p =
0.00], addition of content words [F3, 34y = 3.612, p = 0.023],
addition of free-standing morphemes [F(3 34y = 4.326, p =
0.011], and change in the order of free-standing morphemes
[F(3,34) =5.375, p = 0.004]. The analysis continued with
determining the pair of groups that differ significantly in terms
of the affected morphological elements. They were found to differ
significantly when a post-hoc Scheffé test was conducted. The
results are provided in Table 8.

DISCUSSION

Research efforts on children with SLI have suggested sentence
repetition capabilities can be a clinical marker. The primary
interest regarding this study was to investigate whether SRT
could serve as a screening task for bilectal CG-speaking children
with SLI. The second aim was to identify the relation between
SRT and a group of valid language tests included in a language
assessment battery recently examined by the authors (Theodorou
etal., 2016). Further analysis followed to examine the differences
in terms of morphosyntactic errors produced by the participants.

Summing up, the SRT yielded significant differences in
performance of CG-speaking children with SLI and those with
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TABLE 7 | Mean (standard deviation) of affected elements.

Substitutions Additions Word order errors

Omissions

Free-standing Inflectional

Content

Free-standing Inflectional

Content

Free-standing Inflectional

Content

Free-standing Inflectional

Content

morpheme morpheme

word

morpheme morpheme

word

morpheme morpheme

word

morpheme morpheme

word

1.8(2.6)
1.6 (1.5)
0.6 (0.8)
4.8(1.6)

12(1.7)
1.0 (1.5)

0.1(0.3)

2.2(1.3)
3.2 (2.3)
0.7 (1.4)
2.8(1.5)

0.2 (0.4)

1(0.9)
5.2(3.8)

3(3.1)
4.3(1.9)
2.4 (2.1)
5.0 (2.4)

2.4(1.7)
5.9 (3.1)
2.1(1.8)
45(1.2)

42(32)
10.3 (5.1)

2.1(2.2)
6.2 (4.0)
0.9(1.2)
3228

TLD-Y
SLI-Y

(0.0)
0.0(0.0)

0.0

0.2 (0.4)
0.0 (0.0)
0.0 (0.0)

11(1.2)
0.1(0.3)
0.8(1.2)

0.3(1.0)
0.2(0.6)
0.0(0.0)

0(1.3)

2.0 (2.0)

2.1(1.9)
7.502.1)

TLD-O
SLI-O

(©.0)

0.0

1.3(1.0)

TABLE 8 | Pairs of groups that differ significantly in terms of types of errors.

Pairs Sign. level

Omission of content word(s) TLD-Y/SLI-Y p=0.017
TLD-O/SLI-O p = 0.001

Omission of free-standing morphemes TLD-Y/SLI-Y p = 0.006
TLD-O/SLI-Y p = 0.000

Substitution of content word(s) TLD-Y/SLI-Y p=0.015
TLD-O/SLI-Y p =0.005

Substitution of inflectional morphemes TLD-Y/SLI-Y p = 0.003

TLD-O/SLI-Y p =0.002
SLI-Y/SLI-O p = 0.0041
SLI-Y/TLD-O p =0.046
TLD-O/SLI-Y p=0.016
TLD-O/SLI-O p = 0.004

Addition of content word(s)
Addition of free-standing morphemes
Word order error: Free-standing morphemes

TLD. The outcome confirms previous research findings for other
languages, such as English (Conti-Ramsden et al., 2001; Seeff-
Gabriel et al., 2010; Redmond et al., 2011), Cantonese (Stokes
et al., 2006), Italian (Devescovi and Caselli, 2007), and French
(Thordardottir et al., 2011; Leclercq et al., 2014), thus revealing
that sentence repetition could be an effective clinical marker for
bilectal CG-speaking children. We wish to highlight that the
SRT used factored in dialectal (or variety) issues (Oetting et al.,
2016) in the context of diglossia. Moreover, the majority of the
grammatical structures used in the task was found to differentiate
the performance of TLD children from their peers with SLI. This
study is the first research to investigate sentence repetition in CG
and therefore, further research is needed for a more complete
picture.

The group differences found motivated the evaluation of the
discrimination accuracy of the task. The high sensitivity and
specificity levels which have been found for other languages, for
example, English (Conti-Ramsden et al., 2001), are not replicated
here, which may be due to the task design among other reasons
that are discussed below. However, nearly accurate enough levels
for Scoring Method 1 have been yielded (and slightly lower levels
for Scoring Method 2).

Given the fact that sentence repetition has been found to
be related to measures examining grammatical skills, namely,
phonology, morphosyntax and semantics, an error analysis
was conducted to compare the morphosytactic abilities of the
participants. Our findings allow us to directly support the
claim put forward in the relevant literature (Lust et al., 1996;
Marinis and Armon-Lotem, 2015; PoliSenska et al., 2015) that
the performance on sentence repetition is an indicator of a child’s
grammatical ability.

Other noteable observations touch upon the errors made
in terms of affected morphological errors-content words,
free standing morphemes, inflectional morphemes. As for
content words, though found to be affected, the differences
between the groups are marginal, whereas more significant
differences are observed for both free-standing and inflectional
morphemes between the groupsInterestingly, no omission of
inflectional morphemes was found which is arguably owed to the
morphological richness of the Greek language where each lemma
is usually highly inflected.
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Another interesting revelation from the error analysis
concerns the strategy of the older children with SLI (SLI-O) to
produce alternative grammatically correct structures instead of
the exact wording of what was heard. We can thus conclude
that bilectal CG-speaking children with SLI do not produce
ungrammatical sentences, but rather resort to structures that are
accessible to them—even when considerably complex.

Summing up so far, the tool presented here could be adopted
by SLTs as a screening task for identifying children who need
further language assessment accurately. It is possible also for early
education specialists (e.g., teachers) to be trained on the use and
interpretation of the tool. This, in turn, would facilitate access to
the appropriate services for language-impaired children. A short
identification task would minimize the risk of non-identification
and inaccessibility appropriate intervention, as has previously
been recommended regarding evaluation protocols (Redmond
etal., 2011).

The outcome of the task permits us to make a suggestion
about the distinction of the discrimination power of the task in
relation to the age of the children, in that younger children with
SLI are differentiated more accurately than older ones (Vender
et al., 1981; Devescovi and Caselli, 2007) has not been confirmed
here. What is relevant is that older children with SLI produced
syntactically correct sentences not identical to what they heard.
The findings here tend to corroborate the suggestion by Riches
et al. (2010) that SRT can identify older language-impaired
children. It is assumed that the diagnostic accuracy has to do
more with the type of the structures included in the task, rather
than the task as such and is in agreement with Leclercq et al.
(2014), who contend that SRT is very complex for children with
SLIL

Apart from the matter of identification, some theoretical
issues could also be addressed. Besides carrying out an analysis
for both groups of TLD and language-impaired children, further
analysis comparing younger and older groups did not reveal
any significant difference. This outcome suggests that, at least
for the set of structures included here, age does not play a role
given that only minimal developmental progress is reported for
children with SLI and for TLD children. Whilst the finding needs
to be interpreted with caution, we contend that Greek Cypriot
children, even at the age of 9, are still developing their language
skills. As a consequence of this observation, we have insufficient
evidence to make a definitive contribution to the ongoing debate
pertaining to delay vs. deviance.

Additionally, researchers have highlighted several advantages
of the task. First, it is claimed that SRT can be easily administered
and analyzed (Lust et al., 1996), allowing for the evaluation of
specific grammatical structures under controlled situations. That
is, given the fact that it is implemented using a one-to-one
format, this provides the opportunity for examiners to control
the conditions in which children complete the task. In addition,
a structured repetition task allows the investigator to select the
target sentences carefully, according to the specific aims of the
research, whereas this is not always possible if a spontaneous
speech sample is evaluated. Thus, the researcher can examine
morphosyntactic structures that are not easy to elicit either in
spontaneous language or in other structured elicitation tasks. In
addition, it is a natural skill that needs little effort and even young

children recall sentences willingly. Moreover, it is postulated
that the task does not seem to be influenced by factors, such
as gender (Seeff-Gabriel et al., 2010). Concerning the relation
between socioeconomic status and sentence repetition ability the
existing evidence is contradictory, since there are studies that
have contended there is a relation between high SES and better
performance on SRT (Roy et al., 2014; Balladares et al., 2016),
whilst others have reported no such influence (Gardner et al.,
2006).

Some limitations of this investigation are reported as follows.
First, the sample size is small and the age range quite large.
However, sample size seems to be in line with the relevant
published literature, such as Stokes et al.’s (2006) 16 and Seeff-
Gabriel et al.’s (2010) 13 children with SLI investigated. Second,
an issue that came to light concerns the construction of the
task. We now believe that in the future, a replication of a
tool to examine sentence repetition ability should take into
consideration issues about language development and language
impairment in CG (and SMG), such as structures that are
expected to be developed by the ages under examination, rather
than only the complexity parameter. By so doing, the task will
become even more specific to structures that are documented as
being problematic in the present study and previous research for
CG (Theodorou, 2013; Theodorou et al., 2016). In addition, in
order for the task to be administered for screening purposes, cut-
off points should be established (Stokes et al., 2006), based on
previous research Conti-Ramsden et al. (2001). Unfortunately, so
far no standardized tests have been established for CG, although
a battery of tests were found to be accurate in the diagnosis of SLI
(Theodorou et al., 2016).

Another research direction could be the evaluation of SRT
for measuring the progress of language intervention programs
(Devescovi and Caselli, 2007). If there is evidence-based research
that the SRT can really measure therapy progress, then the
benefits will be two-fold. First, it could be a tool for SLTs to
measure the effectiveness of the intervention. Second, policy-
makers would then have tangible data to support the need
for speech-language therapy services for those children with
language difficulties. It is imperative to point out that the SRT
presented here is not available to speech-language therapists yet,
but a revised version could be in the future.

CONCLUSION

It is crucial for clinicians and researchers alike to be sufficiently
confident about the identification accuracy of a task used to
identify children who experience SLI. However, no language
test is able on its own to diagnose and describe the language
abilities of a child in full and of course, none is sufficient
to formulate recommendations for therapeutic intervention
(Dockrell, 2001). Research has shown that sentence repetition is
a useful tool for identifying children’s language skills alongside
other language tests. This study aimed to shed some light on
the question whether children with SLI can be identified by
using an SRT in the context of diglossia in Cyprus, where
no diagnostic tests designed for the particular situation are
available, and the results suggest such a task could be a potential
clinical marker for SLI in CG. The outcome of this study is
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indicative and can be considered as a starting point for additional
research.
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The mean length of utterace (MLU), which was proposed by Brown (1973) as a better
index for language development in children than age, has been regularly reported in case
studies as well as in cross-sectional studies on early spontaneous language production.
Despite the reliability of MLU as a measure of (morpho-)syntactic development having
been called into question, its extensive use in language acquisition studies highlights
its utility not only for intra- and inter-individual comparison in monolingual language
acquisition, but also for cross-linguistic assessment and comparison of bilinguals’
early language development (Muller, 1993; Yip and Matthews, 2006; Meisel, 2011).
An additional issue concerns whether MLU should be measured in words (MLU-w)
or morphemes (MLU-m), the latter option being the most difficult to gauge, since
new challenges have arisen regarding how to count zero morphemes, suppletive and
fused morphemes. The different criteria have consequences, especially when comparing
development in languages with diverging morphological complexity. A variant of MLU, the
MLUS, which is calculated out of the three longest sentences produced (MLU3-w and
MLUS3-m), is included among the subscales of expressive language development in CDI
parental reports (Fenson et al., 1993, 2007). The aim of the study is to investigate the
consistency and utility of MLU3-w and MLU3-m as a measure for (morpho-)syntactic
development in Basque, an agglutinative language. To that end, cross-sectional data
were obtained using either the Basque CDI-2 instrument (16- to 30-month-olds) or the
Basque CDI-3 (30- to 50-month-olds). The results of analyzing reports on over 1,200
children show three main findings. First, MLU3-w and MLU3-m can report equally well
on very young children’s development. Second, the strong correlations found between
MLUS and expressive vocabulary in the Basque CDI-2 and CDI-3 instruments, as well as
between MLU3 and both nominal and verbal morphology scales, confirm the consistency
not only of MLUS3 but also of the two Basque CDI instruments. Finally, both MLU3-w and
MLU3-m subscales appear sensitive to input after age 2, which emphasizes their utility
for identifying developmental patterns in Basque bilinguals.

Keywords: MLU, Basque language, early language development, bilingualism, complexity
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INTRODUCTION
Mean Length of Utterance: MLU and MLUS3

How to measure language complexity is a question that has
occupied linguists in a longstanding debate. Some authors
maintain that since all languages are learnable by any child,
they must have the same degree of complexity. In this regard,
cross-linguistic differences found in complexity in each language
component are believed to be the result of a compensation
system, so that languages showing very high complexity in
one particular domain are expected to have less complexity
in other domains and vice-versa. In addition, the observation
that, synchronically, many languages with low complexity in
morphology have a rigid word order or a more complex
phonological system than languages with complex morphology
may support that assumption. However, counter-evidence has
also been provided by scholars denying any theory-internal
reason to predict similar degrees of complexity in all natural
languages. See Newmeyer (2017) and Newmeyer and Preston
(2014) for an overview of the debate.

The issue of language complexity piqued early language
acquisition researchers’ interest already in the beginning of the
twentieth century. Such is the case of, for example, Nice (1925),
who regarded average sentence length as “the most important
single criterion for judging a child’s progress in the attainment
of adult language” (Rice et al, 2010). In a similar vein, five
decades later, Roger Brown passionately defended his Mean
Length of Utterance or MLU, which proved to be one of the most
commonly-mentioned indexes of constructional complexity in
child language by the end of the century:

“.. The MLU is an excellent simple index of grammatical
development because almost every new kind of knowledge increases
length: the number of semantic roles expressed in a sentence, the
addition of obligatory morphemes, coding modulation of meaning
[... ]and, of course, embedding and coordinating. All alike have the
common effect on the surface form of the sentence of increasing length
(especially if measured in morphemes, which includes bound forms
like inflections rather than words)” (Brown, 1973, pp. 53-54).

Brown considered MLU to be a more suitable index than age to
compare individuals’ development, since it permits identifying
“on internal grounds” children who are “at the same level of
constructional complexity” but who may not be “of the same
chronological age” (Brown, 1973, p. 55).

In addition to the MLU calculated from the sentence sample
uttered in a recording session, Brown regarded the upper
bound or the longest sentence produced at a specific age as
a relevant additional index to measure the attained grammar
complexity of children. Thus, he established a sequence of
five stages in children’s earliest morphosyntactic development
based on the two indexes: MLU and upper bound. Both values
increased with age in the three longitudinal corpora analyzed
(Eve, Adam, and Sarah). Each stage was associated with the
child’s productive use (at least in 90% of the contexts in which
they are required) of some linguistic structures, and individual
differences were observed in the age at which each child reached
the various stages. For instance, Eve attained stage V at 2;2

years, whilst at that age Adam’s and Sarah’s MLU values around
2 indicated stage II. In Table 1 we have combined data which
Brown presented separately: the target values of MLU and upper
bound corresponding to each stage and the age ranges of the
three children studied longitudinally at the different stages. The
variability in age is evidenced by the large age ranges across stages
displayed in column 4.

Despite the advantages of an index other than age to compare
children’s linguistic development, Brown still pointed out some
limitations, starting from Stage V onwards. He argued that, at
that stage, children’s varied linguistic productions and their MLU
begin to depend more on the nature of the interaction than on
what children know (Brown, 1973, p. 54).

Brown’s view of complexity is not related to any specific
language component such as semantics or morphology. It is
based on the assumption that the acquisition of components such
as x and y alone does not immediately, or even relatively quickly,
lead to the acquisition of the construction x + y that combines
the two. Consequently, in his cummulative sense of complexity,
“construction x + y may be regarded as more complex than
x or y because it involves everything involved in either of the
constructions alone, plus something more” (Brown, 1973, p. 400).
This lack of precision is probably what led researchers to question
MLU’s appropriateness to measure morphosyntactic development.
Bickerton (1991), for instance, suggested that qualitative aspects
of syntactic development cannot be directly evaluated, since
the increase in length of utterances does not necessarily imply
an increase in syntactic complexity. In fact, similar or higher
MLU values (la-c) may correspond to utterances with a
lower morphosyntactic complexity, which is the case with the
coordinated structures in (la) as compared to S-V agreement
examples in (1b) or the embedding structures in (1c).

(1) a. Peter and Mary (3w /3 m)
b. Ann comes (2w /3 m)
c. want to come (3w /3 m)

Thus, MLU may appear to be a quantitative rather than a
qualitative measurement: “as utterances get longer and MLU

TABLE 1 | Target values and approximations attained for MLU and upper bounds.

Stage Target value Age in months of
Adam, Eve, and

MLU  Upper bound Sarah

| 1.75 5 18-30

Semantic Roles and Syntactic

Relations

Il 2.25 7 19-34

Grammatical Morphemes and

the Modulation of Meaning

1l 2.75 9 20-36

Modalities of the Simple

Sentence

v 3.50 11 22-42

Embedding

V 4.00 13 24-48

Brown (19783, pp. 66-57).
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increases, some sort of increase in complexity is bound to occur,
but there is no a priori reason why the increase should take only
the forms it does, and, in particular, that these forms should
be the same for all children studied, whatever the language in
question” (Brown, 1973, pp. 64-65). Additionally, issues such
as how to measure children’s achieved linguistic complexity
and whether the same degree of complexity should be assumed
at a particular stage cross-linguistically or across individuals
acquiring a particular language have not received a convincing
and generally accepted answer yet.

However, the generalized acquisition order of 14 inflectional
markers in English established by Brown, which was confirmed
in later longitudinal studies, reinforces the supposition of some
pattern in morphosyntactic development which goes beyond
the aforementioned individual variability. Despite MLU being
originally “invented for English Brown was still aware of
its utility in other languages for cross-linguistic comparison,
once some adjustments were made: “Studies of highly inflected
languages [...], all report some difficulty in adapting our rules of
calculation, invented for English, which is minimally inflected, to
their languages. What I have used is, in each case, the author’s
choice of the linguistically most reasonable value” (Brown, 1973,
p. 68). Actually, many longitudinal case studies conducted in
typologically distant languages have provided relevant results
regarding the specific structures which arise in children’s
spontaneous production at each specific developmental stage.
Besides, MLU has been used in cross-sectional studies comparing
early bilingual children’s development in their two languages
(Marchman et al., 2004; Meisel, 2011; Thordardottir, 2011; Hoff
et al., 2014) as well as typical vs. atypical language development
(Johnston, 2001; Rice et al., 2010; Wieczorek, 2010).

In his seminal 1973 book, Brown devoted part of the
introductory section to describing and discussing the set of
rules for calculating MLU and upper bound in spontaneous
production corpora. Here are the most relevant ones: (a) a
subsample is required to calculate MLU in a longer sample
gathered at some specific developmental stage. However, not
every utterance can be equally reliable in the sample: 100
utterances should be taken from the fully transcribed utterances,
starting at the second transcription page rather than from the
first minutes of the conversation; (b) stuttering or repeated
attempts to produce some words or utterances are counted once,
in the most complete form used. This rule may avoid under-
scoring due to the selection of non-representative items of the
child’s (real) linguistic performance in constructional complexity;
(c) fillers such as umm are not counted, in contrast to no,
yeah, hi, which are included in the counting; (d) inflectional
morphemes (plural, genitive, 3rd singular present -s, and so
on) are counted as separate morphemes and inflected auxiliaries
are counted as mono-morphemic words, as are compounds,
for example, birthday. In our opinion, such counting criteria
appear as an intermediate option between counting words
and morphemes. However, such a counting system, together
with the specific properties of English morphosyntax (a limited
inventory of inflectional person and plural markers, low word
complexity) and the scarcity of inflectional markers in children’s
early productions, may lead one to predict no great difference

in measuring English child utterance length in words or in
morphemes. In contrast, in languages with a certain degree
of morphological complexity, like Basque, many researchers
are in favor of measuring morphosyntactic development in
morphemes rather than in words (Idiazabal, 1991; Barrefia, 1995;
Ezeizabarrena, 1996; Elosegi, 1998; Larrafiaga, 2000; Larrafiaga
and Guijarro-Fuentes, 2012a). Nonetheless, the high (almost
perfect) intralinguistic correlations between the two ways of
calculating MLU found in such typologically distant languages as
Spanish (Aguado, 1995; Jackson-Maldonado and Conboy, 2007),
Irish, Icelandic and Dutch (see Parker and Brorson, 2005 and
references therein), indicates that MLU-m may not necessarily
be a better measurement than MLU-w. In contrast to authors
who have suggested the higher usefulness of MLU-w because
of the ease of calculating it, Wieczorek (2010) has questioned
the fact that MLU-w and MLU-m can be regarded as similar
indicators of morphosyntactic development simply because of
the high correlations attested cross-linguistically. According to
this researcher, MLU-w is related to lexical development rather
than to grammatical development and therefore, the opposite
is expected to be the case for MLU-m, which should show a
stronger relation to grammatical rather than lexical development.
A third way of calculating MLU in syllables (MLU-s) has also
been explored in Irish (Hickey, 1991) and in Inuktitut (Allen
and Dench, 2015). Surprisingly, MLU-s, which a priori would
not be considered an index of grammatical development per
se, or at least not in every language, also correlates with the
previous indexes. The high correlations attested across languages
between the different types of MLU may indirectly cast doubt
on the “equivalence” of all of them as measures of language
development, although determining exactly what the different
variants of MLU measure in each language goes far beyond the
aim of the current study.

Apart from the several ways of counting MLU, another
objection to the use of MLU is the subjectivity present throughout
the different steps preceding its calculation. To start with,
MLU is sensitive to event and exchange patterns, situational
variability and conversational dominance in a bilingual child,
which may cause the sample collection on a particular date
or conversational situation not to be the best example of the
child’s regular linguistic use (see Johnston, 2001 and references
therein). Thus, counting all the sentences in a session or selecting
the (50?2, 1002, more?) utterances from the first, intermediate
or final part of a two-hour recorded conversation may result
in a different MLU value of a child’s production at a particular
age. Moreover, criteria for calculating MLU vary across studies,
such as in the case of MLU vs. alternate MLU measures
(Johnston, 2001), or of measuring MLU in words (MLU-w),
morphemes (MLU-m) or syllables (MLU-s). Finally, subjectivity
is present in the process of transcribing and coding oral
speech in general, a task which “relies on the accuracy of the
transcriber” (Rollins et al., 1996) and in the process of segmenting
utterances. Segmenting words and especially morphemes in
an utterance arises as the next complication in the process,
where decisions regarding null morphemes, multimorphemic
words such as portmanteaux, compounds and so on need to be
made before starting with the analysis. Otherwise the variability
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found in children’s spontaneous productions may lead to quite
diverging value assignments to the same utterance. In order to
regulate the subjectivity inherent in the processes mentioned
above, single individuals are put in charge of the segmentation
task of a whole set of recordings or of a sample collection,
and further interjudge reliability rates are established on their
codifications.

Despite the objections discussed earlier, MLU has still been
extensively used in both intra- and inter-individual comparative
studies. This is the case of, for instance, studies on language
dominance which compare bilinguals’ development in their
two languages. On the assumption that length of utterances
across languages may vary more depending on the unit in
which its calculation is based, MLU-m has been proposed
as a better measure for bilinguals' individual interlinguistic
comparison in language pairs such as Basque-Spanish (Meisel,
1994; Ezeizabarrena, 1996; Elosegi, 1998; Larranaga, 2000;
Larrafiaga and Guijarro-Fuentes, 2012a etc.), whilst studies on
French-German bilinguals (Meisel, 1991; Miiller, 1993; Miiller
and Kupisch, 2003; Kupisch, 2008; Schmeiser et al.,, 2016) or
English-Mandarin bilinguals (Yip and Matthews, 2006) and
even some on Spanish-Basque (Larrafaga and Guijarro-Fuentes,
2012b) have opted for MLU-w. See also Hickey (1991), who
considers that MLU’ utility for cross-linguistic comparison
cannot be generalized even intraindividually.

Despite criticisms, MLU, in its different modalities, remains
as one very relevant index for morphosyntactic development
in longitudinal corpora of spontaneous language production,
and the inclusion of some versions of it in assessment
instruments confirms this fact. Such is the case of MLUS3,
included in the MacArthur-Bates Communicative Development
Inventories (CDI) instrument (Fenson et al., 1993, 2007), a
parental questionnaire designed to obtain normative data which
may allow researchers to assess both typically and atypically
developing children. The MLU3 is a combination of two indexes
on which Brown’s 5-stage classification was based (mean length of
utterance and the upper bound). Yet MLU3 has the particularity
that the mean length is calculated based on the childs three
longest recently-produced sentences according to their parents,
instead of on a specific sample of child utterances gauged by a
researcher in a longitudinal corpus.

Studies on early bilingualism using this measurement have
concluded that MLU3 values are sensitive to the amount of a
child’s exposure to the language. Bilinguals, who by definition
have less exposure to their language(s) than monolinguals,
have shown lower values than their age-matched monolingual
counterparts (1;10-2;6: Hoff et al., 2012, 2014). More specifically,
the results from Spanish-English bilingual groups, which were
distinguished according to their higher, balanced and lower
exposure to the language, revealed that the less input bilinguals
had received in the language under study, the lower the scores
they obtained in MLU3 values (Hoft et al., 2012).

Utterance Length in Basque
From the genetic point of view, Basque is unrelated to any other
known language; that is, it is an isolate language. Typologically,

Basque is a null subject, ergative language with non-rigid SOV
word order, a language with very rich nominal and verbal
inflection (case marking, person and number subject-, direct
object- and indirect object-agreement marking in the verb),
with a predominantly agglutinative morphology and affixed
postpositions. As a result, most nominal and verbal words
comprise two or more morphemes (2a-c), which makes utterance
length diverge, depending on whether it is measured in words
(1,1 and 4 w) or morphemes (2, 4, and 8 m) in (2a), (2b) and (2¢),
respectively.

(2) a. panpin-a

doll-Det (1w, 2m)
‘doll’ or ‘the doll’

b. panpin-txo-a-rekin
doll-DIM-Det-with (1w, 4m)
‘with the dolly’

c. Jon panpin-txo-a-rekin etorri-ko da
Jon doll-DIM-the-with come-FU Aux.S3s (4w, 8 m)
‘Jon will come with the dolly”

However, not all morphemes are counted as productive
morphology in early child productions. Following Brown’s
(1973) proposal of counting productive (non-rote learned) words
and morphemes and taking into account both the specific
morphosyntactic properties, as well as the characteristics of
earliest productions in Basque, Idiazabal (1991) established
the first list of rules to calculate MLU-m in Basque, which
were followed in later longitudinal case studies (Barrefia, 1995;
Ezeizabarrena, 1996; Elosegi, 1998; Almgren, 2000; Larrafaga,
2000). According to these rules, diminutive suffix —txo is not
counted as a morpheme in very frequent diminutive words in
child and child-directed speech such as ama-txo “mumm-y”
and aita-txo “dadd-y” (1w / 1m) but, on the other hand, -
txo is counted as a morpheme in the rest of the few remaining
words that include it (2a-c). Moreover, the -@ morpheme is not
counted, and the —a ending, which is translated as Det(erminer)
in the (2a, 2b) glosses, is not counted as a morpheme either.
There are several reasons for not counting this —a ending, which
is suffixed to the nominal phrase rather than to the noun, as a
(productive) morpheme: (a) many lexical roots having an organic
—a ending do not modify their phonology when the determiner —
a is suffixed (musika “music/music-Det”), (b) overtly determined
roots like etxe-a “house-Det” cannot always be considered as
such, since they can be used to respond to the question, “how
do you say... house in Basque?”, where no determined nouns are
expected; and (c) in early child Basque the nominal -a ending acts
as an unanalyzed word boundary, rather than as a grammatical
element, as seen in examples like bestea umea instead of beste
umea “other child)” attested in several longitudinal samples
(Barrena and Ezeizabarrena, 1999).

Sociolinguistic Context

Basque is a language spoken in the North Eastern area of
Spain and the South West area of France, on both sides of
the Atlantic Pyrenean mountains. All adult speakers of that
language are bilingual Spanish-Basque or French-Basque. The

Frontiers in Psychology | www.frontiersin.org

January 2018 | Volume 8 | Article 2265


https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org
https://www.frontiersin.org/journals/psychology#articles

Ezeizabarrena and Garcia Fernandez

MLU3-w in Early Basque

Basque-speaking community of roughly one million speakers
mostly comprises people who grew up in Basque-speaking
families and acquired Basque as their L1 (either simultaneously
or alongside Spanish or French, successively) and early L2
speakers who, growing up in almost monolingual Spanish or
French families, are exposed to Basque very early (from age
2 or 3 onwards) through the educational system. Another
group of late L2 speakers acquired that language through adult
training courses. Sociolinguistic surveys conducted in 2006 with
population older than 15 years of age in the Basque Country
described the following distribution of linguistic profiles: 15.4%
passive bilinguals, 25.7% active bilinguals and 58.9% French or
Spanish monolinguals. Further censal surveys conducted in the
Basque Autonomous Community, the region in which most of
the current sample was collected, concluded that 39% of the 5-
to 9-year-old population had Basque exclusively or together with
Spanish as their home language (Basque Government, 2009).
Consequently, most L1 Basque-speaking children are exposed to
different degrees of Spanish (or French) input, and this is also the
case of the participants of our study.

Aims and Predictions

The current paper investigates MLU3 scales’ reliability as
compared to other scales of the Basque CDI to assess early
language development in that agglutinative language. For that,
it provides data of 16- to 50-month-old children obtained
using the Basque versions of the MacArthur-Bates CDI parental
questionnaires.

In a language community such as the Basque-speaking one,
in which being bilingual is the norm rather than the exception,
the assumption that monolingual data are the best reference for
“typical development” does not hold, and consequently, only
instruments which are sensitive to the amount of exposure to
the language(s) can accurately assess early bilingual language
development. Therefore, a further study conducted with a
subsample of over 1200 18- to 48-month-olds MLU3-w and
MLU3-m scores will analyse those measurements’ sensitivity
to two variables, chronological age and (relative) amount of
exposure to the Basque language, with the aim of checking MLU3
subscales’ utility in that particular context. Three predictions can
be stated in this regard:

1. MLU3 scales will be as sensitive as the rest of the scales in
the Basque CDI instrument to detect children’s developmental
changes as found in previous studies, and will reflect
development in morphological complexity (Fenson et al,
1993, 2007).

2. Taking into account the morphosyntactic properties of an
agglutinative language with rich morphology, such as Basque,
MLU3 measured in morphemes will prove to be more
discriminative than the MLU3 measured in words.

3. Input quantity will affect children’s expressive language.
Hence, differences in length of utterance are expected
among bilinguals, depending on children’s relative amount
of exposure to Basque, as widely reported in early bilingual
research (Marchman et al., 2004; Meisel, 2011; Thordardottir,
2011; Hoff et al., 2014).

MATERIALS AND METHODS

Instruments

The MacArthur-Bates Communicative Development Inventory
(CDI) instrument is a parental questionnaire used to gather
information regarding children’s language use. Different versions
of the instrument have been developed, all designed for different
age ranges (CDI-1 for 8-15 months, CDI-2 for 16-30 months,
and CDI-3 for 30-50 months) and for different purposes such
as screening (short CDI-1 and CDI-2) or clinical diagnosis and
research (full CDI-1 and CDI-2 questionnaires) (see Fenson
et al,, 2000). The CDI-1 is the only instrument which includes
vocabulary comprehension in addition to expressive vocabulary
and grammar. In contrast, CDI-2 and CDI-3 are oriented to
expressive language use.

The current study reports on data obtained with the long
version of the CDI-2 and the CDI-3, for which there is only one
(short) version. The Basque version of the full CDI-2 instrument
(16-30 months), henceforth BCDI-2, contains different sections
such as vocabulary and morphology, in which informants tick the
items their child already produces, some questions about whether
the child has started combining words, as well as a section
for writing down the child’s three longest recently-produced
sentences. In addition, there is a list of multiple-choice items
in which informants choose, from the different options the one
that best fits with the child’s current production. Filling in this
questionnaire may take between 10" and 60’, depending on the
child’s level of expressive use.

The Basque version of the CDI-3 instrument (30-50 months),
henceforth the BCDI-3, is much shorter than the CDI-2. The
BCDI-3 contains a vocabulary list, a grammar section, a section
for writing down the three longest utterances, a list of multiple-
choice items and a list of questions intended to assess children’s
knowledge of some logical and mathematical terms.

The sections and number of items analyzed in the current
study are presented in Table 2. Neither the 37/29 items of the
multiple-choice item section nor the 10 yes/no questions on
logical concepts (included only in BCDI-3) have been included in
the current analysis, since they are less homogeneous in format,
across items and across the two instruments.

Participants
The parents of over 2,000 children aged between 16 and 50
months of age participated in the study, filling in one of the

TABLE 2 | Number of items in the BCDI scales included in the study.

BCDI-2 BCDI-3
Vocabulary 6432 120
Nominal morphology 17 16
Verbal morphology 40 20
MLU3

aFor the current study, some postpositions, included in the vocabulary section of the
questionnaire were analyzed as morphological suffixes rather than as vocabulary items.
Consequently, the distribution of (vocabulary/grammatical) items included in this study will
vary from previous studies such as Barrena et al.’s (2008a,b), conducted with the same
data sample.

Frontiers in Psychology | www.frontiersin.org

January 2018 | Volume 8 | Article 2265


https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org
https://www.frontiersin.org/journals/psychology#articles

Ezeizabarrena and Garcia Fernandez

MLU3-w in Early Basque

two instruments: either the BCDI-2 (16-30 months) instrument
(Barrena et al., 2008a) or the BCDI-3 (30-50 months) instrument
(Garcia et al,, 2014). The questionnaire is written exclusively
in Basque. Consequently, all the informants in this study are
bilingual parents with different levels of language use who
interact in Basque and (at least) one other language on a daily
basis and address their child (some exclusively, others mostly or
only sometimes) in Basque. Participants gave informed consent
prior to participation. The study was approved by the ethics
commission of the University of the Basque Country.

The data sampling lasted over a decade. The initial data
collection of 2,248 questionnaires (BCDI-2 n = 1,204 / BCDI-3
n = 1,044) was filtered out based on a set of exclusion criteria:
out of the age range (101 out of 15-30 months/26 older than
50 months), below 8-month-pregnancy pre-term born children
(15/7), children who had over two ear infections during the
first year (20/55); questionnaires in which vocabulary and/or
grammar sections were incomplete (93/0) and questionnaires
where any (one, two, or three) of the three longest utterances
produced (207/389) and/or input data (25/15) were missing.
Thus, the data sample of 16- to 50-month-olds analyzed
for the current study includes 1,337 questionnaires (BCDI-2
n = 750/BCDI-3 n = 587). As shown in Figure 1, all age groups
(in months) consist of a range of 20-64 participants for the

input groups. Five groups resulted from the division in six-month
age groups (18-24 months, 25-30 months, 31-36 months, 37-42
months and 43-48 months). Each age group was further divided
into four different input groups based on the relative amount
of exposure to Basque and Spanish: Monolingual or M (over
90% Basque input), Basque-dominant bilingual or BDB (Basque
input 60-90%), Balanced Bilingual or BB (Basque input 40-60%)
and Spanish-dominant bilingual or SDB (below 40% Basque
input) (see Table 3). In what follows, we will use the terms input
or relative input to refer to the relative amount of exposure
to Basque and Spanish, following Thordardottir (2011), among
others.

Procedure and Coding

As in the original CDI, the grammar section of the BCDI includes
several items regarding nominal inflection, verbal inflection and
an item in which participants are requested to report on the
child’s longest three sentences produced recently. The MLU3
was calculated from the three utterances reported, as displayed
in (3).

(3) Idatzi zure haurrak azken aldian esan dituen hiru esaldi
luzeenak. ‘Please write down the longest three sentences your
child has recently produced’:

whole period studied. As for gender, girls and boys are evenly a. Ni-k ur-a-@ nahi du-t (4w 6m)
distributed across the age groups [x?(14) = 6.27, p = 0.96 in I-Erg water-Det-Abs want Aux.S1s5.03s

2 _ — i .
BCDI-2 and X o) = 28.18, p = 0.11 in BCDI-3]. 2. “Twant water’ (3w 3m)

In order to investigate the effect of input and age and the b. Zu-0 kale-ra  joan-@ z-ea (4w 6m)
interaction between these two variables on MLU scores, the you-Abs street-to go Aux.S2s
sample was limited to children aged between 1;6 and 4 years. The L. ,
sub-sample of 1202 participants was divided into age groups and b ‘you have gone/went to the street’ (Sw, 6m)
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FIGURE 1 | BCDI-2 and BCDI-3 sample by age and gender.
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TABLE 3 | Distribution of the sample (raw numbers of participants and percentages) in age and input groups.

Age groups (range in months)

Input groups 18-24 months 25-30 months 31-36 months 37-42 months 43-48 months
Monolingual 200 (61.7%) 221 (59.6%) 107 63.3(%) 109 (60.9%) 102 (64.1%)
Basque-dominant bilingual 63 (19.4%) 96 (25.9%) 26 (15.4%) 26 (14.5%) 26 (16.4%)
Balanced bilingual 41 (12.6%) 35 (9.4%) 22 (13.0%) 20 (11.2%) 19 (11.9%)
Spanish-dominant bilingual 20 (6.2%) 19 (5.1%) 14 (8.3%) 24 (13.4%) 12 (7.6%)
Total 324 (100%) 371 (100%) 169 (100%) 179 (100%) 159 (100%)
c. Unai-ren bila g-oa-z (3w 5m) ones (plural -k, genitive possessive -ren, genitive locative -ko,

Unai-Gen look-for go.S1pl
c. ‘we go looking-for Unai’ (4w, 4m)

Examples in (3) illustrate the three longest utterances of a 28-
month-old child randomly chosen from the BCDI-2 sample and
the way they were measured. Thus, MLU3 in (3) was calculated
based on the mean of the length of the three utterances reported.
So that MLU3-w of (3a + 3b + 3¢) / 3is (4 + 4 + 3) / 3, that
is, 3.66 and MLU3-m is (6 + 6 + 5) / 3, namely, 5.66. This
shows that MLU-w and MLU3-m differ considerably in Basque.
In contrast, measuring utterance length in MLU-w or MLU-m
in a language with predominantly monomorphemic words like
English (3a’, 3b’, 3¢’) does not make much difference: MLU3-w:
12/3 = 4; MLU3-m = 13/3=4.33.

MLU3-w and MLU3-m calculations were performed by
two independent coders. The high coefficients of intraclass
correlation resulting from the statistical analysis for both MLU3
scales in the two instruments (r = 0.91 and « = 0.95 for MLU3-w;
r=0.94 and o = 0.96 for MLU3-m in BCDI-2; r = 0.95 and o« =
0.97 for MLU3-w; r = 0.95 and @ = 0.98 for MLU3-m in BCDI-3)
confirmed an excellent interjugde reliability of the data (Koo and
Li, 2016).

Only the children who had not started combining words yet
(their parents responded with “not yet” to the item preceding the
three longest utterance section) obtained I as a mean value for
the two variables, MLU3-w and MLU3-m. The rest of the children
obtained higher values.

The results from the MLU sections will be analyzed together
with the scores obtained in three more scales: vocabulary,
nominal inflection, and verb morphology. In the vocabulary and
morphology sections, informants were asked to tick the items
their child had started producing. The final score was calculated
by summing up the total number of items ticked in each of the
sections.

The maximal potential score in vocabulary was 643 items in
BCDI-2 and 120 in BCDI-3. MLU3-w and MLU3-m were open
scales and therefore no maximal values could be estimated a
priori.

As for nominal morphological markers, 17 items from BCDI-2
and 14 items from BCDI-3 were analyzed for the current study
and consequently, 17/14 were the highest possible scores in this
section, respectively. The items analyzed from BCDI-2 are the
following: 11 postpositional suffixes (-n, -ra, -raino, -rantz, -tik,
-zkoa, -koa, -z, -rena, -rentzat, -rekin) and 6 non-postpositional

ergat -k, dative -ri, and diminutive -tx0)!. BCDI-3 contains 11
postpositions (-n, -ra, -raino, -tik, -zkoa, -koa, -z, -rena, -rentzat,
-rekin, -rengna) and 3 more nominal suffixes (plural -k, ergative
-k, dative -ri).

As for verbal inflection, the maximal possible score was 39
in BCDI-2 and 22 in BCDI-3, corresponding to the number of
items included in the two instruments in the current study. The
items in BCDI-2 are three aspectual suffixes (imperfective -tzen,
future -ko, and perfective -ta) in addition to 36 inflected frequent
verb forms, most of them auxiliary forms. The items included in
BCDI-3 (22) are two aspectual suffixes (imperfective -tzen, and
future -ko) and 20 very frequent, most of them inflected auxiliary

verb forms (naiz “am,” da “is;,” dago “is”, dizut “I have... it to you,”
zenuen “you had...it”).

Data Analysis

One-way ANOVAs were conducted separately for BCDI-1
and BCDI-2 instruments in order to measure the effect of
age. In addition, Pearson’s correlations were calculated to
analyse between-scale relations, and finally, partial correlation
coeflicients were computed between BCDI scales with age as the
covariate.

On the other hand, two-way ANOVAs were performed to
compare the main effects of age and input in the whole sample,
as well as the interaction between age and input in MLU3-w
and MLU3-m scales. The effect size was calculated according to
Cohen (1992) and Richardson (2011).

RESULTS

A variety of structures and morphological markers are attested
in the sample of utterances produced by the participants, based
on their parents’ reports. The examples of 24-month-olds listed
in (4a-b) and of 30-month-olds in (4c-d) were collected using
the BCDI-2, whereas examples from 30-month-olds (4e-f), 36-
month-olds (4f-h), 42-month olds (4i-j) and 48-month-olds (4k-
1) were obtained using the BCDI-3 instrument. As expected in a
language with rich case and inflectional morphology, length of
utterance varies depending on whether it is measured in w(ords)
or in m(orphemes) and the older the children become, the
more complex are the structures attested. Thus, morphologically

Only the very few instances of -txo attached to words other than ama, amatxo
“mom, mommy” and aita, aitatxo “dad, daddy” were counted as morphemes.
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complex structures which are rare among children younger
than 30 months, such as inflected verb forms with multiple
agreement markers (4d), postpositional complex phrases (4f,
4h), embedded sentences carrying embedding particles (9g, 9k,
91), start being reported from 2;6 and 3 years onwards or even
later.

a. amona etxea-n
Grandma house-in is
‘Grandma is at home’

b. Josu-k  apurtu dau
Josu-Erg. break have.S3s
‘Josu has broken (something)’

c. nahi duzu
want have.S2s I-with  play  street-in
‘Do you want to play with me on the street?

d. Ez
Neg permit-ting this do-ing
‘not permitting doing this’

uz-ten

dago (cod. 628,24 months: 3w /4 m)

(cod. 455, 24 months: 3 w/ 5m)

The ANOVA analysis revealed a significant effect of age on all
the scales of the BCDI-2: vocabulary [F(y4 735y = 54.71, p < 0.001,
nﬁ = 0.51], nominal morphology [F(14, 735 = 37.38, p < 0.001,
77; = 0.42], verbal morphology [F(14, 735 = 35.99, p < 0.001, 7);
= 0.41], MLU3-w [F(14, 735) = 3924, p < 0.001, n? = 0.43] and

ni-rekin jolastu kale-an? (cod. 481, 30 months: 5w/ 8 m)

hau egi-ten (cod. 1110, 30 months: 4 w/ 6 m)

Intended: ez dit uzten hau egiten ‘it does not permit me to do this’

e. Ni bakarrik esnatu naiz
I alone  wake be.ls
‘T woke up alone’

f. Amatxu lan-era
Mommy work-to go is car  new-in
‘Mommy went to work in the new car’

g. Etxe-ra etorri n-aiz-enien pelota-gaz jolastu do-t
house-to come be.Sls-when ball-with play
‘when I came home I will play with the ball’

(cod. 1041, 30 months, 4w / 5m)

have.S1s

joan da kotxe barria-n (cod. 342, 30 months, 6 w/ 8 m)

(cod. 1079, 36 months, 6 w/ 11 m)

Intended: etxera etor-ten naizenien... ‘when I will come home...’

h. Amatxi-ren etxea-n ardia ikusi dut
Grandma-of house-in sheep see have.Sls
‘T have seen a sheep in grandma’s house’

i. zu  hemen geratu-ko z-ara
you here leave-FUT have.S2s me-with
‘will you stay here with me?’

j. osaba-k  zergatik ez dauka txabola Patxik
uncle-Erg why Neg own.S3 cabin Patxi-Erg like
‘why does not the uncle have a cabin like Patxi has?’

k. txikia nintz-en-ean sehaska-n egi-ten nue-n
small be.1s-Past-when crib-in
‘when I was that little I slept in the crib’

1. Eskola-ko jantokia-n ema-ten di-gu-te-n ogia
School-of dining
‘the bread that they give us in the school meals is very tasty’

m. gaur Amaiur ez
today Amaiur Neg is school-to come sick
‘today Amaiur did not come to school because he is sick’

BCDI-2 (16-30 Months)

The scores on all scales of the BCDI-2 increased significantly
with age, as depicted in Figures 2, 3 (minimal-maximum scores:
0-643 in vocabulary, 0-17 in nominal morphology, 0-36 in
verbal morphology, 1-10 in MLU-w and 1-16 in MLU-m). Mean
and standard deviation values of BDCI-2 scales are shown in
Table 4.

room-in give-IMP have.S3plL.IO1pl bread very

da ikastola-ra etorri gaixorik dauelako
is-because

(cod. 7032, 36 months, 5w / 8 m)

ni-rekin? (cod. 842, 36 months, 5 words, 8 morphemes)

bezala? (cod. 566, 42 months, 7w / 10 m)

lo (cod. 7040, 36 months, 6w /12 m)
do-IMP have.S1s-Past sleep

oso goxoa da  (cod.7049, 48 months, 8w/ 14 m)
tasty is

(cod. 536, 48 months, 8w/ 10 m)

MLU3-m [F(14,735) = 40.20, p < 0.001, ; = 0.43]. Age effect on
each scale was large according to Cohen (1992) and Richardson
(2011).

As shown in Table5, correlations between vocabulary,
nominal morphology, verbal morphology, MLU3-w and
MLU3-m scales were strong (r range: 0.81-0.97), especially
between MLU3-w and MLU3-m (r = 0.97). Some correlation

Frontiers in Psychology | www.frontiersin.org

January 2018 | Volume 8 | Article 2265


https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org
https://www.frontiersin.org/journals/psychology#articles

Ezeizabarrena and Garcia Fernandez

MLU3-w in Early Basque

600
500
[7)
<4
o —
Y
o
5 300
2
[ /
=]
2

200 /~/
100

16 17 18

19 20 21 22
Age in months

T T T T T T T T 1

23 24 25 26 27 28 29 30

FIGURE 2 | Mean vocabulary scores by age in BCDI-2 (643 items).

coeflicients decreased after controlling for age, but their values
remained both significant and high (r range: 0.66-0.95).
Cronbach’s alpha was 0.97 for the five scales.

BCDI-3 (30-50 Months)

The scores on all the BCDI-3 scales increased with age, as
depicted in Figures 4, 5 and the effect size of age was large. Mean
and standard deviation values of BDCI-3 scales are shown in
Table 6.

The ANOVA analyses revealed significant effects of age on all
the BCDI-3 scales: vocabulary [F(9, 566) = 5.46, p < 0.001, 771%
= 0.16], nominal morphology [F(y, 566y = 3.56, p < 0.001,
1)1% = 0.11], verbal morphology [F(z, 566y = 5.03, p < 0.001,
1, = 0.15], on MLU3-w [F(z0, s66) = 3.822, p < 0.001, 15 = 0.12]
and MLU3-m [F(y, 566) = 4.14, p < 0.001, nf, =0.13].

A strong correlation was found across all the BCDI-3
scales, as displayed in Table 7: vocabulary, nominal morphology,
verbal morphology, MLU3-w and MLU3-m (r range: 0.55-0.97).
Again, the correlation between MLU3-w and MLU3-m was
particularly high (r = 0.97). After controlling for age, some
correlation coefficients decreased (r range: 0.51-0.97), but the
values remained significant and high3. Cronbach’s alpha was 0.91
for the five scales.

2Correlation between MLU and the scores obtained in the multiple choice question
section in BCDI-2 yielded statistically significant results (p < 0.001): MLU3-w (r
= 0.77 and r = 0.64, controlling for age) and MLU3-m (r = 0.77 and r = 0.63,
controlling for age). The analysis of the multiple choice item sections goes beyond
the purpose of the current study. Nonetheless, we have reported these data because
of the request of one anonymous reviewer.

3MLU and the scores obtained in the multiple choice question section in BCDI-
3 also yielded statistically significant results (p < 0.001): MLU3-w (r = 0.60 and
r = 0.54, controlling for age) and MLU3-m (r = 0.64 and r = 0.59, controlling for
age).

Input and MLU3

Two-way ANOVA analyses were performed in order to
investigate the effect of age, input (the relative amount of
exposure to Basque and Spanish), and the interaction between
them on the two MLU3 measures, MLU3-w and MLU3-m in the
whole sample, which is depicted in Figure 6.

The first ANOVA showed main effects of both, age
[F4, 11827 = 102.11, p < 0.001, nﬁ = 0.26] and input
[F(3,1182) = 41.01, p < 0.001, nﬁ = 0.09] in MLU3-w and
the interaction between these two variables yielded statistically
significant results [F(j3 1182y = 3.50, p < 0.001, r/; = 0.03]. See
Table 8.

Further analyses on the interaction between input and age
were performed by analyzing the effect of input in each age
group by means of one-way ANOVAs. Regarding the analysis on
MLU3-w (see Figure 6 and Table 8), no significant differences
were observed across the four input groups in the youngest age
group (between 18 and 24 months), [F(3, 320) = 1.06, p = 0.364,
77;2; = 0.01]. However, significant differences were observed across
input groups above 2 years of age: for the 25- to 30-month-olds
[F@3, 367) = 11.18, p < 0.001, nf, = 0.08], for the 31- to 36-month-
olds [F(3, 165 = 7.49, p < 0.001, 7712; = 0.12], for the 37- to 42-
month-olds [F( 175 = 8.72, p < 0.001, n}% = 0.13] as well as
for the 43- to 48-month-olds [F(3, 155 = 10.80, p < 0.001, n; =
0.17]. Interestingly, the size of the input effect increased with age,
reaching a large size from 3 years of age (37-42 months) onwards.

Similar results were also found in MLU3-m, with significant
main effects of age [F(4 118 = 108.25, p < 0.001, 1;12) =
0.27] and input [F(3 1182y = 45.97, p < 0.001, 7712) = 0.10].
In addition, the interaction between age and input proved
significant [F(12, 1182) = 3.99, p < 0.001, 1 = 0.04] (see Table 9).
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FIGURE 3 | Mean scores by age in BCDI-2 scales: nominal morphology (17 items), verbal morphology (39 items) and MLU3.

TABLE 4 | Mean scores and standard deviations of five CDI-2 scales, by age in months.

Vocabulary Nominal morphology Verb morphology MLU3-w MLU3-m
Age N M SD M SD M SD M SD M SD
16 42 27.93 34.47 0.19 0.55 0.09 0.30 1.00 0.00 117 0.38
17 46 37.43 65.83 0.54 2.00 0.46 2.24 1.21 0.91 1.35 1.19
18 43 69.81 80.54 0.95 2.22 0.60 1.80 1.15 0.51 1.57 0.85
19 45 84.29 114.19 1.20 2.59 0.87 3.34 1.38 0.63 1.65 0.84
20 37 119.27 120.92 2.30 4.07 1.54 3.21 1.68 0.93 2.21 1.33
21 44 113.64 101.89 2.07 2.96 1.27 2.00 1.67 0.94 217 1.30
22 47 142.36 123.81 2.89 3.93 1.89 2.96 1.78 1.03 2.20 1.26
23 50 207.44 149.54 4.20 4.26 3.34 4.44 2.65 1.54 3.41 2.23
24 58 228.64 116.43 5.38 4.41 3.98 4.19 2.71 1.35 3.57 1.94
25 55 251.84 139.46 6.09 4.85 5.67 5.86 3.15 1.62 4.20 2.33
26 61 295.29 131.48 6.57 4.46 7.39 6.85 3.19 1.51 4.49 2.36
27 56 336.37 137.64 8.18 4.50 9.12 713 3.51 1.75 4.95 2.64
28 56 380.48 1561.64 9.43 4.89 12.64 8.98 4.40 1.81 6.18 2.87
29 46 392.72 163.11 9.59 4.99 13.20 9.10 4.36 1.99 6.30 3.44
30 64 404.50 160.59 9.95 5.09 13.36 9.53 4.49 1.95 6.91 3.27
Total 750 220.52 178.68 5.02 5.24 5.51 7.52 2.69 1.84 3.70 2.86

Number of items by scale: vocabulary (643), nominal morphology (17), and verbal morphology (39).

Concerning MLU3-m (see Figure6 and Table9), no
significant differences were observed among the four input
groups in the youngest age range (18-24 months) [F(3 350y =
1.63, p = 0.182, r;; = 0.01]. Nevertheless, from the age of 2 the
effect of input in the MLU-w was revealed to be significant in
all age groups: 25-30 months of age [F(, 367) = 9.73, p < 0.001,
7)12; = 0.07], 31-36 months of age [F(3, 165 = 7.19, p < 0.001, 171%
= 0.12], 37-42 months of age [F(3 175) = 10.37, p < 0.001, 7, =
0.15] and 43-48 months of age [F(3, 155 = 12.99, p < 0.001, 17; =
0.20]. Similar to the pattern observed in MLU3-w, the size of the

input effect increased with age, reaching a large size from age 3
onwards (37-42m).

Post hoc analyses with a Bonferroni correction indicated no
significant differences among input groups on MLU3-w and
MLU3-m scores in the youngest age group (18-24 months).
However, from 2 years of age, the mean scores for monolinguals
and Basque-dominant bilinguals were significantly higher than
those of the Spanish-dominant bilinguals (see Tables 8, 9). In
contrast, monolinguals and Basque-dominant bilinguals did not
differ significantly throughout the whole period studied, whilst
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balanced bilinguals showed intermediate scores which were
closer to those of the Spanish-dominant bilingual group than
to the Basque-dominant bilinguals in the age ranges before the
42nd month. Finally, in the oldest age group (43-48 months), the
balanced bilinguals aligned with the Spanish-dominant bilinguals
rather than with the Basque-dominant ones, as shown in Figure 6
and Tables 8, 9.

Therefore, three main results can be drawn from the analyses
provided above:

1) Large age effects were attested in MLU-w and MLU-m as
well as in the rest of the scales of the BDCI-2 and BCDI-
3 instruments, and high correlations were observed between
both MLU scales and the other scales tested.

The two MLU scales showed almost perfect correlations.
Input groups behaved similarly in the 18-24-month-old
group, but differences among input groups started to
be significant from age 2 onwards, in such a way that
monolingual and Basque-dominant bilinguals differed more

2)

TABLE 5 | Pearson’s correlations between BCDI-2 scales (and partial correlations,
controlling for age).

Nominal Verbal MLU3-w MLU3-
morphology morphology m

Vocabulary 0.89 0.83 0.81 0.82
(0.80) 0.71) (0.66) (0.68)
Nominal morphology 0.85 0.82 0.83
(0.76) (0.70) 0.72)
Verbal morphology 0.82 0.84
(0.70) 0.74)
MLU3-w 0.97
(0.95)

All correlations were significant at p < 0.001.

and more from the Spanish-dominant bilinguals with
age, whereas the balanced bilingual group consistently
showed intermediate MLU values between the groups with
high (Basque-dominant) and with low (Spanish-dominant)
exposure to the Basque language.

DISCUSSION

This paper is in line with previous research which used mean
length of utterance, in general, and MLU3 in particular, as
an accurate index of language development for individual
assessment (Brown, 1973; Fenson et al., 1993, 2007). The present
bilingual data further indicate that an appropriate use of the
measurement which takes into account the amount of exposure
to which children are exposed will favor a more accurate
assessment of these children’s actual language development.

The current study, which reported MLU data of Basque
obtained by means of parental questionnaires from 16- to
50-month-olds, challenged general objections regarding the
reliability (a) of parental reports to assess children’s expressive
language, (b) of MLU as an index for language development, and
(c) the accuracy of measuring MLU in words in an agglutinative
language with complex morphology.

Subjectivity is one of the strongest criticisms made regarding
the CDI instrument in general and the MLU3 measure
in particular. Nevertheless, many studies have defended the
ecological validity of parental reports as compared to studies
based on experimental data, based on the observation that
parents witness their children’s language use in manifold
communicative situations (Institute of Medicine, 2001; American
Academic of Pediatrics, 2003; O’Neil, 2007). Moreover, many
handbooks of the adaptations of the CDI instruments to English
and many other languages include validity studies comparing
CDI parental report data with data obtained using other
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FIGURE 4 | Mean vocabulary scores by age in BCDI-3 (120 items).
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FIGURE 5 | Mean scores by age in BCDI-3 scales: nominal morphology (14 items), verbal morphology (22 items) and MLU3.

TABLE 6 | Mean scores (M) and standard deviations (SD) of five BCDI-3 scales by age in months.

Vocabulary Nominal morphology Verbal morphology MLU3-w MLU3-m
Age N M SD M SD M SD M SD M SD
30 33 68.76 24.73 9.12 2.71 10.03 4.50 5.06 1.71 7.55 2.83
31 22 67.36 34.06 8.14 4.66 9.68 5.89 4.15 2.07 6.34 3.33
32 23 67.83 33.30 8.74 4.39 10.09 6.95 4.77 2.35 6.92 4.06
33 32 72.41 25.41 8.50 3.90 10.34 5.43 5.59 3.31 8.18 5.07
34 29 74.96 20.99 9.93 2.71 11.69 5.52 5.26 2.16 7.94 3.47
35 31 70.68 28.41 8.81 3.92 11.74 5.93 5.35 2.31 8.25 4.00
36 32 77.97 30.20 9.72 3.70 13.31 6.25 5.71 2.13 8.94 3.77
37 29 75.76 31.20 9.10 4.06 12.41 6.26 5.58 2.37 8.64 4.16
38 35 85.66 30.16 10.37 3.42 14.00 6.48 6.09 2.54 9.41 4.25
39 29 84.00 26.22 9.93 3.98 13.03 6.58 5.86 3.20 8.99 5.06
40 20 81.60 23.26 10.25 3.81 16.10 5.74 6.47 2.66 9.72 3.82
4 32 92.72 26.95 10.84 3.08 14.31 6.12 715 3.27 10.96 5.20
42 34 87.88 29.95 10.91 3.12 14.65 6.70 6.05 2.39 9.54 3.89
43 27 100.56 22.02 12.00 2.80 16.37 6.01 6.86 2.57 11.04 4.50
44 32 93.31 23.26 11.31 3.07 16.50 4.90 6.97 2.62 11.15 3.99
45 25 94.56 26.32 11.04 3.88 15.08 6.90 6.80 3.00 10.56 4.49
46 22 98.41 19.76 11.95 2.48 16.68 4.41 6.76 2.71 10.42 4.00
47 28 98.50 24.88 11.50 3.50 16.89 5.14 7.83 2.62 12.14 5.03
48 25 89.12 29.21 10.40 3.70 13.88 7.38 7.04 3.11 10.97 4.88
49 26 105.38 15.66 12.50 1.65 17.31 4.70 7.53 2.75 11.61 4.63
50 21 97.81 25.74 11.76 3.22 17.52 5.51 7.66 2.57 12.30 4.02
Total 587 84.69 28.67 10.29 3.61 13.79 6.32 6.19 2.74 9.56 4.49

Number of items by scale: vocabulary (120), nominal morphology (14) and verbal morphology (22).

methodologies such as elicitation, or spontaneous interaction.
These studies also reported strong correlations between MLU3
and the rest of the scales (Fenson et al., 1993; Jackson-Maldonado
et al., 2003; Lopez-Ornat et al., 2005; Barrena et al., 2008a).
As for the subjectivity in coding MLU in general, and MLU3

in particular, the current study was based on data coded by
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